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Abstract

Wireless Sensor Network (WSN)s [1,2] comprise multiple battery powered and wireless networking
and sensor based minicomputers called Sensor Node (SN)s. SNs are typically equipped with at least
one sensor to autonomously observe the environment by acquiring sensor data that is processed in
the embedded hardware of the SNs in order to potentially communicate data to other wirelessly
connected SNs of the network.
Event Detection is an observing and assessing process of real incidents or phenomena. WSNs have

the potential to observe and detect environmental events in order to offer support in safety matters
such as Structural Health Monitoring (SHM) [3] to detect e.g. age-related bridge damage, areal
overviews to support firefighting operations [4], or fence monitoring systems to detect intruders [5].
Event detection with WSNs is challenging because events typically cause different measurements

at SNs at different locations, but we want a single comprehensive meaning or interpretation as a
result. A simple strategy based on redundant data collection makes sense in case of threshold
based events such as fire detection, whereas pattern based events like intrusion detection at fences
benefit from multiple perspectives on the event.
The requirements for event-observing WSNs are in contradiction to their properties, especially if

they need to sustain their functionality over a long period and need to deliver accurate event detec-
tion while using small and ubiquitous sensor devices with limited energy and limited computational
power.
This thesis presents a Distributed Event Detection system that shifts the evaluation process of

the event data from the Base Station (BS) into the network. This distributed evaluation concept
reduces the communication load to one single event notification which leads to an increased lifetime
of the most charged SNs as well as the whole network.
We introduce two frameworks that help to realize the concept of the Distributed Event Detection,

while having the goal to preserve the global event knowledge. The frameworks make this possible
by preserving the diverse event perspectives of the SNs despite a necessary data reduction. The
Evaluation Framework comprises the automated creation of an event model based on the data of
a supervised training to support the transferability of the system on most different applications.
The Distributed Event Detection Framework enables real world deployments by implementing

the detection system on the SNs that uses the trained model within the wireless network. The SNs
affected by the event autonomously exchange event information within the network to cooperatively
classify the event. In the end the final decision is made on whether the detected event is worth
notifying the BS or any other responsible system for.
We present the technical limits for our system by investigating the trade-off between the com-

munication savings to the BS and the increased in-network communication. Compared with other
classical information fusion approaches, we can clearly attest an outperforming energy efficiency

1
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due to the conceptionally reduced communication. All compared classical information fusion ap-
proaches are conceptually reused and modularly extended within the Distributed Event Detection
system in order to ensure that our proposed system runs under a non-recommended setup as it
can fall back step-wise to the underlying information fusion concepts to support the needs of the
application.
The proposed Distributed Event Detection System reaches a high event detection sensitivity of

more than 80% up to 100% depending on the application. With four real world deployments, we
show the functionality, event detection performance, and the application specific lessons learned,
which are evaluated in relation to the Distributed Event Detection’s applicability.



CHAPTER 1

Introduction

1.1 Wireless Sensor Networks

Today, more than four million sensors are produced per day [6]. Such sensors present a chance
for humans to extend our own limited sensory abilities to observe, understand, and reflect our
environment in a much more diverse way. The huge and growing demand for these sensors shows
that we are already making extensive use of this compelling chance.

Definition 1.1.1: Sensor Node
An embedded system called wireless SN that comprises at least one of several possible sensors

that are soldered on a small sensor board which further consists of memory to store data, a
sufficiently powerful Micro Controller Unit (MCU)) to process data, a transceiver to transmit
data, and a source of energy (battery, accumulator or energy harvester). SN tend to be very
small in order to be integrated into our environment; hence, the miniaturized node size causes a
constrained hardware performance and energy supply that limits the lifetime of the SN.

Definition 1.1.2: Wireless Sensor Network
WSNs can consist of only one SN (see Definition 1.1.1) that sends data to a BS with a gateway

SN up to several hundreds of SNs depending on the application. WSNs combine the comfort of
wireless communication with the extension of our cognitive abilities through sensors. Multiple SNs
of a WSN build networks to cover areas with sensors or to span a path to a BS through the network
and to exchange data between the SNs to organize themselves through the use of their networking
abilities. The limited energy and computational power in combination with a high energy demand
for communication with other SNs leads to the general problem of maximizing the lifetime of a
WSN.

Such WSNs increase the ability of a single sensor entity to observe the environment in which
they are deployed with the goal to observe events much more comprehensively and holistically. By
using multiple, rather cheap SNs rather than one very expensive and less holistic observing station,
the capabilities can be further increased.
The majority of the area of WSN research is working on solutions to especially expand the

lifetime of WSNs by optimizing, minimizing or balancing the communication load [7,8]. The reason
for this research concentration is that wireless data transmission is the most energy demanding
task that is typically performed on a SN. Hence, it is necessary to reduce transmissions to a
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minimum in order to lengthen the network’s lifetime – which is the most desired characteristic for
the applicability of WSNs. In addition – and especially for event detection tasks – it is necessary for
WSNs to observe and assess the sensors’ environment with the highest possible accuracy without
significantly disturbing the environment or the user.
The main task of a typical SN is to collect information about the surrounding environment in

order to use radio transmission to send these data to a base station or other sensor entities. Radio
based transmissions are very energy demanding. Unfortunately, the embedded or mobile devices’
value strongly depend on their lifetime, which simply means they should provide an assigned task
for the longest possible time or they should at least be available for the longest possible time.
Hence, SN components should be chosen with respect to their energy consumption – but more
importantly, a technology is needed to organize the observation task within the network in an
energy efficient and highly scaleable way according to the number of participating SNs.
As a consequence, it is recommended to pre-process the sampled data in order to trim it down

to the essential information. The aforementioned SN components’ activity should be reduced to
a minimum. In addition, most of the WSN applications tend to have requirements that force the
SNs to be a very small device in order to provide ubiquitous applications, to hide, or to not disturb
the main application with additional physical load.

1.2 Motivation

WSNs inspire researchers to the idea of intelligent and autonomous networks due to the fact that
wirelessly communicating SNs and the concept of small and cooperative SNs comprise high po-
tentials for ubiquitous real world applications. WSNs have the potential to observe environmental
events e.g. in order to support us, especially in safety matters such as SHM, providing an areal
overview to detect critical events during an firefighting operation, or providing detailed information
about time-wise unpredictable events such as tsunamis or earthquakes. WSNs are typically used
as data loggers, but rarely as a system with the goal to assess environmental events collaboratively.
We derive the most important properties in the following:
WSN properties:

� Wireless communication allows flexible deployments even in hard-to-access, infrastructureless
areas.

� Lightweight and small SNs imply an ambient incorporation into the environment.

� Ad-hoc capabilities lead to easily scalable applications.

� Multiple multi-modal SNs enable holistic environmental observation.

� In-network communication enables collaborative decision-making with symbiotic effects.

The requirements of event observing WSNs are in contradiction to their properties, especially if
they need to sustain their functionality over a long period in combination with the need to deliver
an accurate event detection while using small and ubiquitous sensor devices with limited energy
supply and computational power.
The well-known, agreed-upon assumption that wireless data transmission is the most energy

demanding task that is typically performed on a SN leads to the necessity of limiting transmissions
to a minimum in order to lengthen the networks’ lifetime.
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Figure 1.1.: General Distributed Event Detection Idea: Multiple sensor nodes observe an arising
event from different perspectives to fuse the acquired data based on an a priori trained
model.

Real World Requirements for WSNs:

� Hardware design needs to be miniaturized to fulfill state-of-the-art requirement of ubiqui-
tously integrated and wireless communicating SNs.

� As SNs are often miniaturized, the energy supply needs to be a small battery or a constantly
available energy-harvesting power source.

� Huge amounts of measured data have to be processed without limiting the WSN’s lifetime,
reactivity or data evaluation precision.

� The lifetime of all SNs has to be as long as possible.

WSNs that intend to observe the events mentioned above mostly collect as much event related
sensor data as possible and transmit it to the BS or a server node where it is evaluated. Besides
the lack of existing real world applications and deployments, most of these event-observing WSNs
produce a stream of data to a base station or server SN which increases with an increasing number
of affected SNs. This data stream is in stark contrast to the limited resources a WSN offers and
is not recommended. Other typical approaches omit this data stream but do not maximize the
computational potential of the WSN as they make use of threshold detection approaches that limit
the accuracy of the event detection.
In addition, it is a goal of WSNs to observe the sensors’ environment with the highest possible

precision without disturbing the environment or the user unnecessarily. This means that typical
miniaturized SNs are consequently provided with very limited energy and computational power.
A classical centralized information fusion at the BS causes high network load while especially the

network load of all affected SNs has to be handled by the last Relay Node (RN) that has to forward
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data to the BS. Typically, the RN’s battery depletes first under these conditions which leads to a
rapidly degrading network connectivity with the consequence that the BS has no connection with
the remaining SNs.

The distributed computational power of the SNs is still not used to assess the incoming data
cooperatively to detect events. Exactly this distributed computational power offers a high poten-
tial to facilitate WSNs to autonomously assess events within the network. We provide an event
detection system that supports the distributed computational power to reduce the network load
to the BS in the first place.

Our goal is to provide a fully applicable system that allows taking advantage of the distributed
computational power and the wireless communication technology in practical deployments. We
want to determine which applications and setups outperform classical information fusion ap-
proaches, although we need to increase the in-network communication to provide an in-network
cooperation in general.

1.3 General Idea

The proposed idea uses the viable approach to reduce the communication with the base station
by shifting the evaluation capabilities from the BS into the network. To solve the introduced
contradiction between high detection accuracy and a long lifetime while applying miniaturized
embedded hardware, we reduce the amount of data transmissions to the BS by aggregating collected
environmental measurements such that the WSN is able to evaluate arising events observed by
multiple SNs within the network by the use of a classifier.

Every SN provides event information as pieces in a puzzle as depicted in Figure 1.1, which
allows the proposed system to observe events from different perspectives. The SNs need to know a
dedicated classification model – which is comparable to the clue to a puzzle – to fuse the given pieces
of information properly. The SNs collect these information pieces during the event sensing, extract
descriptive information, and distribute this information amongst each other. An information fusion
is performed by classifying the arising event collaboratively with a pattern recognition approach
based on an a previously trained classification model.

The model knowledge of the classification model comprises global knowledge of the whole event
in a holistic way. The SNs’ extracted information is multidimensional and bears an event relation
to the other affected SNs as depicted in Figure 1.1, [9]. The concept is able to detect and report
events to a BS or directly to an event-driven process chain within or outside of the network.

An event-detecting WSN that uses a Centralized Event Detection (Figure 1.2 (left)) at the BS
causes high network load. Conceptionally, it is a problem if multiple SNs start a communication
over a multi-hop route to a BS as all involved relaying SNs suffer from early energy depletion if
the communication is not well balanced. Even if the communication is balanced, communication
initiated from multiple SNs to a BS lowers the overall network lifetime. In contrast to this effect,
the lifetime of WSNs should always be extended as much as possible as the value of a WSN is
directly linked to its lifetime.

We suggest applying the mentioned Distributed Event Detection approach (Figure 1.2 (right))
that reduces the initiated communications and the network load to the BS by shifting the evalua-
tion into the network. The suggested solution is only possible at the cost of increased in-network
communication, see Figure 1.2. The in-network communication is necessary to exchange event
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Figure 1.2.: Centralized Event Detection at the base station causes high network load (left). The
Distributed Event Detection (right) reduces the network load to the base station at
the cost of increased in-network communication.

information between the affected SNs and to filter evaluation criteria to find an appropriate eval-
uation node Central Node (CN).
We derive the following two main limitations for our solution idea:

� Communication Minimization Limit: While the communication to the BS is reduced, the
in-network communication is increased.

� Application Limitations: If we reduce the sensed raw data to lossy event information char-
acteristics, these characteristics always trade in some event details that reduce the event
detection applicability in real world applications.

In order to show the potential and limits of our solution, we investigate the lifetime of dedicated
SNs with an in-depth analysis. We are interested in the SNs with the highest computational and
communication demands as these SNs are responsible for a first function failure as soon as the
battery is depleted. We investigate the last RN that has to forward all data to the BS and the CN
that is responsible for the final in-network event evaluation. Both of these SNs are highlighted in
Figure 1.2.
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1.4 Contribution

We want to define a hypothesis for this thesis in order to allow the reader to follow the subsequently
listed contributions on a more context-oriented basis:

Definition 1.4.1: Hypothesis

“An autonomous resource-constrained WSN can be developed and deployed for a wide range of
applications under real world conditions to observe and detect events cooperatively with an

in-network communication-based event detection approach that clearly enhances network lifetime
expectations and offers a reasonable detection accuracy.”

This thesis performs the validation of the stated hypothesis by presenting the elaboration of a
four-fold contribution:

� System Requirements: A generic list of requirements is derived from the investigated related
work to provide comprehensive recommendations for designing a cooperative Distributed
Event Detection System for WSNs.

� System Realization: A Distributed Event Detection system for WSNs is presented which com-
prises two frameworks. The Evaluation Framework shows that the system is fully adaptable
through a supervised training and classification modeling process. The Distributed Event
Detection Framework shows that the system uses a cooperative in-network event detection
system that fuses distributed event characteristics extracted according to the trained model.

� Theoretic System Analysis: A detailed theoretic analysis of the event detection system for
multiple relevant parameters is presented that shows the system’s low energy demands, that
the system is effective even in large scale networks and that it provides high classification
results even in case of inoperative SNs. The system’s impact towards single SN detection
system is shown. The decision-making ability of the proposed system can autonomously
activate systems inside or outside the WSN.

� Deployment Analysis: The presented real world deployments span an area of four applications
(in different environmental structures and different ways SNs are affected by events), which
proves the system’s functionality under real world conditions. The application-dependent de-
tection performance and the lessons learned identify the detection system’s aspect of feasible
detection accuracy and wide transferability and applicability.

As mentioned, this thesis introduces a novel and completely autonomous Distributed Event
Detection system for WSN events. The presented system extends the known information fusion
approaches of raw data, feature, and classification fusion ([10–12]) by integrating them on the basis
of the known input-output scheme of Dasarathy et al. [13]. Our system benefits from its own new
qualities, but if applications do not conform to our recommended reference setup, the proposed
system can apply the underlying information fusion approaches instead.
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1.5 Thesis Structure

The remainder of this thesis is structured as follows:

2 Current State of Research: In Chapter 2, we give a broad overview of the current state
of research by providing a taxonomy with seven different event detection architectures. From the
related work, we derive a criteria catalog of requirements to build a profound Distributed Event
Detection system that functions as a guideline for the current thesis. The concluding tables of the
related work give a compact overview of these criteria and their application in the current research.

3 Pattern Recognition To WSN Transition: Chapter 3 gives a compact overview of the area of
pattern recognition and how the introduced specialized needs and restrictions of WSNs have to be
addressed within the classification approach. We address the typical process operation components
of a classification problem comprising sensing and segmentation, normalization, feature extraction,
an in-depth consideration of the used event detection metrics, and classifier variants. We conclude
the chapter with a short introduction to the expected needs and challenges of a classifier training
for WSNs.

4 Distributed Event Detection System: In Chapter 4 we introduce the main concept for the
Distributed Event Detection system by giving an easy to understand overview of all components.
The whole system comprises two main components, a training component called the Evaluation
Framework and the deployable event detection component called the Distributed Event Detec-
tion Framework. Both frameworks are introduced in detail within this chapter while the leading
Figure 4.2 helps to understand the whole process as a big picture.

5 Theoretic System Investigation: We investigate the introduced Distributed Event Detection
System theoretically in Chapter 5 in order to validate how our concept will perform under various
different parameters and their variations. For this purpose we investigate the advantages and
disadvantages of three different distance measures in order to pick one for our evaluation basis. We
introduce four different information fusion approaches that are be compared with our own approach
and derive their maximum classification accuracy potential. For all approaches, we evaluate the
resulting payload within large-scale WSNs. Furthermore, we use real world energy consumption
measurements of our system processes in order to extrapolate the lifetime of all information fusion
scenarios by providing a best, standard, and worst case configuration with five system-influencing
parameters. In addition, we use Fence Surveillance application data to evaluate three different
classifiers with the introduced Evaluation Framework. To investigate the robustness and impact of
the Distributed Event Detection we present an in-depth evaluation of the theoretic classification
performance of our system under the influence of inoperative SNs.

6 Distributed Event Detection Platform: In Chapter 6 the platform architecture comprising
the hardware layer and application layer is introduced. We introduce two different SNs, AVS-
Extrem and F4VI2 along with their casing, as those have been used in subsequently introduced
deployments. This chapter ends with a performance comparison of both SNs and a latency process
investigation and Packet Delivery Ratio (PDR) investigation of the used transceiver CC1101 under
multiple real world conditions.
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7 Applications and Applicability: In Chapter 7 we introduce the universal applicability of the
proposed Distributed Event Detection with the deployment of four applications which differ in
their environmental structure and the way SNs are affected by the corresponding events. For all
applications, we introduce the experimental setup, present the results along with an evaluation and
present our lessons learned during the real world deployment. Depending on the application, we go
into some more detail to enlighten specific historical development results of the Fence Surveillance
Application, the casing setup of the Sport Device, application related requirements for faulty
events of Therapeutic Exercises deployment, and preliminary system experiments for relevant
event identification at the Bridge Surveillance deployment.

8 Conclusion and Future Work: We conclude the thesis by outlining the results of the theoretic
investigations and the real world deployments in order to summarize the systems’ applicability,
energy efficiency and accuracy in Chapter 8. We finalize the thesis with an outlook of possible
refinements and extensions of the introduced Distributed Event Detection system.



CHAPTER 2

Current State of Research

Data processing and event detection play a key role in WSNs and several different approaches have
been developed and deployed to process and to transport data and events within a WSN. The
common goal is to use a WSN for event detection while the secondary goal is often to do this
efficiently and with accurate results. Event detection has been a hot topic in WSN research in
recent years as it reflects one of the most compelling use cases demonstrating the need for WSNs.
In the following section we give a broad overview of the existing research work in the area of event
detection in WSNs.

2.1 Event Detection Architectures

We mainly structure the related work by assigning them to one of seven Event Detection Archi-
tectures. More taxonomy details can be seen in the summary table in Figure 2.2. We want to
introduce seven different types of Event Detection Architectures in the following sections based on
their taxonomic relationship as depicted in Figure 2.1. The idea of this taxonomy is to reflect at
which network point event decision are made and data or event fusions are processed and whether
local or global knowledge is existing or lost. The taxonomy figure is split into two section, a global
knowledge and a local knowledge section. For the purpose to clarify these terms, we introduce two
definitions:

Definition 2.1.1: The Global Event Knowledge is a description of a relationship between data
gathered by multiple SNs, typically described by e.g. a classification model, a rule set or by
the raw data of the SN as these contain all available knowledge of the events. The resulting
event detection can bring results of multiple SNs into a meaningful relationship if data of that
relationship is available that exceeds a local classification result, e.g. features, raw data, or other
multidimensional information.

Definition 2.1.2: If a SN creates Local Event Knowledge, the event is classified with the goal
to assess the whole event but from a constrained local perspective. Additional event information
for or of other affected SNs have not been considered. The resulting classification or decision is
one-dimensional and therefore the most reduced description of a global event. The resulting event
detection lacks the possibility of bringing results from multiple SNs into a meaningful relationship
other than e.g. a majority vote.
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Figure 2.1.: Seven event detection architectures and their taxonomic relation in the context of
global and local event knowledge.

We can summarize that if a classical centralized approach (data fusion at the BS) or a classical
decentralized approach (data fusion on a dedicated Cluster Head (CH)) are combined with a
preceding local event detection that creates classes/decisions based only on local data, the global
knowledge is so far reduced that these architectures can only create decisions based on local event
knowledge.

Representatives of the global event knowledge classical decentralized approach (data fusion on a
dedicated CH) try to preserve some global knowledge. In this thesis, at least some global knowledge
is available when data is fused on the BS for centralized approaches or when data is fused on the
CH for the decentralized approaches. The combination of both architectures preserves the global
information at least for the decision creation on the CH which still allows the preservation of the
global data for a subsequent decision fusion of multiple CHs.

The distributed approach is technically close to the decentralized approach but differentiates too
much for an official derivation from the decentralized approach. The distributed approach creates
local predicates to define a local event perspective. These perspectives are fused and used for the
decision creation on an in-network filtered CN.

We give a comprehensive overview of available related work for each event detection architecture
in the subsequent section.

2.1.1 Local Event Detection

The Local Event Detection is completely and directly performed on the single SN with data from
this single SN only. For the local event detection, only local event knowledge is available as defined
in Definition 2.1.2.

If an event is distributed or propagated over an area, the event parts observable from every SN
have global event knowledge as defined in Definition 2.1.1. This knowledge might be represented
by a more detailed information such as size, duration, angle, intensity and many more details than
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a pure local classification result of an arising event. If a classification is performed by preserving
only local knowledge, this detailed information of the global knowledge can hardly be brought into
relation with observations of other SNs. An example is a runner wearing multiple SNs. If each SN
classifies its own data as “running”, the global knowledge of a possibly unbalanced running style is
lost.
Of course, the local knowledge creation saves a lot of energy as it avoids transmitting raw data

or any data other than the pure classification from a single SN. Only classification results need to
be communicated to a BS. Nevertheless, this approach incurs a high communication overhead as
multiple SNs need to communicate with a base station in case of an alarm.
The Local Event Detection is mostly applicable to fairly simple types of events without high

complexity or the necessity to evaluate data from multiple sensor types. Nevertheless, the given
papers have to deal with complex events like fence intrusion [14, 15] or earthquake detection [16]
and fire detection [17]. A fire detection application could make sense as all SN can look for the
same pattern of heat generation and changes in relative humidity. For the most part, the size of
these networks don’t exceed one or two SNs. Only one paper uses a feature fusion approach [18].
The Local Event Detection is mostly implemented in laboratory tests [16, 19] and real world tests
[14,15], while the used detection algorithms are widely distributed over the existing bandwidth of
technology. Most of the papers promise a high applicability within their application domain.
Example implementations of Local Event Detection approaches are discussed as follows.

� In [14], Kim et al. investigated a typical threshold but comprehensive fence monitoring
that covers a number of real world problems. It implements a multi-modal approach whose
strength lies in the diversity of parallel sensing sensors: Ground and fence SNs aim to detect
intruders, a network camera is used and supported by an unmanned ground and air vehicle
to extend the communication and interaction of the system. After a node detects objects,
it sends all sensing data to the BS and the camera is used to identify the intruder. As the
local decision is responsible for any further action, we assess this approach as a local event
detection. Their system is limited to events with a longer duration than 20 s because of a
duty cycle of 30 s comprising 10 s for sensing and 20 s for an energy saving mode.

� In [15], Yousefi et al. evaluate an event detection system with a single SN that is attached
to the middle of one fence element. They evaluate two events (rattling and climbing) that
have been exposed to one fence element with a detection rate of 90%. The involved classifier
is a Bayesian classifier at the BS with an underlying state machine. Resonance frequency
based features are extracted and the frequency bands are matched to one of the events. The
detection accuracy was above 90% for the data recorded from three different fences in a
two-day real time test.

� A local event detection scheme based on fuzzy logic decision making is presented by Krasimira
et al. in [17]. They investigated the applicability of fuzzy logic for fire detection for burning
mattresses or chairs. The system detects fire events with fuzzy methods with a comparable
accuracy as a Bayesian approach. The detection approach focuses on a single SN detection
as the communication with the neighborhood slows down the detection, while the detection
delay on a single SN varies between 97 seconds for burning mattresses to 236 seconds for
burning chairs.

� Redhwan et al. introduce a low cost early earthquake warning system [16] that focuses on the
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detection of the onset of an earthquake. In order to detect low frequency ground motions, data
from a Microelectromechanical systems (MEMS) 3D-accelerometer and a piezofilm element
is fused and analyzed over a looping 2 s sliding time window locally on the SN. The event
detection is based on a Markov process and evaluated with a Neymann-Pearson test using
emulated magnitudes with vibrators and shake tables. The applicability of the rather simple
algorithm on cheap and low-power SNs and a fair level of accuracy and efficiency could pave
the way for domestic use.

� Zötller et al. introduce and evaluate a prototypical event detection system for WSNs to
observe conditions of containers on trucks in [19]. They observe shake and tilt events with
an equipped 2D acceleration sensor that notifies the user during shock sensitive transports.
The so-called decision maker (user) creates a priori score sheets on a smartphone by defining
multiple thresholds for the sensors available on the SNs mounted in the truck. The score
sheets are uploaded to the SNs. If one or multiple threshold are exceeded, a warning is
transmitted to the user’s smartphone for further manual decisions. The system was evaluated
by investigating packet loss and Received Signal Strength Indicator (RSSI) values.

� Hein et al. introduce a Leaky Bucket Counter (LBC) [18] that is comparable to a classi-
cal hysteresis approach to detect events. They compare this local detection approach to a
classical threshold approach and a running average approach by simulating the algorithms.
Because of the slightly advanced threshold approach, we decided to classify the algorithmic
approach as a model as it allows making use of a more complex model to describe events
than threshold only approaches are able to. They define every modeled threshold as a feature
which leads to multi-feature events based on multi-modal SNs. They provide a theoretical
evaluation for the LBC by comparing it to a moving average window and a basic threshold
mechanism.

2.1.2 Centralized Event Detection

In a Centralized Event Detection, the event assessment is performed exclusively at the BS. Charac-
teristic event descriptions are extracted and global event knowledge is preserved because of detailed
information transmitted in form of the raw data from every SN affected by the event as defined in
Definition 2.1.1.
SNs of the WSN need to communicate over one to multiple hops with a BS in order to benefit from

the BS’s higher computing power and energy resources. Another reason for using this architecture
is the comfortable way to program all SNs to communicate the gathered information to the same
SN. The event detection is performed at that BS or any external hardware that is not comparable
with the hardware of the SNs. The SNs just send raw data (compressed or optimized to reduce
amount of data to send), pre-processed data chunks. A huge advantage for this architecture is that
high precision data are available at one single point of evaluation, the BS. Bigger network scales
in particular have the downside of energy problems that arise while streaming raw data through
a multi-hop network. Especially the last RN close to the BS suffers from relaying all raw data
from the WSN. As a disadvantage, this architecture is prone to the failure of the RN with the
consequent possibility of an unavailable WSN for the BS.
The Centralized Event Detection has to deal with a huge amount of communication especially

as it tends to be used by bigger network sizes. Only one paper in this section uses a classification
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approach and not a raw data fusion [20] on the BS. It is worth mentioning that nearly half of the
papers of this section propose either concepts, simulations, or off-line algorithms for their approach
[20–24], while the other other half propose real world implementations to verify the applicability
[25–27]. Nearly all systems performed raw data fusion by transmitting the sensor data to the BS
[21–27]. The implemented detection algorithms are clearly dominated by light-weight threshold
detection algorithms but we can also see some model based approaches [21,27] as well as one pattern
recognition based approach [20]. Nearly all papers are restricted to one specific application and
about 50% of the proposed concepts are restricted to detect only one single event type.
Example implementations of Centralized Event Detection approaches are discussed in the fol-

lowing.

� In [20], Gupchup et al. proposed a statistical approach using the Principal Component
Analysis (PCA) to build a compact model of the observed phenomena that captures daily
and seasonal trends in the collected measurements. The goal is to predict the onset of rain
events using the temperature sensors of the wireless SN. They sampled once every minute
and aggregated the data over ten minutes of soil and air temperature measurements over a
period of a year with ten SNs. They project the SN’s daily measurements on this subspace
in order to identify events by detecting deviations in this subspace on an external centralized
system.

� Khelil et al. propose a distributed event detection technique [21] based on MWM (Map-
based World Model), in which each SN creates a map of its environment and sends this
model to a sink for detection of environmental events. In addition, the model can be added
by topological information of the WSN. The authors show that the proposed approach is
able to detect events in a timely manner.

� In [22], Li et al. provide a threshold based design for a reactive WSN to detect wildfire. The
authors’ approach is to stream raw data through a network to a mobile base station based
on different spatiotemporal queries. By in-network processing, the region and spreading of
the fire is approximated. The mobile BS is introduced to guarantee real-time data. They
evaluated reactivity, reliability, robustness and network lifetime with a simulator.

� In [27], Lauterjung et al. present German Indonesian Tsunami Early Warning System
(GITEWS) that has the aim to detect hazardous tsunamis within 5 to 10 minutes in or-
der to provide a comprehensive threat prediction for the population. GITEWS is actually
a running system and was installed by the German Centre for Geosciences (GFZ). It uses
monitored data from more than 300 sensors where mainly Global Positioning System (GPS)
positions help to reflect significant displacements of the Earth’s surface. In combination
with seismological data they can assess earthquake fractures within 5 minutes. Furthermore,
pressure sensors, radar and floaters combined with additional GPS sensors help to detect
displacements of the surface. All data are pre-processed and verified on-line and transmit-
ted over satellite to the Decision Support System (DSS). The centrally aggregated data are
compared to pre-calculated modeling to reflect the current situation. This may lead to a
region-dependent warning dissemination. In contrast to the paper, the project website cur-
rently states that they stopped the initial buoy system as it is not able to deliver information
in real time about earthquake location and magnitude. Instead, the GPS based solution is
still running.
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� Bo et al. introduce an abstract and high level event detection system for coal mines [23] using
WSNs with a finite automation algorithm. They introduce an event monitoring system that
transmits all information of methane and oxygen concentration from underground ZigBee
based wireless SNs to wired cluster heads which we classify as BS due to the wired connection.
Further event handling is conducted within an off-line Service-Oriented Architecture (SOA)
using the Business Process Execution Language (BPEL). They implemented the concept but
do not share any performance results.

� Zan et al. introduce a leakage detection in pipelines for urban water supply [25] by using
an anomaly detection approach using a joint time-frequency analysis. They analyzed the
detection approach in a test-bed with 35 SNs deployed in the FPCH water distribution zones
in Singapore. Every 30 seconds, they transfer compressed data (pressure measurements
acquired at 250Hz) to a base station, where the burst detection algorithm is applied.

� Viani et al. deployed a system for prevention wildlife-vehicle collision in [26]. The network
consists of SNs, a gateway node for connecting the control unit (sink) and communicates over
multiple anchor nodes to support redundant communications paths. If a movement event
is registered and triggered by the sensors (ultrasound sensor, infrared, Doppler radar), the
SNs stream the raw data to the BS for sensor data fusion to calculate the target’s direction,
velocity, and size. If a certain level of danger is found, the actuator node is activated and
a light signal is given in real-time. They tested the functionality with four SNs in multiple
deer detection scenarios. The false-positive rate is very low (2%), which means that nearly
every wildlife presence is detected.

� Yang et al. introduce an event capturing scheme for structural health monitoring [24] that
addresses short term events mainly to detect earthquakes of bridges. Their goal is to collect
data of all SNs of the bridge on a BS. To achieve this, they address the problem of waking
up all nodes as quickly as possible. All nodes triggered by vibration broadcast a wake up
message to all other nodes to let all nodes collect data as early as possible. Based on the
fused data, the BS decides whether the SNs need to continue collecting data and sends an
appropriate notification if needed. They state that a synchronization message can delay the
data capturing start. In order to minimize missing data, they suggest synchronizing the data
after finishing data collection. They simulated the entire algorithm.

2.1.3 Decentralized Event Detection

Decentralized Event Detection assesses the gathered raw data or just classification of one or multiple
SNs on a CH. Characteristic event descriptions are extracted and the global knowledge (according
to Definition 2.1.1) is preserved by representatives of this approach at every SN affected by the
event.

A typical CH selection increases the energy demands as CH selection approaches are still energy
demanding due to their concepts and come with additional energy demanding tasks of cluster
formation, creation, and distribution as summarized in [28]. A proactively determined CH suffers
from the repetitive task of handling each event fusion and detection within a cluster and therefore
behaves similar to a RN as this node relays a majority of data to a fixed central communication
node.
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The majority of the event detecting research approaches in WSNs available at this moment
pursues the strategy to perform the event detection on a special designated and predetermined CH
or SN within the WSN. This node classifies the event or makes a decision about the importance
and communicates with the BS if necessary. For further in-depth literature on clustering algorithm
please refer to [29]. Further, cluster activity can be organized based on events, which means that all
clusters not affected by an event can remain in an energy-efficient standby mode. A disadvantage of
the architecture is the potential communication of the raw data from the SN to the designated CH
which causes a heavy energy demand for the SN as communication is still a very power consuming
task. The majority of the decentralized evaluating papers detect between two and ten events [30].
Nearly all papers using the decentralized architecture focus on a decision fusion on the cluster
heads within network sizes from mostly four to seven [30, 31], but up to 30 [32] or even 50 SNs
[33]. None of the papers perform real world tests, but some of them implemented laboratory
tests [32–34] while all others use offline algorithms [30, 31] or simulations [32, 35–37] to verify
the applicability and to evaluate the approaches. Decentralized event detection is performed with
pattern recognition [30,34] as often as with model based algorihms [31,32,36].
Example implementations of Decentralized Event Detection approaches are discussed in the

following.

� In [33], Waelchli et al. implemented a Decentralized Event Localization and Tracking Algo-
rithm (DELTA) to detect flashlight events in an office environment for intruder detection.
This approach sends event data to a cluster head to estimate the event position and to clas-
sify the incident based on a Simplex Downhill algorithm. In this particular simple event type
– the appearance of a light – the global knowledge of the flashlight motion is preserved by
maintaining the spatial distribution of the SNs and by evaluating the position in relation to
each affected SN. In contrast to our work, the author detects changes in the time series of
the measured data with an anomaly detection approach.

� Wang et al. [34] uses a decentralized event detection architecture and describes a habitat
monitoring system that is capable of recognizing and localizing animals based on acoustics,
e.g. frog calls. They observe acoustic signals and classify different animals by the maxi-
mum cross-correlation coefficient between both the reference spectrogram and the unknown
spectrogram. They employ a CH with additional processing capabilities that detects crying
animals locally with spectrogram pattern matching and requests compressed raw data from
other nodes for the localization of the detected animal. The subsequent localization is based
on beamforming using Time Difference of Arrival (TDOA).

� A decentralized event detection system is also proposed by Martincic and Schwiebert [36].
SNs are grouped into grid-like cells based on their location. All nodes in a cell transmit
their raw data samples to a CH which averages the results and retrieves the averages from
adjacent cells. The raw data preserve the global knowledge. Event detection is performed on
the CHs by arranging the in-cell collected averages in the form of a matrix and comparing it
to a second predefined matrix that describes the event. An event is detected if the calculated
matrix matches the predefined matrix.

� In [37], Thuc et al. investigated a fuzzy logic based approach that clusters the simulated
sensor network. Each cluster is assessed based on historical detection values (true positive
rate and false positive rate). Their credibility value represents the probability that a certain
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cluster result is trustworthy or not. The global knowledge is preserved by using fuzzy logic
and taking the individual credibility into account when the final decision is made at the
fusion center.

� In [30], Ghasemzadeh et al. introduce the concept of motion transcripts and proposes an
event detection approach with pattern recognition techniques to detect specific human mo-
tion patterns. The transcripts define parts of motions to construct the whole motion from
inertial sensors and identify human motions by using a classification fusion at a dedicated
and predefined server station or CH. The authors collected the local classification results
with seven SNs, performed the classification, and evaluated the resulting detection accuracy
with MATLAB®. In contrast to our approach, each SN is assigned a specific role on the
body and the applicability of this approach is restricted to the human body.

� Probabilistic model-based techniques as proposed by Jie et al. in [32] utilize probability
theory to model two events and to detect them if their occurrence is probable. STED (Spatio-
Temporal Event Detection) detects events using a belief propagation technique. 30 SNs are
used to collect light strength data every minute, while the event detection evaluation is
performed on an external computer. Additionally, sensor synthetic data is created and the
event detection is simulated with 500 SN to investigate the large scale capability of the
approach.

� Jovan Rada et al. evaluate in [31] an ice-warning system for roads to prevent drivers from
inadvertently driving into slippery areas. They used Dempster-Shafer’s model of belief func-
tion in order detect three different events: freeze, slip, and safe. SNs with temperature
sensors send their raw data to a stationary and solar-powered CH near the roadside. This
CH exchanges the mass vector with the confidences of all subsets of the frame of discernment
with the bypassing car. The mass function of the car is also taken into consideration for the
event detection. They evaluated the system by emulating the algorithm based on the sensor
data of three SNs and one vehicle.

2.1.4 Distributed Event Detection

The Distributed Event Detection is the introduced approach used in this thesis. It performs the
event detection on a SN that is located according to the event’s center and uses compressed
descriptive data of all neighboring SNs affected by the event.

The Distributed Event Detection approach proposed and evaluated in this thesis creates a unique
perspective towards the event on each SN by creating local multidimensional descriptive local data
and distinguishes itself from the Decentralized Evaluation in multiple aspects:

Without the need for a dedicated CH or BS, the SNs of the distributed event detection commu-
nicate with each other to autonomously classify the event together. Part of this process is a filter
process to e.g. find a CN in a context-based fashion.

The whole event detection is pre-processed, calculated and decided within the network without
the need for any external BS. Characteristic event descriptions need to be extracted at every SN
affected by the event. These descriptions are in relation to the global knowledge (Definition 2.1.1)
and represent pieces of the complete event that are fused within the network based on the global
knowledge (e.g. a classifier model) to provide a complete description of the events. This means
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that every single SN is capable of performing the final classification as all SNs run the exact same
code.
As a result, only a single packet transmitting the event description may be sent to the con-

trol center or BS for further actions. This approach does not need to communicate with a BS
as the classification result is available for all subsequent processes based on the autonomous in-
network detection. The in-network classification can immensely reduce communication with the
BS if additional knowledge about the importance of certain events is available (additional context
knowledge). For example, during working hours it is not necessary to send an alarm if someone
opens the door of a fence on a construction-site, while such events during all other times should
raise an alarm.
Only one paper featured a real world deployment using a distributed approach [38]. However,

it is unrealistic to transfer the concept to other applications as the physical displacement and
destruction of the SNs are part of the event. All other papers use rather simple threshold detection
algorithms and all are designed to detect only one event type, which means that all approaches
are bound to a very specific application.
Example implementations of nearly Distributed Event Detection approaches are listed below.

� Li et al. [38] propose a highly specialized event detection system for coal mine surveillance
to localize collapse events. The Structure-Aware Self-Adaptive principle (SASA) of the 3D
environment surveillance is used to detect falling nodes or changing positions of SNs by
finding anomalies in acceleration data, RSSI data and acoustic measurements within a coal
mine. In case of an event, the involved nodes are mapped and transformed into a signature file
that is transmitted to the control center where all data are evaluated centrally. The authors
conducted a large-scale simulation to evaluate the system’s scalability and reliability.

� In [39], Li et al. propose a system to detect a fire event as a composite event which is
constructed out of a high temperature event, a dazzling light event, and a dense smoke event.
An event is detected if one or multiple sub-events occured, while simultaneous and sequential
occurrences are supported. Every SN provides a local and threshold based event decision
which are sent to a gateway that checks if the fire event can be composed. The approach
allows evaluating the distributed fire event on every SN within the network by composing
threshold-based and locally detected events from multiple SNs. The authors evaluated the
approach in a simulation process.

� Vargas-Fallas et al. introduce a distributed debris flow detection system for rivers [40]. The
SNs are assumed to be deployed along the observed river and its riverside. During an arising
debris flow, these nodes are transported by the flow down the river. The authors want to
detect topology changes by counting newly available links to previously unconnected SNs
and counting link losses to previously connected SNs. If the number of new links or lost links
exceeds a certain threshold and messages of multiple SNs confirm this within the network, a
warning is sent. The system was evaluated by simulations and seems to be a rather theoretical
approach as real world issues have not been discussed at all.

2.1.5 Local & Centralized Detection (two-tier)

The two-tier architecture Local & Centralized Detection combines the introduced architectures of
the local SN event assessment and of the centralized BS fusion of several of these local assessment
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results.
The combination of local and centralized detection saves communication as most of the gathered

data are mapped to a single decision locally on a SN. This architecture inherits the disadvantage
of the lost global event knowledge due to the local event detection according to Definition 2.1.2. In
contrast to the combination with the decentralized event detection, the centralized detection saves
the additional implementation for a cluster head communication but incurs more communication
to reach the BS if network sizes are increasing. The final centralized data fusion is realized in most
of the cases based on a majority vote as no event context is preserved after finding an event decision
locally on the SN. A typical application that can be found in recent research for this architecture
is to gather data locally on SNs and pre-process them on SNs to finally evaluate the event in an
external simulated environment. For this detection method, comparatively few research papers
exist, none of which use a real world deployment for the detection. Instead, all of the papers use
a pattern recognition approach and support the detection of multiple events. The only trainable
approach [41] is evaluated by simulation.
Example implementations of Local & Centralized Event Detection approaches are listed below.

� The system proposed by Yang et al. [42] is aimed at recognizing human activities. It is a
Body Area Network (BAN) consisting of eight SNs attached to the body of a person who
may perform one of twelve detectable actions. Features are extracted from an accelerometer
and gyroscope and classified on each node. As this local pre-evaluation does not consider the
event context, we classify this approach as producing local knowledge. If a local classification
is promising, the data of all nodes is transmitted to the base station and classified once again
in a centralized way. The classification process identifies an action by matching the linear
representation of the extracted feature vector to one of several subspaces, each of which
corresponds to one type of action.

� In [41], Zoumboulakis et al. define complex events as “sets of data points that constitute a
pattern” and detect events using a distance metric for a string matching approach, called
symbol aggregate approximation (SAX) transformation. The whole system is separated
into two phases: a learning phase and a detection phase. They transform sensor data into
characters in order to calculate the shortest distance between previously trained events and
unknown incoming events. The approach classifies the extracted event string of the SN
locally for autonomous operation. The authors stated that the techniques are implemented
in MATLAB® and the simulations are based on real sensor data from 54 SNs.

� Doolin et al. described a threshold based approach [43] to detect fire incidents. Temperature,
relative humidity, barometric pressure, and GPS data is gathered with onboard sensors.
When a fire occurs, the sensors measure temperatures and humidity values which do not
occur under normal environmental conditions. The SNs can then assume that a critical
event has occurred and send an alert to the base station. They deployed 10 SNs into a field
and created a real fire wall to detect fire causing every SN to eventually fail to report data
at some time before, during, or after the passage of the flame front.

2.1.6 Local & Decentralized Event Detection (two-tier)

The combination of the two-tier Local and Decentralized Event Detection introduced above uses
a preliminary classification results performed locally on the SNs with local event knowledge only
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(see Definition 2.1.2) with the aim to fuse these classification results on a CH.
The decentralized fusion is able to evaluate event detection results within the network at a

CH but still has to deal with additional communication demanded by the CH as introduced in
Section 2.1.3. Typically, a classification is performed on the SNs. This causes information loss
as all data is assigned to one single class without considering the context of the neighboring SNs.
The cluster head then has no access to these measured data anymore and needs to work with the
lossy data set. Mostly, this widely used concept is used to perform a majority vote at the CH with
decisions created on SN of the neighborhood.
Although this approach seems to be a straight forward solution for broad WSN applications, it

is rarely found in real world deployments [44] or even laboratory tests [45]. In one case an off-line
algorithm is implemented [46] and all other approaches use simulations [47–50] or a concept [51]
to evaluate the approach while none of these approaches used data from real SNs.
Example implementations of Local & Decentralized Event Detection approaches are listed below.

� Shukui Zhang et al. provide a fuzzy-decision approach (FL-CED) [49] that can determine
whether a composite fire event is ongoing or not on a cluster head. The cluster head sends
the detected fire event to the base station, which then derives the threatened area from
all received events. They use three types of cooperating SNs: temperature, smoke, and
light sensing nodes. In contrast to classical fuzzy logic approaches, the approach can be
customized to the event type by adjusting the membership matrix and weight matrix, which
considerably reduces the limiting size of the fuzzy rule base for simple events. The constructed
membership functions for every sensor are based on predefined thresholds (e.g. temperature).
They evaluated the approach by simulating it with MATLAB® and Java™ to evaluate the
detection accuracy, fault detection capability and error rate.

� A threshold-based event detection concept for heterogeneous sensor networks is proposed
in [51] by Kumar et al. The authors motivate locally evaluating threshold-based events and
incrementing so-called event counters. A CH collects the counters of the child-nodes and
matches them with a pre-configured event matrix. If e.g. an explosion happens, the child-
nodes indicate sub-events such as light, heat, and noise that will be assessed at the CH to
cause an alarm if these sub-events coincide. With a proposed event tree, a publish/subscribe
communication-like paradigm for in-network collaboration is to be achieved.

� Duarte and Hu [44] use pattern recognition algorithms in a vehicle tracking deployment.
After gathering the acoustic and seismic data, each SN classifies the events by using extracted
features. The features are extracted from the frequency spectrum after performing a Fast
Fourier Transform (FFT). The detection comprises three classification algorithms: k-nearest
neighbor, machine learning, and support vector machines. The classification result is sent to
a fixed cluster head for detection reasons and is combined with reports received from other
nodes for tracking a vehicle. The level of classification fusion inherits information loss already
at the SNs.

� In [48], Malazi et al. present a fuzzy based FED as an event detection approach that groups
SNs into clusters and detects events locally on the node and maps them to fuzzy values on each
SN. The fuzzy values are estimated with a membership function to classify the arising events.
This process is comparable to a classification progress with the difference of the uncertain
meaning of the fuzzy values. The event detection comprises three main steps: simple event
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detection, composite event detection, and event stream maintenance. The fuzzy values are
constantly analyzed at the cluster head in order to estimate the frequency occurrence, the
correlation of the collected events, and the relevance.

� In [47], Moradi et al. present a fusion-based event detection method based on Bayesian
approach, in which a Kalman estimator is used to replace missing data with approximated
values. Events are then detected by a Bayesian detection scheme locally on the SNs. The
global decision fusion fuses all local decisions at the fusion center of neighborhood SNs within
the network. The proposed system is simulated with 400 SNs and it is assumed that 100 SNs
are involved in one single event.

� Gu et al. implemented a ferrous object tracking with SNs in [45]. They introduce a hierar-
chical classification architecture consisting of four tiers: sensor-level, node-level, cluster-level
with static cluster heads, and sink-level. Each level fully classifies the arising events and
communicates the result to the higher level, while the sensor-level is the lowest level. Clas-
sification results are represented as confidence vectors in order to reduce the communication
overhead calculated locally on the SNs. Based on a preliminary majority vote, the BS calcu-
lates the direction and velocity of the detected targets on predefined thresholds.

� Tavakoli et al. [46] consider a scenario in which targets are tracked using an undersea acoustic
sensor network. Similar to the approaches [45] and [48], the SNs report their local classifi-
cation result to a cluster head, which in turn performs an evaluation of the data and may
report the outcome to a BS. In addition to the number of incoming reports, the CH also
considers the accuracy of past reports. They introduce a hierarchical classification architec-
ture consisting of tree tiers: sensor-level, node-level, cluster-level, and sink-level. The sink
finalizes the results based on a confidence value derived from historical data.

� Hong et al. introduced an event detection scheme [50] for WSNs that collects local event
decision of SNs on a CH. SNs with a closer proximity to the event and to each other are rated
higher to reduce the false alarm rate. The authors assume a constant communication range
and use the transmission range as indicator of physical neighborhood. They simulated the
threshold-based multi-tier event detection approach with 320 SNs in a 4x4 grid containing
20 SNs each.

� Schuldhaus et al. suggest a majority decision fusion based system to classify seven different
human actions with four sensors mounted at wrist, hip, chest and ankle in [52]. For each
SN, they used six time domains-based features to classify the human actions locally at every
node. Classifications on the nodes are performed for a five second window while using sliding
windows with a 50% overlap. With two different classifiers, they gain an average classification
rate of 93.9%.

� In [35], Ko et al. simulated a threshold-based Decentralized event detection scheme to detect
events locally within a WSN that needs to be divided into square grids. The local event
detection at the SNs provides a 1 if an event is detected. Each grid is defined by a CH
that counts arising events of assigned SN. The CH shares the collected information with
neighboring CH to give support to the threshold-seeking main algorithm.
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2.1.7 Decentralized & Centralized Event Detection (two-tier)

The combination of decentralized and centralized event detection shifts the decision level from
the SNs to the CH and the results of that detection are sent to the BS for the next fusion step.
This causes a very heavy load on communication within the cluster, as all raw data need to be
transferred to the specific CH, but it preserves all information gathered by providing the global
knowledge according to Definition 2.1.1 within a cluster to the advantage of a high precise cluster
based event evaluation. If events are detected by multiple clusters, the next fusion step can be
performed at the BS. The BS uses the reduced data to fuse multiple decisions for a final result.
This approach is seldom represented in the area of research as it seems to be very much tailored
to wildfire where the lifetime of the SN has to be limited until the event occurs. Especially the
SNs affected by the event are exposed to high traffic load within the cluster. This is acceptable as
long as they can fulfill the task at least once. It is very likely that after such an event the affected
SNs are defective due to the fire, hence a battery or a node replacement will be necessary for these
nodes anyway.
One example implementation of Decentralized & Centralized Event Detection approach is listed

below.

� Hao et al. propose a fusion approach [53] driven by the Mandani fuzzy logic method Cluster-
based Fuzzy Decision Fusion Algorithm (CFDFA) in WSNs. With K-means clustering, the
optimal cluster centroids are calculated. Mobile CH SNs will move to these centroids to
reduce the intra-cluster communication for the CH fuzzy fusion based on the received raw
data of all cluster SNs. They do not discuss any real world issues that could arise if a CH
needs to physically move to a certain position in order to reach an advantageous position for
data transmission. The CH decisions are fused at a BS. They evaluate the detection of fire
events based on temperature, light intensity and Carbon Monoxide density measurement by
simulating 200 static and 15 mobile SNs.

2.2 Distributed Event Detection Requirements

In order to provide future developments for Distributed Event Detection systems for WSNs, we
derive fundamental requirements that are essential for an applicable system.
We derive the requirements from the investigations of the prior related work and our experiences

while developing our own system. We postulate that all the following features should be considered
in order to guarantee high quality in event detection for a WSN and as a consequence, we define
these requirements as goals to be fulfilled.
In general, an event detection system needs to guarantee a high detection accuracy while min-

imizing communication. Nevertheless, a certain amount of inter-node communication needs to be
considered in order to provide a holistic event detection by providing a collaboration of all SNs
affected by the event.

2.2.1 # of Events

53% of the considered papers are capable to detect more than one event. A Distributed Event
Detection system should be able to distinguish multiple events and 53% of the related work perform
their detections based on a single event.
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Approaches that are able to detect only one event or very specific events cannot provide a broad
event diversity which is essential for a transferability of the system to multiple applications. Most
event detection scenarios in the real world are very diverse and it is unlikely that only one specific
event needs to be analyzed. Even widespread fire detection systems typically need to distinguish
between fire, heavy smoke, low smoke, and no fire. In addition, it may be reasonable to add
chimney events and multiple meteorological events to provide a low false alarm rate.
It should at least always be possible to distinguish critical event categories from uncritical event

categories as suggested in Section 5.6.2.1.

2.2.2 Information Fusion

Raw Data Fusion is widely used (26%) and provides the optimal event assessment but causes high
communication load as raw data have to be communicated, the principle of raw data information
fusion is introduced in detail in Section 5.2.2.
Decision Fusion based systems are widespread with 50% in the related work. Decisions are made

based on thresholds, anomaly detection, model, or fuzzy based approaches. The final communica-
tion load to the BS is conceptually identical to the Classification Fusion as only classes, or in this
case decisions, have to be transferred. Typically, collected decisions run a majority vote to assess
events on the basis of multiple classification results if no global knowledge is available.
26% of the related work described above uses a Classification Fusion that results mostly in a

majority vote to assess events on the basis of multiple classification results if no global knowledge
is available. Some Classification Fusion approaches use multiple classifiers to assess a single event.
As a guideline we recommend using more of a compromise approach that preserves as much

information as possible while reducing communication to a minimum.
The Feature Fusion is used by only 8% of the related work. It is our preferred variant of fusion

approaches as it describes events with multiple but limited descriptive features while limiting the
communication to a reasonable amount of data. Compared with the Decision or Classification
fusion an increased amount of data will be transmitted but the resulting event detection has a
better data basis to elaborate on than just a classification or decision.

2.2.3 WSN Scale

Nearly half of the related work considered (45%) developed their approaches without considering a
true WSNs scale. In these cases, artificial (synthetic) sensor data, data from theoretical considera-
tions, or data derived from one SN is used. This can lead the researchers to unrealistic assumptions
about their expected real world problems.
A Distributed Event Detection system should be applicable in larger WSNs and based on realistic

WSN scales to provide future applications with increasing numbers of SNs.
In order to adapt an event detection system to multiple applications, it should be considered

that applications using WSNs tend to utilize the main advantages of WSNs, which are scalability
and flexibility. The integration of multiple SNs in our environment (or industries) is on the rise
not least because of the further reduced size of SNs which will lead to larger WSNs with more
measuring entities integrated in close range applications as well as huge area applications.
To reveal true problems that are caused by the event detection deployment with SNs we recom-

mend to apply larger networks of more than 10 SNs (defined as mid-scale WSNs, see Figure 2.2)
in order to understand event detection problems. 72% of the related work did not follow this scale
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suggestions. To cover the multi-hop communication effects and influences on the lifetime of the
network during application, at least mid-size networks of 11-39 SNs should be involved, which is
already done by 26% of the related work considered. 18.8% of the research considered already
uses large-scale WSNs (>39 SNs), which is of course the optimal case for an evaluation.

2.2.4 Realization

66% of the papers considered realized the introduced approaches solely by concept descriptions,
simulations, or offline algorithms. Concepts are understood as purely theoretical and not yet im-
plemented ideas. Simulations are performed in a simulation environment or by using mathematical
calculation and evaluation. An offline algorithm is an implemented solution for the WSN prob-
lem but running on a single computer or server. A Distributed Event Detection should be tested
and evaluated in a real world application to understand and uncover problems that would not
be addressed in a purely theoretic investigation. A real world deployment helps to find utilizable
solutions for complex real world sensor network applications. To verify high applicability, it is
essential to perform real world deployments, which is done by 21% of the considered related work.

Performing experiments with real hardware and wireless communication during the evaluation
process helps to understand effects of hardware failure, environmental effects, network and commu-
nication problems, and computational complexity of the scientific problem and to decide whether
these effects are part of the problem.

A laboratory test is performed by 21% of the related work and helps to verify a concept by an
implementation on the SNs. It represents an implementation of the detection algorithm on the SNs
and adds the necessary communication between the SNs, which provides a better understanding
of the problem and verifies whether an approach solves an event detection problem. As the word
laboratory indicates, the experimental conditions are optimized for the experiments and do not
reflect real world conditions.

2.2.5 Applicability

A event system should ideally be adaptable to multiple detection applications. The majority (74%)
of the related work is restricted to one dedicated application or a dedicated application domain: fire
detection [22,43,49,53], detection of burning mattress and chairs [17], explosion detection [39,51],
onset of rain detection [20], tsunami detection [27], coal mine collapse detection [38], toxic gas
detection in coal mines [23], earthquake detection at bridges [24], domestic earthquake detection
and early warning [16], burglars using flashlights detection [33], icy road detection [31], debris
flow detection [40], vehicle tracking [44], tracking ferrous objects [45], submarine detection [46],
wildlife detection to prevent collision with traffic [26], frog sound detection [34], human motion
detection [30], human action detection [42, 52], fence intrusion detection [14, 15], shake and tilt
events during transport [19].

18% of the related work considered does not mention any kind of specific applications. In
addition, all of these works introduce conceptual ideas or purely theoretical ideas without providing
any practical experiments, laboratory tests, or simulations.

Only 5% of the related work considered can be trained for multiple applications as shown in [32]
and [41]. This trainability is a very good way to leverage event detection systems to high levels of
applicability toward different applications and is therefore recommended.
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2.2.6 Detection Algorithms

To provide accurate event detection accuracy, it is important to choose an event detection algo-
rithm that is adaptable and able to reflect the whole complexity of distributed events that take
multiple parts of events with different sensors and measuring points into account. The following
five algorithm types reflect the typical implementations found in the related work considered.

Threshold Based Algorithms This algorithm is used by 32% of the related work considered.
Threshold values are suitable for a lot of applications, e.g. fire detection, detection of flooding,
or other applications in which a sensor can detect a critical boundary of the measured value.
Approaches with a threshold-based detection algorithm are lacking in accuracy as only a rather
simple parameter is used to indicate an event, which typically leads to a high rate of false positives or
false alarms and a high rate of false negative if application parameters change slightly (temperature,
duration, intensity). Threshold-based algorithms are efficient and robust for simple detection
problems, but do not adequately solve detection problems of events that are composed of multiple
sub-events such as movements, human motions, environmental disasters, or structural destruction
detection.
As an additional possible downside, every node that detects an event because a threshold value

was exceeded causes a communication with other SNs. This may cause an early energy depletion of
multiple SNs in the WSN if the system often raises false alarms because of the imprecise threshold
approach.

Anomaly Detection This algorithm is used by 5% of the related work considered. Anomaly
Detection is a term used for approaches that focus on the specific case of detecting whether a
particularly unusual event has occurred within a time-series that inherits healthy status if nearly
unchanged or constant values are expected. This is achieved by learning typical system behavior
over time and then classifying specific events as either normal or anomalous. Approaches with
this goal expand upon the principles of the two previously described approaches and incorporate
techniques from the field of intrusion detection and even bio-inspired artificial immune systems.
For example, Waelchli [33] designed a Distributed Event Localization and Tracking Algorithm
(DELTA) that is based on a small short term memory to temporarily buffer normal state. The
algorithm was deployed as part of a light sensor office surveillance with the goal of detecting and
tracking persons carrying flashlights. DELTA provides the leader node with the information needed
to localize and classify an event based on a Simplex Downhill algorithm.

Model-based This algorithm is used by 24% of the related work considered. Model-based event
detection systems try to model the reality. With mathematical definitions, map-based approaches
or rule collections are typically provided for specific applications. As such solutions are mostly
very application specific, a good transferability to other applications or problems is not provided.
Nevertheless, a model is capable of handling complex events if experts in the event domain add
knowledge to the model. Alternatively, an automated training system – as introduced with this
theses – that allows training the introduced model or maps to different applications can support a
high transferability of the underlying concept.
As models tend to describe events in great depth in order to be precise, they are often complex

and demand a lot of computational power from the detecting system. As the wireless SNs’ compu-
tational power is restricted, SNs are a challenging choice for model based event detection systems.
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Reducing the complexity of the model is an appropriate method to bring models into embedded
systems, with the downside being reduced detection accuracy.
For specific event detection problems, such model base algorithms may be a good solution, but

typically, their applicability is restricted to the chosen application’s problem.

Fuzzy Logic This algorithm type is used by 13% of the related work considered. Fuzzy logic-
based approaches tolerate unreliable and imprecise sensor readings and map them with membership
functions into states like warm, cold or hot. As an advantage, these states are more relatable for
humans and come with a rather small effort as they tend to be easier to implement.
When using fuzzy logic, it is known that the rule-base grows exponentially with increasing

numbers of input variables. Reducing the number of rules has a direct influence on the applicability
as a reduced ruleset decreases the probability of getting useful detection results for a given input.
As SNs have limited memory available, storing larger rulesets may cause problems in real world
deployment scenarios. In particular, additional spatial and temporal definitions that are included
in the detection system increase the number of rules. A large rule set reduces the reactivity of
a detection system as it has to constantly pass through the whole ruleset, which has a negative
impact on the applicability [17].

Pattern Recognition 21% of the investigated research approach applied a pattern recognition
approach. In WSNs, it is especially important to combine information from multiple SNs in order
to describe and reflect complex events while having a low communication load. Pattern recognition
approaches typically use multiple features (characteristic descriptions) of the events. In addition,
it is possible to train a classifier to create reference data sets that represent a class or event type.
Pattern Recognition allows reducing the communication to a minimum by using these features and
offers a good compromise between accuracy and data compression with scalable and individually
suitable features. The number and mathematical complexity of these features has to be determined
for each event detection scenario, but in contrast to simple threshold and anomaly based algorithms,
pattern recognition is more precise; in contrast to model based and fuzzy logic approaches it is
much less computationally and memory demanding.
Typically, pattern recognition is performed in multiple subsequent steps that can be carried out

by independent parts of the whole detection system. During the sampling process, raw data is
gathered, optionally preprocessed, and handed over to the segmentation process, which detects the
start and the end of the samples that belong to an event. These event-based chunks of data are
then sent to a feature creation component in order to create the most descriptive features from
the gathered data. All created features form a feature vector for that data chunk which is labeled
after the data gathering device or region. Features can vary from descriptive attributes of the data
such as spectrum features (FFT), orientation features (magnetometer based information), energy
features (intensity), or statistical features (histogram, minimum, the maximum). In the final step,
the classification decides which class has to be assigned to an unknown event by statistically
analyzing or comparing the event features to either previously trained or fixed features such as
threshold values. In most cases, prior training is necessary to deliver a sufficient set of training
data that initializes the classifier. The following systems presented in Section 2.1 of this chapter
make use of this algorithm type:[15,20,30,34,41,42,44,52]. Only [41] provide a training component
for their system that is simulated and tested in a real sensor network.
All pattern recognition based systems mentioned create a decision based on the classification



28 Chapter 2. Current State of Research

but none of these systems uses features from multiple affected nodes in order to fuse them within
a common feature vector to benefit from the distributed WSN knowledge of the arising event as
proposed in our work.

Hierarchical Pattern Recognition A Hierarchical Pattern Recognition is performed on mul-
tiple tiers consecutively, e.g. sensor-level, node-level, cluster-level, and sink-level by 5% of the
investigated papers.

The related work [45, 46] that implements this event detection algorithm either uses a final
majority vote at the BS – which reduces the credibility of the results if multiple complex events
are to be detected – or implements an off-line algorithm[46] for the evaluation. As introduced,
cluster based approaches typically add a significant amount of communication to the existing
communication load, hence these approaches have to be investigated in detail as to whether they
make sense for specific approaches. A general framework approach that helps to cover multiple
applications seems not to be feasible with a multi-tier fusion algorithm.
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Figure 2.2.: Related work organized by event detection architecture and requirements.
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Figure 2.3.: Compressed visualization of all related work papers investigated by summing up the
requirements covered within the corresponding architecture type.

2.3 Conclusions about the Current State of Related Work

By analyzing the given related work using the taxonomic classification of table in Figure 2.2, we
can resume a good overview of the existing state of the art including the deficits in the existing
research for event detection in WSNs.
In general we can conclude that all papers agree with the following statement. The strength

of WSNs is the opportunity to make use of hundreds of SNs in order to cover e.g. huge areas to
observe. The weakness of WSNs is that every packet which needs to be sent back to the base
station costs energy at every single hop and depletes the energy of SNs and important RNs. This
weakness increases with growing network sizes as the number of necessary hops also increases.
We derive the following general statements from our discussion of the WSN research domain:

� Theoretical considerations and simulations are mainly used in research but provide abstract
knowledge.

� Deployment driven research is required for a sound understanding of the WSNs in their
applications.

� A new distributed approach for in-network evaluation and observation of events should be
accurate and energy efficient.

� The challenge is to create an approach with a minimized communication concept that per-
forms an event detection which preserves the global event knowledge for the information
fusion.

In particular, a complete implementation for an autonomous in-network event detection sys-
tem including the (i) embedded software, (ii) embedded hardware, and (iii) casing has not been
developed, deployed and studied for real world scenarios so far by any of the research considered.
Ideally, an event detection system for WSNs should benefit from and support the main advan-

tages of WSNs:

� Distributed Computational Power
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� Wide-Ranging Applicability

� Easy Deployment

In the related work, we see only a very small minority of implementations [38–40] that make
use of a truly distributed approach as defined in section 2.1.4. The advantage is that a distributed
approach uses highly descriptive information from multiple SNs to evaluate them within the net-
work. It allows any given SN to evaluate the events without a predefined cluster-head or the need
for any additional infrastructure like a WSN. None of the systems mentioned above uses features
from multiple affected nodes in order to fuse them within a common feature vector to benefit from
the distributed WSN knowledge of the arising event as proposed in our work.
In [54], Wang et al. give an overview of current energy aware WSNs with the goal of collecting

data and to lengthen lifetime in parallel. They confirm that the typical centralized approach for
data collection does not fit the needs of WSNs. Typical duty-cycle-based approaches collect data
in rounds or try to outsource communication into or over the network.
We postulate that the need for collecting and evaluating a huge amount of data can be reduced

for many applications by using the in-networking collaboration that allows performing a distributed
event detection. If we prevent the system from sending raw data through the whole network to a
sink, the WSN can be leveraged to multiple new applications without running into early energy
balancing problems.
We conclude that a true Distributed Event Detection Architecture as defined in section 2.1.4 is

necessary to create an effective event detection system in order to benefit from the distributed
knowledge of a WSN in its full extension.
In addition to the architectural recommendation, we conclude that to the best of our knowledge,

none of the related work mentioned above includes all of the subsequently described manifestations
of the event detection system requirements introduced above (please refer to 2.2) that are essential
to create and validate an event detection system in relation to its applicability, reliability, and
accuracy. The compressed visualization of the related work is depicted in Figure 2.3 and shows
the number of research works for each architecture type and highlights with yellow bars that no
area of architecture types covers all recommended event detection system requirements as follows:

� # Of Events: The event detection system should be proven to be able to distinguish multiple
events as an event detection for only one single event type cannot cover a scalable approach
that addresses our research goal to cover multiple and diverse applications.

� Fusion Type: The related work investigated rarely applies feature fusion. Nevertheless,
feature fusion is highly recommended because it is very effective in WSNs, as it compresses
raw data to highly descriptive representatives that can easily be distributed within few packets
in a distributed architecture [55].

� WSN Scale: Communication, longevity, and routing algorithms should be investigated in real
WSNs of a size of more than 5 to 10 real SNs to reveal problems within and caused by the
network communication as well as environmental influences.

� Realization: Fully performed field tests under real world conditions are necessary to prove the
concept, functionality, lifetime, and reliability of the event detection [56,57]. The deployments
can benefit from simulations and laboratory tests.
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� Applicability: To allow an event detection system to be adapted to different applications, it
should be trainable or able to use reference or historical data as a training set or setup input.

� Detection Algorithm: Pattern Recognition is a highly recommended event detection algo-
rithm for WSNs. Through the distributed computational power of WSNs used for calculating
local descriptions, the communication costs can be greatly reduced, while the event detec-
tion precision is leveraged by the fusion of these locally calculated features and subsequent
classification based on the distributively calculated features.





CHAPTER 3

Pattern Recognition To WSN Transition

“Pattern recognition–the act of taking in raw data and making an action based on the category of
the pattern–has been crucial for our survival, and over the past tens of millions of years we have
evolved highly sophisticated neural and cognitive systems for such tasks” [10].

Pattern recognition is obviously a very important human skill which we try to adapt in technical
solutions in order to benefit from automated and additionally utilizable extensions to our senses.
Pattern recognition in the context of computer science is to be described as the aggregation of
characteristics in order to detect similarities to known patterns within noisy and unstructured raw
data while the current investigated pattern is unknown and needs to be classified. Often, we use
the word event as a substitute for class in this thesis. Events are incidents in our environment and
may range from a specific movement of a leg that indicates that you are running, through fire or
intrusion events, up to earthquakes or flood events. Events investigated by WSN researchers in
numerous projects are listed within Chapter 2.

In order to detect an event, a WSN has to identify which application-specific incident has oc-
curred based on the raw data gathered by individual SNs. In this context, an event may be
anything from a malfunction of monitored machinery to an intrusion into a restricted area. The
goal is to provide high-accuracy event detection at minimal energy cost in order to maximize
network lifetime.

“Given some examples of complex signals and the correct decisions for them, make decisions
automatically for a stream of future examples” [58].

A classification problem can be defined as a non-empty set Pp×f composed of p patterns with
f features for each pattern and a set of classes Cc with c classes. It is worth mentioning that
not every pattern needs to be described by the same features or number of features. A classified
pattern can be defined as a tuple (x, y), x ∈ Pp×f, and y ∈ Cc. A representative training set T
with known classes for each pattern is used to assign an unknown pattern to a class y ∈ Cc. The
classification algorithm f : P → C uses the classification model which is based on T in order to
assign the patterns to a class [59].

We want to give a brief overview to Pattern Recognition [10] and how the classical pattern
recognition terminology is mapped to our research domain of WSNs. In addition, we want to give
essential and initial reason for major design decisions we made in order to make WSN reasonable
applicable for pattern recognition problems, based on WSN specific constraints like limited memory
or energy.

33
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Figure 3.1.: Standard training and pattern recognition scheme adapted from [10]

First and foremost we want to assess distributively observed events within our environment,
which means for applications that we want to detect specific events by using a WSN. From the
related work in Chapter 2 we derived that pattern recognition approaches are suitable in order
to detect and classify patterns of events with a WSN because we can train certain events, which
means that we can use prior knowledge of event characteristics that describe events in order to
specify the pattern to be detected.

Pattern recognition mainly comprises sensing, segmentation, feature extraction, and classifica-
tion as depicted in Figure 3.1.

3.1 Sensing & Segmentation

Sensing allows the transfer of real world metrics into a digitally processable time series. Sensors
vary from cameras, microphones, Passive Infrared (PIR) sensors, and inertial sensors to pressure,
temperature, and gas recognition sensors. Typical digital sensors have an integrated Analog-
to-Digital Converter (ADC) in order to map the analoguely recognized information to a digital
representation. Analog sensors can be found for photocells or temperature sensors. These types
of sensors need an additional ADC on the used SN in order to map the sensor readings, which
are represented by a specific amount of current or ampere, into a defined range of digital values –
so-called discrete values.

In this thesis we use the term sampling as an equivalent for sensing, as we combine with each sen-
sor the ability to gather a distinct number of samples within a certain amount of time, represented
by the sample rate f which is expressed by the sampling frequency Hz.

The sensor limits the applicability of the sensing system to the specification and configuration
of the sensor itself. This means that the settings have to meet the requirements of the application
and the given circumstances of the real world. Measurements depend on temperature, pressure,
distance to the event, and the necessary accuracy, precision, resolution, and sensitivity that is
supported and configured by the sensor itself.

A pattern needs to be separated from other patterns and from background noise. This isolation
or separation process is called segmentation. The segmentation process itself depends on the
application and sensors used. Some solutions use a predefined segmentation setup where the
number of segments is static, while other approaches use a more dynamic segmentation approach
that is based on the the dynamic of the pattern process [60].
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3.2 Feature Extraction

Features are very important for the classification process. As stated in [10], a perfect feature
reduces the importance of a classifier, while a perfect classifier is quite independent from features.
Typically, features are used to characterize the events using their relevant properties. A feature

in this thesis is a numeric representation that describes a pattern using one type of significant
information that can be calculated by an algorithm. Features are typically extracted from signals,
while signals are representations of raw data. A so-called feature pool represents all available
features that can be used for a classification problem. Typically, a feature pool can be easily
extended with new features. We go into more detail in Section 4.2.3.3 but want to highlight that
good features are very descriptive, which means that they ideally discriminate clearly between
different classes. In addition, features are representations of complex event coherences that are
reduced to mostly one simple number. The small amount of memory that is needed to store a
feature combined with the given expressiveness can support WSNs to become an efficient event
detection system if used in a cooperative way. As the energy consumption depends on the quantity
of data (more precisely: on the number of packets) to be transmitted, a small description of an
event can be very helpful. The calculation of a feature should be verified to be feasible on the
chosen embedded hardware in order to not overcharge the given hardware.

3.3 Classification

The classification (see Section 3.5.2) is the core process that finally decides which class is with the
highest probability the correct representation for the unknown event. The classification needs to
be initialized with a classification model which is mostly based on features.
In general we can differentiate between two types of classification approaches, the statistical

classification and the syntactical classification [10].
While the statistical pattern recognition is very common, the syntactical approach is very barely

used and not very popular, as stated in [11]. Statistical pattern recognition does not try to
represent a pattern or event with a feature vector but by formal grammar. Nevertheless, in certain
applications such as in the assessment of human motions and creating transcripts of a motion
sequence it makes sense to create a syntax [30, 60]. Syntactical pattern recognition is able to
match a continuous stream of characters against a defined string. As mathematical operations are
not applicable on a formal grammar, syntactical pattern recognition has the drawback that the
classification results are not very easy to post-process as soon as a syntax is extracted. A typical
distant measure like the Levenshtein Distance [61] is commonly used; other distance measures for
syntactical classification can be found in [62].
Statistical pattern recognition tries to find the most probable class for a given pattern with a

numeric solution. Typical and very common groups of approaches to reach that goal are Frequentist
procedures [10], Bayesian procedures [63], as well as the most commonly used approaches from the
huge group of Linear classifiers [64]. All of the procedures mentioned above use a reference (or
prototype) feature vector for every learned class which is typically generated by calculating the
mean of each feature type of a feature vector that is assigned to one distinct class.
If an unknown pattern has to be classified, the distance to each reference feature vector is

calculated in order to find the shortest distance to the class that fits best (w.g. Euclidean Distance
(ED) or Mahalanobis Distance (MD) (see Section 3.3.2)). This thesis follows the statistical pattern
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recognition approach with a mathematically applicable distance measure that returns numeric
distances and leaves the door open for future mathematical post-processing approaches as the
quality estimation of features or raw data as suggested in [65].

3.3.1 Evaluation Metrics

The following evaluation metrics are used to evaluate the system’s classification reliability while
exposing the Distributed Event Detection system to different classes of events in multiple appli-
cations. We reach a good comparability between all scenarios, applications and experiments by
constantly using these evaluations metrics.
We evaluate the classification results with the well known binary classification types true positive,

true negative, false positive, and false negative as introduced below:

� TP = A true positive describes a correctly identified event. E.g. the event climb over the
fence was performed and detected.

� TN = A true negative describes a correctly rejected event. E.g. the event climb over the
fence was not performed and it was detected that this event did not happen.

� FP = A false positive describes an incorrectly identified event. E.g. the event kick the fence
arose but the climb over the fence event has been detected.

� FN = A false negative describes an incorrectly rejected event. E.g. the event climb over the
fence was performed but classified as not to be that event.

We use the generally known and established statistical measures (sensitivity, specificity, positive
prediction value, negative prediction value) of the performance of a binary classification test as our
main significant evaluation metric:

� Sensitivity = #TP
#TP+#FN , also called recall, corresponds to the proportion of correctly detected

events.

� Specificity = #TN
#TN+#FP , corresponds to the proportion of correctly ignored events.

� Positive Predictive Value (PPV) = #TP
#TP+#FP , also referred to as precision, corresponds to

the probability that detecting an event reflects the fact that the system was exposed to that
matching event.

� Negative Predictive Value (NPV) = #TN
#TN+#FN , corresponds to the probability that ignoring

or rejecting an event reflects the fact that the system was not exposed to that matching
event.

� Accuracy = #TP+#TN
#TP+#TN+#FP+#FN , corresponds to the proportion of true results in the popu-

lation, i.e., the sum of all correctly detected and all correctly ignored events.

3.3.2 Distance Measures

Each feature we use to describe a classification problem is mapped to its according numerical
dimension which increases the dimensionality of the class to be classified. These dimensions are
represented by Rn in which for each class and a feature vector ~vf comprising multiple features fi
is defined, see Equation (3.3.2).
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We can simply imagine the position of a television chair within a 3D area of a living room as
such a vector. The position of that chair is represented by three features, the x, y and z coordinate
within this specific room. The pattern recognition now postulates that similar problems (in the
case of the position of the television chair with our room) are represented by the features with
more or less the same numeric values.

We can transfer the example of the chair position to a mathematical expression called spatial
proximity measured by distance measure. If the chair is not exactly placed at the initial position -
class we can now measure the distance of the new position within the defined and by this evaluate
how dissimilar the position of chair is compared to its initial position.

~vf =


f1
...

fn

 ∈ Rn (3.1)

The distant measure is an important part of the pattern recognition process as it allows to
quantify how dissimilar a newly detected class is in comparison to the trained classes. “The choice
of a particular metric depends on the application. Computational considerations aside, for feature
selection and extraction purposes you would choose the metric that gives the best performance
(perhaps in terms of classification error on a validation set)” [12].

The ED and MD are two of the most important and most used distance measures. These metrics
suit our needs; as they are implemented for various classification problems and are often cited to be
surprisingly well performing we use them for our preliminary investigation. In general, the proposed
event detection system should be evaluated with a distance measure that suits the general needs
of a WSN and is accepted as a well performing distance measure for most classification problems.

Nevertheless, these distance measures are different in their main purpose: Euclidean is used
when the correlation of patterns is low, while Mahalanobis is preferred for patterns with medium
or high correlation. We can assume the worst case for our real world applications, which means
that our patterns will not correlate well as they are performed by humans, who tend to repeat
motions in a highly correlated way only if they are used to them through intense training. However,
the correct decision on the selection of the distance measure depends on the available data and the
statistical distribution of the features [66]. While having these theoretical statements in mind, we
investigate the distance measure in order to decide which to prefer in Section 3.3.2.

3.3.3 Classifier

We concisely introduce three of the most known classifiers and discuss whether they can be used
for WSN classification problems.

3.3.3.1 Bayesian Classifier

The Naive Bayes classifier is a very successful classifier and competes with very sophisticated
approaches [67]. The Bayesian classifier assigns a class with the maximum probability – instead of
the closest physical distance – to a given event described by its feature vector. This classifier is very
effective in many practical applications, such as text classification, medical diagnosis, and systems
performance management, because of a common simplification called conditional independence
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Figure 3.2.: Example depiction of the nearest prototype classifier and the K nearest neighbor clas-
sifier (KNN).

assumption that assumes that features are independent of each other given the class, that is:

P(X|C) =

n∏
i=1

P(Xi|C) (3.2)

where X = (X1, ..., Xn) is a feature vector and C is a class [67].

For our classification problems, the a priori distribution is unknown, which leads to the simple
solution of either using historical data to construct an a priori distribution, or assuming that
all of the measured values have equal probability [68]. In our scenarios, it makes more sense to
assume that events are all equally probable, which can be easily seen if we think about a training
session where different motions have to be performed. Because of its simplicity and lightweight
implementation, the Bayesian classifier is a good candidate for our distributed event detection
system evaluation to compare different applications.

3.3.3.2 KNN

The K Nearest Neighbor (KNN) introduced in [63, 69] uses a simple but very effective approach
to assign an unknown event to its most comparable training data (neighbor) if K equals 1. In
any other cases where K is increased, the KNN works as a majority vote, where K is the amount
of comparable training data (neighbors) of one class that have to be more comparable towards
the unknown event in contrast to all other training data in the neighborhood. More comparable
training data means the training data is positioned in a closer neighborhood compared to other
training data. Depending on the distance between the unknown event and the training data, it
might be more effective to weight the final decision with these distances rather that counting the
numbers of effectively the closest neighbors. Through this, every neighbor is able to contribute to
the vote by the fact of its own proximity in an averaging way.

The original algorithm starts by finding the closest neighbors to the unknown event and classi-
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fying the unknown event as the class for which the first K closest neighbors can be found; see a
sample depiction of the KNN approach in Figure 3.2 (right hand).
It is important to have a large K in order to minimize the probability of a non-Bayes decision for

the unknown event. In contrast, K should be small compared to the amount of training data. It is
important that the training data are close enough to the unknown event to guarantee an accurate
estimate of the posterior probabilities of correct classification. Hence, the 1-NN approach is an
option especially for the smaller training data sets we are using as suggested in [69].
From a technical point of view, the KNN has a slight disadvantage for embedded systems as it

needs to store all training data on the node to calculate the K nearest neighbors.

3.3.3.3 Prototype Classifier

Classification algorithms offer a very broad functionality and applicability, but the majority of
applications make use of decision trees, neural networks, support vector machines, and K nearest
neighbor approaches [10].
The Distributed Event Detection system allows exchanging the classifier in order to support a

vast majority of applications, but for evaluation purposes we constantly deployed different appli-
cations with one classifier with the aim to compare the results with each other. As wireless SNs
are limited in resources like memory energy and processing power, we decided in [55,70] to use the
classification process employing the prototype modeler [71] within our distributed event detection
system as further discussed in Section 5.6.3.
For a better understanding of the ongoing work, we want to introduce the classifier used with a

simple description early in the thesis. Figure 3.2 (left hand) depicts an example of the prototype
classification based on three trained classes based on two features which represent a simple two-
dimensional feature space.
Three so called Prototype Vectors represent the trained classes. They have been calculated by

averaging the selected feature types of all training data corresponding to their specific class. A
new and unknown event represented by a feature vector is classified by calculating all distances to
all prototype vectors. As previously mentioned, the ED is used, but other distance measures can
be applied, such as Manhattan distance or MD. The shortest distance of all calculated distances
indicates that the features of the unknown event are mostly comparable to the class with the
shortest distance. All other classes are assessed as a non relevant option.

3.4 Report

Reporting an event is an essential task for WSNs as this task plays a key role in energy efficiency.
Especially if the report can be minimized by filtering routines a WSN benefits of the saved com-
munication load. In the current thesis, we focus on reducing the communication with the BS and
ideally to omit unnecessary reports if possible. A solution to reducing reports is to introduce e.g.
event categories with varying relevance. The report is then only sent in case of a relevant event.
Further, time dependency or other dependencies can be added to reduce the reports. A key solu-
tion comprehensively discussed in Chapter 4 is the collaborative in-network evaluation of multiple
SNs’ features, as this enables a single classification result that reduces the communication with
the BS to a minimum. The increased in-network communication and the trade-off between both
communication types is discussed in Chapter 5.
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3.5 Supervised Training

Supervised training is a very common technique to assign training data to a specific class after each
training run in order to add the knowledge of the trained classes to the classifier by the supervisor.

The training allows us to collect relevant and representative data representation of events we
want to detect or do not want to detect in the near future by a pattern recognition system as
well as by our distributed event detection system. The training goal is to learn from numerous
event examples the currently available characteristics in order to preserve them and to load them
as model knowledge into the later recognition system. Therefore, the execution of the training has
a huge influence on the classification model as any variance or effects that occur during training
because of a training situation are stored within the reference data.

As a consequence, the supervisor of the training has to observe the training progress very carefully
and has to annotate every training case as to whether certain training samples are faulty, useful,
have obvious issues, or lack intensity which may be caused by the training-related bodily fatigue if
a sound physical effort is necessary to perform the training. Event detection may suffer from the
uniformity of the training data and can benefit from a more exhaustive training. We can see that
the effort of a training stays in a clear relationship to its effort, but in general it can be said that a
more comprehensive training leads to a better classification system. This goal can be reached by
collecting a preferably large set of training instances for each class in order to filter outliers more
successfully and to form a better approximation of the true event characteristics.

The support for event-specific training can not be recommended for all kinds of event detection
applications. It may in fact be preferable to classify events based on expert knowledge created
from historical data rather than a generic classifier using training data from example events. This
is especially true for scenarios in which training data for all types of events is very hard to generate,
such as earthquake detection, flood detection, volcanic eruption detection, or tsunami early warning
systems. In summary, the goal of a learning algorithm should be a concept or a general description
of a class of objects [55,68].

For WSNs, we have to store raw training data on the SNs and need to add a simple communi-
cation packet that tags training data with a class or deletes the training data directly on the SNs.
Another option is to send all raw data to the sink after each training run and to tag the training
at the BS. Which approach is preferable depends on the number of SNs.

3.5.1 Feature Selection

Feature extraction is the initial step to create meaningful characteristics of a pattern and to be able
to compare them to a priory learned details about all known pattern. Proper feature types can
be extracted from various signals and can create a huge feature pool ranging from Fourier based
features through intensity, histogram, energy, or peaks, which is just a small fraction all possible
features.

As the number of features can increase significantly, it is important to select those that are most
descriptive and to remove the irrelevant or even redundant or correlated features with the goal
to reduce the necessary feature space without reducing the detail of a class description [72]. For
WSNs too many features would increase the need for memory and the calculation time to an extent
that would reduce the operability. Hence, a highly descriptive and compressed feature vector that
fits into a single communicated data packet is the main goal for the feature selection.
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A method that is typically used to find a good feature subset is called filter method [73, 74],
which considers the features independently from the classifier and calculates general parameters of
the training set to select features that perform best within this abstract statistical approach. The
first approach that implemented a filter method for the Distributed Event Detection is made in
the context of our Fence Surveillance project as well, see [75].
To compress the resulting feature vectors, a well-established method to perform a promising

feature selection is the so-called wrapper method [74], which is used and introduced in detail in
this dissertation in Section 4.2.3.6. The first approach that implemented a wrapper method for
the Distributed Event Detection is made in the context of our Fence Surveillance project as well,
see [76].
In general, the wrapper method uses a predictive model based on the classifier itself (also called

induction algorithm [74]) which is used within the deployed detection system to assess features
and combinations of the features in order to find the best feature subset. With every feature
combination, the classifier is trained and tested against a specific training data set. The number
of correctly and wrongly classified training sets is used to assess the current combination and to
decide how to continue to optimize this specific combination. As the wrapper method iteratively
trains the classifier with each feature combination, this approach has a very high computational
effort and requires a high performance computer. Nevertheless, wrapper methods are superior to
the filter methods as they deliver the best results if they operate with reference feature vectors [74]
just like the proposed Distributed Event Detection system.
Although the computational effort of the filter method is very low compared to the wrapper

method, the resulting feature set is not tailored to the classifier used in the investigated approach.
Typically, this leads to a higher quality output of the wrapper method. Even for embedded systems,
the wrapper method is a viable approach, as the training is performed in a processing step that
takes place before the real world application with the application of wireless SNs for the purpose
of event detection.

3.5.2 Classification Model Generation

As mentioned in Chapter 3, the classification algorithm f : P → C uses the classification model
which is based on the training set T in order to assign the patterns to a class. In order to create such
a classification model, an abstract description of classes is needed. Multiple approaches to create
such an abstract description can be found in [77], where they are called knowledge representation.
Duda et. al [10] uses the word model. A classification model is generally created using training
data, as mentioned above features can represent an abstract version of these data.
For our case of WSNs, a matrix for the relative SN neighborhood or physical topology is nec-

essary, the number of physical dimensions used for the SN positions, the maximum number of
affected SNs, and additional information like CN-Features to find the node closest to the event
center. A more in-depth discussion and the complete list of model parameters is introduced in
Section 4.2.3.8.
This classification model is then used in the recognition process. If the complete training data

set is used to support the classification model, it represents the most precise data basis. As a
downside, the complete training data set causes storage and computational bottle necks on each
SN. Hence, a reduced and optimized model that relies on features and additional network specific
parameters as described above is highly recommended.
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Distributed Event Detection System

4.1 Distributed Event Detection Concept

Our main goal is to detect events within the network while simultaneously reducing the amount
of data that needs to be transferred to a control center.
As stated in [78], WSNs are able to reduce the communication by implementing the following

main concepts:

� In-Network Processing: data is evaluated within the network

� Data Compression: data is compressed and evaluated at a dedicated station

� Data Prediction: predicts arising events based on data and models

A feasible data prediction is not suitable for the proposed system as such an approach is suitable
for long-term forecast events types like meteorological or seismic events. In contrast, we want to
distinguish instantaneous critical events from uncritical events in a fence or bridge surveillance as
well as a body motion-based scenario. Our goal is to solve the classification problem of distinguish-
ing trained events within a WSN. We want to solve the given problem by combining in-network
processing and data compression. The in-network processing solution uses a feature distributing
classification system that compresses data in form of a characteristic data representation – the
features – that reduce the necessary event notification to one single event classification that can
be as small as one single byte.
As introduced in [5], our proposed in-network approach is able to involve observations of multiple

SNs to obtain an extended and holistic view of an event. In principle, it observes events from
different perspectives with SNs located at different positions at e.g. a fence, a bridge or a body to
complement one another and to get an extensive view of the observed event. We can summarize
that the introduced Distributed Event Detection System benefits either from events that spread
spacially or from events consisting of multiple distinct information depending on the SN’s location
or perspective.
An integrated classification model is used to define a proper combination of the trained and

diverse event descriptions. To develop a proper event detection classification algorithm [10] for
WSNs, it is important to take the required simplicity and the accumulating protocol overhead into
account. The design and evaluation of application dependent feature types is a key component of

43
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Figure 4.1.: Distributed event detection concept reduces traffic in multi-hop networks during event
reporting [5].

our distributed event detection system. It allows us to transform the huge amount of arising raw
data into very tiny and highly descriptive representations of specific event properties. In addition,
they differentiate distinct event classes (high inter-class distance) while events of the same event
class show similar characteristics concerning the corresponding feature values (short intra-class
distance) [12]. A comprehensive introduction to the topic of classification and pattern recognition
and data mining is given in Witten et al. [64]; additionally, an in-depth introduction to the subject
of pattern recognition is available in [10,11,63].

As depicted in Figure 4.1, our Distributed Event Detection concept starts the event detection by
gathering event related raw data from multiple SNs. It provides preprocessing, feature extraction
of local event features, and feature distribution between the SNs, and finally fuses the features of
the feature vectors on the SNs into one Fused Feature Vector to classify the unknown event with a
classifier. In the last step, the events are reported to a control center. The unique selling point here
is that we only report events through the multi-hop network from one single SN that performed
the feature fusion beforehand. To provide minimal communication, only critical events are sent by
filtering out all uncritical events within the network.

We have to be aware of the multi-hop communication as this communication influences the
network lifetime and thus its applicability in the first place. Figure 4.1 shows that it is important
to avoid to the processing task of the classification task at every affected SN. We recommend
classifying the event only on a CN that is the only SN to send the classification result through
the WSN. The avoidable communication and processing steps of all other SNs are highlighted
with red arrows. Black and the green arrows indicate our proposed communication and processing
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concept. The event handling has to deal with only one classification result, which helps to decide
how to react. In contrast, multiple different events cause more confusion than a clear emergency
for example.
Before deploying our system, it is important to pre-evaluate the effectiveness of the selected

features. Descriptive features from several feature types such as intensity or histogram are used to
distinguish different events from each other. Therefore, our main concept comprises two concrete
frameworks which are described in detail in the following sections and which were introduced in
their first iterations in [5, 76].
We introduce an Evaluation Framework for the supervised event training that performs the pre-

evaluation of the training data and allows to extend the involved quantity and types of features of
the feature pool to the application needs. The Evaluation Framework is responsible for the final
classification model that includes the reference vectors. The creation of the classification model
is based on iterative evaluations of the classification accuracy in theory within the Evaluation
Framework.
Our deployment itself is driven by our Distributed Event Detection Framework that reflects

the main architecture of the Evaluation Framework but is implemented on embedded SNs for
deployment purposes. Compared to the Evaluation Framework, the Distributive Event Detection
Framework is extended by a communication layer, a comprehensive event filtering process, and
a report process. The distribution and feature fusion process fuses the available environmental
data within the network to achieve an increased event detection accuracy. In contrast, systems
with a local evaluation architecture lack the ability to view events in their entirety, systems using
a decentralized architecture need to transmit all data to a dedicated CH which may cause huge
traffic loads, and centralized architectures cause the most extensive traffic load as all data need to
be transmitted to a BS.
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4.2 Evaluation Framework

As introduced in [5], the overall goal of the Evaluation Framework is to analyze the application
dependent classification problem and to build up the classification model which specifies the clas-
sification problem precisely. A classification model can be understood as a compilation of abstract
event descriptions that will be stored on the SNs for later comparison in case of an event occur-
rence. The framework allows to evaluate multiple classification algorithms with respect to the
resulting classification accuracy. The Evaluation Framework comprises two initial process blocks,
(a) Training and (b) Modeling (cf. Fig. 4.2) which are used to calculate a Classification Model
including an optimal feature set from the given training events to set up the subsequent Distributed
Event Detection Framework.

4.2.1 Calibration

A preceding calibration as introduced in [55] adjusts each sensor to the local environment and allows
to auto-discover background noise within the observed environment. For example, a microphone
sensor will discover noise while no acoustic event arises in order to create a threshold value (for
threshold logic details please refer to Section 6.2) that feeds the event detection in order to segment
the signal into event-specific time series of raw data chunks. An automated self-calibration is
automatically initiated at any point in time during the deployment by the SN if necessary, e.g., after
a temperature or magnetic field change which could cause a continuous drift in sampled values or an
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increase in background noise while the automatic calibration routine takes interruptions during the
calibration into account. However, sophisticated sensors often integrate auto-calibration methods
which improve current application-dependent calibration processes.

4.2.2 Training

During the training process block (Fig. 4.2(a)), all events that shall be detected in future appli-
cations need to be trained multiple times with the SNs attached at the correct positions. It is
necessary to gather the knowledge of the correct assignment of the training data to their corre-
sponding event class for an optimal assessment of the features extracted later. Hence, the training
is performed under supervision, which means that each trained event is known and labeled by the
system using a training setup file. During the training it is not necessary to have an established
wireless communication available, as all training data can be stored directly on the SNs for the
subsequent event modeling. Nevertheless, a wireless communication helps to tag faulty training
runs or to tag training runs with the supervising class names.

In order to cover the application’s need, it is necessary to train all relevant events and all possible
and known variants that can be expected. The training is a key process that has a huge influence
on the resulting classification model quality. The evaluation Framework can create a highly reliable
classification model only if all types of events are covered during the training, distinguishing the
trained events from unknown events, and to assign arising variations of events to known classes
most appropriately.

We save the training data on the SD card of the SN. For this purpose, a simple training ID
including the class to be trained is sent to each SN. The subsequently stored event data are tagged
with the previously stored identifier. In case of a malfunction or a faulty performed training data,
we can delete this training data. The corresponding and incrementally maintained identifier can
easily be identified by its absence in the later evaluation. As a result, subsequent feature selection
is performed off-line. A more general overview into the supervised training and possible realizations
is introduced in Section 3.5.

4.2.2.1 Sampling & Segmentation

All raw data are sampled during the Sampling Process and segmented into distinct events directly
on the SNs using segmentation approaches depending on the application.

Typically, segments are created when physical effects indicate an event. The segmentation
distinguishes whether sensor data is part of an event depending on the segmentation parameters
discovered during the calibration. The segmentation can be performed with thresholds or with
knowledge of defined changes in event-related environmental data. In combination with a hysteresis
as introduced in [79], we can adjust the tolerances to detect event start and stop occurrences.

4.2.3 Modeling

The modeling process block (Fig. 4.2(b)) evaluates the classification problem by creating and
evaluating different features within the evaluation framework. The feature evaluation is supported
by the in-framework classification algorithm which supports short feature development cycles.
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4.2.3.1 Preprocessing - Signal Creation

The collected event segments are processed in MATLAB® on a PC (control center) to obtain
feature data. The Preprocessing Process uses the generated raw data of a training event and
preprocesses all sampled data points in order to remove noise from the data stream and to perform
data transformation in order to calculate additional signals. The signal creation can lead to feature
types combined from multiple different sensors built into the SN (multi-modal SNs).
Further, we need the opportunity to let the Feature Selection pick features that are invariant

and therefore still meaningful in case of slight changes of events that are not relevant for the
application. Example events that should be detected as the same event despite some variation
within their performance could be two different intruders, one climbing over a fence slowly and
the other quickly; obviously, both should be detected as a fence intrusion event regardless of the
time taken to overcome the fence. For this purpose we need e.g. time independent features based
on frequency signals. In the following we introduce all used signals we derive from our actual
acceleration sensor raw data on the SNs. The extracted signals depend on the sensor type and can
easily be expanded for future applications.
We can derive 12 different signals s from the raw data by applying normalization or Fourier

transformation, by using the raw data streams as they are, or by combining multiple raw streams
to a vector. Every feature that can be derived from these signals then reflects a specific event
characteristic in various domains, defined by the signal used.

Raw Data s: We mainly use the acceleration sensor data for the evaluations within this thesis;
Acceleration Data is given as the main input. This sensor type can be exchanged against any
other sensor. We derive the main data types from the acceleration sensor: Raw Data which creates
three initial signals s: X, Y, and Z, one signal for each axis of the 3D-acceleration sensor. Addi-
tional signals allow us to pick features out of multiple and diverse highly descriptive information
representation.
A sensor fusion based on all axis allows us to derive the magnitude signal which is independent

from the orientation of the acceleration and reflects the magnitude of all acceleration axes com-
bined in one vector. As introduced in [5], every sampled triple of acceleration values (x, y, z) is
represented in three-dimensional space as an acceleration vector ~v. This enables the abstraction of
every triple to one orientation independent acceleration value by extracting the magnitude of the
vector |~v|. Features calculated from this signal are for example totally invariant to changes of the
SN’s alignment.

Normalized N(s): With the help of time and value normalization, we can create signals that
are less dependent on time or value or both; for example, normalized axis values N(X), N(Y), N(Z)

or a normalized magnitude based features N(~|v|) as represented in Figure 4.3. Every normalization
process adds distortion as the original signal changes and artificial values maybe added to a signal
if it needs to be normalized to a longer time series or a higher maximum value. The positive effect
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is that a normalized signal can help to deliver an approximation of equalized event conditions.

The included feature-dependent normalization process provides optional linear scaling data nor-
malization functions as described in [80] to obtain normalized signals concerning time and intensity,
as well as the frequency domain representation of the original signal.

As a side effect, normalization changes the signal in a specific way, which can cause information
loss. For example, null points will be lost, as will the relation of the three sensor axis of an
acceleration sensor. For features that need these relations, such as a null point feature or the
orientation feature, we preserve the raw data for non-normalized signals.

Typically both time and value normalization are performed; exceptions can be made depending
on the needed feature characteristics. While time normalization scales every signal linearly to
the same amount of samples, value normalization scales every signal linearly to a common maxi-
mum value range. As a result of the classification model, the maximum signal values are needed
to repeat this normalization on signals that arise during the Distributed Event Detection in the
application. For the final classification model, a defined maximum amplitude value to which the
signal has to normalized is used as a reference to calculate a linearly extrapolated value normal-
ization. Additionally, the maximum event duration of all training data is used as a reference value
for the time normalization. In the time domain, our events are normalized to 1, 024 samples or
10 s. These maximum values are used during the initial signal creation as well as preserved for
the model creation in Section 4.2.3.8. It is worth to mention that the maximum amplitude value
should not be the maximum data-type value, as these values need to be processed during the MD or
ED calculation which would quickly exceed the maximum values. For our applications the defined
maximum amplitude value is set to 1, 000 which provides enough buffer for future developments in
a 32-bit architecture.

Frequency F(s): In order to cover the mentioned frequency domain we use the FFT F(s)

introduced by Cooley and Tukey [81] to transform the sampled data from the time domain to the
frequency domain. The resulting signal comprises the ordered frequency distribution of the original
signal with the corresponding amplitudes. This signal is invariant to variations of the event in the
time domain. This means varying event lengths or time displacement of event characteristics
do not affect features created from the frequency signal. For the FFT realization on the SN
AVS-Extrem (introduced in Section 6.2.1) the implementation of Douglas L. Jones [82] is used as
introduced in [83]. For the realization of the FFT on the SN F4VI2 (introduced in Section 6.2.2),
the implementation of ARM Cortex Microcontroller Software Interface Standard (CMSIS) [84] is
introduced in [85].

The signal normalization in the frequency domain is slightly different. The value normalization
affects the amplitude of the frequency spectrum, and the time normalization is of course trans-
formed into a frequency normalization, which always represents half of the sampling rate used in
our experiments (100Hz) during the event detection; hence, this frequency normalization results to
a maximum of 50Hz. The sampling rate needs to be constant for this calculations. This mapping
ensures the comparability of the frequency domain representation of signals of different events.
Thus, we gain three frequency signals based on the individual axis N(F(X)), N(F(Y)) and N(F(Z)).
By combining all three axis into a vector we can also create a frequency based signal on this vector
~v which is then defined as N(F(~|v|)).
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4.2.3.2 Topology

We need to know the real world topology of the SN and the topology of the event distribution for
the autonomously mapped position of the event into the real world network location by using a
CN-Feature. We introduce both topology types, the CN-Feature and some subsequent application
limitations.

Node Topology In order to take the SN placement into account with regards to the event
detection, the physical node topology needs to be added to the classification model to support
the automated calculation of the relative location of the SNs within the WSN. This topology can
be represented by a list or matrix of neighborhood types and relations and needs to be added
by the physical network topology called node topology matrix. Depending on the complexity of
the network, we use multi-dimensional data types like matrices or linked lists to map the pysical
topology of the SNs into an abstract representation of relative node positions or neighbourhood
relations to one another.
Every physical topology is supported as long as the topology does not change over time, which

is necessary to derive the relative positions of SNs during the event detection within the WSN
according to the supervised training.
The exact setup, order, and topology of the SNs of the training needs to be used as a mandatory

deployment guideline for the placement of the SNs during the distributed event detection deploy-
ment. In the case of the example fence surveillance with circular and closed fence comprising 49
fence elements, we use a simple circular linked list that stores the 49 SN IDs in the same order as
they are deployed in the fence.

Event Topology The additionally required event topology is known at the end of the training
because of the supervised training that determines the training location which represents the CN.
The CN represents the entry point for the relative position of neighboring nodes, which is for
example the node closest to the event center. Our evaluated application examples use a linear
(physical) network topology. The SN that is closest to an intruder climbing over a fence can be
seen as a CN as the event oscillations spread out physically from this node to both sides into the
fence.
The relative location n of the CN is used to derive all other node locations towards the CN’s

location. Depending on the event spreading and distribution into the environment, the maximum
number of nodes has to be figured out during the training. In particular, it is important to know
how many SN will be affected in which direction or dimension.
In the case of the fence surveillance system, the application topology comprises two dimensions

representing the spacial event propagation. The example topology matrix used in our later fence
surveillance deployment comprises two affected SNs to the left side of the CN and three affected
SNs affected on the right of the CN. This leads to the following example relative SN IDs: cn −

2, cn − 1, cn, cn + 1, cn + 2, cn + 3 as depicted in Figure 4.4, called event topology matrix. Other
event detection applications may have more dimensions and a different number of SNs in each
orientation. A representation of the CN and its relationship to other SNs is depicted in Figure 4.1.

CN-Feature As events occur at unpredictable locations and points in time, the location of the
CN and the relative neighbor locations have to be determined dynamically and autonomously from
the WSN. Only if the CN is successfully determined during the subsequent detection phase can the
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features be fused in the same way as in the event training. For different events and applications,
the CN-Feature has to be determined in order to reduce the probability of multiple SNs sending
their classification results to a BS; hence, the CN-Feature helps to filter the dedicated CN with the
best physical position for arising and unknown events to use the training information to fuse the
calculated data of the neighboring SNs corresponding to the event topology matrix. This simply
means that if events occur at different locations, the CN has to be selected autonomously according
to the CN-Feature.
The CN is detectable by a dedicated but application dependent CN-Feature. For our example

fence surveillance scenario, such a feature is represented by determining the intensity of the first
bin (partition) of a fence event which locates the SN’s position relative to the excitation location
of the occurring event. The CN-Feature is taken from the x-axis for both the fence and the bridge
surveillance.

Application Limitations As a consequence, our approach’s classification model needs to be
updated if SNs are changing their relative position to each other, which may happen more often
in Mobile Ad Hoc Network (MANET)s or situations of misplaced SNs because of a faulty setup.
One solution could constantly use the same CN wherever possible. Some setup faults like upside-
down placement or temperature changes can be corrected if an orientation sensor is available or
a temperature compensation algorithm is implemented. However, the proposed system does not
address the area of mobile ad hoc networks as the thesis is out of the scope of the area of research
of MANETs.
We want to emphasize that e.g. the SN mounting needs to be consistent for all SNs. It should be

omitted that SN change their standard mounting position. In addition, the SN mounting should
be the same during the training and the deployment, as changes to the mounting may have a huge
impact on the way events are recognized. Ideally, it should be ensured that all SNs can recognize
events exactly in the same way as they did during training.

4.2.3.3 Feature Extraction

During the feature extraction process, all available features are extracted from a combination of
the corresponding feature types and signals.
For our Distributed Event Detection System, we generate features for n partitions with k samples

of the event to describe the event in progress. A partition generation fragments an event into a
series of sorted event partitions in order to create features for different parts of the event such as
the beginning, the middle section, and the end. Hence, each partition represents a chronological
part of the event which is defined by a binID, where the partition size is freely configurable.
We decided to use 3 partitions for our deployments as this number turns out to deliver very

stable and repeatable results. With a higher number of partitions, we would expect an increased
accuracy of the reflected chronological event partition. This is true in theory and for a perfect
event input signal. Perfect means that the event has the same duration and amplitude all the
time. During the deployments we found that the ability to build partitions of slightly varying
events is reduced if the number of bins exceeds 3. The reason for this lies in the fact that the bins
are created at fixed sampling numbers. These concepts fail for a very detailed evaluation in case
of input signals that are shifted slightly in the time domain or are performed at a different speed
because of the performance variation. A new approach that falls out of the scope of this thesis is
capable of solving this problem: instead of using a fixed sample number as a partition indicator,
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a partition should be created using the signal characteristics, e.g. speed, orientations, brightness,
noise, angles, or other characteristics. Such a partitioning approach is independent from time and
amplitude variations in the event data as introduced for an example motion application in [60,86].
The sampled values of sample i are combined as vector ~vi in the Euclidean space IR3 using all

available axes, namely (x, y, z). As we use a 3D accelerometer in our experiments, this definition
makes sense here. To calculate the features, all ~vi of a certain partition are summed to the partition
vector ~vpart, see Equation ((4.4)) and [87].
The signals mentioned above allow us to extract a broad number of features in the Feature

Extraction Process in order to characterize the events more precisely. The available feature space
already allows a wide variety of applications but is easy to extend in order to allow an even broader
variety of features in the future. We implement several quantitative (numerical) features [88], which
can be differentiated into continuous-valued features such as signal energy, intensity, orientation,
magnitude [87] and discrete features like number of peaks, number of null points, histogram, Peak-
to-Peak, Zero-to-Zero, natural frequency.
Every feature is extracted for every partition during the training. For a more fine-grained signal

investigation, the number of partitions can be increased while increasing the corresponding number
of features with every partition.
Typically, the features are only combined with specific signals if this combination makes sense in

the context of the event detection scenario. The natural frequency feature for example is typically
not feasible to characterize a rehabilitation training for therapeutic exercises; in contrast, the
orientation feature makes more sense as the different movements are very orientation dependent.
The feature types null point, Zero-to-Zero and orientation are only combined with the raw data
signal. The supervisor of the application training has to pick appropriate features from the feature
pool in order to provide a meaningful feature selection depending on the application in general.
The remaining meaningful feature types can be combined with the normalization based signals

to take advantage of the given comparability of the features in time, frequency, SN alignment, and
signal intensity, (see Figure 4.3).
The additional feature normalization process, also known as feature scaling, allows the evaluation

towards all other used features and the fusion of these features of different metrics in feature
fusion. The feature normalization neutralizes the effect of different metrics across all features. The
normalization process transforms all features into one common metric, which is ranged from 0 to
1. For this process, the min and max values of the original, non-normalized features are used as
relative boundaries, while the min value of a feature reflects the lower boundary at 0 and the max
value represents the upper boundary at 1. The classification model includes, among others, the
parameters of the min and max values of each selected feature called min/max feature boundaries in
order to be able to perform the above mentioned normalization process during the event detection.

4.2.3.4 Features

In the following paragraphs the individual features used are introduced.

Intensity: As introduced in [55, 76] the intensity IFeature reflects how intense the signal is for
a signal period sp, which means that the smallest value within sp is taken and compared to the
highest value within the signal segment. This rather simple feature is defined in Equation ((4.1))
and uses only time and value normalized signals. For this reason, this feature needs to be used
with more than one partition, otherwise all intensity features would always be equal.
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IFeature =Max(sp) −Min(sp) (4.1)

Histogram: Histograms are already successfully applied in our prior work and are therefore
introduced in multiple works [55,70,76]. A typical histogram segments the value range of a signal
s into n equally sized bins. The number of values that fall into each bin are counted for every bin.
As a result, an abstract representation of the distribution of the existing values is given, while the
order of the values is lost. Exactly this distribution of each bin is used as a feature.

Energy: The general idea to use the signal energy as a feature is taken from [15]; the authors
introduced the energy feature to assess fence intrusion events as shown in Equation (4.2).

Efeature =

∞∑
i=−∞ |s(xi)|

2 (4.2)

The energy feature reflects the introduced energy into the signal s by creating the absolute values
of all samples and dividing them by the number of considered samples a − b (where a is the first
and b the last of s) in order to guarantee that the resulting energy value EfeatureSimple will not
exceed the intensity feature IFeature introduced above, which is the maximum amplitude of the
signal. This optimization helps to have a predictable memory usage. This simplification results in
Equation (4.3) introduced by [76].

EfeatureSimple =

∑b
i=a |s(xi)|

b− a
(4.3)

Null Point: As introduced in [76], the Null Point feature simply counts the number of null
points within a signal s and divides this number by the number of samples in order to gain a
comparable value even for different event lengths. It is important not to perform a value normal-
ization as the signal would lose all null points due this process. A time normalization does not help
improve the signal comparability of this discrete feature, hence this feature uses non-normalized
signals.

Peak: As introduced in [76], the number of peaks is counted for value normalized signals or
frequency signals. Depending on a specific peak threshold, the peak is only counted if the signal
increases by at least the predetermined threshold or more and then decreases the signal by the
exact same value. It is important to mention that both the increase and the decrease are not
allowed to be interrupted by an opposing increase or decrease. We use a threshold of 100mg in
this thesis.

Zero-To-Zero: As introduced in [76], the number of samples between two consecutive Null
Points is counted. This process is performed for all pairs of consecutive Null Points. The highest
number of samples between a pair of consecutive Null Points is represented by the Zero-To-Zero
feature. This feature describes the longest event course section without an intense change of the
signal into the opposite direction within the signal course. It is important to neither perform
a value nor a time normalized signal as the signal would lose all relevant original information
necessary to count the number of samples in between two Null Points.
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Peak-To-Peak: As introduced in [76], the number of samples between two consecutive Peaks
is counted. This process is performed for all pairs of consecutive Peaks. The highest number of
samples between a pair of consecutive Peaks is represented by the Peak-To-Peak feature. This
feature describes the longest event course section without an intense change within the signal
course.

Orientation: As introduced in [87], both features, Orientation and Magnitude, are technically
bound to each other as they need the same preliminary calculation base which uses the acceleration
values of sample i combined as vector ~vi in the Euclidean space IR3 using all axes, namely (x, y, z).
To calculate the features, all ~vi of a certain partition are summed to the interval vector ~vint, see
Equation ((4.4)) and [87].
The orientation feature is defined by an orientation vector ~oint. This vector points in a direction

based on the input of the three axes x, y, and z. This direction already describes the orientation.
As a cleanup process, the length of the vector (see next feature Magnitude) is eliminated from that
vector by performing a typical vector normalization, see Equation ((4.5)).

~vint = ~v1 +~v2 + ..+~vk (4.4)

~oint =
1

||~vint||
∗~vint (4.5)

It is important to neither use an amplitude nor a time normalized signal as the signal would loose
all relevant original information necessary to create the orientation.

Magnitude: The Magnitude feature is defined by the length of the ~vint, which means it rep-
resents exactly the value of the previous vector we eliminated through the vector normalization.
In order to gather this value we have to separate it during the normalization of Equation ((4.5)).
The Magnitude feature is calculated by the square root of the scalar product over all degrees of
freedom in Equation ((4.6)).

||~vint|| =
√
〈~vint,~vint〉 =

√
x2 + y2 + z2 (4.6)

It is important to neither use an amplitude nor a time normalized signal as the signal would lose
all relevant original information necessary to create the magnitude.

Natural Frequencies: The natural Frequencies are calculated based on the fast Fourier trans-
formed signal by applying a peak selection for the first natural frequency.

4.2.3.5 Feature Fusion

In the feature fusion process the features for the subsequent feature selection are stored into one
large distributed feature space, we call it source set S. All features of all SNs are stored in here.
With the subsequent feature selection, the best subset of features needs to be selected for every

SN that is affected by the events to gain the highest classification accuracy. The goal is to reduce
the size of these huge feature vector which exists for each trained event class. The reduction
of the huge dimensionality is necessary in order to address the need for a reduced in-network
communication that exchanges these features. By using features of multiple SNs which have



4.2. Evaluation Framework 55

observed one distributed event from different perspectives we are able to describe a distributed
event within one single and concatenated feature vector. Multiple event types differ in their feature
vector characteristics which allows a classifier to assign the appropriate class to an arising event.
For the subsequent Feature Selection we use this fused vector.
The resulting feature space Fspace is defined in Eq. (4.7). In short, every feature is created for

every SN- observing the event from a different perspective. All these features are created for all
distinct events that have to be trained. In more detail, the number of SNs N that could possibly be
affected by a single event are multiplied with the number of meaningful signal s and feature type
T combinations called function M(F(< T, s >)). A tuple is called F. This means that depending
on the application some possible Fs are discarded because of contextual reasons, as mentioned in
Section 4.2.3.3. Furthermore, we multiply the number of partitions P, which scales the fine-grained
event characterization.

Fspace =M(F(< T, s >)) ∗N ∗ P (4.7)

In the case of our example fence application, the real numbers of created features are calculated
as follows: The given feature space Fspace is calculated from 60 meaningful features F and these
available features (see Figure 5.30) are based on the meaningful combinations of signal and feature
type tuples (< T, s >). These features are extracted for all 6 affected SNs and for each of the
3 (see Section 4.2.3.3) event partitions P. For each event class the resulting features space of
1, 080 features is available for the feature selection. 19 features are eventually selected for the
classification model.

4.2.3.6 Feature Selection

Features are represented in different metrics. For example, a feature that represents null points in
a function uses the quantity metric, while an intensity feature for acceleration values uses them/s2

metric. In order to use multiple features in a common feature vector – which we aim to do – all
features have to use the same metric, which can be reached throughout the normalization process,
or by re-scaling the range of features [80]. The different metrics across the features are normalized
into a common metric ranging from 0 to 1. For this process, the minimum and maximum values
gathered during the training of the respective and non-normalized features are used as a relative
reference, while the minimum value of a feature reflects 0 and the maximum value represents 1.
The subsequent feature selection refers on normalized features.
The goal is to select only appropriate feature type subsets of the complete feature space. These

subsets represent the events using so-called reference vectors. Hence, the SNs do not have to
calculate all other unused features and address the well known WSN restrictions by reducing
processor and memory usage and omit data to be transmitted by this.
The Feature Selection process is powered by the well known data mining tool WEKA [64] which

allows us to investigate the classification problem with an easy to extend and community-driven
platform. In order to pick the best-performing features from the given feature space a procedure is
needed that is able to assess the quality of the features and selects the best features that optimizes
solving the given classification problem.
In [12] and [89] the authors introduce several optimal feature selection algorithms (e.g. branch

and bound, british museum or procedure of dynamic programming) with the goal to find the best
feature set for a given classification problem without the need to investigate every single feature
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subset. Nevertheless, these approaches are not computational feasible as the number of features still
causes an exponential growth of feature subsets [12]. In order to benefit from the broader feature
coverage of high-dimensional feature spaces we have to pick a sub optimal but minimized feature
set. A very effective and efficient approach is the Sequential Floating Search Method (SFSM)
comprising of a linear forward selection and a linear backward elimination algorithm as introduced
in [90, 91] and [92] and deployed in [64]. Hence, we suggest not to use optimal but approximating
algorithm in favor to computational time.

In order to optimize the feature selection, a ranking method can be applied for each feature by
assessing in beforehand the sole property to solve the classification problem. In [93] it is suggested to
combine the SFSM with such a ranking algorithm that helps to ensure the investigation of highly
descriptive features at first. Although each feature is assigned a rank – it has been recognized
that the combinations of individually good features do not necessarily lead to good classification
performance – which means – the m best features are not the best m features [91]. Hence, the
ranking method enhances the feature selection process. The SFSM is used to test these features
in different combinations in order to finalize the validation of their capabilities to be used in the
resulting reference vectors.

The SFSM uses two sets, the empty target collection T of selected features and the set S con-
taining all available features. With every iteration of SFSM a feature fS is moved from S to T
if it increases the classification quality; this is called forward selection. When new features are
added to T , other previously added features’ classification impact may be reduced or become re-
dundant. Hence, the subsequent backward elimination deletes every feature fT that increases the
classification quality if it is removed from T . In addition, and depending on the event detection
problem, we can add specific weights to the features’ ranking in order to tailor the feature selection
to specific needs. Some example feature selection weights are introduced in Section 4.2.3.7 based
on the patent [94].

It has been shown that the SFSM delivers a nearly optimal subset of features within an acceptable
run time by [95]. In addition, in [64] SFSM has been proven to deliver feature sets that do not run
into the over-fitting problem if applied according to the Wrapper-Method [73,91,96]. The wrapper
method uses the integrated classification algorithm to assess different feature sets, which results in
a much better classification result of the chosen classification algorithm [12]. This combination of
feature assessment and feature selection delivers a nearly optimal subset of all possible combinations
of the features.

The principle of our feature assessment is based on a simple check routine. In order to assess
the features according to the so-called Wrapper Method, we create a classification model for the
chosen classification algorithm. The next step classifies the trained classes to check whether the
classification model can successfully assess all events to its according class. As the according class
is known by the preceding supervised training, classification errors for all classes are now easy to
trace.

If we use the same training data set for the creation of the classification model as well as for the
check routine, the resulting statement expresses only how well the original training data set can
be classified. We need an estimate of how well the feature set performs under real conditions with
“new” or thus far unknown events. Therefore, we combine the wrapper method with the Cross
Validation to most effectively perform the mentioned check routine. The cross-validation allows
us to evaluate the classification problem with a pseudo-unknown data set. By this we create a
better estimation of the performance of the classifier under more real world conditions. To reach



4.2. Evaluation Framework 57

Relative Sensor Node ID 
 

Event X  

Training Datasets for     Event Y 

Event Z 

 Event X 

Feature Space for      Event Y 

Event Z 

Feature Selection Process 

Event X  

Reference Vector for       Event Y 

Event Z  
 

Selected Features Bit-Mask 

 
Resulting Fused Feature Vector 

during Distributed Event Detection 

1 2 3 4 5 6 7 

a c a c 

 n-2  n-1  n (cn)  n+1  n+2 

b c a c 

a c c a b c 

a c c a b c a c 

c a b c a c 

a b c a b c a b c a b c 

a b c a b c a b c a b c a b c 

a b c a b c a b c a b c 

Wrapper + SFSM + LOOCV 

8 

sensor node raw data 

available feature 

selected feature 

rejected feature 

unavailable sensor node data 

active selection in Bit-Mask 

inactive selection in Bit-Mask 

a 

a 

1 

Figure 4.4.: Process of reference vector and selected features bit-mask creation. By applying the
selected features bit-mask the Distributed Event Detection is able to recompile the
fused feature vector, adapted from [55].

this goal, the cross-validation splits the training set T into two subsets A and B. Set A is used
for the classification model and set B to check it as described in [64]. A common cross-validation
type is the k−fold cross-validation that divides into k equal partitions and k repetitions of training
and evaluation are performed. All sets of the k− 1 folds are iteratively used for each training step
while the remaining fold is used for the classification evaluation. The most meaningful results can
be reached by the deterministic Leave-one-out Cross-Validation (LOOCV) algorithm [97] invented
by Quenouille [98] where k is equal to the amount of training sets n in the data set. To test the
feature set’s ability to classify the investigated events correctly, LOOCV simply repeats the check
routine for all n training sets while in every pass only one distinct training set (B) is removed from
the data collection. With these n− 1 training sets (A) the classification model is created and the
removed single data set B is then used to determine the according classification error.
This whole check routine is repeated for every feature to be evaluated concerning its operational

capability. As stated above, SFSM adds or removes a feature, and for every modification of the
feature set the LOOCV validates the overall classification error for all possible n− 1 subsets of A.
If a feature increases or does not change the classification error, it is not selected, otherwise it is
added to or kept in the resulting feature vector.
The selected feature types are used in the event detection to classify the event, see Fig. 4.4.

In order to have a prototype for each event type, we need the reference vectors introduced above
for each class within the later applied prototype classifier. We calculate the reference vectors for
each event class by averaging all extracted features of a single feature type of all training sets of
a specific class. The resulting averaged features are collected in the reference vector for each class
in a fixed and overall known order.
As depicted in Figure 4.4, the example available feature space as well as the trained data sets

for each event class are used as input for the feature selection process described above. In case of
events that have less propagation, some SNs are not affected and hence do not and will not deliver
appropriate event data. This is reflected in a further reduced feature space for the according events,
depicted with a red cross for unavailable data. The feature selection process applies the introduced
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wrapper method and extracts for each event class an according and best performing reference
vector. Small red crosses depict features rejected by the wrapper method as these features do not
improve the classification performance. In order to extract a common Fused Feature Vector that
can be extracted from future unknown event data that have to be classified, the selected features
bit-mask is created from the given reference vectors.
The bit-mask masks all used relative SN positions with their features. The selected features

represent a common definition that allows to discriminate between all investigated event types.
The common bit-mask is stored on every SN as a guideline to which features are needed and how

they should be fused during the Distributed Event Detection. The bit-mask additionally saves the
relative node-ID and thus reflects the global knowledge of the event types by saving the relationship
of the affected SNs’ perspectives to one another.
A problem will arise during the distributed event recognition for features of classes that do not

support those features, as they are not available because of unaffected SNs. Figure 4.4 depicts this
problem in event X at node n− 2 and in event Z at node n+ 2. Both events do not even exceed
a wakeup threshold at the mentioned SNs (for threshold logic details please refer to Section 6.2).
Nevertheless, the majority of the performed events do wake up these SNs and raw data is created,
hence features are selected. The question is how to deal with the situation of the so-called missing
feature problem during the later event detection. We discus this problem in Section 5.7.3.

4.2.3.7 Weighted Feature Selection

The ranking method of the feature selection can be customized and modified by additional topo-
logical information regarding the position of the SNs which is assigned either by e.g. the help of a
GPS-Module, a dynamic model or a predefined relative position of the individual SNs in the WSN.
As defined and introduced in detail in [94,99,100], based on the topological information, the feature
selection takes into account the topological information regarding the position of the individual
SNs. The weighting methods from [94, 99, 100] described in the following can be independently
added to the ranking method.

� SN Weight: A weighting can be applied to the feature selection with the effect that features
which originate from a SN that has already contributed other attributes to the selection are
weighted more strongly.

� Feature Count Weight: A second weighting can be applied with the effect that features in
which corresponding features are already identified by other SNs are weighted more strongly.

� Event Location Weight: An third weighting can be applied by taking into account how many
features a SN, depending on its specific location relative to the location of the event, has
already contributed to the recognition.

These weights reduce the number of involved SN and features to address performance issues in
case of heavily increased network size and density. In addition, the number of selected and to be
distributed features can be reduced with the introduced weights in case of a huge feature space
selected by the SFSM that has a negative effect in future applications features as the number of
features may extend the packet size.
The events investigated in this thesis do not affect more than six SNs at once. As investigated in

Section 5.5.6, our proposed approach can theoretically handle up to 64 affected SN without running
the risk to find itself outperformed by one of the later introduced information fusion approaches.
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As a result we did not use these weights in our investigations as the reduction of SN for our current
applications would reduce the beneficial influence to observe events from multiple perspectives. In
contrast, future deployments with more affected SNs and an immensely increased feature pool
would benefit from this weighting.

4.2.3.8 Model Creation

In the following we introduce all parts of the classification model and highlight all model parameters
in a bold font.

The main parameter of a classification model is the classifier that is being used, hence the classi-
fication algorithm used by the Feature Selection and the Modeling Process is exchangeable. Typical
applicable classifiers are introduced in Section 3.3.3. It is possible to evaluate different classification
algorithms off-line to find the algorithm which matches the application dependent requirements as
we did for example in Section 5.6.3. Nevertheless, the chosen classification algorithm should be
assessed according to the needs and restrictions of WSNs and SNs. The evaluation framework gives
relevant evidence whether a carefully chosen classification algorithm with the according feature set
will perform well or not.

The classification model created during the model creation consists of a list of used signals
which we introduced in Section 4.2.3.1.

In order to have event representatives available during the online classification, we need refer-
ence vectors introduced in Section 4.2.3.5 if the Euclidean distance-based classifier is chosen; in
any other case, the according reference data need to be stored on the SNs.

According to the reference vector, it is important for the SNs to know all features that need to
be extracted for a comprehensive event detection; the selected features (see Section 4.2.3.6) are
represented by the selected features bit-mask as introduced in Section 4.2.3.6 and depicted in
Figure 4.4.

The signal normalization processes has to have the individualmaximum signal values available
for the time and value normalization of the raw data as introduced in Section 4.2.3.1.

The feature normalization processes need min/max feature boundaries for each feature in-
troduced in Section 4.2.3.3.

The filter package’s main goal in the Distributed Event Detection Framework is to filter the CN.
The CN-Feature introduced in Section 4.2.3.2 identifies the specific SN that performs the feature
fusion depending on the event location and transmits the final event report. Our example fence
monitoring system, for example, uses the introduced intensity feature of the first x-axis bin of a
fence event to locate the node’s closest position relative to the location of the occurring event. The
application of the filter package is described in detail in Section 4.3.

In real world applications, it is important to distinguish e.g. between neutral, intentional,
and critical events. We can simply map the trained events in a simple event categories matrix
introduced in Section 5.6.1 – as part of the classification model – to such or other appropriate event
categories by deriving some categories that group events in a common context that is relevant to
the application. In addition, one or more report flags introduced in Section 5.6.1 can be added
to the classification model to define which event types should be reported to the control center.
Additional date and time related dependencies can be added to the report flags in order to support
special applications that need to detect events dependent on e.g working hours or specific dates.

The node topology matrix introduced in Section 4.2.3.2 reflects the real world and physical
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SN deployment structure and helps to know which SN has a neighborhood to another SN.
The event topology matrix introduced in Section 4.2.3.2 identifies the relative location for

affected SNs during an event to each other.
Once the training and the included data mining process are complete, the created and eval-

uated classification model parameters are transmitted to each SN which enables the subsequent
distributed event detection process.

4.3 Distributed Event Detection Framework

As introduced in [5], the overall goal of the Distributed Event Detection Framework is to classify
or detect events based on the preceding training and to finally filter relevant events that should
be reported to an event handler that is observed by an e.g. another SN. The event handler can
be located within the WSN and activates further processes automatically, such as an example
automatic evacuation procedure or an additional camera surveillance system. The WSN can alter-
natively advise a human control center that could e.g. send maintenance workers to a bridge or a
security guard to a fence for further actions.
The Distributed Event Detection Framework comprises three process blocks, (c) Local Event

Recognition, (d) Distributed Event Recognition and (e) Report (cf. Fig. 4.2) which are used to
calculate locally observed parts of an event, the event fusion with distributed information and the
final report of critical or relevant events. The focus is to send only one single event packet to the
BS in order to support multi-hop sensor networks with a very low energy consumption through
data transmission.
In contrast to the preceding Evaluation Framework, the process blocks of the Distributed Event

Detection Framework are connected by wireless transmitted data packets in order to provide real
world conditions during the evaluation of the WSN.

4.3.1 Local Event Recognition

The first process block is the (c) Local Event Recognition and represents the idea that a single SN
is exposed to a distributed event but that node can only recognize a part of the event out of a
specific view. Multiple SN gather data locally in Local Event Recognition and extract exactly the
features selected in the event modeling process.
The local event recognition describes the event part out the different perspectives of the SNs.

This means that every single SN delivers a piece in order to help complete the whole puzzle.
Process block (c) ends with the transmission of all extracted features to the one-hop neighbor-

hood which covers the affected SNs in our investigated applications. If events have a larger spatial
distribution than a typical 1-hop communication does, a preliminary event announcement phase is
needed to ensure that all nodes know which nodes are affected by events. This is necessary in order
to determine the CN based on the physical event center. None of our investigated applications
exceeded the 1-hop communication for the additional in-network communication.

4.3.1.1 Sampling & Segmentation

In process block (c), every SN affected by the event gathers raw data with the same sampling rate
as in the (a) Training process block. An event threshold allows the system to use a power down
mode until the threshold is exceeded by events.
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The segmentation is performed during the event detection according to the created segmenta-
tion parameters of the training in Section 4.2.2.1. Again, every SN performs the segmentation
independently and locally on the SN as indicated in Figure 4.1 at process block (c). In contrast
to the (a) Training, the segmentation directly continues to preprocess the segmented raw data on
the SNs.

4.3.1.2 Preprocessing

Depending on the classification model, parameters of all signal types are now created on every SN
affected by an event in order to feed the subsequent feature extraction with data. All signals are
derived from the event segment and stored on the SNs to allow the feature extraction to create all
necessary features.

4.3.1.3 Central Node Extraction

The procedure of the CN extraction depends heavily on the application and its characteristic as
introduced in Section 4.2.3.2. In general, the CN should be detectable for every event during
the event detection, which means it should ideally represent the center of an event or it should
be as close as possible to the center of the event. In case of fire events, the SN closest to the
fire source should be assigned to the role of the CN for example. In some scenarios it is not
necessary to find the CN autonomously because the number of SN is too small and the events
always arise at the same positions relative to the SNs. A good example is the use of Wireless
Body Area Networks (WBAN) to detect different movements. Movements like running, sitting,
or jumping are constantly performed in the same position towards the SNs. In particular, the
training is performed at exactly the same SN configuration, while a fence surveillance system can
not guarantee that an intruder uses the same fence as the trainer. Hence, the fence has to detect
which fence the intruder is climbing by itself.

For our example of a fence surveillance system, we used the acceleration intensity feature of the
first x-axis bin of a fence event to locate the SN’s position relative to the location of the occurring
event. For this purpose, we extracted the intensity value of the SN called CN and located to the
left and closest to the training. Please refer to Figure 7.3 for an example CN location. Every SN
extracts the CN feature which describes the SN’s potential to be the CN. As soon as the SNs have
collected the SN features from all affected SNs, each node will know and can filter which SN is the
CN for the current event as described in Section 4.3.2.1.

4.3.1.4 Feature Extraction

As mentioned, the classification model contains the selected features bit-mask for the Feature
Extraction which indicates all the features that have to be extracted. Even feature types that are
exclusively used by the CN are necessary to be extracted by the other nodes as they could be the
CN.

Let us examine a simple example where the CN is defined as n: Feature type a is needed for
node n-2, n, and n+2. Feature type c is needed for node n-2 and n-1. As the n needs to know all
the a and c feature from the neighborhood, every node has to extract and transmit this feature
within the network to the neighborhood. Feature type b is needed only for node n.
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4.3.1.5 Feature Distribution

According to the main concept depicted in Figure 4.1, the Feature Distribution connects in Fig-
ure 4.2 process block c) and d).
After the feature extraction process in Figure 4.2 (c), all event-triggered SNs broadcast the

calculated features and their CN parameter in order to distribute the features within their n-hop
neighborhood.
Usually, n is set to 1 for our scenario; under Line of Sight (LOS) conditions, the radio range

exceeds the 200m of our SNs. The radio range is significantly larger than the typical spacial
expansion of any event of our four investigated applications. For example, in our fence scenario,
a maximum spacial event expansion of approximately 22m, which reflects the length of six fence
elements, is caused by the events in our fence application. The event expansion subsequently affects
six SNs that can easily be reached within a single hop by a radio transmission as the 22m event
range is clearly smaller than the aforementioned 200m communication range of our transmitter.
Nevertheless, we have implemented and sucessfully evaluated multi-hop communication scenarios
as presented in [101].
The principle of the Distributed Event Detection means that every SN that recognized an event

assumes that it is the CN until the CN-Filter detects the true CN. In order to classify this event,
the CN has to combine all features of all affected SNs into one feature vector according to the
bit-mask. Feature types that are exclusively used by the CN do not have to be transmitted to
the neighborhood in the WSN, as the data fusion is performed on the CN itself. In Figure 4.4 we
depict an example where the selected feature bit-mask forces only the CN to extract feature b. All
other feature types, including those used by multiple nodes, have to be extracted from every node.
This can further reduce the exchanged features.

4.3.2 Distributed Event Recognition

As depicted in Figure 4.2, the (d)Distributed Event Recognition represents the idea that multiple
SNs exposed to an event can recognize events better with more than one of these SNs. All these
SNs are physically distributed so that they cover the spacial event propagation at least with the
whole WSN. The definition of the local event inspection states that we can use the local event
recognition of every single SN involved in an event. By combining the features of the local event
inspection they turn into a piece in the puzzle. As each piece in the puzzle needs to be assembled
in the correct way, the SNs need to know the classification model of the events as introduced in
Section 4.2.3.8. The selected features bit-mask of that classification model can now be used by
every SN to decide how to assemble the collected puzzle pieces in the correct way. In order to
classify the events successfully, only the CN has to combine all features of all affected SNs into one
feature vector according to the selected features bit-mask.
These two important concepts, “local event inspection” and “distributed event recognition” al-

low us to assemble the distributed knowledge on the basis of the well-known divide-and-conquer
principle.

4.3.2.1 Central Node Filter

Every SN collects distributed features by receiving the packet that delivered the CN feature. With
the help of the CN feature type the SNs decide whether they are the CN or not. The SN with the
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highest value feature or equal to the CN feature with the highest value passes the CN filter which
initiates the subsequent feature fusion.
In the case of a SN that was determined to be one of multiple CNs, this node needs to com-

municate later on with all potential CN SN to find the one with the highest reliability. Multiple
CNs indicate that some errors arose during feature extraction. Errors can arise for several reasons.
One can be that the perspectives of the SN towards the event are too similar which means that
the data gathered is very similar. Other problems can be a misplaced SN, dampening effects, a
depleted battery, unexpected weather conditions, and many more. But these errors can only be
investigated after classification within the Quality Extraction process described in Section 4.3.2.5.
All SNs determined not to be the CN by the CN-Filter do not need to continue with the process

of event detection, event fusion, and report [5].

4.3.2.2 Feature Fusion

Features of the CN’s own observation are extended by features of the neighborhood depending on
the event topology. Hence, every node that passes the CN’s filter builds its own unique view of
the event using features sent from the neighboring nodes. The CN as well as all other SNs use the
known event topology in order to assign the SN-ID of an incoming packet to a position relative to
the CN.
As soon as all relative positions of the neighbors are assigned, the relative positions are then

looked up within the selected features bit-mask in order to arrange all the features in the fused
feature vector according to the selected features bit-mask entries and event topology, which is
introduced in Section 4.2.3.6. This created feature vector is now composed of the features of
multiple SNs out of the incoming packets.
As depicted in Figure 4.4, the CN has to create exactly the depicted event vector with due

regards to the order of the features.

4.3.2.3 Feature Normalization

The different metrics (e.g. m/s, mg, # of peaks) given by the different features are normalized
into the common metric ranged from 0 to 1. For this process, the classification model delivers the
min/max feature boundaries of the original trained and non-normalized features.
All extracted features are feature normalized according to the min/max values of the classification

model introduced in Section 4.2.3.3.
The feature normalization neutralizes the effect of different metrics across all the features. The

normalization process transforms all different metrics of the features into one common metric which
is ranged from 0 to 1. For this process the min/max feature boundaries values of the respective and
not normalized features are used as a relative reference, while the min value of a feature reflects
0 and the max value represents 1. The classification model includes among other parameters the
min and max values of each selected feature.

4.3.2.4 Classification

Finally, the classification process is performed on the CN. As introduced in Section 3.3.3.3, we
use the prototype classifier for our event detection and classification; this means that during the
classification process, the distance between all trained reference vectors and the unknown vector
is calculated. The classifier assigns the unknown event to one of the known events.
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Figure 4.5.: Model error examination during the quality extraction process of an unknown event,
adapted from [76].

If the unknown event is not one of the a priori trained events, the setup during the training
needs to be updated; however, the subsequent quality extraction is able to provide some feedback
on the reliability of the classified event if the application requires it.

4.3.2.5 Quality Extraction

The Quality Extraction creates a quality label for the resulting classification. This is only necessary
if multiple SNs pass the CN filter but can be performed to an extra level of confidence for the
classification result and its reliability. These SNs exchange the quality label amongst each other
to determine which node is the most reliable cn by reviewing the classification results against the
classification model to obtain a quality label.

In any other case, the Quality Extraction is skipped by using the Application Filter directly
without any additional necessary communication.

In order to verify the individual classification quality we have to compare the alignment of
the feature towards the class boundaries evaluated during the training. These min/max feature
boundaries are already used for the feature normalization. If a feature extracted during the event
detection does not lie within these boundaries, it is not a good representative of the trained data;
a clue that the current observed event was not trained the way it is recognized. Every feature
that does not lie within the class boundaries is counted as a model error EModel as depicted in
Figure 4.5.

An exception has been defined for missing features, which are introduced in Section 5.7.3. Missing
features can not be considered within the quality extraction procedure as they do not indicate a
deterministic model error.

The classification quality Q introduced in [76] and formalized in Equation (4.8) is calculated
from the fraction of the number of features used for the classification M to the number of found
model errors EModel.

Q = 1−
1

M
∗ EModel (4.8)
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The example in Figure 4.5 shows the reference vector as well as the trained data. The trained
data define the class boundaries for one class and within the given example only for two features for
illustration purposes. The red circles represent the feature vectors of unknown events; depending
on the region of their location, they cause 0 to 2 model errors. Red circle (a) passes the class
boundary of feature 1 and causes 1 model error, while red circle (b) passes the class boundary of
both features and thus causes 2 model errors. For this particular example, we sum the errors up
to 3 resulting model errors EModel. Let us use the 19 features that are necessary for our fence
surveillance application as an example for parameter M. By calculating an example quality label
Q with Equation (4.8), the value Q of 84.2% is calculated. This quality label Q is subsequently
distributed as the necessary filter parameter to assess the classification result of a specific SN.
The resulting transmission of only one resulting classification packet instead of transmitting

packets from multiple SNs leads to an increased classification unambiguity and a communication
reduction. In order to resolve this classification unambiguity, one additional in-network packet for
all SNs passing the CN-Filter has to be transmitted in order to evaluate the classification based
on the above introduced quality label.

4.3.3 Report

During the Report Process Block the final classification transmission to the BS or an event handler
that could be located within the network or directly integrated in an alarm system is prepared and
executed within the subsequent filtering and handling processes.

4.3.3.1 Quality & Application Filter

The quality filter is performed on every SN that passes the CN-Filter. The distributed Quality
label of every SN that passed the CN is now known at each of these SNs. This means that all nodes
that passed the CN can now compare their value (QCN) to all other received QN±x, while N±x

is the relative location to the evaluating SN. If QCN turns out to have a higher value than any
other node it reports the event, see Equation (4.9). If QCN turns out to have a lower value than
any other node, it does not report, see Equation (4.10). If the QCN cannot outperform any other
SN but equals at least one SN, the SN with the smallest SN-ID is allowed to report the event, as
no SN can be preferred, see Equation (4.11).

QCN > QN±x∀x | QCN reports event (4.9)

QCN < QN±x∀x | QCN reports nothing (4.10)

∃N±x for QCN == QN±x ∧ @N±x for QCN < QN±x | min(SN-ID) reports event (4.11)

This means that the quality filter eliminates leftover classifications of SNs which contain an in-
appropriate event perspective or, as stated above, a lower classification quality, by stopping any
further transmission directly at the node.
In addition, the Application Filter checks whether the resulting event classification falls into

a predefined relevant event category based on the event category matrix that is necessary to be
transmitted. This categorization is important for the responsible personnel or user to be informed
about relevant events – but only when necessary. Hence, only the SN with the highest quality
label is allowed to relay the labeled classification to the control center if this event falls into a
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relevant event category, where a relevant event category means that a report flag indicates that
this category needs to be reported.
If the quality filter did not need to be passed, we can still optionally extract the quality on the

resulting CN, see Figure 4.1 (e). As soon as the quality label is available – either due to the filter
needs or due to the optional extraction – the resulting event report provides an event notification
including an additional event assessment called quality label available at the BS. Thus, the quality
label can help decide how to handle specific events as varying event detection qualities may cause
different reaction directives. For example, a fence with a low quality shake may cause an alarm or
additional camera systems activation as a low quality label indicates that the classification did not
perform optimally and additional systems are necessary to verify the result more precisely.
For the purpose of energy efficiency, it is important to mention that most of the arising events

are not relevant for typical scenarios like fence surveillance, fire detection, or disaster prevention.
Depending on the introduced report flag, and additional possible time or weather dependencies
it is defined which events need to be reported. In addition, it should be mentioned that even
a good monitoring system always has a chance of causing a false negative. Nevertheless, if the
network capacities and lifetime requirements of the application allow additional transmissions of
detected events, the transmissions should be allowed if they increase safety for particular security
applications.

4.3.3.2 Event Handling

The final process is not covered by our Distributed Event Detection system directly. First and
foremost, the event handling is performed by humans who receive the event notification from the
WSN. Nevertheless, it is very likely that future manifestations of the Distributed Event Detection
system will add automatically triggered systems that can be triggered directly – if they provide
a compatible transceiver – without the need to contact the BS first. An example could be a fire-
triggered self-activation of a sprinkler, or an automatic boom gate regulation, or an additional and
automated camera system, or an automated horn signal. More complex services will be possible
and activated in a cascading way where such subsystems are activated by the previously event-
detecting Distributed Event Detection system. A fully autonomous and e.g. cascading scenario
could be activated by the proposed system by detecting a fence intrusion with our system whose
event notification activates spotlights and cameras with a subsequent door regulation.
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Theoretic System Investigation

In the following sections we want to investigate our proposed system towards the theoretical appli-
cability and its performance with a more generic analysis in order to clearly point out the overall
impact towards the questions of how lifetime, communication effort, and classification performance
evolve in a broad scale of applications. We explain why we need to pick an appropriate distance
measure and we compare our new approach with four other information fusion approaches by in-
vestigating the amount of necessary packet transmissions over a scaling number of communication
hops and the resulting lifetime depending on five different parameters. In addition, we investigate
the classification performance under ideal hardware conditions and introduce how varying numbers
of inoperable sensor nodes affect the proposed system. We compare multiple classifiers and select
the most suitable for our application of fence surveillance. By introducing event categories for the
event classes we show how real world requirements may influence the classification results if the
detection tasks adapt to it.

5.1 Distance Measure Criteria

As mentioned in Section 3.3.2, we want to investigate the ED and the MD measures with respect
to our application of WSNs in order to pick the most suitable distance measure. The following
eight criteria have been chosen to qualify a distance measure to be applicable for our Distributed
Event Detection system, adapted and extended from [59]:

(i) Metric, (ii) Feature Compatibility, (iii) Reduced Communication, (iv) Fast Evaluation, (v) Mem-
ory Consumption, (vi) Missing Feature Tolerance, (vii) Small Training Data Set Tolerance, and
(viii) Decision Boundaries.

Metric: For our WSN applications it is important to choose an appropriate qualified distant
metric that suits our purposes. A distant measure should meet the requirements of a metric in
order to guarantee that the distance measured expresses directly the quality of its membership to
a class. If drs is the dissimilarity of object s from r, then

drs ≥ 0 ∀ r, s (5.1)

drr = 0 ∀ r (5.2)

67
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drs = dsr ∀ r, s (5.3)

Only if additionally to the three conditions above, the following triangle inequality is true for the
dissimilarity measure, it is called metric where the distance is appropriate to be used [12].

drt + dts ≥ drs ∀ r, s, t (5.4)

Feature Compatibility: Our Distributed Event Detection system uses features to describe
classes. Hence, a feature vector compatibility should be given for the selected distance measure
that allows processing the incoming event representation.

Reduced Communication: Our main purpose is to reduce the amount of data that has to be
exchanged between SNs or that has to be sent back to the BS. The reason is that all radio activity
is heavily energy demanding and should be avoided whenever possible [102]. Hence, the distance
measure should not increase the communication to more than a linear increase in packets if the
number of hops increases.

Fast Evaluation: The Distributed Event Detection system’s report or feedback should be given
immediately after the event arises in order to provide the system with reactivity. Long processing
times strain the lifetime of the battery and reduce usability due to reduced reactivity. A suitable
distance measure should provide the system to classify the incoming event description in a very
short period. For this, the metric needs to provide a non-quadratic runtime in order to provide a
good scalability in terms of evaluation speed even if the problem size increases.

Small Training Data Set Tolerance: The high number of training sets is important in order to
holistically cover the classification problem. If only a limited number of training sets is available, it
is likely that relevant characteristics of the event or classes may be overlooked for the later applica-
tion. Nevertheless, it is important to see that the number of training sets increases tremendously
with every class that has to be investigated, especially in the case of physically applied events
where the subject group has to climb over a fence or has to perform exhaustive sport exercises [10].

Decision Boundaries Support: Decision boundaries [12] help discriminate between certain
classes. A perfectly fitting decision boundary reflects mostly the training data but is less tol-
erant to real world circumstances; this issue is called over-fitting [10]. A linear decision boundary
may be to rough under the first investigation but can offer an appropriate solution under the
restrictive requirements of a WSN.

Memory Consumption: Memory consumption is still an important topic in WSNs if we con-
sider that some classification problems may involve hundreds or even thousands of classes or train-
ing data sets. This means that such problems may increase the necessary amount of related
information within the classification model to an extent that exceeds the available space on such
limited hardware as a sensor node. An appropriate distance measure has to restrict itself to a
small, ideally linear amount of data compared to the problem size.

Missing Feature Tolerance: In the area of WSNs, successful radio transmissions can not be
guaranteed during the event detection, as packets may not reach their destinations even after a
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reasonable amount of retransmission. In addition, the event definitions do not necessarily comprise
the same number of features. This leads to a missing feature constellation during every classification
process. A chosen distance measure should tolerate these circumstances as good as possible. We
go into more detail concerning missing features in Section 5.7.3 and Section 5.7.3.2.

5.1.1 Euclidean Distance

The L2-Norm or ED is a widely used distance in the area of mathematics and statistics as it is
simple to implement and shows very good results. ED mainly calculates the linear distance between
two vectors based on the Pythagorean theorem. The ED is calculated by the square root of the
sum of all squared differences between two points in the Euclidean space x, y ∈ Rd as represented
in (5.5), taken from [12].

d(x, y) =

√√√√ d∑
i=1

(xi − yi)
2 (5.5)

A normalization (rescaling) process has to be performed for the features in order to guarantee that
all features are in a comparable scale, otherwise some features have an unfair influence because of
their inherent value range.

c = f ∗ (sizeof(type)) (5.6)

ED represents a metric according to (5.1), (5.2), (5.3), (5.4) and supports the usage of features. As
raw data are reduced to these features only and no further information has to be transmitted to
use the ED, it effectively supports minimized communication. The algorithm is simple and has a
runtime of O(f2), which is reasonable and allows a fast evaluation for a distant measure in WSNs
even if the problem size increases. The memory consumption c is very low as only the features f
according to the used data type have to be stored and finally transmitted as shown in (5.6). The
offered decision boundaries for the ED are only linear boundaries which reduces the expressiveness
to discriminate between classes.

5.1.2 Mahalanobis Distance

The MD is defined as follows: For a data distribution that is defined as a mean m (which is the
center of the mass of a multivariate normal distributed training set) and a variance-covariance
matrix [103]

∑
, the MD from a point n ∈ Rd to the mean m is :

d(n,m) =
√
(n−m)TΣ−1(n−m) (5.7)

The variance-covariance matrix defines the relation between the features of a class and attention
has to be payed on the fact that the variance-covariance matrix is inverted for the MD which
restricts the application to non-singular variance-covariance matrices. In one dimension, this can
simply be interpreted as the distance from the mean as measured in units of standard deviation.
The MD represents the ED if the covariance matrix is the identity matrix. The variance-covariance
matrix maintains the correlation information of every available feature and thus of every dimen-
sion [104, 105]. This directly explains the advantage of the MD as this information may enhance
the classification accuracy based on the distant measure.

c = f2 ∗ (sizeof(type)) (5.8)



70 Chapter 5. Theoretic System Investigation

0

10

20

30

40

50

60

70

80

90

100

Sensitivity Specificity PPV NPV Accuracy

%

Euclidean Distance (Optimal  Conditions) Euclidean Distance (LOOCV)

Mahalanobis Distance (Optimal Conditions) Mahalanobis Distance (LOOCV)

Figure 5.1.: Performance comparison of the Euclidean distance with the Mahalanobis distance
under optimal conditions and under real world conditions simulated with the LOOCV,
adapted from [59].

MD represents a metric according to (5.1) and supports the usage of features very well. This
advantage directly costs memory c as the inverse variance-covariance matrix has to be held in
memory for every class, see (5.8). This supplemental information increases the amount of data
that has to be computed and transmitted compared to the ED. The algorithm is easily implemented
and has a run time of O(2f2), which adds just a constant to the quadratic runtime. The offered
decision boundaries for the MD are the linear and curved boundaries which allow completely
individual adjustment of every dimension.
In order to be able to generate well-estimated parameters for the variance-covariance matrix for

the MD, the data set size of the training data has to be significantly higher than the classifier dimen-
sionality (number of used features). Otherwise, the variance-covariance matrix is ill-conditioned,
which leads to an increased estimation error when calculating the inverse matrix [106]. If the fea-
ture number has to be small, as is the case for our area of research (WSN), the features’ precision
needs to be very high for every single value in order to sustain accuracy of the variance-covariance
matrix [103]. The given statements lead to the assumption that the MD could be negatively influ-
enced by our event detection parameter: low number of feature, low number of training data sets,
and furthermore, a feature set with varying numbers of features and therefore missing features per
class. Missing features are common in our applications because different event classes are repre-
sented by differently sized feature vectors; further details on this topic are given in Section 5.7.3.
In addition, packets may not necessarily be delivered successfully in a WSN due to the unreliable
nature of radio communications [107]. Typically, retransmissions help increase the PDR, but if
the Acknowledgement Packet (ACK) is not received by the initial sending sensor node, it is still
uncertain whether a packet has reached its target node or not. Missing features negatively influ-
ence the complete inverted variance-covariance matrix [108–110]. To investigate the performance
on our applications directly, we evaluate the classification performance of both distance measures
with a training data set of our fence surveillance system.

5.1.3 Distance Measure Comparison

In order to compare both introduced metrics, we investigate in the following how they perform
with ascertained training data from our fence monitoring example (cf., the experiment setup in
Section 7.1.1) introduced in Section 7.1.2 that provides missing features as introduced in Sec-
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Criteria Euclidean Distance Mahalanobis Distance

Metric + +
Feature Compatibility 0 +
Reduced Communication + +
Fast Evaluation + +
Memory Consumption + 0
Missing Feature Tolerance + -
Small Training Set Tolerance + -
Decision Boundaries 0 +

Table 5.1.: Comparison of the applicability of the Euclidean and Mahalanobis distance within an
event detection system for Wireless Sensor Networks.

tion 5.7.3. First, we investigate the classification results of both the ED and the MD by training
the classifier with all available training data that reflect the optimal conditions. The conditions are
optimal because we reuse the training data for the detection process too. Hence, the results show
the theoretic maximum possible detection rate with this training data, as all events are already
trained and known by the system.

Second, we investigate the classification results of both distance measures by training the clas-
sifier with the classic LOOCV (introduced in Section 4.2.3.6) which reflects the approximated real
world conditions. This approximation is reasonable as for every training data that we check with
the LOOCV principle, the classifier needs to be trained with all other training data. The selected
training data was not allowed to be part of the training for the reason that this training data has
to be new to the classifier during the detection process in order to reflect the real world situation
where all events are not known in their concrete realization.

It can be seen in Figure 5.1 that theoretically, the MD has a higher potential to detect events
of our fence application correctly (Optimal Conditions). Nevertheless, as soon as we start to
investigate our application with a more realistic (but still theoretic) approach by applying LOOCV,
all metrics of the MD compared with the ED are clearly negatively influenced. This means that
the MD is, under the circumstances of our WSN, much more sensitive as our used data are not in
the ideal form the MD needs them to be in order to tap the full potential. Based on the theory,
MD can be recommended, but under the more realistic circumstances of the given specific training
data we can not recommend the MD for our system.

By summing up the benefits and drawbacks collected above within Table 5.1, we can see that
the MD has some good points to offer. We have to take into account the circumstance that we use
an energy restricted, unreliable WSN that will have noticeably fewer than 100 training sets per
class with different feature vector lengths. As an advantage, the MD takes the feature’s relations
into account, but we could not verify that this impact could exceed the negative influence of the
missing feature and small training set intolerance. Both distance measures have to distribute the
same amount of feature data and a CN-Feature. Theoretically, a better decision boundary is
offered by the MD, but as shown in Figure 5.1, the application specific data are well separated by
the ED as well. The ED performs better and more stable and is therefore recommended for such
approaches, although there might be some specific, probably more laboratory-oriented Distributed
Event Detection applications that would benefit from the MD.
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5.2 Information Fusion Approaches

Our proposed Distributed Event Detection system is based on four fundamental hierarchical struc-
tured data processing and potentially fusion approaches. We investigate each of these information
fusion approaches to show which fusion approach has the most impact on the SNs’ lifetime un-
der varying setup conditions. If the Distributed Event Detection is outperformed towards energy
efficiency it is recommended to switch to the best-performing fusion approach.
In the following sections we introduce the information fusion approaches with which we compare

our approach. The current work of research Chapter 2 shows four information fusion approaches,
Raw Data Fusion, Feature Fusion, Decision/State Fusion, and Classification Fusion. We reuse all
of these approaches but combine the Decision/State Fusion and the Classification Fusion within
the Classification Fusion due to the identical amount of data that has to be transferred in our
evaluation assumptions. We assume that a single packet for each Classification or Decision/State
that results from the event detection process needs to be transferred to the BS.
We investigate two additional information fusion approaches: our former information fusion

approach – now called Multiple In-network Fusions (introduced in [55]) – and our own proposed
approach, called Distributed Event Detection.
List of investigated information fusion approaches:

1. (Section 5.2.2) Raw Data Fusion

2. (Section 5.2.3) Feature Fusion

3. (Section 5.2.4) Classification Fusion (representing Decision/State and Classification fusion)

4. (Section 5.2.5) Multiple In-Network Fusion (former approach)

5. (Section 5.2.6) Distributed Event Detection

5.2.1 Information Fusion Preliminaries

Data can be compressed by exploiting spatial correlation between sensor nodes if at least two
sensor nodes gather correlated sensor data or create correlated features [111].
As we use the pattern recognition-based event detection approach in order to investigate events

from multiple different perspectives, our goal is to select uncorrelated features. During the training
we already investigate and minimize possible redundancies within the exchanged data, which means
that we need to extract only uncorrelated features in order to create a descriptive and compressed
feature vector as introduced in Section 3.5.1.
In our case, every SN transmits the same features, not knowing which are its own relevant fea-

tures. The transmitted features can theoretically be further reduced based on the aforementioned
spatial correlation of the sensor nodes. For this, the sensor nodes have to know their relative
position to the event – which allows figuring out any spatial correlated features – before they need
to distribute the features. As the relative positions of the SN to each other can only be calculated
with event related data that has to be exchanged first, this improvement can only be effective if a
spatial correlation is known a priori. Indeed, there exists one case where we can prevent the distri-
bution of data based on constant spacial correlation knowledge: If an event arises, the affected SNs
still do not know the CN directly, which means that every affected SN has to extract the features
for the CN as one unknown node from among all affected sensor nodes will take the role of the CN.
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Figure 5.2.: Input-output scheme of Dasarathy et al. [13] applied to our hierarchical structured
information fusion approaches.

The role of the CN consists of fusing all received features from the neighbouring SNs, which means
that only those features of the neighbouring SNs need to be exchanged within the network. This
reduces the number of redundant features to be sent to the CN by means of spacial correlation of
the central node (cf., Section 5.7).
Duda [10], Niemann [11], andWeb [12] postulate three main layers of information fusion: (i) data

fusion, (ii) feature fusion, and (iii) classification fusion. Each of these layers handles the trade-
off between the amount of data to manage and the potential information loss by reducing the
amount of data to support a lower communication load. We want to investigate these layers by
using the input-output scheme of Dasarathy et al. [13]. The authors introduced the Data-Feature-
Decision (DFD) model by defining the principle of calling incoming data the input and outgoing
data the output, with the input being fused to generate a condensed output. We will use these
fusion schemes as they can be adapted to define different fusion approaches within a WSN, while
others do not fit [5]. With help of the DFD model, multiple information fusion approaches can be
generated and defined with the following simple definition rules [112].

� Data In > Data Out (DAI-DAO): In this class, information fusion relies on raw data and
the result is therefore raw data, possibly more accurate or reliable.
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� Data In > Feature Out (DAI-FEO): Information fusion uses raw data to extract features or
attributes that describe an event.

� Feature In > Feature Out (FEI-FEO): FEI-FEO fusion works on a set of features to im-
prove/refine a feature, or extract new ones.

� Feature In > Decision Out (FEI-DEO): In this class, information fusion takes a set of features
of an event to generate a classification.

� Decision In > Decision Out (DEI-DEO): Decisions can be fused to obtain new decisions or
to emphasize previous ones.

As we can see, these rules are hierarchically connected to one another. This means that every
higher level information fusion is able to support all lower level information fusions; this is the
concept we are following as well. As a simple example we want to use our own proposed dis-
tributed event detection system. To decide whether an event is worth notifying the BS about, our
system touches upon raw data, features classification (first decision), and the final assessment of
the necessity to send the notification to the BS or not. By having all these data available, we
are therefore able to send these data to the BS on demand if necessary. This is true for all sub-
sequently introduced approaches and adds significant value to the energy and lifetime evaluation.
Although we are evaluating each approach as if it is in competition to all other approach, the
resulting knowledge of each information fusion approach is available as an additional option for
each information fusion approach that aligns itself on a higher level hierarchically.
We depict the subsequent information fusion approach and its linked capability derived from the

inherent data fusion layers of the DFD model in Figure 5.2. We generate four classical information
fusion approaches from the given input-output schemes in order to compare them with our own
system which represent conceptionally the highest level of information fusion.
We do not use the FEI-FEO fusion in our considerations as it does not add a new level of data

reduction to our concept but rather changes the data within its static level of data amount and
can add or exchange new features.
Classical compression techniques, such as the Ziv-Lempel and Huffman families [Nelson and

Gailly 1995], are not information fusion methods, as they consider only the coding strategy used to
represent data regardless of their semantics [112]. We do not investigate these techniques directly
here as they can be applied to any type of payload communication with standard routines. A
broad overview of data compression approaches in WSNs in general can be found in [113].

5.2.2 Raw Data Fusion

The first and lowest fusion layer is the raw data layer where the originally gathered and preprocessed
raw data have to be transmitted to a BS in order to be fused. The detail level of this information is
the highest possible but the communication effort is obviously the highest possible. The measured,
filtered, and segmented raw data are processed at a control center. We can expect that this
approach will not have an advantage in energy expenditure performance or communication load
towards other approaches. Nevertheless, a large number of WSN scenarios use this approach and
will use it in the future. Most applications using this fusion type want to collect all available data
for a later and most precise evaluation rather than having a system that uses a lossy compression
and reduces the amount of data by eliminating information permanently, especially redundant
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information. For applications where the complete raw data set has to be preserved, we can list
research reasons like an a posteriori study, documentation, or diagnostic reasons in order to cover
the data completeness as a possible requirement to use the Raw Data Fusion approach.
In the Raw Data Fusion approach, the WSN does not perform any data aggregation within the

network. Instead, the control center has to perform the complete pattern recognition algorithm
off-line after receiving all relevant raw data packets from the WSN by performing the DAI-FEO
combined with the FEI-DEO fusion.

5.2.3 Feature Fusion

The second fusion layer represents the mid-layer with the Feature Fusion approach where features
have to be transmitted to a BS in order to be fused. Depending on the features, the level of
information detail may vary within a broad range, but with features as a general fusion base,
we have a huge potential to characterize events on a high quality level. The function of any
representation scheme is to capture the essential features of a problem domain and make that
information accessible to a problem-solving procedure [68].
The Feature Fusion approach increases the abstraction of the Raw Data Fusion approach to

highly descriptive features, as introduced in Section 3.2 and many pattern recognition refer-
ences [10–12]. Highly descriptive feature extraction DAI-FEO reduces the data traffic to the
control center without any in-network aggregation. An appropriate feature fusion and classifi-
cation has to be performed on the control center in order to evaluate the events offline with a
FEI-DEO fusion. The Feature Fusion approach saves the in-network communication in contrast
to the later introduced Classification Fusion approach as well as the Distributed Event Detection
approach. However, each SN that is exposed to the event has to send the features to the BS
through the multi-hop network because of the Feature In (FEI) approach. This approach will
show a significant amount of data traffic savings in contrast to the Raw Data Fusion approach.
However, this approach will not scale with an increasing problem size as the data traffic increases
more than linear.

5.2.4 Classification Fusion

The last layer is the classification layer that leverages the approach to send the classification results
only of the individual sensor nodes to a BS, which will further reduce the amount of communication.
FEI-DEO (local) is performed by a typical local classification based on the created features

of one sensor node. This means that this FEI-DEO (local) uses only locally extracted features
and represents a classification result of the local view of the SN. We mention this because of
the subsequently re-used information fusion concept of fusing features FEI-DEO. DEI-DEO is
performed on the BS with the individual incoming classifications of the sensor nodes, e.g. with a
majority vote.
The classification fusion layer abstracts the level of information detail of all information fusion

approaches most strongly, as any detail information is already condensed to one specific class for
each sensor node involved. The classification accuracy for a Classification Fusion approach can
not outperform a Feature Fusion approach, as the feature fusion will preserve all feature data
until they are used for the final classification, which allows assessing the events in its context. The
Classification Fusion approach performs a lossy compression which loses the relation of the features
to neighboring sensor nodes.
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5.2.5 Multiple In-Network Fusions

As well as the previously mentioned Feature Fusion and Classification Fusion approach, the Multi-
ple In-Network Fusions approach extracts representative features from incoming raw data DAI-FEO
after an event has occurred. The Multiple In-Network Fusions approach performs the data fusion
within the network, albeit at every single sensor node after distributing the features via broadcast
from every affected sensor node to the 1-hop neighborhood, which follows the concept of FEI-DEO
(a). This approach transmits each classification to the control center as the optimal classification
can not be detected within the network with this approach. The in-network event detection can
only be performed if events are always triggered at exactly the same location. For the event dis-
tribution, this means that every affected node is responsible for the same sub-event as during the
training. For such applications the fusing SN can be assumed to be known as it does not change.
For any other case, the BS needs to filter plausible results, which might be done with the aid of
network cameras that record fence activity when triggered (DEI-DEO) in order to map the event
location to the best performing sensor node, as described in [55]. The additional use of a boundary
distance event rejection can reduce the amount of sensor nodes communicating with the BS to an
average of 65% [75]. This means we assume that only 3.5 SN on average will send event results to
the BS.

5.2.6 Distributed Event Detection

We apply the already introduced Distributed Event Detection System on the input-output scheme
of Dasarathy et al.; to do this we recap the Distributed Event Detection in a compact description
in order to make it easier to follow the evaluation:

In the presented approach, data fusion within the network is performed by extracting represen-
tative features after an event has occurred (DAI-FEO). The gathered features and further model
parameters are transmitted between all triggered nodes in a 1-hop neighborhood. The classifica-
tion result is calculated (FEI-DEO (a)) on all SNs that passed the CN-Filter. Under exceptional
circumstances it is possible that multiple SNs pass the central node filter. In this case, these nodes
exchange the additional quality feature value to decide which of these nodes classifies with the
smallest amount of model errors (FEI-DEO (b)), see 4.3.2. Based on our application observations
during the fence surveillance experiments, we found that in at most 10% of the events, only two
SNs may pass the CN-Filter. The SN that finally passes the quality filter sends a packet with the
classification result to the BS only if the application filter (Fig. 4.2) confirms the necessity. The
internal decision creation is done by mapping the classification result to a certain type of actions
like send alarm in case of a critical event like an intrusion, or do not react in case of a neutral event
like wind shaking the fence. These events may be evaluated independent of parameters like date,
daytime, and current weather situation. This information fusion can be referred to a DEI-DEO
based information fusion and, in case of a critical event, causes an alarm packet transmission
through the multi-hop network to the BS. Otherwise, it is not mandatory to brief the BS about
the event and in contrast to all other approaches this packet will not be sent. In addition, it is
possible to bypass BS in order to send the alarm directly to the alarm-giving instance or to an
autonomous instance within the WSN. The option to contact an autonomous instance within the
WSN enables a new level of energy efficient self-deciding systems.
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5.2.7 Classification Accuracy Assumptions

Table 5.2.: Classification Capabilities derived from the Input Detail Level for Fusion

Approach Input Detail Level for Fusion Classification Capabilities

Raw Data Fusion Data In (DAI) ++++
Distributed Event Detection FEI +++
Feature Fusion FEI +++
Multiple In-Network Fusions Decision In (DEI) ++
Classification Fusion DEI +

We assume the classification capabilities for each of the data fusion approaches mentioned above
because a profound investigation of multiple classification algorithms is beyond the scope of this
thesis. We derive the maximum possible classification performance from the available information
detail that is given from the data input type which ranges from DAI over FEI to DEI. We compare
the approaches introduced above in Table 5.2 by representing the relative maximum classification
ability. We can see that raw data (DAI) represents the highest amount of information detail
and the abstract decision input of classifications DEI represents the lowest amount of information
as all details are discretized into one statement. The Classification Fusion creates classification
results at every sensor node that have to be fused at the BS e.g. with a majority vote. The
classification capabilities of the Multiple in-Network Fusions approach depend very much on the
knowledge of the position of the CN. If the CN can be determined at the BS, the accuracy of the
fusion result is comparable to our approach, if not, it is more comparable to a performed majority
vote at the BS of the Classification Fusion and is therefore rated in between both approaches.
The Distributed Event Detection approach is able perform the fusion only at one sensor node
and delivers only one classification result from the network by discovering the CN automatically.
Both the Features Fusion approach and the Distributed Event Detection approach use features of
multiple sensor nodes to build a comprehensive view of the arising event and are to be equally
assessed concerning the classification capabilities. The most promising classification capabilities
are given by the Raw Data Fusion approach as we do not lose any detail information based on any
prior signal discretization.

5.3 Payload in Large Scaled WSNs

For each of the approaches introduced above in Section 5.2.2 to Section 5.2.6, we analyze the
payload that needs to be transmitted within the network to notify a classified event, as introduced
in [5]. Depending on the hop, we show how many packets need to be transmitted in the network
on average to classify the arising event and additionally to report the classified event to the control
center.

5.3.1 Payload Calculation

For all information fusion approaches introduced above, we have to define the same specific setup for
data sampling at 100Hz, the event duration of 10 s and a three axis sensor that gathers information
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with a 16bit data type for each acceleration sensor axis x, y and z. A time stamp is taken into
account with 4byte. Hence, the data created for one standard event needs 6004byte of memory.
We use our example fence surveillance system to compare the information fusion approaches

and we use the following numbers for our subsequent theoretic considerations of the network scale
effect of the payload. Events of different event classes do not necessarily trigger the same number
of nodes. In our example fence surveillance experiments, from a maximum amount of 6 affected
sensor nodes, on average 5.4 SNs are affected by an event. The reason is that all events that
open the fence as a door trigger only five sensor nodes and all events that close the fence trigger
four sensor nodes. The reduced spatial event propagation arises because of a physical disruption
by breaking the chain of fence segments into two separate physical entities during the opening or
closing of the fence, see Section 5.7.2.
If a packet is not filled to the maximum capacity, we fill that packet with dummy-data to a size

of 44byte for Unicast communication to the BS and 48byte for Broadcast communication within
the network. This is necessary to assure constant receive and transmit times for the energy-aware
Wake-On-Radio communication, as introduced in [102] in detail. This technique has no negative
effect for our system.
The packets themselves are, in general, composed of a 4byte time-stamp and the event data. A

CN-Feature (2byte) is only created for the in-network communication Distributed Event Detection.
As each feature needs 2byte, the aforementioned SFSM could fill up a packet for the distributed
Event Detection approach with up to a maximum of 19 to 20, depending on the fusion approach
features for broadcast based feature distribution.
The Distributed Event Detection optimizes the necessary amount of features to be exchanged,

hence the SNs send only features that do not characterize a hypothetical CN-position of the SN.
Hence, for this example investigation the 9 non-CN-features are distributed and then fused with the
CN-features on the filtered CN. As a result, SFSM delivers us prototypes for the event classes with
exactly 9 features (see Section 5.7.1) that are to be transmitted during feature distribution by each
node. The CN fuses these features with its own features – 10 for our example fence surveillance.
The Multiple In-Network Fusions did not support this efficient feature distribution during the time
of publishing [55], however we assume that this technique is available for purposes of fairness.

Raw Data Fusion: For the Raw Data Fusion approach we assume the introduced 6004byte of
data that need to be transmitted to the control center for one single event and each affected node.
With a packet size of 44 bytes we have to transmit 137 packets in total from every single affected
sensor node. The simultaneously arising data traffic will cause a significant event-to-response-time
increase, as the BS can receive and process data packets consecutively over a single communication
channel. This means that the general expectations are that this approach will heavily lack in
scalability of supported multi-hop network sizes.
In order to reduce the amount of data to be transmitted, we can use standard lossless data com-

pression algorithms like Lempel–Ziv–Welch Codec (LZWC) or MinDiff which are able to compress
time series data of about 58% and above [114, 115]. By using the compression ratio of 58%, the
amount of data to be transmitted is reduced to 2522byte or to 58 Unicast packets in total for
each SN and event to be sent to the BS. We use these numbers as a basis for further calculations
concerning the Raw Data Fusion approach in order to leverage the Raw Data Fusion approach to
a more deployable approach.
To calculate the total network payload for the Raw Data Fusion approach, a total payload of
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2522byte or 58 Unicast packets in total for each SN is assumed. For every hop this payload is
accumulated in order to reflect the amount of data the whole network has to deal with.

Feature Fusion: For the Feature Fusion we assume that every affected SN (5.4 on average)
creates for each event the number of features (19 features * 2 byte) that our own approach would
produce. Additionally we add to each packet a 4 byte timestamp which results in a 42byte payload
or 1 Unicast packet to be sent to the BS for each event and affected SN. This can be summed up
to a total event payload of 226.8byte or 5.4 Unicast packets on average to be sent to the BS for
each event.

To calculate the total network payload for the Feature Fusion approach, it uses a total event
payload of 226.8byte or 5.4 Unicast packets on average to be sent to the BS for each event, which
is again accumulated for each hop.

Classification Fusion: For the Classification Fusion approach we assume that every affected SN
(5.4 on average) creates for each event 1 single classification * 1 byte. We add a 4 byte time-stamp
which means that a single affected SN creates 5 byte of data or 1 single Unicast packet for each
event and affected SN to be sent to the BS. This can be summed up to a total event payload of
27byte or 5.4 Unicast packets on average to be sent to the BS for each event. To calculate the total
network payload for the Classification Fusion approach it uses a total event payload of 27byte or
5.4 Unicast packets on average to be sent to the BS for each event.

Multiple In-Network Fusions: For the Multiple In-Network Fusions approach we assume that
every affected SN (5.4 on average) creates for each event the number of features (19 @ 2 byte)
while only 9 of them plus a 4byte time-stamp have to be distributed within the network. This
results in a 22byte payload or 1 Unicast packet to be broadcast in the 1-hop area for each event.
This can be summed up to a total in-network payload of 118.8byte or 5.4 Broadcast packets on
average to be broadcast.

As mentioned, we can assume that 3.5 SN on average will send event results to the BS, hence,
each of these nodes will create a packet comprising the classification result of 1byte plus the 4byte
time-stamp which results in a payload of 5byte or 1 single Unicast packet for each event and
filtered SN to be sent to the BS. This can be summed up to a total event payload of 17.6byte or
3.6 Unicast packets on average to be sent to the BS for each event.

To calculate the total network payload for the Multiple In-Network Fusions the in-network
communication of the features is just caused once with 118.8 byte or 5.4 Broadcast packets on
average. For every hop we add to this base-load the data that strains the network and that has to
be sent to the BS. A total event payload of 17.6byte or 3.6 Unicast packets on average is therefore
added to the base-load for each event.

Distributed Event Detection: For the Distributed Event Detection approach we assume that
every affected SN (5.4 on average) creates for each event the numbers of features (19 features @
2byte) while only 9 of them plus a 4byte time-stamp and an additional CN-Feature of 2 byte have
to be distributed within the network. This results in a 24 byte payload or 1 Unicast packet to
be broadcasted in the 1-hop area for each event. This can be summed up to a total in-network
payload of 129.6byte or 5.4 Broadcast packets on average to be broadcast.
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The Distributed Event Detection sometimes needs to initiate a second in-network communication
if the SN have a very similar perspective on the event, which means that the CN-Filter is identical
in its expression for multiple SN. Hence, the CN needs to be filtered based on the introduced
Quality-Filter data (see Section 4.3.3.1) in order to finally filter the CN within the network. This
process needs to exchange additional packets within the network. For this purpose, 2 or up to 6 of
the affected SNs have to communicate with each other. For each SN, the packet comprises a 4byte
time-stamp and a 2byte quality feature which results in a single packet of 6byte. Depending on
the number of SN with the same CN-Filter value, the sum of the second in-network communication
increases from 12byte for the minimum of 2 concerned SNs up to 36byte for all 6 SNs.
The resulting CN creates the classification and sends a single notification packet to the BS

comprising the classification result of 1byte plus the 4byte time-stamp and plus 2 byte for the
additional quality value for future and additional evaluation purposes at the BS, which results in
a payload of 7byte or 1 single Unicast packet for each event to be sent to the BS. As mentioned,
we added an application filter (see Section 4.3.3.1) that only sends data if a critical event arises.
Having this in mind it becomes clear that depending on the application requirements this concept
can be very beneficial.
To calculate the total network payload for the Distributed Event Detection approach the first

in-network communication of the features is just caused once with 129.6byte or 5.4 packets on
average. The second in-network communication of the additional Quality-Filter data as well as the
event notification depend on two scenarios which we introduce in the following, the standard and
worst case scenario.

� For the worst case setup we assume that all 5.4 SN cause the second in-network communi-
cation with a probability of 100%. The second in-network communication therefore causes
1.2 byte and 0.2 packets on average for the standard scenario which results in a constant
base-load of 162byte or 10.8 packets on average for the in-network communication as the
base-load. The final classification notification is performed in the worst case setup with a
probability of 100% of an event being critical. The notification packet payload causes an
additional payload of 7byte or 1 packets that we add to the base-load at every hop.

� For the standard case setup we assume that only 2 SN cause the second in-network commu-
nication with a probability of 10%. The second in-network communication therefore causes
1.2byte and 0.2 packets on average for the standard scenario which results in a constant
base-load of 130.8byte or 5.6 packets on average for the in-network communication as the
base-load. For every hop, we add to this base-load the event notification that has to be sent
to the BS. The final classification notification is performed in the standard case setup with
a probability of 50% of an event being critical. The notification packet payload comprises
7byte or is 1 single Unicast packet for each second event to be sent to the BS. This causes
an additional payload of 3.5 byte or 0.5 packets that we add to the base-load at every hop.

5.3.2 Payload Evaluation

In Figure 5.3 we present the standard case setup and in Figure 5.4 we present the standard case
setup for all introduced fusion approaches and how it turns out to affect volume of data (byte)
that need to be transmitted for increasing hop distances.
In Figure 5.5 we present the standard case setup and in Figure 5.6 we present the standard case
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Figure 5.3.: [Standard Case] Comparison of payload in [byte] expected for varying hop distances.
Critical events arise with probability of 50%.
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Figure 5.4.: [Worst Case] Comparison of payload in [byte] expected for varying hop distances.
Critical events arise with probability of 100%, adapted from [5].

setup for all introduced fusion approaches and how it turns out to affect the number of packets
that need to be transmitted for increasing hop distances.

The handled volume of data in Figure 5.3 is outperformed (undercut) by the Distributed Event
Detection approach from a hop distance of 7 and above.

If we investigate the packets that have to be to transmitted, the Distributed Event Detection
clearly outperforms (undercuts) every other introduced approach from a hop distance of two and
above if the packets to be transmitted are compared in Figure 5.5.

The reason for the late performance in the worst case setup is the initial one-hop base-load of
11.8 packets on average in the Distributed Event Detection approach. That base load is higher than
the payload of the Feature Fusion approach and the Classification Fusion approach but increases
only linearly by one packet per hop.
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Figure 5.5.: [Standard Case] Comparison of payload in [packets] expected for varying hop distances.
Critical events arise with probability of 50%.
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Figure 5.6.: [Worst Case] Comparison of payload in [packets] expected for varying hop distances.
Critical events arise with probability of 100%, adapted from [5].

As expected, the Raw Data Fusion approach puts the largest strain on the network as it sends raw
data chunks to the control center. Feature Fusion approach and Classification Fusion approach send
fewer packets compared to the Distributed Event Detection approach in one-hop environments.
Hence, the applicability of feature extraction or local sensor node classification and subsequent
fusion on a BS is more reasonable for one-hop networks.

The Feature Fusion approach is clearly a better choice than applying the Classification Fusion
approach regarding network load and can be recommended as a simple, efficient and lightweight
approach for small networks as well. Nevertheless, the Feature Fusion approach is outperformed by
the Multiple In-Network Fusions approach by WSNs with four or more hop distance based WSN.

With increasing hop distance, the Distributed Event Detection approach benefits more and
more from the reduced communication with the BS and thus heavily reduces the network load.
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For simple, small and lightweight networks, the Feature or Classification Fusion approach should
be preferred.
Even under these extreme conditions of the worst case setup, the Distributed Event Detection

approach is able to outperform the compared approaches for network sizes of 3 hops and above,
see Figure 5.6. Although the overall created number of bytes to be transmitted is lower for the
Classification Fusion approach up to 8 hops as well as for the Multiple In-Network Fusions approach
up to 4 hops (see Fig. 5.4), the number of packets to be transmitted is an important key factor in
WSN communications as every communication costs additional energy.
The results show quite clearly that from 2 hop distance (see Fig. 5.6) upwards for the standard

case setup and from 3 hop distance upwards for the worst case (see Fig. 5.4), the network load
is reduced by our approach compared with all information fusion approaches introduced above.
Smaller networks with 1 hop distances will only benefit from the Classification and Feature Fusion
approaches as well.

5.4 Lifetime Extrapolation Concept

In the following Section, we compare the energy consumption and resulting lifetime of the CN and
the RN (see Figure 1.2) of the introduced approaches from Section 5.2.
The RN reflects a SN in the WSN which is responsible for transferring packets wirelessly with

the last hop to the gateway node at the BS. The RN eventually forwards all packets that have
to be transferred to the BS. If more RNs are available, the network load is shared between these
SNs. In order to cover the worst case, we assume that the WSN uses one common RN for this
service. If the RN becomes inoperative or overloaded, the WSN has to find a new route with a
possibly increased number of hops to the gateway. If no alternative route is available the WSN
can not communicate with the gateway anymore. Hence, the RN represents a natural bottleneck
in typical concast oriented WSNs [5,116].
In order to represent the network load and its consequences for the whole network, the RN is

investigated as a representative for an extensively stressed sensor node that becomes inoperative
at first. No other node within the WSN will be stressed more than the RN as the network load is
either shared between multiple nodes or the whole traffic caused by the event detection is routed
through this node in the worst case. The first node that becomes inoperative is very important
as an indicator for the lifetime and thus efficiency of the event detection approach. As soon as
the first sensor nodes becomes inoperable the network is not able to communicate with the BS by
using the shortest route. This indicates the point of time from which on the WSN starts to suffer
from reduced connectivity, less efficient communication routes or a reduced number of measuring
points or both.
In order to represent the network load and its consequences for the detecting SNs, the CN

is investigated as a representative for an extensively stressed SN that may become inoperative
early on. The CN is used as the SN that gathers data and sends the most data to the BS in all
information fusion approaches. As all event observing SNs in the fusion approaches are doing the
same, except for the Distributed Event Detection, it is important to clarify that the name CN is
only relevant for the Distributed Event Detection. The role of the CN additionally sends a notify
packet to BS in case of an alarm while all other observing SN do not send a notify packet in the
Distributed Event Detection. In contrast, the CN for all other investigated information fusion
approaches can be every observing SN without any exceptions as all gather and send their data
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Figure 5.7.: Energy consumption of essential event processing tasks during the event detection as
a basis for our theoretical considerations.

(raw data, features, classes) to the BS.
The arising question now is how the different information fusion approaches introduced in Sec-

tion 5.2 influence the lifetime of the CN and the RN depending on various influencing parameters
to be investigated. We answer this question in the following sections.

5.4.1 Energy Consumption

Our lifetime evaluation investigates various settings for varying numbers of events per hour that
could arise at the CN. We assume that every event arises exactly at the same CN in order to
present a very repeatable situation. If one single SN is assigned to the CN for all events, this is
a very unfavorable situation with a high energy consumption. Nevertheless it is advantageous for
the evaluation as this demonstrates the worst case a Distributed Event Detection for WSNs could
be exposed to. Depending on the real world application, event locations should vary, but it is not
known in which way. We can say that the situation in the real world will not be worse. Some event
detection approaches as body area networks for rehabilitation exercises will have a fixed CN while
a fence or a bridge will have an event location dependent CN. If events arise at distinct locations,
the CNs lifetime will increase because of the distribution of the in-network communication and
event detection task over the whole network.
In [102], it is assumed that 5 events per hour arise at the fence in one position. Additionally,

a keep-alive-packet is sent every 20 minutes. We extend this investigation from 5 to 500 events
per hour. Applications with such an intense amount of events could be applications for border
control with several hundreds of kilometers of fence. Second, we do not investigate the number of
keep-alive-packets as the network load depends on the network size, which will not be examined
in detail within this thesis.
For all theoretic evaluations the packet loss rate is based on the individual radio communication



5.4. Lifetime Extrapolation Concept 85

Table 5.3.: Detailed list of measured and derived energy consumption values of event processing
tasks during the event detection as a basis for our theoretical considerations.

Event Processing Tasks (abbr.) [mV] [mA] [ms] [mW] [mWs]

10s Event Sampling (S) 412.5 41.3 10000.0 206.3 2062.5
Feature Extraction (F) 700.0 70.0 3.8 350.0 1.3

Powerdown (PD) 16.1 1.6 990.0 8.1 8.0
Build a Packet (BX) 912.5 91.3 32.0 456.3 14.6
Send a Packet (TX) 737.5 73.8 580.0 368.8 213.9

Receive ACK or Receive Packet (RX) 357.0 35.7 271.0 178.5 51.8
Fusion & Classification (C) 975.0 97.5 31.0 487.5 15.1

Carrier Sense for WOR (WOR) 196.9 19.7 10.0 98.5 1.0

which ideally can transmit data under LOS conditions. Depending on the environment of the
scenario the WSN no LOS is given – which is generally the case – and radio communication suffers
from possible packet collisions and a decreased connectivity due to multiple interfering influences
like attenuation, scattering, diffraction, reflection, or refraction, see [107]. We leave it to the reader
to factor in the relevant packet loss rate for their scenario.
Every SN in the fence is assumed to be supplied by an individual 90, 000mWh battery pack

(18, 000mAh at 5V) and limits itself to a max lifetime of 418.8 days lifetime if no event arises
because of a basic energy consumption of at least 8.95mWs. This lower boundary of energy
consumption is defined by the demand for Wake-On-Radio (WOR) duty-cycle, MCU-power down
mode, monitoring sensors as well as the step down converter efficiency. Event transmissions and
calculations lead to an application dependent maximum of events per hour, which is highlighted in
the following paragraphs. The resulting energy measurements can be seen in Table 5.3 in detail.
For simplicity reasons of the subsequent lifetime calculation we assume that only software ACKs

are available. This means that our WOR related transmission can not be interrupted by hardware
ACKs as those are not available. In order to guarantee that the sender A catches the wake up
period of the receiver B the sender A has to repeat the packet transmission to surpass the sleep
period of the receiver B. The sleeping period of the WOR takes 542 ms in our exemplary setup and
results in a 580 ms repetitive WOR related transmission for the sender A. The receiver B has to
await the uninterruptible re-transmissions of the sender A. As soon as the receiver B recognizes via
Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) that the sender A stopped
sending, the receiver B can send the software ACK to the initial sender A. We assume that the
receiver B will awake at half the sleeping period of WOR on average. This results in an average
receive time of 271, ms for software ACKs or any other received packets.
All calculations are based on individual event processing task measurements of an example sensor

board AVS-Extrem, introduced in [102], see Figure 6.2 in Section 6.2.1. To measure the energy
consumption of the whole board as accurately as possible, we soldered a 10 Ω shunt resistor into
the supply line which is powered by a reference voltage of 5 V. To measure the voltage of the
shunt resistor, a Digital Sampling Oscilloscope (DSO) is attached. As the resistor and the voltage
are known, we can calculate the value of the current and use it to calculate the electric power
used by the sensor node over the time of one DSO sample. By integrating the electric power
over the time of one system state, like Transmit (TX) or Receive (RX), we can exactly measure
the energy used for each event processing task and can use this information to approximate the
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energy consumption of the whole detection system in different information fusion approaches. The
resulting energy consumption for every energy-demanding process is shown in Figure 5.7; cf. Table
5.3 for more detail. It shows that the energy-consumption is still dominated by communication
tasks, but the duration of sampling can easily outperform the energy demand for communication
depending on the application. During the event detection phase, the sensor nodes use the MCU
power down mode, which also shuts down all internal peripherals. The wireless transceiver uses
the WOR mode [102] and is able to process incoming data.

5.4.2 Lifetime Calculation Preparation

To calculate the energy consumption and lifetime for the introduced information fusion approaches,
we measured the actual energy consumption for all operations to get data with the highest possible
reliability. We use these measurements introduced above in order to extrapolate these measure-
ments in theory to cover a higher scaled evaluation, see [116]. In our experiments, we use Micro
Mesh Routing (MMR) [4, 102, 117] to utilize a reactive routing protocol. We assume that all net-
work routes are already configured and known at the beginning of the experiments as we want
to investigate the effect of the Distributed Event Detection approach on the lifetime. As SN for
our Distributed Event Detection approach do not change their relative position to each other, we
can assume to have a relative stable route table with only a small amount of maintenance neces-
sary, which is ignored for our considerations as a route request would affect all information fusion
approaches in the same way.

If we want to pick a theoretically perfect routing protocol for the Distributed Event Detection
system this should be done depending on the application where two main concepts have to be
addressed. The first concept is the communication in the neighborhood of the SN affected by the
events. This neighborhood can be a logical neighborhood or a real physical neighborhood. An
example suggestion for an efficient communication for such neighborhood situations is published
by Mottola et al. in [118] where a SN defines the own logical neighborhood by processing static
attributes such as the node type, or dynamic attributes such as sensor measurements with a rule-
based expression. The second communication concept needs to handle a communication transfer
back to the BS through the whole network. Multiple example routing protocols are available for
transfer of data to the BS like the RSSI-based Power-Efficient Gathering in Sensor Information
Systems (PEGASIS) [119]. More dedicated approaches like IPv6 Routing Protocol for Low power
and Lossy Networks (RPL) [120] focus on transferring data from one or more SNs to exactly one
destination like the BS. Maximize Unsafe Path Routing Protocol (MPU) [121] extends RPL under
critical situations like node failure because of natural disasters.

The goal of the subsequent lifetime evaluation is to estimate whether the proposed concept of
the Distributed Event Detection can hold its promising impact towards lifetime if the application
parameters are changed to a wider range than our real world experiments will cover. In order to
realize the extrapolation from measurements to a higher scaled evaluation, we introduce two types
of equations, the RN-equations and the CN-equations to describe the energy consumption of both
types of sensor nodes. We reuse the abbreviations of Figure 5.7 and Table 5.3 for our equation
arguments to indicate which specific value we use for our ongoing evaluation.

The processes denoted by a capital E-preamble are using the metric J or Ws as the energy
descriptor while the P-preamble denotes the power consumption using the metric W. Uni-cast
packets which are sent over a RN to a BS are acknowledged by an ACK (EACK). In-Network
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communication is not acknowledged as we use Broadcasts for this purpose.

EBaseload = PPD ∗ tPD + (tx − tc) ∗ PWOR + (PPD + PWOR) ∗ tLTRest
(5.9)

All event detection processes are subject to the system’s base load EBaseload (see see Eq. (5.9))
which are hardware dependent and of a more constant nature. During power down mode, the SNs
still consume power PPD for collecting acceleration sensor data to trigger a potential event and to
wake up the MCU for about tPD seconds. The time needed for communication tc is subtracted
from the whole processing time tx in order to get the time period while WOR can be active -
during communications WOR is typically inactive. To be able to react to incoming packets and to
support WOR we have to perform carrier sensing every 542 ms [102] while no communication is
performed PWOR. The left battery lifetime tLTRest

is spend between the arising events while the
system stays in the power down mode PPD and WOR mode PWOR.

The energy consumption for relay nodes is defined in the general equation ERNg
(Eq. (5.10)) that

allows us to replace the parameterMRNx
with the individual modifier equations for the dedicated

information fusion approaches (see Eq. (5.11) to Eq. (5.15)) in order to analyze parameters as
varying numbers of events #EV per hour. The information fusion dependent modifier is multiplied
by the energy to receive data by a RX-packet (ERX), forward a TX-packet (ETX) to a BS and to
receive an ACK (EACK) which again has to re-build EBX and send to the CN ETX. It is important
to mention that for every packet that needs to be sent ETX, the packet has to be built first, which
costs energy EBX. Even if the packet has to be forwarded, we have to re-build the packet (EBX) as
a new Destination of a Packet (DST) as well as a new Source of a Packet (SRC) has to be changed
within the packet header for every new hop, hence we always have to add a build packet action for
a TX-packet. This energy is multiplied by the number of events #EV that are expected to arise
per hour.

ERNg
=MRNx

∗ (ERX + EBX + ETX + EACK + EBX + ETX) ∗#EV + EBaseload (5.10)

MRNx
=MRNraw

= 58 (5.11)

MRNx
=MRNfeature

= #SNEV
(5.12)

MRNx
=MRNclass

= #SNEV
(5.13)

MRNx
=MRNmulti

= 0.65 ∗#SNEV
(5.14)

MRNx
=MRNdistri

= PEVC
(5.15)

Eq. (5.11): As introduced in Section 5.2, our example fence experiments need to send 2522byte
for one single event and affected node to the control station for the Raw Data Fusion approach.
This leads to exactly 58 packets that have to be sent by every measuring SN over the RN to the
BS. Both the Feature Fusion (Eq. (5.12)) and Classification Fusion approach (Eq. (5.13)) send one
packet for each event per hour to the BS.

The selected features can theoretically extend the maximum payload of 38byte, however, this can
be simply limited during the SFSM if the number of selected features exceed the limited memory
capacities of the used SNs. Nevertheless, in our experiments we never exhausted this limit; for
further details see Section 5.3.2.

The Multiple In-Network Fusions approach (Eq. (5.14)) is able to reduce the number of involved
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SNs to 65% thanks to an event rejection process. The Distributed Event Detection approach
(Eq. (5.15)) reduces the necessary communication by a certain probability that reduces the com-
munication to events classified as critical only.

The energy consumption for the CN is defined in the general equation CNg that allows us to
replace the parameterMCNx

with the individual modifier equations for the dedicated information
fusion approaches (Eq. (5.20) to Eq. (5.24)) to analyze the above mentioned parameters e.g. varying
number of events #E per hour. First of all we add to every information fusion dependent equation
the energy consumption of a sampling time of 10 seconds ES. The event sampling ES is performed
by every information fusion approach.

The event sampling ES plus the information fusion dependent modifier is multiplied by the
number of arising events per hour #EV . The system’s base load EBaseload is hardware dependent
and calculated as shown for the MRN-equations.

The feature extraction EF is skipped only by the Raw Data Fusion approach (see Eq. (5.20)). The
classification process EC is performed by the Classification Fusion (see Eq. (5.22)), the Multiple
In-Network Fusions approach (see Eq. (5.23)) and the Distributed Event Detection approach (see
Eq. (5.24)). The Feature Fusion approach (see Eq. (5.21)) simply communicates all features from
all affected sensor nodes to the BS over the relay node.

ECNRXTX1
= (#SNEV

− 1) ∗ ERX + EBX + ETX + EPD (5.16)

The number of SNs affected by the event #SNEV
influences the in-network communication ECNRXTX1

(see Eq. (5.16)) which is necessary to distribute the features and the event intensity between the
SNs. Only the CN of the Multiple In-Network Fusions approach (see Eq. (5.23)) and the Dis-
tributed Event Detection approach (see Eq. (5.24)) need to send and receive information to and
from SNs affected by the event.

ECNRXTX2
= (#CNF − 1) ∗ ERX + EBX + ETX + EPD (5.17)

A second in-network communication ECNRXTX2
(see Eq. (5.17)) with the CN may be necessary for

the Distributed Event Detection approach if the CN-Filter is passed by more than one SN #CNF.
This communication distributes the classification quality label between the involved SNs with a
certain probability PCNF for this circumstance. This can increase the communication compared
to all other approaches. Every in-network communication comes with a certain time period where
we have to wait for the neighboring SN to distribute their packets. During this period the system
is set to the power down mode EPD in order to be reactive and energy efficient.

ERNTX
= EBX + ETX + EACK (5.18)

The CN can be a true CN or for approaches without a CN-Filter just any other node involved in
the detection approach that sends data to the BS. As all sending nodes perform the same actions,
we use the CN-description as a good representation for one of these nodes. This sending node (CN)
transmits a data packet with raw data, features or classifications to the BS and receives an ACK
which is assumed to be sent over the relay node RN which is expressed by ERNTX

(see Eq. (5.18)).

ECNg
= (ES +MCNx

) ∗#EV + EBaseload (5.19)
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MCNx
=MCNraw

= 58 ∗ ERNTX
(5.20)

MCNx
=MCNfeature

= EF + ERNTX
(5.21)

MCNx
=MCNclass

= EF + EC + ERNTX
(5.22)

MCNx
=MCNmulti

= EF + EC + ECNRXTX1
+ ERNTX

(5.23)

MCNx
=MCNdistri

= EF + EC + ECNRXTX1
+ ECNRXTX2

∗ PCNF + ERNTX
∗ PEVC

(5.24)

Every affected SN in the Raw Data Fusion approach needs to send the sampled raw data via
58 packets to the BSs to the RN ERNTX

for each event #EV . The Distributed Event Detection
approach sends only one packet with one classification from the CN to the BS if the event classi-
fication is assessed to be a critical event. The mapping of the classification to the status critical
happens with a specific probability PEVC

and has the potential to reduce the communication ERNTX

compared to other approaches.

5.5 Lifetime Results & Evaluation

The following results and evaluations are based on the assumptions, measurements and equations
previously introduced in Section 5.4.
By investigating the previously resulting RN and CN equations and comparing them to the most

demanding tasks presented in Figure 5.7, the factors that affect the energy demand the most are
radio transmissions via TX or RX. Event sampling, which may cost more energy depending on the
sensing duration, only increases linearly with increasing network size or changing communication
protocols. Hence we will investigate influencing evaluation parameters that have an effect on the
communication in the first place.
We are investigating three types of setups in order to compare our Distributed Event Detection

approach with all other information fusion approaches: (i) The Worst Case Setup describes a
setup that stresses the Distributed Event Detection approach with a parameter setting that causes
the highest possible energy consumption, (ii) the Standard Case Setup reflects a more realistic
setup we may have to deal with in a real world situation, and (iii) the Best Case Setup represents
more optimal conditions for the Distributed Event Detection.
We will describe the different cases individually in the appropriate section.
It is worth to mention that the Feature Fusion approach and the Classification Fusion approach

perform nearly equally in all further investigations. Nevertheless, we show both approaches in
all figures as we want to emphasize that not the data compression ratio (which is higher for the
Classification Fusion approach compared with the Feature Fusion approach) but the individual
communication concept affects the overall network load as a key factor.
As mentioned, our investigations are based on the assumption that each event arises at the same

location within the WSN. Nevertheless, our approach benefits from the situation where events
do not arise at the same location over and over again. As we want to know the applicability of
our approach we have to take this situation into consideration, but we want to emphasize that
under real world conditions, events will in most cases arise at more distributed locations within
the network. This distribution does not reduce the overall energy consumption but spreads the
consumption of the CN over all event locations which is very beneficial for the lifetime of the CN.
Nevertheless, our investigation shows how the role of the CN or a detecting SN will affect the
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energy demand by different information fusion approaches. The same situation arises for the RN,
as it is not possible to guarantee that each packet has to be relayed by one single RN. In real
world applications this network load can be more distributed over multiple RNs if multiple base
nodes are integrated in the WSN concept, as introduced e.g. in [117].
We employ the introduced equations from Section 5.4.2 in order to cover the energy demand of

all five introduced information fusion approaches and we use the energy consumption measurement
results from Table 5.3 in Section 5.4.1 to construct the subsequent results.
It is more important to investigate the percentage differences in energy demands of the subse-

quently investigated information fusion approaches than to investigate the lifetime difference in
e.g. days depending on a specific battery capacity. Hence, the ordinate (y-axis) is always given in
% and shows the relative lifetime towards all other approaches. 100% lifetime always reflects the
relative maximum possible lifetime in respect of the chosen setup. The ordinate (x-axis) is given
in different metrics and shows the varied parameters of interest. The varied parameters change in
the following discussion depending on the focus of our investigation and as a result of the creation
of the abstract equations, we can use the following five parameters (a) to (e) in order to investigate
the lifetime of the CN and RN in broader detail. Every information fusion approach is evaluated
by two curves: one curve for the lifetime of the RN by using one geometric marker (e.g. one blue
circle for the Distributed Event Detection) and one curve for the lifetime of the CN by using two
geometric markers (e.g. two blue circles for the Distributed Event Detection). We varied the line
style between solid and dotted in order to investigate RNs and CNs more visibly. Only the RN
of the classification fusion violates this rule as it wouldn’t be visible otherwise, hence, we picked
another dashed plus dotted style for that purpose.

a) Number of arising events per hour (#E)

b) Number of SNs affected by an event (#SNEV
)

c) Probability of a critical event (PEVC
)

d) Probability of passing the CN-Filter (PCNF)

e) Number of SNs passing the CN-Filter (#CNF)

For the results of the parameter #SNEV
and #CNF we use points to represent each SN at the

abscissa without a connecting line between the SNs’ numbers as we do not want to interpolate
between two natural numbers of SNs. For all other parameters we prefer the solid line as a graph
depiction.
If the lifetime function of an information fusion approach does not continue until the lifetime

of the represented SN reaches 0%, the processing time is consumed and no further actions can be
performed by that SN. E.g., if the number of events per hour increases, the processing time to
handle this increasing number of events limits the maximal possible number of manageable events
per hour.

5.5.1 Lifetime Evaluation - Events per Hour

In order to investigate the lifetime of the CN and RN within the information fusion approaches,
we increase the number of arising events per hour by varying parameter #E from 0 to 500 events
per hour on the abscissa. We pick a neutral setup of #SNEV

= 5.4 SNs that are affected on
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Figure 5.8.: [Best Case] Lifetime investigation with varying parameter #E to investigate the influ-
ence of the number of arising events per hour, adapted from [5].

average by events as we could observe this parameter during our experiments with an example
fence surveillance system deployment that uses our Distributed Event Detection system.
Applications with a sparsely arising events will cause a lower energy demand compared with

applications having a more regular occurrence of events because of the increased communication
initiated by each event. Increasing numbers of events per hour may limit the applicability for the
different approaches; we discuss these limits in the following.

5.5.1.1 Best Case Setup

The best case setup reflects our assumptions of optimal conditions for the Distributed Event Detec-
tion. With a probability of PEVC

= 1% the events are assumed to be critical and worth reporting
to the base station. This setting causes a very reduced communication with the base station for
the Distributed Event Detection. With a probability of PCNF = 0% more than one SN passes the
CN-Filter, hence, no second in-network communication within the Distributed Event Detection
approach is caused. This reduces the in-network communication to the feature distribution to the
first in-network communication only.
The results of the best case setup are depicted in Figure 5.8. An increased number of events per

hour increases the energy demand for all information fusion approaches.
The Raw Data Fusion is stressed most by increasing the number of events per hour and reduced

in its functionality to handle only a maximum of six events per hour as the RN runs out of
processing time due to the sheer amount of packets to be handled. For future investigations where
the parameter #E should be constant in order to gain comprehensible results, we use #E = 6 in
order to allow the Raw Data Fusion to be part of the comparison. It is clear to see that the lifetime
of the Raw Data Fusion is very limited, which is caused by the huge raw data communication load.
The lifetime of the Feature Fusion equals the lifetime of the Classification Fusion and the CNs
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Figure 5.9.: [Standard Case] Lifetime investigation with varying parameter #E to investigate the
influence of the number of arising events per hour.

outperform the CNs of all other approaches as no in-network communication and only one single
packet (with features or classification results) per event and affected SN has to be transferred.
Nevertheless, as every affected SN has to transmit a packet to the base station which needs to
be relayed by the RN, its lifetime is clearly outperformed by the Distributed Event Detection
approach. This leads to the clear recommendation to prefer the Distributed Event Detection as
the network whose SNs deplete first is under an ongoing network degeneration and will with high
probability in a short amount of time change to an inoperative state.
While the Feature and Classification Fusion approaches are able to handle scenarios of up to 279

events per hour limited by the CN, the Multiple In-Network Fusions approach is limited by the
CN to 213 events per hour and the Distributed Event Detection approach is limited by the CN to
278 events per hour. The reason for the extended capability to handle fewer events per hour is the
additional operation time that is needed for in-network communication.
The RN of the Distributed Event Detection approach with its huge lifetime outperforms all other

approaches and shows a significantly reduced overall network communication in this example. The
CN lifetime of the Distributed Event Detection approach outperforms the CN lifetime of the
Multiple In-Network Fusions approach because of omitted communication with the BS in case of
non-critical events.

5.5.1.2 Standard Case Setup

With a probability of PEVC
= 50% the events are assumed to be critical and worth reporting to

the BS. With a probability of PCNF = 10% more than one SN passes the CN-Filter and causes a
second in-network communication within the Distributed Event Detection approach. If the CN-
Filter is passed by more than one SN, we assume #CNF = 2 SN have to initiate a second in-network
communication.
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Figure 5.10.: [Worst Case] lifetime investigation with varying parameter #E to investigate the
influence of the number of arising events per hour.

The results of the standard case setup are depicted in Figure 5.9. The standard case differs only
slightly from the best case which can be seen in a reduced but still clearly dominating lifetime
of the RN in the Distributed Event Detection approach. This lifetime decrease is caused by an
increased amount of critical events (10 %) which causes a higher communication load on the CN
with the base station which has to be relayed by the RN. The processing time increases mainly for
the Distributed Event Detection approach as the second in-network communication arises within
the standard scenario. This influences the ability to handle scenarios limited to 213 events per
hour by the according CN.

5.5.1.3 Worst Case Setup

With a probability of PEVC
= 100% the events are assumed to be critical and worth reporting

to the BS, which causes the maximum amount of communication with the BS as every event
has to be reported by the Distributed Event Detection. With a probability of PCNF = 100%
more than one SN passes the CN-Filter and causes a second in-network communication within
the Distributed Event Detection approach. If the CN-Filter is passed by more than one SN, we
assume all #CNF = 5.4 SNs have to initiate a second in-network communication. This causes the
maximum second in-network communication as every affected SN has to communicate a second
packet within the network.
The results of the worst case setup are depicted in Figure 5.10. The worst case setup stresses the

Distributed Event Detection with maximized in-network communication because of the assump-
tion that all SNs affected by an event will pass the CN-Filter which causes a second in-network
communication with the CN and all affected SNs. The resulting network load reduces the lifetime
of a potential CN compared to other approaches clearly and limits the manageable events per hour
to 112. Although the lifetime of the RN is reduced as every event is treated as a critical event in
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Figure 5.11.: [Best Case] Lifetime investigation with varying parameter #SNEV
to investigate the

influence of the number of SN affected by an event.

the worst case setup, it clearly outperforms the lifetime of other approaches as only one packet
per event has to be transmitted. This advantage affects the whole WSN as the traffic through
the network is reduced if no communication is performed in the case of uncritical events. On the
flip-side we have to deal with the drawback of a slight increase in communication of the in-network
communication between the event detecting nodes.

5.5.2 Lifetime Evaluation - # of affected SNs

In order to investigate the lifetime of the CN and RN within the information fusion approaches, we
investigate the increased number of affected SNs by varying parameter #SNEV

from 0 to 200 SNs
on the abscissa. We pick a neutral setup of events per hour #E = 6. The number of affected SNs is
highly application dependent but we can imagine that more affected SNs inherit a high potential
to cover large scale event detection scenarios where natural disaster detection plays a major role
– paralleled by an increased communication load. This trade-off will be discussed in the following
sections.

5.5.2.1 Best Case Setup

With a probability of PEVC
= 1% the events are assumed to be critical and worth reporting to the

base station. This setting causes a highly reduced communication with the BS for the Distributed
Event Detection. With a probability of PCNF = 0% more than one SN passes the CN-Filter, hence,
no second in-network communication within the Distributed Event Detection approach is caused.
This reduces the in-network communication to the feature distribution during the first in-network
communication and shows the lowest energy demand for the introduced setup.
The results of the best case setup are depicted in Figure 5.11.
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An increased number of affected SNs increases the energy demand for the CNs of the Distributed
Event Detection and the Multiple in-Network fusions approach as well as all RNs except for the RN
of the Distributed Event Detection approach. Again, the RN of the Distributed Event Detection
approach outperforms with its huge lifetime all other approaches and shows a very much reduced
overall network communication in this example. All other RNs are clearly suffering under the
constantly increasing load of packets that have to be relayed to the BS caused by an increased
amount of affected SNs at the event location. The CN’s lifetime of the Raw Data approach stays
for all numbers of affected SNs at 23% while the Feature and Classification Fusions lifetime is
constantly at 70% compared to the lifetime of the Distributed Event Detection RN which means
these approaches are not affected by an increase of affected SNs in addition. The reason for these
unaffected SNs is the non-existing in-network communication for these approaches. Especially in
smaller and short term WSNs these approaches have a good efficiency and the simple realization
makes it possible to deploy such approaches spontaneously.

The lifetime of the Distributed Event Detection CN outperforms the Multiple In-Network fusions
approach, with an improvement of about 2.9 percentage points at one affected SN. This difference
is reduced by an increasing number of affected SNs but remains for all values. This remaining
and advantageous difference for the Distributed Event Detection approach can be explained by the
reduced communication of uncritical events compared to a concept that reports all detected events
despite their relevance.

The Raw Data Fusion is reduced in its functionality to handle only a maximum of 5.7 affected
SNs on average as the RN runs out of processing time due to the sheer amount of packets to handle.

While the Feature and Classification Fusion approach are able to handle scenarios up to 417
affected SNs limited by the processing time of the RN, the Multiple In-Network Fusions approach
is limited by the RN to 641 affected SNs. The Distributed Event Detection approach is limited
by the processing time of the CN and reaches a maximum of theoretically 2006 manageable SNs
affected by one event which would reduce the lifetime of the CN to 5%.

By talking about the general applicability of the given approaches we can conclude that especially
the SNs with the shortest lifetime dictate the usability of the network. As soon as one of the
investigated SNs’ energy source is depleted, we can say that the WSN starts to degenerate and
changes with a higher probability (compared with other approaches) into an inoperative state in
a short amount of time. In the given setup the Distributed Event Detection mostly outperforms
any other approach if the number of affected SN is big enough. The Feature and Classification
Fusion approaches are more efficient at up to 5 affected SNs, which means that the Distributed
Event Detection has a lower lifetime for less than 6 affected SNs than Feature and Classification
Fusion approaches, while from 5 affected SNs and upwards, the RN’s lifetime of the Feature and
Classification Fusion is outperformed by the Distributed Event Detection.

Nevertheless, all other constellations with more than 5 affected SNs are very advantageous for the
Distributed Event Detection which leads to the recommendation to apply the Distributed Event
Detection under the given setup.

5.5.2.2 Standard Case Setup

With a probability of PEVC
= 50% the events are assumed to be critical and worth reporting

to the base station. This setting still causes a reduced communication with the base station for
the Distributed Event Detection. With a probability of PCNF = 10% more than one SN will
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Figure 5.12.: [Standard Case] Lifetime investigation with varying parameter #SNEV
to investigate

the influence of the number of SNs affected by an event.

pass the CN-Filter which causes a second in-network communication within the Distributed Event
Detection approach. If the CN-Filter is passed by more than one SN, we assume #CNF = 2 SNs
have to initiate a second in-network communication, but this logically depends on the parameter
#SNEV

because only as many SNs as SNs involved in the event recognition can pass the CN-Filter
(#SNEV

>= #CNF).

The results of the standard case setup are depicted in Figure 5.12. The standard case differs
only slightly from the best case which can be seen in a different representation of the CN for the
Distributed Event Detection.

The lifetime of the Distributed Event Detection CN outperforms the Multiple in-Network fusions
approach while at one affected SN the improvement is about 1.6 percentage points. This difference
turns into a negative value at 34 affected SNs. From this point on, the Multiple In-Network
Fusions approach outperforms the CN of the Distributed Event Detection with a maximum of
1.3 percentage points at 219 affected SNs. This remaining and advantageous difference for the
Multiple In-Network Fusions approach can be explained by the absence of the second in-network
communication, which is outsourced to a communication to the base station. The resulting and
much lower lifetime of the corresponding RN compared with the RN of the Distributed Event
Detection reflects this relation. This increasing and huge lifetime difference between the RNs
emphasizes that the above advantage of the Multiple In-Network Fusions comes with a very huge
drawback for the whole network. The Lifetime of the RN of the standard case is lowered by 5
percentage points compared to the best case introduced above which is reasonable because of an
increased amount of critical events that have to be relayed to the base station.

By talking about the general applicability of the given approaches we can conclude that especially
the SNs with the shortest lifetime dictate the usability of the network in the long run. In the given
setup the Distributed Event Detection mostly outperforms any other approach if the number of
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Figure 5.13.: [Worst Case] Lifetime investigation with varying parameter #SNEV
to investigate the

influence of the number of SNs affected by an event.

affected SN is big enough. Only the Feature and Classification Fusion approaches are more efficient
at up to 4 affected SN, which means that the Distributed Event Detection has a lower lifetime for
less than 5 affected SN than Feature and Classification Fusion approaches, while from 5 affected
SNs and upwards, the RN’s lifetime of the Feature and Classification Fusion is outperformed by
the Distributed Event Detection.
Nevertheless, all other constellations are very advantageous for the Distributed Event Detection

as for all compared approaches either the CN or the RN depletes before this happens for the
Distributed Event Detection. We can recommend making use of the Distributed Event Detection
in applications with more than 5 affected SNs under the given setup.

5.5.2.3 Worst Case Setup

With a probability of PEVC
= 100% the events are assumed to be critical and worth reporting to

the BS which causes the maximum communication with the BS as every event has to be reported
by the Distributed Event Detection. With a probability of PCNF = 100% more than one SN
passes the CN-Filter and causes a second in-network communication within the Distributed Event
Detection approach for every event. If the CN-Filter is passed by more than one SN, we assume
#CNF = 2 SNs have to initiate a second in-network communication, but this logically depends on
the parameter #SNEV

because only as many SNs as SNs involved in the event recognition can pass
the CN-Filter (#SNEV

>= #CNF).
The results of the worst case setup are depicted in Figure 5.13. The worst case setup stresses

the Distributed Event Detection with maximized in-network communication, based on the setup
conditions that all SNs affected by an event will pass the CN-Filter which causes a second in-
network communication with the CN and all affected SNs. The resulting in-network load obviously
reduces the lifetime of the CN of the Distributed Event Detection. The CN of the Multiple In-
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Network Fusions outperforms the Distributed Event Detection with a maximum of 12 percentage
points at 106 affected SNs. Even the Raw Data Fusion would outperform the Distributed Event
Detection at 154 affected SNs with increasing lifetime growth, but the Raw Data Fusion is limited
to a maximum of 5.4 affected SNs on average as the RN runs out of processing time because of
the sheer amount of packets to be handled which means the advantage of the Raw Data Fusion
is obsolete. The lifetime of the RN of the worst case is lowered by 9 percentage points compared
to the best case setup introduced above, which is reasonable because of an increased amount of
critical events that have to be relayed to the base station.

Although the Distributed Event Detection approach suffers heavily from the worst case scenario,
it still makes sense to use this approach as all other approaches are much earlier depleted in lifetime
by either the RN or the CN compared to the Distributed Event Detection. Let us investigate a short
example at 100 affected SNs. Even if we used the Multiple In-Network Fusions, the RN’s lifetime
is reduced to 13% compared to the outperforming 30% of the CN lifetime of the Distributed Event
Detection. As soon as one of the investigated SNs’ energy source is depleted, we can state that
the WSN starts to degenerate and turns with high probability into an inoperative network or at
least into a network with a reduced radius of operation in a short amount of time.

By deriving the general applicability of the given approaches we can conclude that especially
the SNs with the shortest lifetime dictate the usability of the network in the long run. In the
given setup, the Distributed Event Detection is superior to other approaches if the number of
affected SN is big enough. The Feature and Classification Fusion approaches are more efficient
at up to 5 affected SNs, which means the Distributed Event Detection has a lower lifetime with
less than 6 affected SN than the Feature and Classification Fusion approach. The Multiple In-
Network Fusions approach is more efficient at up to 10 affected SNs, which means that the CN of
the Distributed Event Detection has a lower lifetime for approaches with less than 11 affected SN
than the Multiple In-Network Fusions approach. As we are investigating the worst case setup it
is not surprising to see the limits of the Distributed Event Detection while other approaches cover
the area of applications from this point on. Nevertheless, there is still a huge application area left
especially for applications with more than 11 affected SNs where the Distributed Event Detection
starts to outperform the energy demands of all other information fusion approaches.

5.5.3 Lifetime Evaluation - All affected Sensor Nodes pass the Central Node Filter

In order to investigate the lifetime of the CN and RN within the information fusion approaches,
we investigate the increased the number of affected SNs by varying parameter #SNEV

as well as
#CNF from 0 to 200 on the abscissa in the same way. This means both parameters are equally
varied and are identically represented by the abscissa. Technically this means that if a certain
number of SNs is affected by an event, exactly this number passes the CN-Filter. This is a very
stressing but unlikely constellation for the Distributed Event Detection. Nevertheless, we want to
investigate this setup in order to explore the limits of our approach in more detail. The number of
affected SNs is highly application dependent, but we can imagine that more affected SNs inherit a
high potential to cover large scale event detection scenarios where natural disaster detection plays
a major role – paralleled by an increased communication load. This trade-off will be discussed in
the following sections. We pick a neutral setup of events per hour #E = 6.

All curves besides the CN representation of Distributed Event Detection behave exactly as
described in the previous Section 5.5.2. As a difference to the previous # of affected SNs setup we
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Figure 5.14.: [Best Case] Lifetime investigation with equally varying parameters #SNEV
and #CNF

to investigate the influence of the number of affected SNs and the equal number of
SNs passing the CN-Filter by an event

now only vary the parameter #CNF. This means that we will focus on the evaluation of the CN
representation of the Distributed Event Detection approach in the following setup evaluation.

5.5.3.1 Best Case Setup

With a probability of PEVC
= 1% the events are assumed to be critical and worth reporting to

the BS. This setting causes a very reduced communication with the BS for the Distributed Event
Detection approach. With a probability of PCNF = 1% all affected SNs pass the CN-Filter, hence, in
one of hundred events a second in-network communication within the Distributed Event Detection
approach is caused. This strongly reduces the in-network communication to the feature distribution
during the first in-network communication but still allows a second in-network communication.
The results of the best case setup are depicted in Figure 5.14. The behavior of the depicted course

of the CN-lifetime function of the Distributed Event detection indicates clearly an increased energy
demand with increased number of affected SNs while having a second in-network communication
for all these SNs. But still, and because of the optimal conditions of our setup (PEVC

= 1%,
PCNF = 1%), the Distributed Event Detection CN is able to outperform the Multiple In-Network
Fusions approach with a maximum of 2.9 percentage points of additional lifetime. This advantage
is reduced to 0 until the curve reaches 25 affected SNs as all of these SNs will pass the CN-
Filter. It is worth mentioning that 25 SNs are already a rather large number of affected SNs and
can cover a huge number of applications. Applications where more than 25 SNs are involved in a
detection process are rare but possible and, as mentioned, more likely in the area of natural disaster
prevention and detection. In addition, we want to mention that to the best of our knowledge, there
is no existing real world deployment in the area WSNs with event detection scenarios investigating
more than 20 concurrently affected SNs at the moment. Thus, our curves describe more the future
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Figure 5.15.: [Standard Case] Lifetime investigation with equally varying parameters #SNEV
and

#CNF to investigate the influence of the number of affected SNs and the equal number
of SNs passing the CN-Filter by an event.

potential of the proposed approach.
By investigating the more general view in this setup it is important to take into account the

first SN that depletes its energy storage. For the Distributed Event Detection approach the CN
always depletes first compared to the according RN. If we compare the lifetime of this CN with
the lifetime of the first depleted SN of the other approaches, the following conclusion can be made:
The RN of the Feature and Classification Fusion approach is outperformed by the Distributed
Event Detection at 5 and more affected SNs. The Multiple In-Network Fusions approach is always
outperformed by the Distributed Event Detection as either the CN or the RN of the Multiple
In-Network Fusions approach has a lower lifetime than the CN of the Distributed Event Detection
approach has. As a general statement we can say that the Distributed Event Detection is less
energy demanding with 5 or more affected SNs under the special circumstance that all affected
SNs are passing the CN-Filter in addition.

5.5.3.2 Standard Case Setup

With a probability of PEVC
= 50% the events are assumed to be critical and worth reporting to

the BS. This setting still causes a reduced communication with the BS for the Distributed Event
Detection. With a probability of PCNF = 10% all affected SNs will pass the CN-Filter, which
causes a second in-network communication within the Distributed Event Detection approach.
The results of the standard case setup are depicted in Figure 5.15. The behavior of the de-

picted course of the CN-lifetime function of the Distributed Event Detection indicates a heavily
increased energy demand with increased number of affected SNs while having a second in-network
communication for all these SNs.
The CN of the Distributed Event Detection can outperform the CN of Multiple In-Network Fu-
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Figure 5.16.: [Worst Case] Lifetime investigation with equally varying parameters #SNEV
and

#CNF to investigate the influence of the equal number of affected SNs and the number
of SNs passing the CN-Filter by an event.

sions for up to 4 affected sensor nodes. From 6 to 9 affected SNs, the Distributed Event Detection
approach is outperformed by the Multiple In-Network Fusions approach as the CN of the Dis-
tributed Event Detection approach has a lower lifetime than both the CN and RN of the Multiple
In-Network Fusions approach. The Distributed Event Detection dominates the compared field of
approaches from 10 affected SNs to 49 affected SNs with a maximum lifetime advantage of 6 per-
centages points towards the Multiple In-Network Fusions and with a maximum of 16.1 percentage
points towards the Feature and Classification Fusion approaches, see the blue transparent area in
Figure 5.15.
In addition, the Feature and Classification Fusion approaches outperform the Distributed Event

Detection up to 6 affected SNs. From more than 49 affected SNs the Feature and Classification
Fusion approaches outperform the Distributed Event Detection again. The increased network load
reduces the maximum lifetime of the Distributed Event Detection if more than 49 SNs get affected.
The maximum lifetime of a potential CN compared to other approaches is clearly reduced and limits
the manageable events per hour to 134 because of 50% critical events and a 10% probability to
have SNs passing the CN.
With the given setup, we are reaching the limits of the applicability of the Distributed Event

Detection. Nevertheless, we have a minority area of applications left (10 affected SNs to 49 af-
fected SNs) that are more efficient to be used with the Distributed Event Detection, see the blue
transparent area in Figure 5.15.

5.5.3.3 Worst Case Setup

With a probability of PEVC
= 100% the events are assumed to be critical and worth reporting to the

base station, which causes the maximum communication with the base station as every event has to
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be reported by the Distributed Event Detection. With a probability of PCNF = 100% all affected
SN pass the CN-Filter and cause a second in-network communication within the Distributed Event
detection approach for every event. As mentioned, this is a very unlikely situation but shows our
worst setup which is not recommended for our approach.
The results of the worst case setup are depicted in Figure 5.16. With this setup the applicability

of the Distributed Event Detection is marked. It is obvious to see that under the given setup
the Distributed Event Detection is outperformed by all approaches except the Raw Data Fusion.
Although the RN has still a very good energy level, the CN will be depleted in the given setup
if all events occur at the same CN. It is a clear recommendation not to apply the Distributed
Event Detection if every event would cause all affected SNs to initiate two rounds of in-network
communication. In particular, the CN energy demand increases due to the increased in-network
communication which can not be compensated by the Distributed Event Detection approach.

5.5.4 Lifetime Evaluation - Probability of Critical Events

In order to investigate the lifetime of the CN and RN within the information fusion approaches, we
investigate different probabilities of an arising critical event as introduced in 5.2.6. For this purpose
the parameter PEVC

is varied from 100% down to 4% on the abscissa. We want to investigate this
setup in order to explore the benefits and limits of our approach. It is expected that in general,
more critical events cause more traffic for the Distributed Event Detection. We pick a neutral
setup of events per hour #E = 6. In addition, we pick a neutral setup of #SNEV

= 5.4 SNs that
are affected on average by events, because this was the average number of affected SNs during our
fence surveillance system experiments.

5.5.4.1 Best Case Setup

With a probability of PCNF = 0% more than one SN passes the CN-Filter, hence, no second in-
network communication within the Distributed Event Detection approach is caused. This reduces
the in-network communication to the feature distribution during the first in-network communica-
tion.
The results of the best case setup are depicted in Figure 5.17. As depicted, a decreased amount

of events that are flagged as critical increases the lifetime of the CN as well as the RN. In the case
of 100% probability of having critical events, the lifetime of the CN Distributed Event Detection
and the Multiple In-Network Fusions approaches are equal. The Distributed Event Detection starts
outperforming the Multiple In-Network Fusions from that point down to 12% where it reaches a
lifetime increase of 2.5%. We can see that the increased in-network communication directly affects
the lifetime if the probability of arising critical events increases towards PEVC

= 100% and thus
the applicability of the Distributed Event Detection. It is therefore very important to reduce these
cases and to find a reliable CN-Filter function.
Although the CN lifetime of the Feature and Classification Fusion approaches outperforms the

Distributed Event Detection in the direct comparison, the lower lifetime of the Feature and Classi-
fication FusionRN limits its applicability in contrast to the Distributed Event Detection. Both SNs
of the Raw Data Fusion are below 30% of the lifetime that is reached by the RN of the Distributed
Event Detection at 100% probability for critical events.
The expectation that more critical events cause more traffic for the Distributed Event Detection

can be confirmed. This leads to the recommendation for the best case setup that applications with
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Figure 5.17.: [Best Case] Lifetime investigation with varying parameter PEVC
to investigate the

influence of different probabilities of arising critical events.

a critical as well as uncritical events to be detected can very much benefit from the Distributed
Event Detection as this approach saves energy by not sending non-relevant events to the base
station.

5.5.4.2 Standard Case Setup

With a probability of PCNF = 10% more than one SN will pass the CN-Filter which causes a second
in-network communication within the Distributed Event Detection approach. If the CN-Filter is
passed by more than one SN, we assume #CNF = 2 SNs have to initiate a second in-network
communication.

The results of the standard case setup are depicted in Figure 5.18. The Distributed Event De-
tection starts to outperform the Multiple In-Network Fusions approach already with a probability
for critical events of 100%. The Distributed Event Detection starts to outperform the Multiple
In-Network Fusions from that point down to 2% where it reaches a lifetime increase of 2%. We
can see that the increased in-network communication directly affects the lifetime if the probability
of arising critical events increases towards PEVC

= 100% and thus the applicability of the Dis-
tributed Event Detection. It is therefore very important to reduce these cases and to find a reliable
CN-Filter function.

Although the CN lifetime of the Feature and Classification Fusion approaches outperforms the
Distributed Event Detection in the direct comparison, the reduced lifetime of the Feature and
Classification Fusion’s RN limits its applicability compared with the Distributed Event Detection
in general. Both SNs of the Raw Data Fusion are below 30% of the lifetime that is reached by the
RN of the Distributed Event Detection at 100% probability for critical events.

The expectation that more critical events cause more traffic for the Distributed Event Detection
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Figure 5.18.: [Standard Case] Lifetime investigation with varying parameter PEVC
to investigate

the influence of different probabilities of arising critical events.

can be confirmed again. This leads to the same recommendation for the standard case setup that
applications with a critical as well as uncritical events to be detected can very much benefit from
the Distributed Event Detection as this approach saves energy by not sending non-relevant events
to the BS.

5.5.4.3 Worst Case Setup

With a probability of PCNF = 100% more than one SN passes the CN-Filter and causes a second
in-network communication within the Distributed Event Detection approach for every event. If
the CN-Filter is passed by more than one SN, we assume for this worst case setup that all SNs
have to initiate a second in-network communication which is based on our neutral setup for this
investigation are #CNF = 5.4 SN. This means that for every arising event always all 5.4 affected SNs
will initiate a second in-network communication. As mentioned, this is a very unlikely situation,
but it represents the worst setup which is not recommended for the Distributed Event Detection.

The results of the worst case setup are depicted in Figure 5.19. Compared with the best case
and standard case setup it is clear to see that the maximum increase of in-network communication
consumes all advantages of the in-network communication in terms of lifetime. The overall lifetime
of the CN of the Distributed Event Detection settles at 59% of the lifetime that is reached by
the RN of the Distributed Event Detection at 100% probability for critical events. This means
that all other approaches except the Raw Data Fusion approach outperform the Distributed Event
Detection for this worst case setup in general.
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Figure 5.19.: [Worst Case] Lifetime investigation with varying parameter PEVC
to investigate the

influence of different probabilities of arising critical events.

5.5.5 Lifetime Evaluation - Probability of passing the CN-Filter

In order to investigate the lifetime of the CN and RN within the information fusion approaches,
we investigate different probabilities of SNs of passing the CN-Filter as introduced in 5.2.6.
For this purpose the parameter PCNF is varied from 100% down to 4% on the abscissa. We

want to investigate this setup in order to explore the benefits and limits of our approach. It is
expected that in general, the energy demand increases if the probability of passing the CN-Filter
is increased. A lower probability should reduce the second in-network communication and should
support the advantages of the Distributed Event Detection compared to other information fusion
approaches.
We pick a neutral setting for the events per hour #E = 6 and for on average affected SNs by

events #SNEV
= 5.4 as we could derive this parameter during our experiments with an example

fence surveillance system deployment that uses our Distributed Event Detection system.

5.5.5.1 Best Case Setup

With a probability of PEVC
= 1% the events are assumed to be critical and worth reporting to the

base station. This setting causes a very reduced communication with the BS for the Distributed
Event Detection. If more than one SN passes the CN-Filter, two SNs pass the #CNF = 2 in the
best case setup.
The results of the best case setup are depicted in Figure 5.20. The results show that a probability

of passing the CN-Filter of above 77% causes the traffic for the second in-network detection for
two SNs to reduce the lifetime of the SN of the Distributed Event Detection below approaches with
no second in-network communication as the Multiple-In-Network Fusions approach. Instead, for
probabilities of passing the CN-Filter lower than or equal to 77% the Distributed Event Detection
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Figure 5.20.: [Best Case] Lifetime investigation with varying parameter PCNF to investigate the
influence of different probabilities of passing the CN-Filter.

outperforms the lifetime of compared approaches, which leads to a better general usability.

Although the CN lifetime of the Feature and Classification Fusion approaches outperforms the
Distributed Event Detection in direct comparison, the lower RN lifetime of the Feature and Clas-
sification Fusion limits its general applicability compared to the Distributed Event Detection.

The expectation that the energy demand is increased if the probability of passing the CN-
Filter is increased in general can be confirmed. The lower probability limits the second in-network
communication and supports the advantages of the Distributed Event Detection compared to other
information fusion approaches.

5.5.5.2 Standard Case Setup

The results of the standard case setup are depicted in Figure 5.21. With a probability of PEVC
=

50% the events are assumed to be critical and worth reporting to the base station. This setting
still causes a reduced communication with the base station for the Distributed Event Detection. If
more than one SN passes the CN-Filter, two SNs pass the #CNF = 2 for the standard case setup.
The results in comparison to the best case setup show two effects. First, the increased in-network
communication causes a lower CN lifetime for the Distributed Event Detection. This is reflected
by the reduced lifetime of that SN compared to other approaches with a slight advantage towards
the other approaches from a probability of passing the CN-Filter of about 53% and lower. Second,
the increased probability for critical events PEVC

= 50% causes the RN of the Distributed Event
Detection to have more packets to be relayed. This leads to a relative increase of the RN lifetime
of all other approaches of about 0.4 percentage points for the Raw Data Fusion approach, about 5
percentage points for the Feature and Classification Fusion approaches and about 5.2 percentage
points for the Multiple In-Network Fusions approach.
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Figure 5.21.: [Standard Case] Lifetime investigation with varying parameter PCNF to investigate
the influence of different probabilities of passing the CN-Filter.
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Figure 5.22.: [Worst Case] Lifetime investigation with varying parameter PCNF to investigate the
influence of different probabilities of passing the CN-Filter.
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5.5.5.3 Worst Case Setup

The results of the worst case setup are depicted in Figure 5.22. With a probability of PEVC
= 100%

the events are assumed to be critical and worth reporting to the BS. This setting causes the highest
possible communication with the BS for the Distributed Event Detection as each event is reported.
In addition, all affected SNs pass the CN-Filter, which are in this case #CNF = 5.4 SNs in the
worst case setup.
This worst case setup finally shows the limits for the Distributed Event Detection as the RN of

the Feature Classification Fusion are slightly outperformed in case of a lower probability of passing
the CN than 12%. The Multiple In-Network Fusions approach can be out performed from 4% and
below. Of course, the Raw Data Fusion approach is always outperformed. Hence, we can conclude
that CN-Filter plays a key role as this filter regulates additional occurring communications and thus
regulates the lifetime. Applications that tend to produce very similar sensor data over multiple SNs
are not recommended to be conducted with the Distributed Event Detection, which is thus feasible
if we consider that in general the proposed concept benefits most from diverse sensor readings from
multiple and different perspectives.
If an application produces very similar sensor data over multiple SNs it may cause multiple

SNs to pass the CN-Filter. This is an indicator for redundant deployment of SN that should be
reconsidered with the goal to optimize the deployment in favor of the efficiency and impact of each
SN’s data acquisition.

5.5.6 Lifetime Conclusions and Applicability

As discussed in Section 5.3.2, a multi-hop WSN will suffer with increasing hop length under heavy
traffic beyond network sizes of two hops for Feature and Classification Fusion as well as for the
Multiple In-Network Fusions.
With the given analysis, a large variety of applications will be able to find an appropriate event

detection system with our proposed approach. In general it can be stated that the Distributed
Event Detection is very energy efficient thanks to the conceptionally reduced communication and
outperforms the introduced approaches in a huge variety of different setups. Nevertheless, if the in-
network communication increases, e.g. because too many SNs are affected by the event, and if too
many of these SNs cause a second in-network communication, the Distributed Event Detection can
be outperformed by other approaches as the advantage of the compelling in-network communication
and evaluation turns into a too high energy demand. Typically, this is the case if SN are deployed
inefficiently and can not deliver a diverse data set as their perspectives on the event are too similar.
Even though, the RN of our proposed system surpasses all other approaches in term of lifetime.

The outstanding lifetime of the RN affects the whole network positively as the lifetime of the RN
reflects the low energy demands for all other SNs involved in a communication route to transmit
data to that RN. If one SN depletes first, the remainder of the system starts to degenerate more
and more from that point on, hence a depleted SN is a very good indicator to judge a system as
outperformed. In the particular case of the Distributed Event Detection RN’s lifetime, this is an
indicator of a significantly reduced network load.
In combination with the investigation of Section 5.3.2, it is possible to say that the Distributed

Event Detection outperforms all other approaches for networks with a hop-count of three or more.
The Feature Fusion approach outperforms the other approaches for networks with a small hop-
count (1-hop and 2-hops).
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Section 5.2.7 helps us decide that for the best classification result, the Raw Data Fusion is
recommended, although this approach only makes sense for very short term deployments compared
to the other information fusion approaches as shown in the evaluation. For research, in depth
investigation, or our previous training process in the Evaluation Framework (see Figure 4.2), this
approach has its specific area of application. The Distributed Event Detection catches up with
the Feature Fusion approach as both apply with FEI the same input detail level for the fusion
process. In contrast to the Feature Fusion, the Distributed Event Detection is able to perform the
classification within the network which enables to perform further automated in-network process
decisions. It is shown in the previous Sections that the Distributed Event Detection outperforms
the Feature Fusion approach in a huge variety of application setups as well as the Multiple In-
Network Fusions.

In some rare worst case setups the Multiple In-Network Fusions and the Feature and classification
Fusion approaches outperform together with the Distributed Event Detection (see Figure 5.10, 5.16
and 5.19). The classification fusion has the same energy demand as the Feature Fusion but has
lower classification capabilities because of a lower input detail level for the fusion process (see
Table 5.2); hence, the Feature Fusion approach should be preferred instead of the Classification
Fusion approach if local sensor classification results are not necessary within the network. The
Multiple In-Network Fusions has a lower input detail level for the fusion process as decisions have
to be fused based on a majority vote if no additional location based sensor data (like camera or
GPS based data) are available in order to properly assign the classification results to the real
world at the base station. Thus, for the mentioned rare worst cases the Feature Fusion should be
preferred instead of the Classification fusion and Multiple In-Network Fusions.

The Distributed Event Detection is most efficient for WSNs that need to create routes with
more than two hops on average. The Distributed Event Detection delivers a very high lifetime for
the CN and an outstanding high lifetime for the RN if compared to the introduced information
fusion approaches. This positive conclusion means that especially the RN’s lifetime will influence
the whole network positively. In addition, the Distributed Event Detection delivers all necessary
information as event position and event category type within the network system which leads to
high energy savings for all SNs for most of the investigated setups.

A drawback of the Distributed Event Detection is mainly the possible second in-network commu-
nication that could arise if multiple SN pass the CN-Filter. As mentioned, the second in-network
communication is an indicator for redundant sensor data over multiple SNs which should motivate
a revision of the deployment setup for the affected applications. Instead, the goal of the Distributed
Event Detection is in its core to benefit most from diverse sensor readings from multiple and dif-
ferent perspectives, and this will influence the classification results as well as the energy demands
positively if applied correctly.

5.5.6.1 Reference Parameter Setups

In order to benefit most from a WSN with the Distributed Event Detection, we provide as a
rule of thumb an upper and lower bound reference setup recommendations based on the previous
evaluations that pushes the parameter boundaries to the limits while always outperforming all
other approaches. In contrast to the previous figures, the subsequent evaluation shows the CN
of the Distributed Event Detection curve in two different setup variation within one figure. It is
important to mention that the RN of the Raw Data Fusion can handle the proposed setup only
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Figure 5.23.: Two reference setups with an assumed minimized and a maximized second in-network
communication. The lifetime calculation is performed with increasing parameter
#SNEV

to investigate the number of affected SNs.

with a maximum of 5.4 affected SNs on average and a setup of a maximum of 6 events per hour
and is not depicted for that reason.

Max-Setup: The Max-Setup maximizes the second in-network communication of the Dis-
tributed Event Detection that is in this setup often necessary for the CN-Filter process. We
reflect this situation by maximizing the probability of passing the CN-Filter (PCNF) 7% and the
number of SNs passing the CN-Filter (#CNF) to 64. The number of SNs passing the CN-Filter in-
creases equally with the number of SNs affected by an event. The parameter maximization of these
two parameters and all others is always outperforming at least one of the SNs of all competitive
approaches.

a) Number of arising events per hour (#E <= 50)

b) Number of SNs affected by an event (#SNEV
<= 64)

c) Probability of a critical event (PEVC
<= 10%)

d) Probability of passing the CN-Filter (PCNF <= 7%)

e) Number of SNs passing the CN-Filter (#CNF <= 64)

Min-Setup: The Min-Setup minimizes the second in-network communication of the Distributed
Event Detection that is in this setup rarely necessary for the CN-Filter process. We reflect this
situation by minimizing the probability of passing the CN-Filter (PCNF) to 0% and the number of
SNs passing the CN-Filter (#CNF) to 0.
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a) Number of arising events per hour (#E <= 50)

b) Number of SNs affected by an event (#SNEV
<= 64)

c) Probability of a critical event (PEVC
<= 10%)

d) Probability of passing the CN-Filter (PCNF = 0%)

e) Number of SNs passing the CN-Filter (#CNF = 0)

Recommendations: The reference parameters can be lowered while maintaining the advantage
of the energy demand. As depicted in Figure 5.23 the in-network maximized setup outperforms all
other approaches under rather using increasing numbers of the affected SNs as well the SNs passing
the CN-Filter and thus offers a huge amount of applications within this setting. If we reduce the
in-network communication to a reasonable minimum the resulting CN-curve (Min-Setup) always
outperforms the Multiple In-Network Fusions approach.
Figure 5.23 shows that the increasing number of involved SNs within the reference setup leads to

a limitation for the applicable number of affected SNs as the processing time is consumed as soon
as the curve ends. The Feature and Classification Fusion approaches are limited to 50 affected
SNs. The Multiple In-Network Fusions approach is limited to 77 affected SNs, although the CN
is able to handle up to 195 SNs as the lower lifetime boundary dictates the system’s lifetime. The
Distributed Event Detection is able to handle 64 affected SNs for the Max-Setup and 195 for the
Min-Setup. We can see that the lifetime increase reached by Min-Setup towards the Max-Setup
reaches a maximum of 8% at 64 SNs for this setup, but if we decrease the number of events per
hour (#E) to only one event per hour this impact increases to 24%. The presented range of possible
application that outperform all other information fusion scenarios is huge, but as a matter of fact
an optimal setup recommendation has to be calculated based on the applications requirements
individually.
In addition to these setup recommendations we stated initially in Section 5.2.1 that every higher

level information fusion is able to support all lower level information fusions. As the Distributed
Event Detection reflect the highest information fusion level we have access to all other fusion levels.
In case of an application that does run within the recommended setups or tends to switch to a
less efficient setup we can simply switch back to one of the better performing information fusion
approaches integrated within our approach.
The maximum values for above introduced setups are so high that they seem to be out of

focus for current applications and we recommend to use application with these or lower values to
guarantee a better performing system. Nevertheless, the expected future miniaturization of the
SNs’ size and the currently heightened ongoing interest and focus in the direction of Mobile Edge
Computing (MEC) is a good indication for applications in a not too distant future that will make
full use of the maximum values of the reference parameters (a)-(e), showed above. In addition, we
want to emphasize that these are the maximum recommended values, which clearly indicates that
lower values are to be preferred and obviously give a better energy profile in general.

5.6 Classifier Selection

The classification model of the introduced Distributed Event Detection System supports various
classification algorithms as introduced in Section 4.2.3.8.
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Figure 5.24.: [General Areal Categories] 10 fence events grouped in 3 event categories: Uncritical,
Intentional and Critical, applied from [5].

To choose an appropriate classifier for our experiments we apply a real world training set of an
example fence surveillance system to our evaluation framework to evaluate the potential classifiers,
as introduced in [5]. The training set-up comprises a training data set of 300 events, created by 3
different test persons performing a training of 10 runs for each of the 10 event classes; the training
setup is described in detail in Section 7.1.2. In the following sections we introduce our investigated
events and derived categories and setup our system with the subsequently introduced events and
categories in order to select an appropriate classifier for an example application.

5.6.1 Event Description

The investigated events in Figure 5.24 are derived from urban activities at and near fences during
construction work, passer-by activities next to the fence, and typical intrusion activities. The shake
event represents incidents such as heavy tremors or physical shocks caused by construction vehicles
and machinery or by passers-by shaking the fence by hand. The kick event is an abstraction of
all objects that accidentally fall into or are deliberately thrown at the fence. Lean events describe
softer interaction with the fence including gusts of wind and passers-by or workers leaning against
the fence. The peek event covers all actions where people try to intentionally peek over the fence
by taking one step onto the fence and staying there for a while. The peek event could also be
interpreted as the first part of an intrusion event and it is possible to use it as an early warning
sub-event if necessary.
Lift events are performed by construction site employees as a preceding action if they want to

open the fence. Lift events can also be caused by intruders trying to move the fence or checking
the fence’s weight and flexibility. The climb event is a representation of an intruder trying to climb
over the fence. The climb event is performed by climbing up to the top of the fence and jumping
down to the ground. All kinds of opening and closing events can be performed by construction
site employees during their working period as well as by intruders trying to overcome the fence.
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Figure 5.25.: [Construction Site Categories] 10 fence events grouped in 3 event categories: Uncrit-
ical, Critical and Time-Dependent, applied from [5].

The indication of the direction of an open or close event is necessary due to the orientation of
the event towards the CN. If we pick the open left event the fence element on the left-hand side
of the CN is opened.

5.6.2 Event Categories

In real world applications, it is important to distinguish between different categories of events.
The event description is not always the most relevant information. Categories that represent, for
example, critical events that have to be sent to a BS or uncritical events that do not need to be
sent to a BS can leverage the WSN to a self deciding entity. The event categorization is performed
on-line within our Application Filter introduced in Section 4.3.3 in order to notify the user only
in case of a relevant event. For this purpose, the given events are categorized into two different
setups with three categories each, introduced in the following sections.

5.6.2.1 General Areal Categories

The General Areal Categories setup comprises the categories Uncritical, Intentional and Critical.
This setup can be applied e.g. to a general area surveillance application. The relationship between
the General Areal Categories and event class is depicted in Figure 5.24.

Some events need attention but do not indicate a critical event; we call them intentional events.
All classes are assigned once to one of the categories. The category uncritical describes the common
events shaking, kicking and leaning at the fence. The category intentional contains the events of
lifting and peeking over the fence as it is not clear whether someone wants to break in or not. The
critical category contains all events which point at a violation of the fence’s integrity or a clear
intrusion: opening or closing the fence from the left or right side as well as climbing over the fence.
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5.6.2.2 Construction Site Categories

The Construction Site Categories setup comprises the categories Uncritical, Critical and Time-
Dependent. The relationship between the General Areal Categories and event class is depicted
in Figure 5.25. This setup can be applied e.g. to a construction site that has two time periods
of interest: First, the work period where workers are all over the place with regular construction
activities. Second, during the time period after work, some activities have a different meaning
because of the special time context.
All classes are assigned once to one of the categories. The category uncritical describes the

common events shaking, kicking and leaning at the fence – the event are uncritical despite the
active time-zone. The category critical contains the events that are always critical despite the
active time-zone. In detail, if someone peeks over the fence or climbs over the fence this, is always
worth raising an alarm.
The time-dependent category contains all events which point at a violation of the fence’s integrity

during the after-work time period, whereas they are uncritical if they arise during the work period:
opening or closing the fence from the left or right side as well as lifting the fence are normal actions
during the work period. In contrast, after work the fence should never be opened, closed or lifted.

5.6.3 Classifier Evaluation

We create and assess classification models for the prototype classifier [71], the “naïve” Bayes (NB)
classifier [10] and the KNN classifier [63] with parameter K = 1 and K = 3, and apply the
Evaluation Framework described in Section 4.2 and Figure 4.2 with the training data set introduced
in Section 5.6.
Implementations for NB and KNN are already supported by Waikato Environment for Knowl-

edge Analysis (WEKA). We added our prototype classifier for this theoretical evaluation to the
WEKA implementation. We evaluated the classifiers by using the metrics sensitivity, specificity,
Positive Predictive Value (PPV), Negative Predictive Value (NPV), and accuracy as introduced
in Section 3.3.1 and as defined in [55]. We investigated two methods for evaluating the classifiers.
The first method evaluates the classifier by distinguishing each of the 10 classes from one another
(see lift side of Fig. 5.26). The second evaluation method distinguishes two types of different ap-
plication oriented categorizations with three categories each as introduced above. The results of
the different categorizations are depicted by the mentioned metrics (see middle and right side of
Fig. 5.26). With an additional confusion matrix it is possible to get a better insight into the details
for the aforementioned averaged metric; to provide this insight we show the confusion matrix for
all four classifiers distinguished for the 10 events in Figure 5.27, the general areal categories in
Figure 5.28 and the construction site categories in Figure 5.29.
The evaluation result from WEKA (see Fig. 5.26 left-hand) shows that all algorithms perform

well, as all metrics are at least above 90%. The evaluation result from WEKA of 10 different
event classes shows in the left-hand of Figure 5.26 that KNN classifier has slightly more problems
to successfully classify the given events in general. Nevertheless, all classifiers share roughly the
same classes with decreseaed classification success. KNN classifier has slightly more problems to
distinguish between open and close events and sometimes detects lift, lean, or climb events instead.
The misclassifications are more spread within the field of classes for the KNN classifiers where the
NB and prototype classifier have more specific misclassifications. The prototype classifier classifies
some open left events as close left events and vice versa. The same problem arises for the open
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Figure 5.26.: Evaluation of four classifiers with the evaluation framework. Three setups with the
averaged metrics are compared: 10 events, three General Areal Categories and three
Construction Site Categories, applied from [5].
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Figure 5.27.: Confusion matrix for the four classifiers using all 10 events

Prototype Detected KNN K=1 Detected

Uncritical Intentional Critical Uncritical Intentional Critical

Uncritical 90 0 0 Uncritical 90 0 0

Intentional 0 59 1 Intentional 0 58 2

Critical 0 2 148 Critical 1 4 145

NB Detected KNN K=3 Detected
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Uncritical 89 1 0 Uncritical 90 0 0

Intentional 0 60 0 Intentional 0 59 1
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Figure 5.28.: Confusion matrix for the four classifiers using the three General Areal Categories,
applied from [5]

right event that is misclassified in some case as a close right event and vice versa. This happens in a
similar intensity for the NB. All classifiers seem to have slight problems with detecting shake events
and kick events correctly as some misclassifications are observed for all classifiers, see Figure 5.28.

NB achieves slightly better results than the prototype classifier for the differentiation of 10 event
classes. As our hardware and software support multi modal sensors, it is possible to improve open
and close event detection for all classifiers by introducing a gyroscope.
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Prototype Detected KNN K=1 Detected

Uncritical Time-Dependent Critical Uncritical Time-Dependent Critical

Uncritical 90 0 0 Uncritical 90 0 0

Time-Dependent 0 150 0 Time-Dependent 1 149 0

Critical 0 0 60 Critical 0 0 60

NB Detected KNN K=3 Detected

Uncritical Time-Dependent Critical Uncritical Time-Dependent Critical

Uncritical 89 1 0 Uncritical 90 0 0

Time-Dependent 0 150 0 Time-Dependent 2 148 0

Critical 0 0 60 Critical 0 2 58T
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Figure 5.29.: Confusion matrix for the four classifiers using the three Construction Site Categories.

For the second evaluation method all events are consolidated into three categories while we
present two categorizations types (see middle and right-hand of Fig. 5.26). If we want to know
whether an event is critical or not, all algorithms are able to answer this question with the given
metrics with a high average accuracy of more than 90%. Further, the construction site categories
perform better in general compared to the general areal categories with a slight advantage of 1%
to 2% accuracy.

Some critical events have been classified as uncritical instead, which lowers the accuracy of
KNN by 2% below the accuracy of the prototype and the NB classifier. In general, the prototype
classifier performs as well as the NB, while investigating both confusion matrices in Figure 5.28
and 5.29 for the category evaluation, we see that only minor deviations occur. For the general
areal categories in Figure 5.28 the prototype classifier classifies only three events incorrectly, the
NB reaches four misclassifications, KNN K = 1 reaches seven misclassifications, and KNN K = 3

reaches five misclassifications. For the construction site categories in Figure 5.29 the prototype
classifier classifies all events correctly, the NB causes one misclassification, KNN K = 1 causes one
misclassification, and KNN K = 3 reaches four misclassifications.

From a technical point of view, the KNN has a slight disadvantage for embedded systems as it
needs to store all training data on the node to calculate the K nearest neighbors. Additionally,
we have to attest the KNN the lowest classification accuracy compared to other classifiers and the
necessity to hold all training data on each sensor node; we do not recommend KNN for the given
purpose. The NB and prototype classifier are both a good choice, while for our specific application
the prototype classifier performs slightly better.

Hence, the prototype classifier performs best by distinguishing between events that should cause
no alarm (uncritical events) and those that should cause an alarm (critical events). Intentional or
time-dependent event categories can give the whole system a more diverse handling depending on
the application. In general the application should be able to assist the responsible personnel to
protect the area. One option could be to notify this personnel with clear decisions. The prototype-
classifier deployment is able to support this approach best and distinguishes fence events that
should cause an alarm from those that should not cause an alarm.

5.7 Feature Vector Evaluation

The feature vectors are an essential part of the Distributed Event Detection System as they de-
scribe the known and trained classes with the Reference Vectors. In addition, unknown events are
described with the Fused Feature Vector introduced in Section 4.2.3.6. It is important to handle
the missing feature problem which arises because of reference vectors that are differently affected
in their characteristic in case of different events and it is interesting which features have to be
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Figure 5.30.: Selected features for the fused and distributed feature vector from the Evaluation
Framework for the trained classes, applied from [5]

distributed in order to be able to fuse an arising event correctly and efficiently.

5.7.1 Feature Fusion Inspection

The in-network information fusion of the Distributed Event Detection is first and foremost possible
due to the distributed feature extraction of multiple SNs affected by the event. With the example
of our fence surveillance system, we want to show which SN has to create which feature and which
data have to be transmitted during this process.
We want to show the selected features in form of a feature vector from the Evaluation Framework

in Figure 5.30 which has to be created during the Distributed Event Detection within the network
at the CN. The according features are extracted during the final detection process on each SN.
All 9 green colored features except the 10 orange ones from node n – which represents the

perspective of the CN – have to be sent into the neighborhood by all affected SNs. The orange
colored features have to be calculated but not sent into the neighborhood as these features represent
the CN. As we support multiple partitions of an event, features can thus be extracted and used
for multiple partitions. In case of the fence surveillance systems we picked three partitions (as
motivated in Section 4.2.3.3 in order to cover an event beginning, middle section and end section.
The partitions are identified with so called binIDs in Figure 5.30. The position of a selected
feature within the fusion vector is defined relative to the central node. For example, one energy
feature for normalized x-values N(X) is selected for SN n − 2, which means for the second SN to
the left side of the CN. The feature is used within the third partition and will be positioned at
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n-2 n+2 n+3

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

shake x x x x x x x x x x x x x x x x x x x 6

kick x x x x x x x x x x x x x x x x x x x 6

climb x x x x x x x x x x x x x x x x x x x 6

lean x x x x x x x x x x x x x x x x x x x 6

lift x x x x x x x x x x x x x x x x x x x 6

peek x x x x x x x x x x x x x x x x x x x 6

open right - x x x x x x x x x x x x x x x x x x 5

close right - - - - - x x x x x x x x x x x x x x 4

open left x x x x x x x x x x x x x x x x x x - 5

close left x x x x x x x x x x x x x x x x x - - 4
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Figure 5.31.: Reference vectors extracted during the feature selection process for each class, showing
involved and missing features because of structural feature absence and SNs.

the first position in the fusion vector.
We can see that the feature selection did not select any natural Frequency feature; no Peak-

To-Peak feature and no Histogram feature was selected. In addition, no feature was derived
from the normalized and frequency based magnitude signal |F(N(~v))|. In contrast, mainly peak,
energy, orientation, and some intensity features have been selected by the system’s feature selection
introduced in Section 4.2.3.6. The selected features directly describe the nature of the fence events.
Fence movement Peaks, energy and the orientation of the fence play the main role in the event
description, while frequencies are totally ignored. This makes sense as it is unimportant whether
a fence oscillates at a specific frequency, while it is more important to detect steps (peak and
energy) while someone is climbing on the fence or to detect whether someone is opening the fence
(orientation and intensity).
As soon as the CN-Filter has detected the CN, exactly this CN builds the fused feature vector

according to the relative positions to the neighboring SN according to the order of the features as
determined during training with the bit-mask. For the resulting fused feature vector of the unknown
event the ED to all trained reference vectors (cf. Section 5.7.2) is calaculated and compared in
order to find the shortest distance (Section 5.7.2). The resulting EDs provide a representation of
the unknown event. Typically the shortest ED is used to select the according trained class as the
classification result for the unknown event.

5.7.2 Reference Vector Inspection

In Section 4.2.3.6 we introduced how the reference vectors are created and that the vectors represent
the different event classes. With the example fence surveillance application, we show how these
reference vectors are represented depending on the physical event propagation. Figure 5.31 depicts
that the feature selection for most of the event classes has the same result. In contrast, the open
and close events – where a fence element is opened or closed – differ slightly in their representation.
4 event classes have a reduced reference vector that reduces the involved number of SNs to 4 to 5
SNs, while both open fence events affect five SNs and both close fence events affect four SNs. On
average, this means that 5.4 SNs are affected by an event if we assume that every event is equally
probable.
This behavior can be explained by the reduced event propagation that results from a slightly
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reduced event intensity that is induced into the fence while opening or closing a fence element. If
we open a fence on the left-side of the CN, the fence elements that are typically affected by events
at the outermost right side are not affected anymore as the fence opening and closing events cause
a reduced fence motion, which leads to a reduced spacial event propagation at the fence. The same
effect happens for the typically affected outermost left fence elements during open and close right
events.

The open events cause a slightly more intense event propagation as the initial opening procedure
affects the whole fence, while the closing event is the most calm event of all events and affects SNs
of the untouched fence side only during the very last and final part of the closing event procedure.

These events cause the subsequently introduced structural feature absence (see Section 5.7.3)
during the distributed event recognition introduced in Section 4.3.2.

5.7.3 Missing Features

As introduced in [5], missing features in the event-describing feature vector are an important
problem that need to be discussed, as they have a huge influence on classification. The first
question is how missing features may occur.

� Transmission Failure:

The packet transmission during the Feature Distribution as introduced in Section 4.3.1.5
between two SNs may fail even with implemented re-transmissions, which leads to missing
features within the fused feature vector of the unknown event. A transmission failure that
happened during the training process block (a) can be precluded by the supervisor who may
simply re-initiate a specific training run. Another reason for a transmission failure can be a
depleted battery or a defective SN.

� Feature Creation Failure:

Some features can fail to be created from a given signal if the signal does not deliver all
necessary information needed to create the feature, which may be the amount of data, a
high enough amplitude, or other parameters that are feature relevant. We handle such
missing features in the same way we handle transmission failures; as the creation failure has
the same effect on our proposed system, the feature is sometimes not available during the
Distributed Event Detection process. An example for a feature creation failure could arise
during the calculation of the natural frequency which depends very much on the data length
and amplitude.

� Structural Feature Absence:

Events may not all affect the same number of SNs as this depends on the event characteristic
itself. For example a fence opening event affects fewer SNs than a fence shaking event, as
the event distribution is physically disrupted by breaking the chain of fence segments. As
a result, we have different feature vector dimensions available. The structural absence of
features is further discussed in [122] and a discussion within the context pattern recognition
is given in [123].
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5.7.3.1 Re-Balance Method

As classifiers like the NB classifier can handle missing features better than our preferred distance
based classifier as remarked in [64] we need to improve our nearest prototype classifier.
In the following paragraphs we discuss a solution for the previously introduced missing feature

problem. For the solution we need to support and address the distance measure based classifiers
as these components are necessary for our detection system.
The obvious solution – to estimate a missing feature – is only appropriate if the reason for a

missing feature is known. If we could determine whether a feature is missing because the event
characteristic does not affect a certain sensor node (Structural Feature Absence) or because a
transmission error arose (Transmission Failure), we could estimate the feature value based on
previous measurements for the latter case.
Another method to handle missing features is Case Deletion. It ignores the whole feature vector

if at least one feature is missing. This approach restricts the applicability of the Distributed Event
Detection as only those event types can be handled that always affect the same number of SNs. In
case of a security application we need to evaluate each arising pattern, even if a SN is unable to
operate.
Zero-Imputation simply replaces all distance calculations of missing features with zero and as-

sesses these features with a perfect feature match as the distance calculation for two features is
only zero if their value matches 100% exactly. As this case is very unlikely we do not want to use
this approach.
The core of the classification process for all distance based classifiers is the distance calculation

between the feature vector of the unknown event and the reference vectors. To solve the missing
feature problem we derive two cases to be distinguished [5]:

� Problem: Varying Unknown Feature Vector Dimensions

One or more features within the unknown fused feature vector is missing based on a transmis-
sion failure or feature creation failure. All distance calculations depend on the fused feature
vector as all calculations use the same number of features. The problem is how to match the
unknown correct dimension of the feature vector within this distance calculation.

Solution: Feature Deletion

A straightforward solution for this problem is the Feature Deletion approach. The Feature
Deletion skips only the distance calculation for the feature value pairs in which the value is
missing in the reference vector or in the unknown event vector or in both. We calculate the
distance from the remaining features only.

� Problem: Varying Reference Vector Dimensions

One or more features within one or more reference vectors are missing. This case reduces
the amount of features involved in the distance calculation to a fused feature vector. The
problem is how to match the different dimensions of the reference vectors within this distance
calculation.

Solution: Re-Balancing The Re-Balancing [5] approach elegantly covers both aspects,
missing features because of the varying reference vector dimensions and the varying un-
known feature vector dimensions. The Re-Balancing method affects the comparability of
the resulting distances, as the reference vectors with smaller dimensions have an advantage
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Figure 5.32.: Missing feature compensation method comparison with prototype classifier, adapted
from [5].

in the calculation of the Euclidean distance as discussed for the Zero-Imputation approach.
This imbalance can be resolved by calculating the vector distances relative to the amount
of features considered during the calculation as shown in Equation (5.25). First we have
to calculate the distance D based on the previously introduced feature deletion approach in
order to calculate the distance for those pairs of features that are available. Fall is the num-
ber of all expected features while Fmissing reflects the number of missing pairs of features
resulting from a comparison with a reference vector and the unknown event. Hence, the num-
ber of missing feature pairs Fmissing depends on the investigated reference vector compared
to the feature vector of the unknown event that represents one of the trained classes. The
improved distance Dbalanced is calculated using the previously calculated distance D and
an additional distance approximated based on the distance D as shown in Equation (5.25):

Dbalanced = D+
D

Fall − Fmissing
∗ Fmissing (5.25)

We compared the re-balancing method with the mentioned case deletion method as well as with
the zero-imputation method as can be seen in Figure 5.32.
All experiments are based on the prototype classifier utilizing the Euclidean distance as a distance

function. We performed eight experiment runs with every experiment being based on the cross-
validation check discussed in Section 4.2.3.6 with differing feature sets. Independent from the
feature set, the results showed that each feature set performed differently, but that in all cases
the re-balance method performed best, case deletion performed second best, and zero imputation
came last.
The box-plot in Figure 5.32 shows that the re-balance approach performs best with a positive

impact of 1% to 5% sensitivity improvement if we compare the median values. We can conclude
that the new re-balance method can be highly recommended for our Distributed Event Detection
system, although case deletion also performs adequately. Nevertheless, case deletion does not solve
the problem but rather ignores it, which is not the aim of our approach.

5.7.3.2 Classification Performance with Inoperative Sensor Nodes

Packet loss or inoperative SNs during the Distributed Event recognition may cause not all feature
data to be accessible at the CN in order to classify an unknown event. We used the proposed
evaluation framework to analyze the influence of inoperative SNs on the resulting classification
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son with 32 combinations of inop-
erative wireless sensor nodes, ap-
plied from [5].
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Figure 5.34.: Box plot evaluation of the six dif-
ferent numbers of active SNs, ap-
plied from [5].

sensitivity. Therefore, we process all 32 combinations in which the feature data of one or more
neighboring nodes are not available. If a packet is missed, this case is handled by the re-balance
method introduced in Section 5.7.3.1. It is assumed for all cases that the correctly detected CN is
active and operating. For this evaluation we average the resulting sensitivity for the 10 event classes
described in Section 5.6.1. The corresponding classification results are depicted in Figure 5.33 and
Figure 5.34. The results are derived from evaluations that are based on the fused feature vector
introduced in Section 5.7.1 in Figure 5.30.
It is important to show how the Distributed Event Detection performs and whether it is still

able to detect events properly if relevant SNs are inoperative. On the other hand, it is important
to show that adding SNs to a single SN adds a benefit to the proposed detection approach.
Let us investigate the features: Most features for the classification are contributed from the CN

with 10 out of 19 used features, see Figure 5.30. We investigate how effectively this single SN can
classify events. If the CN becomes inoperative, another node automatically takes the role of the
CN as described in Section 4.3.2.1, hence, it is investigated how possibly inoperative SN next to
the CN influence the classification results.
Figure 5.33 depicts the different settings with active and inoperative SNs, while the CN is

depicted as orange, active SNs are depicted as green and inactive SNs are depicted as white. The
corresponding location of the SN ranges from n for the CN to n − 2 for a maximum of two left-
oriented SNs and to n+ 3 for a maximum of three right-oriented SNs. Additionally, the sensitivity
is depicted in a blue bar chart as well as the number of active SNs are depicted in a green bar
chart.
Figure 5.34 depicts the box-plot for the number of active SNs and depicts the median value for

one to six active SNs.
First of all, based on the already good sensitivity of 82.3% of only one active SN in Figure 5.34, we
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have to state that the CN alone is very effective in detecting events. Nevertheless, the sensitivity
can be increased by about 11.4 percentage points by adding SNs, up to 93.7%. This is very
important for the Distributed Event Detection in general as it shows that there is a true benefit for
the idea of additional SNs sharing the task to detect an event together. This is obvious for rather
complex movement events of a human body, as every part of the body is doing something different.
In the given example we use acceleration data of a fence and each fence element is oscillating very
much like its neighbor. A difference between the fence elements was to be expected, but a clear
improvement of 11.4 percentage points is much more concrete and confirms this expectation. We
can state this even under hard conditions where the impact of the Distributed Event Detection is
provable.
4 to 5 active SNs reach a sensitivity between 87.3% and 92.7%. 2 to 3 SNs reach a sensitivity

between 82.7% and 89.3%. If only the CN is active, the performance is worst with 82.3%. We can
conclude that the Distributed Event Detection sensitivity increases if a higher quantity of SNs is
involved in the event detection process. The robustness of the system depends on the strength of
the remaining features. We clearly see that even if all affected neighboring SNs become inoperative,
the CN is still able to operate with a decreased detection sensitivity.
To conclude, we state that the Distributed Event Detection system offers a good sensitivity even

with one SN. In order to increase this sensitivity by about 11.4 percentage points the costs of 5
additional SNs, including the in-network communication between the nodes, have to be raised.
Together with the energy evaluation it is clear that there are applications that will heavily benefit

from the Distributed Event Detection as it increases the lifetime and the detection sensitivity and
offers new features such as an automated in-networking subsequent processing of tasks that are
linked to the detected events.





CHAPTER 6

Distributed Event Detection Platform

6.1 Platform Architecture

The aim of the platform architecture (first versions mentioned in [5,101,117,124,125]) is to provide
a large amount of applications. Figure 6.1 shows that the platform architecture is composed of
two layers: the hardware layer and the application layer.

6.1.1 Hardware Layer

We start with the lower layer, the hardware layer, which contains first and foremost the SN itself.
The SN is exchangeable and we give references to two supported SNs, the AVS-Extrem SN [102]
which is based on the MSB-A2 SN design [126], and the F4VI SN series introduced in [127].

Each SN offers the functionality of a transceiver to transmit and receive data packets, multiple
sensors to gather data from the environment, and a permanent memory to store the classification
model. The whole system is optimized for an ARM-architecture based MCU and a CC11xx series
based transceiver and implements a FAT32 system for SD-Card management. Drivers for multiple
acceleration, inertia sensors, humidity, and temperature sensors are available.

We use the FireKernel, which relies on the low energy concepts of Real-Time Operating Sys-
tem (RTOS) introduced in [4] and supports threading and priority-based preemptive multitasking
which enables continuous data sampling while communication with other SNs. For communication
purposes, the FireKernel already includes the MMR routing protocol introduced in [4, 117].

MMR reuses the aspects of the Ad hoc On-Demand Distance Vector (AODV) and Dynamic
Source Routing (DSR) protocols. In order to take advantage of hop-by-hop routing during data
transmission, the AODV routing principle is used, while the principle of DSR enables MMR to
update its own routing tables by investigating and collecting all route information from relayed
packets. With the help of sequenced packets, unintended packet loops are avoided and the freshness
of a route is maintained.

MMR has been further developed in order to support multiple base nodes as introduced in [102,
117]. The routing protocol communicates with a so-called virtual base station that eventually
relays the packets to the real BS. These virtual BS are connected to the BS wirelessly or wired to
all base nodes in order to ensure a fault tolerant connectivity within the WSN. However, we do
not address this feature in more detail in the current thesis.
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Figure 6.1.: Platform Architecture depiction composed of the Hardware and Application Layer
with references to in-depth publications for further details.

In order to provide encrypted communication, a security layer is provided that supports various
applications with all security relevant requirements: confidentiality, authenticity, integrity, fresh-
ness, semantic security, availability, and access control of transmitted data by using a symmetric
cipher-algorithm in Cipher Block Chaining (CBC)-mode. For further details, refer to [101].

In order to maintain the SN’s lifetime, an energy management system supports the application
with WOR to reduce the transceiver power consumption and numerous MCU-specific energy saving
techniques like power-down and idle mode. The SNs should be equipped with energy efficient
sensors to wake-up the MCU when an event threshold value is exceeded, otherwise the MCU
remains in the power-down mode. Both of our example SNs support the platform with appropriate
sensors as the 3D-accelerometer SMB380 [128] from Bosch or MPU-9150 [129] from Invensense.

6.1.2 Application Layer

The second layer of the platform architecture of Figure 6.1 comprises the software content of the
present thesis and is called Application Layer. The application layer contains the event detection
application introduced above as the Distributed Event Detection System which was introduced
in [5] and introduced with extended detail in Section 4. The first part of the Distributed Event
Detection System is the Evaluation Framework introduced in [5] and introduced in further detail
in Section 4.3. The second part of Distributed Event Detection System is the Distributed Event
Detection Framework introduced in [5,55,117,125] and introduced in further detail in Section 4.2.
The description, problem inspection and solution, and the performance and applicability evaluation
of the Distributed Event Detection System is the main topic of this thesis, therefore we refer to the
previous chapters for further introductions as well as to the subsequent chapters for the evaluation
of the suggested system.
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Figure 6.2.: AVS-Extrem hardware sensor node [102]

6.2 Sensor Nodes

Most of our experiments use the Autonome vernetzte Sensorsysteme in Extrembedingungen (mst-
AVS) (AVS-Extrem) SN described in the following, as this SN was designed in the earlier stages of
the presented thesis. The new F4VI SN series was created based on the experiences and the lessons
learned about our AVS-Extrem SN during the experiments and development. Nevertheless, the
latest development of the F4VI SN series is in use by multiple projects currently in preparation,
e.g. [60, 127].

6.2.1 AVS-Extrem Sensor Node

We designed the AVS-Extrem SN [102] with the goal to provide a tailored hardware including a
3-axis-accelerometer for our implementation of the fence surveillance system while also supporting
other applications like bridge surveillance or sport devices, see Figure 6.2. As a highly restrictive
requirement we had to deal with the SN’s shape as it has to fit into a construction site fence rod
in the first place while being mounted within a casing including the battery supply. The resulting
physical dimensions of the SN’s new Printed Circuit Board (PCB) are: length: 11.2 cm (including
the antenna 18.8 cm), width: 3.0 cm, thickness: 0.6 cm.
Inspired by the MSB-A2 SN [126] developed at the Freie Universität Berlin, the AVS-Extrem SN

comprises an NXP LPC2387 32Bit as part of the ARM7TM MCU family operating at 72MHz [130].
The memory of the MCU is divided into 512 g on-chip flash memory and 96 kb Random Access
Memory (RAM). The SN’s weight is 17 g without and 22 g with attached antenna.
For communication purposes we use the low power CC1101 transceiver [131] from Texas Instru-

ments in order to support a broad range of communication frequencies (315, 433, 868, 915 MHz)
for the Short Range Devices (SRD) and of the Industrial, Scientific and Medical (ISM) radio bands,
with our experiments always being set to 868 MHz for SRD. The CC1101 is driven by a 26MHz
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clock.

The 3-axis-accelerometer SMB380 [128] offers a comparable high sampling rate of up to 1.500Hz
and a sensitivity ranges of ±2,±4 and ± 8 g for our motion-centric applications. The sensitivity
up to 8 g was helpful to detect for example high acceleration shocks during kick and climb events
which turns out to be our general setting for experiments with this SN.

In addition, an integrated logic detects the event preambles with a predefined threshold value
register. In general, the ARM7 MCU is set to Power Down (PD) mode that switches the SN to
the operating mode by an interrupt for further processing if the difference between two successive
moving averages exceeds the threshold. We calculate the threshold during the system’s start up
sequence and after each event in order to avoid false alarms caused by environmental noise provoked
by weather conditions such as wind or changes in fence positions. Additionally, this allows us to
handle manufacturing tolerances of internal converters in the sensors. During experiments, the
node-specific and dynamically gathered thresholds reached a maximum of 0.2 g, which guarantees
a highly responsive system in case of an event [124].

In addition to the core components explained above, the PCB comprises the temperature and
humidity sensor SHT11 from Sensirion [132], as well as a Molex microSD Card connector [133] to
the store prototype vectors. The LTC4150 coulomb counter [134] can be used to monitor battery
states. Furthermore, peripheral Universal Asynchronous Receiver/Transmitter (UART) ports and
connectors for external modules depicted in Fig. 6.2 are used as development interfaces and to
extend the applicability in stages. In order to provide outdoor localization of the position of the
SN, an optional GPS module from Falcom is attachable (FSA03 [135]). The Molex Universal Serial
Bus (USB) 2.0-Mini-Interface supports the charging process, energy supply, flashing process and
provides the serial interface over the FTDI-Chip [136].

6.2.2 F4VI2 Sensor Node

With the experiences of our predecessor SN AVS-Extrem, we designed a new SN F4VI2 [127]
driven by the needs of the application domain for distributed motion detection in WBANs, see
Figure 6.3. As a main requirement we had to tailor the SN’s shape to a minimum in order to make
it as comfortable as possible to wear these SN on the body or underneath clothes. Additionally,
the new version of our SN had to fulfill the same needs and more as the AVS-Extrem SN. We
discarded all unnecessary external connectors as well as the modularity for external modules in
order to minimize the SN’s shape. Of course, we heavily benefit from the updated and new MCU-
Technology as well as System-in-a-Package (SIP)-components available since 2014 for our future
research. The resulting physical dimensions of the SN’s new PCB are: length: 3.6 cm, width:
2.4 cm, thickness: 0.8 cm. A U.FL socket is available for the flexible antenna in order not to
enlarge the dimensions of the SN.

According to the intended applications, more available resources compared to the AVS-Extrem
SN are needed in order to cache longer chunks of data and process the data within short time slots.
We approach this on the F4VI2 by utilizing the STM32F415RGT 32-Bit as part of the ARM®32-
Bit Cortex®-M4 Central Processing Unit (CPU) family operating at a maximum of 168MHz.
The memory of the MCU is divided into 1 Mbyte on-chip flash memory and 192 kb Static Random
Access Memory (SRAM) and supports our applications with an integrated Floating Point Unit
(FPU) and Digital Signal Processing (DSP)-instructions support [137]. The SN’s weight is 6.1 g
including the lightweight antenna and 6.7 g with additional PAN1740 Bluetooth® module(BLE).
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Figure 6.3.: F4VI2 SN and casing with component description in concept and assembled develop-
ment stage, applied from [127].

For wireless communication between SNs we chose a compact 868 MHz transceiver TI CC1101
driven by a 26MHz clock and integrated into the A1101R08C Anaren SIP[138], whose output
power level is configurable to fit short-range environments such as WBANs with several SNs on
one extremity. As a theoretic downside, the frequency range of this chip is limited from 868MHz to
870 MHz, but since our experiments are always set to 868 MHz for SRD, this posed no limitation.
Although the frequency limitation exists in the datasheet, we could not confirm a true limitation
of available frequencies during our internal tests with the Anaren SIP, hence we conclude that
currently, the A1101R08C is universally usable.
To sense linear and angular motion, we use the MPU-9150TM [129] integrated nine degrees

of freedom motion tracking device. The integrated digital processing unit features offloading of
sensor calibration and sensor fusion algorithm from the host processor. The MPU integrates a 3-
axis MEMS gyroscope, a 3-axis MEMS accelerometer, a 3-axis MEMS magnetometer and a Digital
Motion ProcessorTM hardware accelerator engine. The sensitivity of the accelerometer has ranges
of ±2, ±4, ±8 and ± 16 g.
The gyroscope offers a comparable high sampling rate of up to 8, 000Hz and the full-scale range

of the gyro sensor may be digitally programmed to ±250, ±500, ±1000, and ± 2000 Degrees per
Second (dps).
An optional Molex microSDHC Card connector [133] is used to store network configurations,

firmware images and reference data assigned to distributed event detection and evaluation. The
user interface of the F4VI2 consists of two buttons, one bright RGB Surface-Mount Device (SMD)-
Light-Emitting Diode (LED) WS2812B [139] for visual feedback and a beeper for acoustic feedback.
Two Pulse-Width Modulation (PWM) outputs are available for e.g. optional motors with the
intention to provide haptic feedback in future projects. Via external connectors, it is possible to
support alternatively GPS, Bluetooth® serial bridge, or UART. The charging process can be
performed via the Micro-USB interface. The USB interface can be programmed as a USB-Slave
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Figure 6.4.: AVS Extrem sensor node and casing: Disassembled, assembled and fence integration
visualization

or USB-Host device or can be used to flash the SN with an application.

6.3 Casing

The importance and advantage of a robust casing has to be seen in the enhanced deployment
and handling of mostly fragile embedded hardware. A second advantage of a tailored casing is
the repeatability of deployments which allows us to avoid different mountings or an accidentally
deviating setup. A casing allows us to ensure a setup with a minimum of varying influencing factors
that have an impact on the experiments, such as temperature and humidity. Whereas inconsistent
mounting, orientation as well as an overall simple installation and handling of the SNs helps to
develop meaningful scientific results. In addition, alternative energy technologies can simply be
exchanged with the batteries if standard sizes are employed within the casing.

6.3.1 AVS Casing

To deploy the SNs along the fence (Fig. 6.4), we have to solve several engineering problems that
are typically ignored in simulations because of the difficulty in simulating the exact behavior.
These problems are long-time battery supply and robustness against weather conditions as well as
a rugged casing that meets the requirements of a construction site installation. Further we need a
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lock to enable 24h− 7d deployments in real world environments.
As introduced in [102, 117] it is important to integrate as much of the SN as possible into the

vertical rod of a zincked steel fence, as the fence offers a high grade of robustness by itself, see
Fig. 6.4. In contrast to this benefit, the antenna has to stay outside the fence as the vertical rod
affects wireless communication like a Faraday cage.
The usage of standard D-Cells enables a flexible design and delivers a stable capacity even

during low temperatures. The battery case of our casing – as depicted in detail in Figure 6.4 – is
a brass hull which provides solidity and conductivity for the ground connector. A PVC isolated
copper core connects the positive pole within the brass coupling connector. The SN itself is held
in the correct position by a red Makrolon® skeleton which connects a connecting plug to the
SN. The skeleton with the SN can be plugged into and unplugged from the casing as a whole.
A Makrolon® tube surrounds the SN in order to support undisturbed radio communication and
to guarantee a high resistance against a wide range of weather conditions. The advantages of
Makrolon® are its resistance to water, multiple mineral acids, oils, and fats; it is a good electrical
insulator and has heat-resistant and flame-retardant properties, as well as a high impact resistance,
rigidity, sturdiness, and toughness.
The battery case is shuttered with a screw cap which is actuated by a spring. In rare cases, a

vertical shock may compress the spring, which disconnects the battery. This problem is solved by
an additional capacitor to bypass a temporary interrupt to the power supply. To attach the SNs to
the fence, a two part installation lock is used to fix the node at the lock and the lock at the fence
for security reasons and to prevent easy thievery. Problems with dented and cement polluted fence
elements confirmed in [5] that the environment demands a robust casing. We had to bulge and
clean some fence elements with self-made steel wedges to be able to integrate the SNs properly.

6.3.2 F4VI2 Casing

We created a setup to integrate the F4VI2 SN into a compact mm ∗ 52mm ∗ 17mm casing [127]
which makes use of a 120mAh battery to provide long-term applications and optimized the visibility
of the LED beam angle with a light diffuser integrated in the cap. The 3D-printed casing can be
worn on the body by using an easy-to-attach Velcro® tape that can be edged through the casing
as can be seen in the assembled row of Figure 6.5. In addition, the casing has some free space to
allow the integration of a small Bluetooth® (BLE) compatible module to also communicate with
mobile devices, as can be seen in the exploded view Figure 6.5. The 3D-printed casing ensures a
very lightweight material. The casing itself is comfortable to wear and clearly shows the direction
of any future developments that will take place in the area of WBAN. Such devices will be much
smaller in the near future and will provide integrated solutions such as the suggested Distributed
Event Detection as a SIP solution including a software library and predefined classification models.
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Figure 6.6.: Performance comparison of both used sensor nodes, adapted from [127].

6.4 Hardware Evaluation

We want to compare our two SN in order to give a short performance overview. It is worth men-
tioning that these SNs are from different generations: The AVS-Extrem SN was produced in early
2011 in the German Federal Ministry of Education and Research (BMBF) Project AVS-Extrem.
In contrast, the F4VI2 SN was produced in late 2015 in the BMBF VIP-Project Validierung des In-
novationpotentials verteilter Ereigniserkennung in drahtlosen Sensornetzen (Project-ID: 03V0139)
(VIVE) and uses up-to date hardware for the time of creation. Hence, the differences shown should
not be seen as a competitive comparison but more as evolutionary progress.
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6.4.1 Calculation Performance

As first introduced and presented in [127] we compare the calculation performance of the two SNs
AVS-Extrem and F4VI2 introduced in Section 6.2.1 and Section 6.2.2 in order to give a short prov
of functionality and performance. As a representative calculation example we use the time needed
to perform a typical natural frequency peak detection using the well known radix-2 Cooley–Tukey
FFT algorithm [81]. We use this calculation for our subsequently described application for bridge
surveillance in Section 7.4 in order to calculate the first and second natural frequency features.
We perform three experiments: The first is performed on the AVS-Extrem SN (a), the second

on the F4VI2 SN (b), and the third experiment (c) uses a DSP optimized implementation of the
FFT algorithm to support the DSP-instruction set of the F4VI2 SN. All SN are exposed 10,000
times to a continuous 50Hz vibration actuated by a physical oscillator (VEB ROBOTRON Otto
Schön) and should detect exactly this frequency.
In Figure 6.6, we show the different performances possible with our introduced SNs. The

AVS-Extrem ARM7TM based SN needs 187.8ms for FFT calculation, the Cortex®-M4 based
F4VI2 SN reduces this calculation time to 37.3ms (speedup factor 5). By applying a DSP opti-
mized code for the F4VI2 SN the calculation time can be reduced to 1.2ms which is a huge step to
a new generation of performance. For future applications we highly recommend using the F4VI2
if the shape format fits the needs. In the case of the subsequently introduced Fence Surveillance
system (Section 7.1), Bridge Surveillance system (Section 7.4), and Sport Device (Section 7.2) we
did not have the current technology of the F4VI2 SN available.
In addition, Ziegert et al. compared the energy consumption of both SNs in [127] and stated

that the F4V12 reaches a much better footprint with 3.5mW base load towards 8.1mW in the
stop mode (Stop Mode: all clocks are stopped, regulator running, regulator in low power mode,
optionally the integrated Flash can be powered down in this mode at the cost of a longer wake-up
cycle[127]). During the most energy-demanding process of sending a packet, the F4VI2 needs
241mW at 168MHz while the AVS-Extrem SN needs 456mW while working at 72MHz instead.
As we can see the F4VI2 clearly needs less energy, with its processing power easily outperforming
the AVS-Extrem SN.
We deployed all Distributed Event Detection system experiments except for the therapeutic

exercises using the AVS-Extrem SN, which shows that these problems can be solved by using the
AVS-Extrem SN. By applying the new F4VI2 SN instead, the increased processing power will
reduce the energy demands firstly by optimizing the energy footprint of the SNs in general and
secondly by reduced calculation times.

6.4.2 Latency and PDR

Both introduced SNs use the same Chipcon transceiver for communication tasks. In order to vali-
date the communication process quality under harsh conditions, we performed an experiment with
two SNs integrated in a fighting stick (sport device), introduced in Section 7.3.1. The peculiarity
of this setup is that both SNs are aligned in the horizontal direction to each other with an opposing
orientation. For communication, this is not an optimal situation as the omni-directional antennas’
power radiated is very much reduced above and below the antenna. The most power radiation is
to be expected around the antenna in form of a flat curl. This orientation is the worst antenna
orientation we have in our experiments, as on top of this, the sport device itself is in between
the antennas as an additional obstacle; LOS between antennas is recommended to avoid packet
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Figure 6.7.: Latency experiment results of processing time created by five differently combined
parameters: location, radio mode, activity, adapted from [87].
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Figure 6.8.: PDR calculation from experiment results created by five differently combined param-
eters: location, radio mode and activity, adapted from [87].

delays or losses [107]. We investigated this situation in more depth in [87] and the results are
recapitulated in the following.
We evaluate the communication by measuring the latency of the packet send process as well

as the PDR using five differently combined parameters: location, radio mode, and activity. We
differentiate experiments in indoor and outdoor locations while performing these experiments with
the energy saving radio mode WOR (introduced in [140]) active or the latency reducing but energy
demanding Constant RX active instead. In addition, all experiments are performed in combination
with two activities: Holding the sport device in a fixed position (horizontal line to the floor) without
moving (see Figure 7.16(e) 1) and spinning the device with a turn rate of roughly 360◦ per second
(see Figure 7.16(e) 2).
To calculate the latency, we measured the Round-Trip Time (RTT) of 800 packets, with one

packet transmitted per second. This allows us to ignore the clock drift between the SNs. We
measured the time before activation of the send()-Routine and after reception of the packet at the
sending station. We divided the resulting RTT by two in order to gain the estimated latency for
a packet transmission. Thus, we have measured the processing time needed to send and receive
packet within our system while having the acc-sensor active. After each packet transmission, we
saved the timestamps on the SD-Card and waited two seconds before continuing with the next
transmission. During the communication the test person is constantly spinning the sport device
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for the In Motion experiment. For the Fixed Position experiment, the test person is holding the
sport device in a fixed position. A primitive Transmission Control Protocol (TCP) derivative
supports the communication with a simple re-transmission function in case of a missing ACK
packet to minimize the packet loss.
The latency depicted in Figure 6.7 clearly shows that the WOR has an increased latency com-

pared to the constant RX communication of about 165ms to 230ms on average. This is reasonable
as the WOR activates the transceiver only every 542ms as introduced in [102]. We can assume
that the communication window should only add at most half of the WOR window size on average,
which in our case means an expected increase of approximately 270ms.
The second obvious influence can be seen if we compare the latency of packets transmitted while

holding the device in a fixed position. This causes a generally better latency than with a moving
device of about approximately 44ms to 59ms in WOR mode and movements have a slight effect
on constant RX mode, resulting in a median of 89ms for experiments performed outdoors.
The reason for an increased latency and reduced PDR during motion is to be explained by

the Doppler effect [141] that arises when we move the sport device with the SNs while sending.
The motion changes the wavelength of the sent packet and the bit-length of the transmitted
data in addition. This known effect is not recognized by the receiver. Hence, packets are not
always successfully transmitted in case of a changed transmission characteristic. In addition, the
orientation of the omni-directional antennas has a negative impact to the communication. It should
be noted that for future development of SN devices that have to detect events during a motion,
an antenna is recommended that is robust against changes in antenna polarization, like fractal
antennas in chip design as typically used in cell-phones.
The performance of indoor and outdoor experiments has a slight negative influence on the results

if the device is in motion. As mentioned, the antenna orientation influences this scenario negatively.
The indoor scenario may benefit from packet reflections from walls, which are not present during
the outdoor scenario to the extent and density found in buildings.
Packet loss could not be prevented when the device was in motion as presented in Figure 6.8,

where indoor experiments with activated WOR have the lowest PDR with only 72.1%, followed
by the outdoor experiments with activated WOR showing a PDR of 75.0%. Constant RX com-
munication again shows a better performance but also has some deficits: Indoor experiments with
Constant RX reach a good PDR of 96.1%, while the corresponding outdoor experiment reaches
only 84.1%. All other experiments reach very good results close to or exactly at 100%.
As a sport device or health application user does not want to wait for extended periods of

time, we defined all packets with a latency of more than 15 seconds as lost, which make up
1% of sent packets. We recommend applying Constant RX in case of SNs in intense motion in
order to optimize PDR and latency. As higher latency does not influence the process of data
collection and distribution, the resulting data aggregation proceeds successfully in our subsequent
evaluation of applications. Nevertheless, it is important to take the users’ needs into account and
to find a good trade-off between high reactivity of the application, a low energy profile, and reliable
communication especially in case of security related application. Hence, we recommend that future
bridge and fence surveillance applications use WOR in order to benefit from the low energy profile.
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Figure 7.1.: Taxonomy of investigated applications based on the environmental structure and man-
ner in which events affect SNs.

To investigate the applicability of the Distributed Event Detection system we deployed sev-
eral different applications, which are introduced in the following sections. The deployment and
realization forced us to solve the Distributed Event Detection problem up to a very high level of
applicability; beyond that, we learned lessons that should be solved in the next iteration of a future
Distributed Event Detection system.
In order to evaluate the Distributed Event Detection System, we decided to investigate the dis-

tributed aspect of two different types of events and structures. Events can have very similar or
uniform effects on the environment, while the environment can be flexible or rigid if we consider
the observed environmental structure, as depicted in Figure 7.1. We investigate all four derivable
possibilities. We start to introduce the similarly affected environmental structures: Such envi-
ronments may be flexible structures such as fences with connected but flexible fence elements.
Alternatively, such environments may be rigid structures such as bridges, which typically consist
of less flexible substructures with more or less the same motion or frequency in the whole structure.
We can distinguish these similar types of events from event types that cause very diverse effects

to the structures equipped with SNs deployed in the environment. These event types can be e.g.
therapeutic exercises performed by humans with SNs flexibly worn on different body parts. Diverse
event effects can also be caused by sport devices that integrate SNs in rigidly structured devices
such as golf clubs, tennis rackets, or a fighting stick for martial arts as different parts of these
devices are moved in different ways.
To cover the range of applications that we introduced above, we decided to investigate four ap-

plications, each of which can be taxonomically assigned to one category of the matrix in Figure 7.1.
We shortly introduce the applications and why they fit into their categories:

137
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Similarly affected SNs in a flexible structure: Fence Surveillance We investigate the application
of a fence surveillance system to secure an enclosed area from intruders and show the applicability
of this approach with a 49 SN setup. This application is an example for similar event effects in
a flexible connected structure as the fence elements are connected by articulated connections. As
our previously introduced theoretic evaluation is based on training data of this fence surveillance
application, we focus on this approach with the most in-depth investigations.

Similarly affected SNs in a rigid structure: Bridge Surveillance We investigate the application
of a bridge surveillance system to detect critical changes that cause damage or indicate a critical
situation for a bridge that is not limited to one compact bridge segment with a 4 SN setup. This
application is an example for similarly affected SN in a rigid structure.

Diversely affected SNs in a rigid structure: Sport Device We investigate the application of a
sport device by introducing a fighting stick that detects multiple techniques. The applicability of
this approach is shown with a 2 SN setup. This application is an example for diverse event effects
in a rigid structure as the stick and therefore the SNs are coupled and not articulated to each
other.

Diversely affected SNs in a flexible structure: Therapeutic Exercises We investigate the appli-
cation of therapeutic exercises that can be distinguished and show the applicability of this approach
with a 3 SN setup. This application is an example for diverse event effects in a flexible structure
as the SNs are attached to different body parts which are connected by versatile joints.
In the subsequent section all applications are introduced in detail along with their setup and

evaluated by analyzing the event detection results and by sharing our learned lessons.
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Figure 7.2.: SN integration into a construction site fence during sunshine and rain weather, applied
from [5].

7.1 Fence Surveillance

The initial idea for a fence surveillance project for WSNs in general is described by Wittenburg
et al. in [142], in which the authors designed a security relevant fence monitoring for WSNs with
an early rule-based and threshold dependent detection algorithm. Our latest Distributed Event
Detection System has been published in [5] and covers the introduced framework-based evaluation
step and deployment procedure.
Fence surveillance systems are of interest for various applications, such as protection of open

areas like construction sites, airports, concerts, or festivals, but also for border protection and
security fence constructions for prisons or embassies. The main goal of a fence is of course to
protect a specific area from unauthorized access. A wireless fence surveillance system can leverage
this physical protection to a higher flexibility for guards or security personnel and to a higher
security level for the people in authority. A physical fence plays the role of a barrier that can
potentially be surpassed. In contrast, a wireless fence surveillance system should be able to detect
attempts to surpass the fence when they happen while at the same time being immune against
typical wire cutting attacks. As a drawback, wireless systems have to deal with limited energy
resources, as introduced in Section 1.2 and Section 1.1. As long as energy harvesting for such
systems is not available as a standard energy supply, they should only be implemented as an
addition to existing systems in order to increase that system’s security.[5, 117,125]

7.1.1 Experimental Setup

Our entire discussion up to this point now leads into the real world deployment of the distributed
event detection system on physical SNs and the introduced platform. The platform as introduced
in Section 6.1 was created in the BMBF-Project AVS-Extrem [9, 143], where multiple SNs were
integrated into a fence. In detail each fence module was equipped with exactly one SN (see
Figure 7.2) within a casing that allows us to perform weather independent deployments. In order
to guarantee a long term and realistic real world deployment, which entails performing experiments
under reproducible conditions, the sensor platform was deployed in a rugged and weatherproof
casing introduced in [102] and Section 6.3.1. Our setup for the training and the final evaluation
was based on 49 SNs deployed and integrated into a construction site with an according number of
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49 fence elements near our institute. The construction site fence had a perimeter of about 175 m.
Owing to the size of the fence elements, the SNs were deployed roughly 3.57 m apart from each
other and mounted on top of the elements at a height of 2 m in the left rod of a fence if seen from
the outside.

We used the integrated 3D-accelerometer of the AVS-Extrem SN in order to gather data on the
fence motions, but the system is not limited to one type of sensor. The initially introduced feature
based approach that is well known in pattern recognition systems is able to handle multi-modal
SNs as well. The motion of the fence is used to describe the events which may be initiated by an
intruder trying to climb over the fence which the system has to classify, as well as several other
events. This classification allows differentiating between multiple events.

7.1.2 Training

In order to feed the introduced Evaluation Framework of the presented system, the fence was
exposed to multiple training runs for each class. The resulting reference vectors for each class
embody a prototype of the average of all performed training runs of one event type composed of
the different perspectives of each SN affected by the event. The subsequent event evaluation uses
the stored reference vector to classify unknown events as described in full detail in Chapter 4.

For the supervised training, the basic data processing, and the pattern recognition, we used the
AVS-Extrem SN, re-utilized from Dziengel et al. [102] and introduced in Section 6.2.1.

In order to perform a supervised training as well as the event detection, we developed a special SN
– called AVS-Extrem node – introduced in Dziengel et al. [102] and with this thesis in Section 6.2.1.
The goal was to design a special shape for a SN that could be integrated into a fence rod as depicted
in Figure 7.2.

The training was performed on four consecutive days at the fence at the SN-ID 31 (see Figure 7.3),
and we removed the nodes at the end of each day in order to download the gathered and stored
training data from the SD-Card of the SNs. After we successfully finished the training sessions,
construction site employees changed the structure and positions of the individual fence elements.
In addition, the employees changed the order, angle, and fixtures of several fence elements. This
was necessary in order to cover the enclosure of the new construction site area, owing to the ongoing
construction.

The fence position changed by at least 1 m from its original position and event training positions;
as a result, we could not ensure that our training position and configuration was the same during
the evaluation and during training. This change in the fence structure forced us to test the
Distributed Event Detection under realistic conditions: a slightly changed environment compared
to the training. We therefore decided to pick a different but similar structured fence location for
the evaluation as depicted in Figure 7.3. Figure 7.3 also shows that the SNs of the fence elements
are always integrated in the left fence rod of the fence element if seen from the outside.

The particular changing layout of the fence owing to the ongoing construction during our research
allowed us to perform a training that covered realistic area conditions of an evaluation experiment
that approximates an untrained event location. In Section 5.6 we introduced ten different events
which we trained with three different test persons in Figure 5.24 and Figure 5.25. The three test
persons performed ten repetitions of each of the ten event classes, which resulted in a training data
set of 300 events. We used different testers in order to ensure different performances of the events
and thus provide diversity in the training set, which is to be expected in increased intensity in
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the future application. A future event detection needs to detect a much larger variety of persons
than we could ever train, hence it is important to increase the diversity of the training as much as
possible.
Although we tried to the best of our abilities to ensure a static and reproducible SN deploy-

ment, we want to emphasize that the results of the detection process are influenced by a fragile
experimental setup, which is driven by a construction site fence with not uniformly connected
fence elements that are occasionally bent, damaged, or deformed. Furthermore, the experiments
are influenced by varying event intensity and varying practical event conduction. The reason for
these inconsistencies lies in the complexity of event movements, which can hardly be performed
by humans in exactly the same way each time. Therefore, movement repetitions are subject to a
natural diversification.

7.1.3 Results & Evaluation

During our evaluation experiments, we performed ten events for each of the classes performed by
two test persons, so 200 events altogether. In the subsequent sections we compare the results
of the theoretical event detection as introduced in Section 5.6.3 with the results of the deployed
event detection. The details of the distributed feature vector for this application are introduced in
Section 5.7.1 and depicted in Figure 5.30.

7.1.3.1 Events

We evaluate the detection performance of the Distributed Event Detection approach by analyzing it
with the metrics introduced in Section 3.3.1. All classification results of the previously introduced
fence events (Section 5.6) are shown in Figure 7.4 in two different evaluations. The upper part of the
depiction shows the theoretically evaluated results from the Evaluation Framework for each event.
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Figure 7.4.: Comparison of the classification results of all 10 events provided by the evaluation
framework (upper) and the real world deployment that uses the Distributed Event
Detection framework (lower), adapted from [5].
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Figure 7.5.: All 10 fence events compared in confusion matrices. Left: Theoretic results of the
Evaluation Framework. Right: Deployment results of the Distributed Event Detection
Framework.

In contrast, the bottom depiction shows the classification results of our final deployment using
the reference feature vectors created by the Evaluation Framework. The results of the deployment
are self-generated by the resulting detection of the Distributed Event Detection Framework while
performing the event at the fence.
The events shaking, climbing, leaning, and peeking over the fence can be detected with a very

high accuracy and high general performance in both evaluation types, both theoretical and dur-
ing the deployment. The lowest sensitivity and accuracy is shown by the kick (20.0%), open left
(60.0%), close left (80.0%), open right (20.0%), and close right (55.0%) event during the deploy-
ment. All these events show a comparable tendency if compared to the Evaluation Framework
results, although the results of the Evaluation Framework clearly outperform the deployment re-
sults. We can recognize a tendency in the Evaluation Framework for open and close event to have
a lower classification performance, which is confirmed by the real world experiments. The shake
and kick event shows some performance loss, which is also confirmed by the real world experiment.
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The kicking event interferes heavily with the shake event during the deployment as 10 of 20 kick
events were detected as shake events, which is reflected by the very low kick sensitivity and reduced
shake specificity (90.6%) as well as PPV (54.1%). Nevertheless, all shake events were detected
correctly, which is reflected by the corresponding sensitivity value of 100%.
The reasons for the confusion between kick and shake events can be explained by their similar

event characteristics. The events are hard to distinguish and mostly depend on the intensity, which
turns out to be a weak feature in case of a soft kick. The same problem arises with the lift event,
which is classified as open right, close left and peek events. Lifting the fence is part of the events
open and close: in case of a very gentle or short open or close event, the event may be classified as
a lift event, which is reflected by PPV (65.5%) for lift.

The confusion matrices in Figure 7.5 show the reasons mentioned above in more detail. It has to
be mentioned that of course, the resulting numbers can’t be directly compared, as the Evaluation
Framework has a training base of 300 data sets and the real world experiments (Distributed Event
Detection Framework) have a base of 200 data sets. Nevertheless, we refrained from introducing
relative values as it makes more sense to study the concrete numbers of events performed.

7.1.3.2 Categories

In case of an emergency scenario or in situations where a decision needs to be made, it is important
to deliver an alarm or a concrete event description; furthermore, it is often not necessary to deliver
detailed information about whether a fence is opened or closed. The responsible personnel should
ideally only be informed about an incident in case of a critical or time-dependent critical event,
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ation framework (upper) and the
real world deployment that uses
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which leads to the necessity of a meaningful categorization of events. In order to evaluate the
system using a categorized event configuration, we use the two types of categories introduced in
Section 5.6 and show the results of the first categorization General Areal Categories [5] in Figure 7.8
and the second categorization Construction Site Categories in Figure 7.9. The overall goal of saving
energy reached by minimizing communication between the SNs can be supported by transmitting
only critical events and not transferring neutral or intentional events. For intrusion detection, it
would be sufficient to know whether arising events are critical. We consolidated the event classes
into three event categories for both category types as introduced in detail in Section 5.6.2.
The results in Figure 7.8 (top) show that all event categories for the general application approach

are reliably detected during the Evaluation Framework evaluations as all metrics are above 96%,
while the accuracy is above 99%. If we compare these results with the deployment results from
Figure 7.8 (bottom), we have to recognize a reduction in classification accuracy for uncritical events
to 98.5%, for intentional events to 91.0%, and for critical events to 91.5%. Both the theoretical and
deployment results show good performance when taking into account that deployment results are
typically less accurate compared to theoretic considerations. Nevertheless, tendencies of high and
low detection accuracy expectations can be read from the graph by using the theoretic evaluation
only.
The intentional events in 7.8 (bottom) reach slightly lower metrics than critical events do. In

detail, the sensitivity of 82.5% is comparatively low, which means that in this case, six intentional
events have been detected as critical. The reduced PPV to 75.0% in combination with a slight
reduction of the Specificity to 93.1% indicate that a meaningful number of other events has mistak-
enly been classified as intentional; in this case, 10 critical events have been classified as intentional.
Compared to the 90 correctly classified critical events, 10 critical events could not be detected,
while 7 events caused a false alert.
If we compare the results of the general categories in Figure 7.8 with the results of the construc-

tion site categories in Figure 7.9, it is obvious that the results of the construction site categories
perform much better in both evaluations. The theoretic investigation reach perfect results of 100%
overall, as well as the deployment results with all metrics above 90% except for the specificity of
the critical events with 77.5% as 9 of 40 critical events were classified as time-dependent critical,
see Figure 7.9 (bottom). This means that on average, 9 critical events will not be detected and
announced if the work period is in effect. During the after work period, these events will be an-
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nounced as critical again, which reduces the false rejections to about 74% if we assume a 9 hour
work period. The Distributed Event Detection for the General Areal Categories classifies 10 criti-
cal events as intentional and 6 intentional events as critical. Both event types can be understood
as worth alerting the personnel for, while uncritical events won’t. Hence, the results are good
and will support the intrusion detection application, but they aren’t 100% reliable. We can state
that because of the good classification results and the overall low energy footprint of our proposed
approach as evaluated in Section 5.5.6, the fence surveillance application can be valuable if used
in combination with security systems to support e.g. a camera-based system with seismic sensors
(e.g. geophones) integrated in the ground in order to detect footsteps.

Although the results have a certain degree of potential for improvements, they are the best
results compared to our past deployments, which are presented in the following Section 7.1.4.
Nevertheless, both presented categorization results outperform the classification results of all our
previous results.

7.1.4 Fence System Comparison
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Figure 7.10.: Classification capabilities comparison of seven deployed different fence event detection
systems with different setup parameters, adapted from [5].

In the following section we want to compare the current averaged results of the classification
performance with the historical past of our research in its entirety, which has been introduced in
parts in [5]. Each system is marked with small letters (a) to (g) which represent the historical cre-
ation and evaluation order, whereas the publication order may differ. The numbering is consistent
for better understanding in both Figures 7.10 and 7.11.
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7.1.4.1 System (a) - Neighborhood Confirmation

The idea to observe events at a fence was proposed by Wittenburg et al. in [142] with a neighbor-
hood confirmation based concept, see Figure 7.10 (a).

All systems except system (a) depicted in Figure 7.10 implement the same core idea of detecting
events on the basis of an a priori training with a subsequent event detection step that extracts
features, distributes features to the neighborhood, and finally tries to generate a reliable classifi-
cation result. System (a) was the first approach and not based on distributed information fusion.
This system also can be derived from the used input-output scheme fusion from Section 5.2 as
it follows a DEI-DEO scheme. It uses a custom-built heuristic classifier implemented in FACTS
middleware [144]. The event description was derived from a visual inspection of the raw data. Al-
though the fence monitoring system (a) does not directly fit into the information fusion concepts
of the other depicted systems, we want to emphasize that it is interesting for historical reasons to
compare this approach with the actual research results.

The general setup for this approach was based on 6 events (kick, lean, short shake, long shake,
peek, climb). The signal processing was performed at 8 − Bit with the MMA7260Q 3-axis ac-
celerometer soldered on a Modular Sensor Board (MSB) [145]. The sampling rate is dynamically
set from 1 to 10Hz if an event arises while the used sensitivity of the acceleration sensor is set to
1.5 g. Although the approach is able to handle data of all axes, the experimental results are based
on only one axis.

This first approach had a good sensitivity of 86.7%, but due to the low specificity of about
53.3%, the event detection caused a huge amount of false alarms, which is reflected by the low
PPV of 27.1%. In addition, the approach paved the way for the later research with the very first
and fundamental lessons learned.

7.1.4.2 System (b) - Multiple In-Network Fusions

System (b) represents the Multiple In-Network Fusions with an additional distance rejection algo-
rithm with the goal to reduce the events that are sent to the control center. Otherwise, all affected
SNs would have to send their classification results based on the multiple in-network fusion to the
base station. The distance rejection algorithm was implemented with the intention to identify the
CN, but the system’s performance suffers from the fact that at least 65% of the SNs triggered by
an event will still send the classified events to the control center as the distance rejection could
not successfully reject these classifications. Hence, multiple results have to be fused at the BS. A
classification fusion at the BS was introduced in [55], which led to results for sensitivity and PPV
of below 50% owing to about 50% false positives and false negatives.

The general setup used differs from system (a) by an increased sensitivity to 2% and an increased
sampling rate to 25Hz. Furthermore, the number of events has been reduced to four (shake, kick,
lean, climb).

The results show a low sensitivity of 45.0%, but an acceptable specificity of 83.6%, which clearly
indicates a low detection rate. The PPV stays below 50% and indicates a rather impracticable
applicability. This can be explained by multiple in-network fusions being used to find a majority
with this detection results. The majority of the distributively detected events do not reflect the
trained events as they are evaluating the events from untrained locations, which indicates that
such a majority-based approach does not support the distributed event detection.
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7.1.4.3 System (c) - Theoretical Distributed Event Detection

The fence evaluation (b) results were not convincing, hence we wanted to find out whether the
distribution scheme would perform in case of an assumed exiting solution for the mention rejection
problem.

With a theoretical Distributed Event Detection (c) where the CN was assumed to be known a
priori, as in [55,117,125], the same scenario introduced for system (b) has been investigated. The
sensitivity reached 63.3%, which, together with the specificity of 95.0%, proved the fundamental
functionality of the distribution scheme as depicted in Figure 7.10 (c). During application, this
system rejects too many relevant events, but shows an initial good tendency for the distributed
event detection.

The general setup matches the setup of system (b).

The results are good and, with an improved sensitivity of 63.37% and an excellent specificity
of 95.0%, clearly indicate that the general idea of distributed event detection is a viable concept.

7.1.4.4 System (d) - Theoretical Distributed Event Detection with Untrained Event Locations

With an additional evaluation, we wanted to investigate how the distributed event detection from
(c) at that time would perform at untrained event locations. The theoretical Distributed Event
Detection of [75] assumed the CN to be known a priori. In addition, the system was exposed to
events at untrained event locations at the fence. The results are depicted in Figure 7.10 (d).

The general setup matches the setup of system (b).

The good results of the theoretic system evaluation (c) could not be confirmed under more
realistic conditions when performing events at untrained locations. The results clearly indicate
that this realization is not robust against real world conditions as the lowest sensitivity with
33.3% indicates that the results are worse than random. Improvements of the realization concept
in general can be reached with additional knowledge about the event location, but that knowledge
was not available for the detection system.

7.1.4.5 System (e) - Distributed Event Detection System

The introduction of the Distributed Event Detection Framework introduced in [5] led to the system
deployments introduced in this thesis. We add to the comparison the following results of the
proposed Distributed Event Detection, while all subsequent systems (e) to (g) evaluate the events
with a fully applicable system evaluated at untrained locations that implements a filter package
including a CN, Quality, and Application Filter to improve the overall detection performance.
Figure 7.10 (e) shows the performance of the classification of 10 different fence events with the
configuration mentioned above.

We added the introduced Evaluation Framework with a significantly higher feature space to
support a more reliable classification model. In addition, we were able to filter the CN by utilizing
the characteristics of signal propagation within the network. In rare cases, two or more nodes
can pass the CN-Filter. As introduced, we add the quality filter which selects the most reliable
classification result. The filter package reduced the communication of unnecessary classification
results packets to a maximum of one classification result per event. Further, the application filter
reduces the communication to the BS depending on the relevance of the event as introduced in
Section 4.3.3.1.
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The general setup for this approach was based on 10 events (shake, kick, climb, lean, lift, peek,
open left, close left, open right, close right). The signal processing was performed at 16−Bit with
the Bosch SMB-380 3-axis accelerometer soldered onto the AVS-Extrem sensor board introduced
in Section 6.2.1. The sampling rate is set to 100Hz while the used sensitivity of the acceleration
sensor was set to 8 g.

With a tailored hardware platform for our application as well as a completely new concept
to realize the distributed event detection for the first time as a fully applicable approach, our
real world deployment reached very good results that outperformed all previous implementations.
The currently best, but still improvable, sensitivity of 70.5% paired with a very good specificity
of 96.7% showed an event detection system with a significantly minimized false alarm rate.

7.1.4.6 System (f) - Distributed Event Detection System classifying General Areal Categories

Figure 7.10 (f) shows the results of the classification of three General Areal Categories as introduced
in Section 5.6.2, in order to cover the real world requirement that only critical events should be
transmitted. The 10 events are mapped to the three introduced General Areal Categories. The
generally high results of all metrics show a high classification reliability. For real world purposes,
this shows that the system would especially support general fence monitoring systems.

The general setup for system (f) matches the setup of (e).

The results of the categorized realizations show the good metric value of 88.7% for the PPV
and very good metric values for the sensitivity 89.7%, specificity 95.1% and 94.8%. These values
confirm that the proposed system is a robust and highly homogeneous detection system with very
similar behavior in terms of detection rate for relevant and irrelevant events, which is important
as this behavior allows defining a common reliability for the user without sacrificing too many of
the qualities the system can offer. Based on the given results, we can state that the application is
able to detect events with 88.7% without overestimating any parameter.

7.1.4.7 System (g) - Distributed Event Detection System classifying Construction Site Categories

Figure 7.10 (g) uses three different categories compared to (f). The Construction Site Categories
with a special time dependent category for critical events help cover the work and after work
periods in an according and dedicated construction site application. The results of this system
outperform all previous systems.

The results show an improved detection for our recent approaches (d), (e) and (f) towards the
past results. The general setup for system (g) matches the setup of (e).

The best result can be presented with a new type of categorization that outperforms all previously
discussed system. The increased value for all metrics indicate a further improvement. The sensitiv-
ity reaches 91.1%, the specificity reaches 96.2%, the PPV reaches 95.3% and PPV reaches 97.4%.
These results clearly show a very stable and robust system with a reliability of 91.1%. Based
on the classification results, we can recommend this system for fence surveillance applications at
construction sites. In addition, the prior energy demand investigation in Section 5.5 already proved
the advantages over typical information fusion approaches, hence we can recommend this system
for WSNs as the considered lifetime investigations highlight a promising applicability if compared
to classical information fusion approaches.
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Figure 7.11.: Classification capabilities comparison within a Receiver Operating Characteristic
space graph of seven deployed different fence event detection systems, adapted
from [5].

7.1.4.8 ROC Analysis

Figure 7.11 summarizes the relation between sensitivity and specificity of our deployments within
a Receiver Operating Characteristic (ROC) space graph. The previously introduced systems can
now be compared to one another, although we see that system (b) and (d) are close to random
results and can not be recommended for any application. To summarize, system (b) plays the role
of the “lessons learned“ system, while (d) clearly shows the limits of Distributed Event Detection
at that point in time.

System (a) shows a better performance than system (b) and (d) do but still has a huge problem
with a very high false alarm rate, which would not satisfy serious applications. As (a) was never
intended to play the role of an application ready system, it fulfills its goal to prove the general
question of whether events can be detected at a fence with a WSN.

System (c) performed well and represents a more basic evaluation with incomplete function-
ality and a less efficient energy profile. The system was very helpful in developing the next big
step towards the existing Distributed Event Detection System, as previously lessons learned could
directly influence our development.

System (e) performed with good results and evaluated ten classes at untrained fence locations
and clearly outperformed prior approaches. System (e) supports a fully functional system and
could be improved with an additional gyroscope as introduced with the F4VI2 SN, as this can
add an information layer based on precise rotational motion data. A practical realization is not
recommended unless such application dependent optimizations have been implemented. Systems
(f) and (g) show the performance with the application specific additional filters, and both systems
show great performance and can be recommended for their investigated applications. The new
Evaluation Framework of the Distributed Event Detection System of Systems (e), (f), and (g)
created reference vectors that are much more resistant to variations in the events than system (d).
The experiments with our proposed Distributed Event Detection System have been performed at
untrained locations with very good resultant detection rate.
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Damping by Obstacles Inhomogeneous Connections

Fence Element Diversity
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Figure 7.12.: Fence buildup challenges comprise a vast variety of over time changing parameters
that can theoretically be covered by an increased training effort, adapted from [55].

7.1.5 Lessons Learned

The fence surveillance system is a very challenging application, as the nature of the fence allows
events to only affect the SNs in similar rather than diverse ways. A fence can mostly oscillate around
one axis and, depending on material and construction, this can be strongly reduced. Especially
for huge construction sites, the fence may imply a huge number of changing parameters, hence
the assertion that a fence surveillance system applied as the construction site variant is the most
challenging application due to its ever-changing nature. The main parameters are depicted in
Figure 7.12: a general poor buildup, dampening obstacles can interfere the fence’s oscillation,
building machines pose a danger for the hardware as well as for the PDR, fence elements can be
exchanged against untrained elements, the fence connections can be inhomogeneous with e.g. a
chain, while fence elements can additionally be disconnected and the fence structure may change
over time.

As introduced in [55], the problem of structural diversity could theoretically be solved with an
increased training effort that covers these situations. In reality, this seems unfeasible. However,
some general structural situations such as a fence corner and widespread situations such as fence
doors or damping due to raised sand should be trained. A more practical advice is to apply such
a system for fences with a carefully constructed structure as this seems most beneficial for the
proposed application and leads to very reliable detection results as shown above.

In contrast, typical border fences or more longterm fence deployments offer a much more suitable
structure and behavioral parameters. A very suitable fence that still fits our investigated fence types
for construction sites with a high quality construction, clean and fully connected fence elements as
well as a homogeneous setup is used at the former Berlin-Tempelhof Airport (IATA: THF). Such
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Figure 7.13.: Optimal conditions for a fence surveillance application at the example location of the
former Berlin-Tempelhof Airport (IATA: THF).

fence buildups indicate the area of applications we would suggest as very appropriate for fence
surveillance with the Distributed Event Detection System, see Figure 7.13
The proposed system can not guarantee a 100% reliable detection, but it offers a new physical

security layer with a highly redundant sensor-based observation and without the single point of
failure that a cable based system would imply for existing security systems. A system based on
a cameras or virtual fences [146] benefits from the additional and independent detection system
which adds multiple independently observing SNs. Even a single node reaches high detection rates
of approximately 82%, while in cooperation, the SNs outperform all of our previously investigated
systems with up to 97.4%.
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a) Real Applications b) Adapted Sensor Devices 

Figure 7.14.: a) shows the real world applications while (b) adapts the technical realization with
the Wireless Motion-Based Training with a coupled as well as an uncoupled device.
Our experiments are based in the coupled stick variant, applied from [87].

7.2 Sport Device

Athletes improve their skills in large parts owing to the trainer’s feedback, which might not be
available during every training session, such as in the case of the trainer’s absence. Supervis-
ing training devices with integrated digital feedback are a good solution to improve the training
efficiency for such cases.

Feedback is an important requirement for improving skills and is defined as any kind of sensory
information related to a response or movement in the area of motor learning. Intrinsic feedback is
given as a direct result of a performed movement and recognized via muscles, joints, and balance as
well as vision, proprioception, and hearing [147]. The feedback we provide – the external feedback
– is based on the knowledge of the technique. This feedback may be given verbally by a teacher
during the training, or it can be a signal given in another fashion.

Martial art techniques in particular are very hard to master and need a constant supervision
by the trainer in order not to internalize wrong motions. In order to train several techniques in
martial arts, it is widely accepted as best practice to perform multiple techniques in a series called
a form. The order of the techniques defines the form. The correct order and performance of each
technique is part of a traditional training.

In [87] we introduced to the best of our knowledge for the first time a new ubiquitous computing
device – called a Wireless Motion-Based Training device – for in-network event detection in order
to support fighting stick training. The Wireless Motion-Based Training device enables the user to
get a direct feedback from the device itself while performing training exercises during the absence
of the trainer. With the possibility of increasing the number of SNs, the reliability of such devices
can be improved by adding multiple perspectives to the information fusion. The fighting stick
application is an example application in the area of sports, where humans have to learn and repeat
dedicated movements in a correct order and manner according to specific guidelines.

Compared to other approaches, the proposed realization of the Distributed Event Detection
technology gives an immediate visual feedback to the athlete through LED attached to the SNs.

Furthermore, we do not need a stationary BS to process the sensed motion data, as is the case
with e.g. the Nintendo Wii [148], as all data are evaluated within the network and in a cooperative
way. Heinz et. al [149] analyze motions of Wing Chun techniques with wired industrial SNs in
order to extract features for a rough detection scheme that differentiates amateurs from experts
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Figure 7.15.: The enhanced casing to create a training device based on the fence casing depicted
in Figure 6.4.

when performing martial arts techniques. As cables (as used in [149]) are still a single point of
failure, especially if movements bend and fold the cables, and because such cables may pose limits
to agility, their use should be avoided.
The goal is to verify whether it is possible to train multiple martial arts techniques with the

coupled version of the Wireless Motion-Based Training device; for this purpose, the training device
should give a proper feedback that indicates whether the techniques were correctly performed.

7.2.1 Experimental Setup

We combined two of our previously developed AVS-Extrem SNs and cases from the fence surveil-
lance application as depicted in Figure 7.15. The casing was designed to be robust and splash-proof
in order to withstand construction site incidents such as dirt, rain, or shocks and is therefore well
suitable for a contactless martial arts application. We combined two identical brass cases and
connected their lower ends. The power supply (6V) is placed inside the brass housing of the stick,
using four standard D-cells. Two wireless SNs are plugged into the opposing sides and sheltered
with Makrolon® tubes for solidity. To ensure the proper handling during the training and evalu-
ation experiments, the athletes can check the correct orientation of the stick by markings on the
stick for the correct handhold.
Following our previous investigations, we reuse the prototype classifier for the current problem.

In contrast to the fence application, we do not need the CN-Filter, as both nodes are always in
the same relative position to the user, which means that the fence problem is a stronger problem
concerning the Distributed Event Detection System. The training events for the Evaluation Frame-
work are performed by a teacher with six different stick-fighting techniques, with each technique
being performed 20 times to gain an overall number of 120 training data sets. Furthermore, WOR
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Axe Strike a) Side Block b) Upper Block c) 

Stab d) Spin e) Chin Strike f) 

Figure 7.16.: Six different fighting techniques trained 20 times and evaluated 50 times, applied
from [87].

is activated to evaluate a real world scenario and to extend the lifetime. To acquire the wide range
of possible acceleration forces, we set the sensitivity of the accelerometer to 8 g and the sampling
frequency to 100Hz.

As depicted in Figure 7.14, we train the stick fight with one long stick. Each of the 6 techniques
is trained with our Evaluation Framework in order to acquire the corresponding class descriptions
necessary for the classification model.

As depicted in Figure 7.16, we trained and evaluated 6 techniques: two strikes, two blocks, one
stab, and one spin technique. All techniques start at the same position, but end in different ones,
see Fig. 7.16. As soon as the stick stops for 1.5 seconds, the technique is recognized as being
finished. In detail, the axe strike (a) is a very typical strike for several weapons disciplines in
martial arts and is performed with power and a strong finishing motion. The side block (b) is an
impulse block that can also be performed in other directions but mainly blocks attacks in form
of stabs. The upper block (c) blocks frontal stabs or axe counter-strikes with a stable stance and
strong impulse above the fighter’s head. The stab technique (d) is a quick and piercing technique
that concentrates the power in one point towards the opponent. Spin (e) is a technique used to train
the stick handling as well as to attack and block more rapidly from the active state of spinning.
This is the most complex technique and is performed with three 360◦ turns, which requires some
training in order to be mastered. The chin strike (f) is an optional two-step strike where the front
part of the stick may hit the opponent first. The second hit of the back-part of the stick is the
main attack with more power and energy added to the movement. Both hits aim at the opponent’s
chin.

During event detection, each technique is classified by the Distributed Event Detection System.
The evaluation is performed by the Wireless Motion-Based Training device after a technique is
fully performed and finished. Three kinds of LEDs notify the user about the evaluation result: the
green LED lights up if the technique was correctly performed and the red LED lights up if the
technique was not correctly performed or a wrong technique was performed. A blue LED is used
to notify the user about a successfully completed series of techniques in the correct order.
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Figure 7.17.: Selected features for the Wireless Motion-Based Training device, only relevant fea-
tures and signals are presented.

7.2.2 Results

During the modeling phase within the Evaluation Framework, only the magnitude and orientation
features have been selected by the Feature Selection process. These features describe the motions
for the subsequent classification process most precisely. With the existing acceleration sensor, it
makes sense to pick the orientation feature as well as the strength feature for high varied motions.
An improvement for the given system would be an inertia system featuring a gyroscope. Because
of the complexity and length of the events, we increased the number of bins from 3 to 5 compared
to the fence surveillance. By this, we are able to cover more details of a certain motion sequence.
20 features have been selected, as depicted in Figure 7.17. For node 1 (right hand), two orien-

tation features for the X-Axis and three for the Z-Axis are selected. For node 2 (left hand), two
orientation features for the X-Axis, two for the Y-Axis and one for the Z-Axis are selected. Five
magnitude features are selected, while a magnitude feature is selected for all 5 bins.

For node 1 (right hand), two orientation features for the X-Axis and three for the Z-Axis are
selected. For node 2 (left hand), two orientation features for the X-Axis, two for the Y-Axis and
one for the Z-Axis are selected.
As both SN extract 10 features, it is irrelevant which node is assigned to the role of the CN, as

the number of transmitted features is 10 in any case.
The evaluation was performed by two test persons that were not involved in the previous training

process in order to guarantee an uninfluenced evaluation. The advanced test person did not train
but had seen the techniques beforehand. The teacher leads the way with his own fighting-stick
and shows the techniques. The learner tries to imitate the techniques with 50 repetitions each.
The advanced test person was well-trained and advanced in martial arts. The beginner test person
performed the evaluation in the same way; he was also well trained, but a beginner in martial arts
and therefore less skillful in adapting techniques and performing them with the same accuracy as
an advanced test person.
We show the training results by applying the introduced metrics of specificity, sensitivity, PPV,

and NPV for the advanced test person in Figure 7.18, including the confusion matrix depicted
in Figure 7.20, while the beginner’s results are shown in Figure 7.19 and the confusion matrix
depicted in Figure 7.21.
In general, sensitivity is below the specificity, which means in the current application that the

test person did not successfully perform all techniques. Nevertheless, all techniques were detected
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Figure 7.18.: Classification results of 6 stick fight techniques evaluated with 50 technique for each
technique by an advanced test person, applied from [87].
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Figure 7.19.: Classification results of 6 stick fight techniques evaluated with 50 technique for each
technique by a beginner test person.
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Figure 7.20.: Confusions matrix for classification problem of 6 stick fight techniques evaluated with
50 technique for each technique by an advanced test person, applied from [87].
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Figure 7.21.: Confusions matrix for classification problem of 6 stick fight techniques evaluated with
50 technique for each technique by a beginner test person.

with an accuracy of at least 90% for the advanced test person while the beginner test person only
reached an accuracy of at least 80%. The difference of 10 percentage points reflects the difference
between the skills of the test persons.

The confusion matrix clearly indicates a nearly perfectly-marked principal diagonal for the ad-
vanced test person. The advanced test person had a major problem with the spin technique as this
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technique is defined by several rotations to be repeated which have to be performed within one
constant orientation axis and without any tumbling. The achieved sensitivity was only 62%. The
fighting stick should not tumble during the rotation, but this was exactly what happened for the
advanced user in cases where the vent could not be detected correctly. The axe strike performed
very well, but was classified once as each of the other classes, except for the chin strike, as which
it was classified four times. Axe strike and spin interfere with each other as the axe strike was
misclassified 19 times in the case of a spin, which is reflected in a lower PPV of 62% and sensitivity
of 84%.

The confusion matrix clearly indicates a well-marked principal diagonal for the advanced test
person but also highlights problems in general and especially with the techniques upper block, spin
and chin strike within the principal diagonal.

The beginner had major problems repeating the more complex techniques correctly, especially
the upper block, the spin, and the chin strike. In contrast to the advanced test person, the beginner
user performed the spin techniques incorrectly by spinning only one or two times. In addition, he
had problems with the tumbling while spinning the stick, which led to a sensitivity of only 50%.
The axe strike was performed well, but was classified as the side block 9 times and 2 times as
stab and spin. The axe strike was detected quite often for other classes, especially for the spin
and chin strikes, which leads to a lowered PPV of 54%. The upper block is worth discussing as
it was classified as the chin strike 28 times, which is more than 50% of the upper block events;
furthermore, the chin strike was also classified as an upper block ten times. The reasons for this
could be identified during the evaluation: The beginner test person was not able to repeatedly
coordinate both fighting stick ends in parallel into the block position and performed an additional
slight winding-up prior to the movement, which causes the classification system to detect the chin
strike in many cases. This led to a very low sensitivity of 36% as well as a lowered PPV of 62%.
The chin strike has similar problems as 10 events were classified as the upper block and 11 as the
axe strike. In addition, 38 events were falsely classified as the chin strike. This leads to a very low
sensitivity of 56% and the lowest specificity of 85% in the field.

7.2.3 Evaluation

The purpose of the Wireless Motion-Based Training device was achieved. Differently skilled test
persons were able to learn from the device. The device classification quality of the advanced test
person should ideally reach 100%, but some mistakes by the test person could not be avoided
due to the complexity of the techniques. Hence, the evaluation depends on the test person, but
it still has potential for improvements as the motion feedback is still very simple. Future work
should focus on giving more concrete feedback in order to indicate meaningful correction advice.
Aside from the technical successes, the test person felt motivated by the feedback throughout the
training; this had not been a stated goal, but further justifies the development of such devices.

The spin technique was too demanding of both test persons. Both test persons were able to learn
from the feedback given by the training device and to improve their own technical skills during
training. The training motivation was increased by the direct feedback through the LED. The
absence of a teacher can be partly compensated by the feedback, as rough mistakes can be easily
detected by the training device. A detailed feedback for the technique with a qualified description
of the motion faults requires a different technology that is able to investigate the path of motions
and which includes a feedback for the path as investigated in Seiffert et al. [60] and Dziengel et
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al. [86], but this technology is out of the scope of the current thesis.
Nevertheless, with the investigated training device, correct and incorrect orders of the technique

can be detected. For future applications, it is feasible to implement a slightly improved feedback
that uses the given knowledge of the detected and expected class. In case of a detected class that
does not match the expected class, a feedback system could simply use integrated loudspeakers or
a display within the device to remind the user which technique was expected. This imitates the
behavior of a human teacher.

7.2.4 Lessons Learned

The application of a fighting stick performed very well and of course depends of the user’s pro-
ficiency, their ability to imitate the techniques and the way the devise is used. The application
of a fighting stick able to detect techniques will work great as a training guide in order repeat
learned techniques in a prescribed order. It will help to verify whether a user performs the tech-
nique a supervising system – e.g. a mobile phone app or any other interactive system – is asking
for. Typical wearables are more or less part of the past generation, while cooperative detecting
systems integrated into one or multiple sport devices that evaluate more than one measuring point
represent the beginning of the future of cooperative wearables. Cooperative wearables show a high
potential for addressing the users’ needs for a holistic evaluation of the sport, rehabilitation, or
everyday motion and interaction with all kinds of devices.
Lifetime advantages can outperform traditional approaches thanks to reduced communication

load if multiple SNs and multi-hop routes through larger WSNs are part of the application as
introduced in Section 5.3.2. Currently only two SNs are involved in the proposed application Dis-
tributed Event Detection, hence, the advantages are not fully exploited. Our proposed application
shows the realizability of the technology, while a larger scale network with smaller SNs will benefit
much more in comparison to classical information fusion approaches. The ongoing size reduction
of SNs motivates the increase in network sizes that will leverage the applicability of the intro-
duced technology. The ubiquitous integration of conceivably hundreds of SNs and devices into our
environment and clothing paves the way for all kinds of conceivable collaborative systems.
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7.3 Therapeutic Exercises

In contrast to the previously introduced rigidly coupled version of the Wireless Motion-based
Training device which was affected in a diverse way, we now investigate our system in a flexible
environment structure with three SNs. We want to investigate movements from the domain of
rehabilitation and health care that diversely affect the three SNs. The idea of a rehabilitation
based application for Distributed Event Detection was first introduced in [143].

Therapeutic exercises help support our health care and are useful in broad applications of re-
habilitation. The correct execution of these exercises is essential to make decent progress during
rehabilitation or as a prophylactic action. As therapeutic exercises require moving different parts
of the human body in a diverse fashion, every SN observes a different motion, which should be
beneficial for our event detection system. It is important to rate the quality of an exercise in order
to give a concise extrinsic feedback about the improvement or the deterioration of the exercise
performance.

We investigate three different exercises in order to show, for example, the direction of possible
application types as well as limitations given by the introduced Distributed Event Detection Sys-
tem. First, we want to address and investigate the capabilities of our Distributed Event Detection
System to distinguish different exercises. Second, we want to address for this application the spe-
cial case of event rejection by evaluating the rejection capabilities in case of incorrectly performed
exercises.

7.3.1 Experimental Setup

In order to reflect and map all possible motions of the hand, forearm and upper arm (forward/back-
ward, up/down, left/right translation pitch, yaw, and roll rotation), a SN has to be attached be-
tween each joint at a minimum: between the wrist and fingers, between the wrist and elbow, and
finally between the elbow and shoulder. This enables the creation of a holistic view of the whole
arm motion.

For classification of the exercises performed by the user, one F4VI2 SN as introduced in Sec-
tion 6.2.2 (n+1) is placed on the back of the hand by using a simple bicycle glove, a second SN (n)
is placed on the forearm and a third SN (n− 1) is placed on the upper arm. Placement positions
are depicted in Figure 7.24.

Each arm exercise mentioned in the following was repeated 100 times by 3 test persons. The
Dumbbell Curl was performed by lifting a 2.5 kg weight as depicted in Figure 7.24. All test
persons were male and right-handed and performed the exercises with the right arm exclusively,
which means that the three SNs were attached to the right arm.

7.3.1.1 The Bowman

The goal of the bowman exercise is to enhance the muscle skills of the shoulder, elbow, and
wrist in order to learn how to move the joints with an improved dexterity by using the principle
of performing contra motions. Contra motions are difficult to learn if one is not accustomed
to them, but they offer a high potential to improve one’s capabilities in coordinating motions.
They further improve the knuckle musculature with the goal of stabilizing motions by using the
according knuckles under high weight load without running into the risk to cause an injury. We
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a) b) c) d) e) 

Figure 7.22.: The Bowman start position (a): Extension at the elbow, joint(end position (c): Flex-
ion at the elbow joint.

a) b) c) d) e) f) g) 

Figure 7.23.: Armpattern Classic Frog: Practicing the primary movement of the right arm [150].

cite the German introduction of the bowman exercise from Spirgi-Gantert et al. [150] as closely as
possible:
“Exercise directions: Sit on a chair and lift your right arm forward until the hand and the elbow

are on an equal level with the shoulder. The thumb points to the top. Imagine that your hand
holds the end of an arrow between the index finger and the middle finger, see Figure 7.22 (a).
This arrow is then pulled back (see Figure 7.22 (b)) in a straight line to the shoulder, while the
elbow moves outwards, see Figure 7.22 (c). The elbow stays on the level of the shoulder. At the
same time, the shoulder moves slightly towards the hand. Let loose the arrow and the hand moves
forwards in a straight line, see Figure 7.22 (d). Hereby, the elbow tip turns in the direction of the
ground, the palm of the hand is directed forwards and the finger tip aims upwards. Pretend that
you want to push an object forwards, see Figure 7.22 (e). At the same time the shoulder moves
slightly backwards. Stay in this position for a short moment and then let the tension fall off.” [150].
Finish the exercise by moving the arm back to the initial position in reverse order.

7.3.1.2 Classical Frog Arm Pattern

The classical frog, also abbreviated as the Frog, is an exercise to activate the function of the muscles
of the abdomen in order to narrow the upper abdomen and to abbreviate the lower abdomen. For
this purpose, both arms and legs should be moved simultaneously following a specific pattern. The
weight of both arms and legs are used to strain the abdominal muscles with each stroke. As the
coordination of both patterns is very complex and both sub-patterns can be trained separately to
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a) b) c) d) e) 

Figure 7.24.: Dumbbell curl exercise: Movement of the arm, adapted from [60,86].

learn the resulting movement, we concentrate on the arm pattern in this thesis.

We cite the German introduction of the bowman exercise from Spirgi-Gantert et al. [150] as
closely as possible: Sit in on a chair and hold your arms up next to your head. While breathing
in, the elbows are stretched and the hands form a fist pointing outwards, see Figure 7.23 (a). This
is the starting position. While breathing out, the elbows move downwards in a straight line towards
the middle (umbilicus), see Figure 7.23 (b). The hands open up and become fans, see Figure 7.23
(c); the lower arm rotates so that the palms face upwards, see Figure 7.23 (d). The arms are moved
back, see Figure 7.23 (e,f) to the starting position next to the head and the hands form a fist again,
see Figure 7.23 (g) [150].

7.3.1.3 Dumbbell Curl

The combination of a dumbbell curl and arnold press helps to strengthen the muscles of the forearm,
the upper arm and the shoulder [86, 151], while the intensity of the exercise is regulated by the
weight of the dumbbell curl.

“Sit on a chair and hold your arms stretched out to the bottom, with your hands forming a
fist to hold the dumbbell tight and safe, see Figure 7.24 (a). The motion sequence comprises four
segments. In the first segment, see Figure 7.24 (b), the dumbbell is lifted to the biceps and turned
clockwise by about 90◦. The elbow does not move. In the second segment, see Figure 7.24 (c), the
dumbbell is lifted above the head until the arm is straight. At the same time, the dumbbell is turned
counter-clockwise by about 180◦. The movement shall be carried out smoothly and without gaining
momentum. The third segment, see Figure 7.24 (d), is the reverse movement to the movement in
segment (b). The dumbbell is returned to the position in segment (b), with the dumbbell moving
downwards and turning 180◦ clockwise. The movement shall be carried out with the same velocity
and as smoothly as in segment (b). The fourth segment (e) is the counterpart segment to (a).
The dumbbell is returned to a neutral position and, by doing so, turned 90◦ counter-clockwise.
The elbow does not move. Section (e) shows the neutral position in which the dumbbell is held
tightly by the user with the arm hanging down and being stretched. In order not to harm the joints
and ligaments, it is preferable that these motions be carried out correctly, especially in the case of
increased weight of the dumbbell ” [60,86].
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Figure 7.25.: Selected features for human body motions, only relevant features and signals are
presented.

7.3.1.4 Faulty Exercises

In case of a faulty execution of one of the exercises introduced above, the rehabilitation and health
care concept wants to inform and ideally correct the test person, whereas a correctly performed
exercise should trigger positive feedback to motivate and encourage the test person. As an im-
provement compared to the previously introduced fighting stick, we defined the following list of
four faults for every exercise, derived and changed from [59]. The faults are introduced into the
according exercises in an alternating fashion in order to verify how the Distributed Event Detection
could support the test person in such cases.
All exercises were performed by a person who did not contribute to the training set in order to

guarantee a true evaluation of the effectiveness of the detection system.
We investigate the Euclidean distance of the resulting classification towards the reference vectors

of the correct event class in order to compare the distances caused by faulty exercises and correctly
performed exercises. In case of a clear difference between the euclidean distance of incorrectly
performed exercise and a correctly performed exercise, we can apply this logic to notify the test
person about faulty exercises.

Faulty performance of The Bowman

� Starting the exercise with the thumb pointing to the floor during the whole exercise

� Starting the exercise with the palm held parallel to the floor but moved correctly for the rest
of the exercise

� Exercise rotation of the hand overacted so that the back of the hand tries to point to the
floor at the position shown in Figure 7.22 (c)

� Elbow lowered to the hip at the position shown in Figure 7.22 (c)

Faulty performance of Classical Frog

� The exercise starts with correctly stretched arms but the fist points inwards instead of out-
wards

� The exercise starts with slightly bent instead of stretched elbows
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� While the elbows move down in a straight line to the middle (umbilicus), the palm faces
towards the body instead of upwards

� The exercise is performed as described but the fist or palm always face the floor, which means
that the lower arm rotation is not performed.

Faulty performance of Dumbbell Curl

� No rotation of the shoulder joint, which leads to a rigid dumbbell orientation

� The rotation direction of the hand is inverted, which means that the rotation of the hand
exercise is performed clockwise from Figure 7.24 (a) to (b) and counterclockwise from Fig-
ure 7.24 (b) to (c). The reverse exercise from Figure 7.24 (c) to (d) is performed accordingly.

� The exercise is performed only from Figure 7.24 (a) to (b).

� The exercise is performed but the elbow is moved with a vital momentum between Figure 7.24
(a) to (b) to support the weight lifting.

We distinguish in the subsequent evaluation three types of classification results:

� Exercises classified as correct are correctly performed and classified exercises of the specific
exercise, e.g. bowman. We are interested in the Euclidean distance from the classified vector
to the according reference vector.

� Exercises classified as faulty are performed as described above with alternating faults but
correctly classified. We are interested in the Euclidean distance from the classified vector to
the according and reference vector.

� Misclassified exercises are other correctly performed exercises that have been classified as the
exercise trained at this moment. This means the user is doing something different but the
detected class is the one we are looking for.

7.3.2 Results

The evaluation was performed by executing 30 repetitions of each exercise by a fourth person who
did not take part in the training. The selected 20 features only comprise orientation features from
the given acceleration signals, while mostly the first and the last of three bins were used as depicted
in Figure 7.25. All 3 signal dimensions x, y, z are used nearly equally. The number of features
extracted by SN n+1 and n is 7 in both cases while n−1 has to extract only 6 features. Therefore,
we can choose between the SNs n+ 1 and n to assign the role of the CN to one of these nodes to
minimize the transmitted features.
The results in Figure 7.26 show 100 % for all used metrics and show that all events could

be performed perfectly separated from each other, which confirms the perfect separability of the
different classes. In contrast, the incorrectly performed exercises did not reach metrics as high
as the correctly performed exercises. The dumbbell exercise has the highest metrics with at least
93%, while both the bowman and the frog exercise reach comparably low metrics with an accuracy
of 77.8%. On average, the classification performs less accurately, reaching an accuracy of 84.4%.
The confusion matrix of the faulty exercises shows that almost all events were mixed up between
the bowman and the frog.
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Figure 7.26.: Results of correctly (top left) and incorrectly performed exercises (top right) including
the corresponding confusion matrix view (bottom) for both experiments.

The results in Figure 7.27 show the calculated Euclidean distances for the 30 correctly performed
exercises as a green box-plot while the Euclidean distances of the 30 intentionally incorrect exercises
are shown as orange box-plots. The white box-plots represent the movements misclassified as this
particular exercise while performing other exercises.
By using the maximum distance value of the correct bowman exercise as a rejection boundary,

60% of the incorrectly performed motions are correctly recognized as incorrectly performed exer-
cises. In addition, a second boundary can be used to distinguish faulty exercises from misclassified
exercises with 100%.

By using the maximum Euclidean distance of the correctly performed classical frog exercises to
their corresponding reference vector, it is possible to declare 58.3% of all misclassified instances as
one of the other exercises.
By using the maximum distance value of the correct dumbbell exercises as a rejection boundary,

85.7% of the incorrectly performed exercises are correctly recognized as a dumbbell exercise with
a faulty part. As no misclassification arose for this exercise, an according rejection boundary is
not necessary.

7.3.3 Evaluation

The orientation feature type is selected in combination with the x, y, and z signal only, which
shows that the events are easy to distinguish by their physical direct motion characteristic. A
visual inspection of the exercises shows that the events have a very diverse effect on the SNs,
which simply means that each SN is affected in a completely different way by the exercises.
Obviously, the feature selection could successfully separate all three classes from one another.

The used features represent all partitions of the event at least once. This means the feature
selection takes all parts of the motion into account in order to build pattern references from the
training data.
In terms of a holistic assessment of the performance of the introduced exercises, the proposed

approach lacks the completeness of investigating all parts of the event on all axes as the middle
partition of both the roll and pitch axes are not covered by features as depicted in Figure 7.25.
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Figure 7.27.: Euclidean distance result investigation for rejection boundary definition (red line).
Comparison for all exercises for the correctly and incorrectly performed exercises as
well as misclassified exercises, adapted from [59].

A simple solution could force the feature selection algorithm to simply pick at least one feature
for every partition and axis. Although this idea stands in contrast to the goal of minimizing the
communication load, this application could benefit from a feature vector that represents all axes
in all bins and thus all partitions of the exercise. If an increased communication load is acceptable,
a more event-dependent assessment of the path of the exercise should create an increased number
with according features to represent these partitions. The partitions should further depend on the
natural motion segments which could help to support the event characteristic, as introduced in
[60,86].
The Distributed Event Detection System works perfectly for this application, but as mentioned,

it should be improved by an enhanced feedback system to give the user a more helpful extrinsic
feedback. We can say that this application works best in comparison to our other applications.
Even if we add intentional faults to the exercises as introduced in Section 7.3.1.4, the classification

still works for a good majority of the exercises. The reason of course has to be owed to the
limited number of three classes that are available for a classification in this particular application.
Nevertheless, if we investigate the distances that are calculated for the according classes, we can see
that we could use the maximum distances as safe rejection boundaries in this application without
sacrificing true positives, see Figure 7.27.
We wanted to know whether it will be possible to use a Euclidean distance rejection approach

to notify the user in case of an incorrectly performed exercise. As depicted in Figure 7.27 and
indicated by the red horizontal line for each exercise, a strict rejection boundary helps reduce
finding faulty exercises as well as misclassified exercises without sacrificing the event classification
of correctly performed exercises. The rejection boundary is not able to find all faults, and therefore
should not be used for health-critical systems, as a fair amount of faults will not be detected by
that approach. If an increased time exposure for a training of more exercises is possible, a faulty
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performance of a specific exercise can be trained and added to the classification model in order
to be able to detect it like all other classes. Although this is a work-intense approach, it is very
effective.
The user will benefit from the rejection boundary if notifications can obviously tell that the wrong

exercise was performed. The bowman and dumbbell exercise perform well with the introduced
rejection boundary, while the frog exercise makes it hard to distinguish incorrectly performed from
misclassified exercises as both types have very similar ranges of ED to the reference vector of the
classical frog.
The classification of the Distributed Event Detection system works perfectly for the introduced

exercises. A rejection boundary can improve the notification quality towards the user in contrast
to our system without a rejection boundary. It should be noted that further improvements for the
usability of the dedicated application might be necessary.

7.3.4 Lessons Learned

We can state that therapeutic exercises seem to fit perfectly to the Distributed Event Detection if
we consider the classification results. With three SNs in use, the network aspect is rather easy to
manage and the role of the CN can be assigned to each SN. Each SN observes a distinct part of
the event and adds a unique perspective to the event detection which fully supports the qualities
of the Distributed Event Detection System. The classification results confirm this assumption.
The communication is very limited as only three SNs are involved in the current communication

and a single-hop environment is not particularly beneficial for the introduced system in terms of
energy demands as evaluated in Section 5.3.2. Further, it is to be expected that SNs’ size will
decrease in order to fit into a training suit. Such suits with multiple, very tiny, integrated SNs
will communicate wirelessly in order to provide comfort. In addition, the number of used SNs and
sensors is huge in the early adopting community of Quantified Self [152] and will increase with the
decreased size of such platforms. Existing Quantified Self tools will benefit from this approach as
the fully integrated evaluation of arising events allows using the system without the connection to
an infrastructure such as the Internet, a cloud service, or a dedicated server - even a mobile phone
is not needed as the pure classification results can be indicated with very simple audio, visual, or
haptic feedback techniques. This will add a new level of comfort to Quantified Self. The approach
will be very suitable if the SNs have to cooperatively assess a human movement or detect a specific
and dangerous movement in advance in order to warn the user. Such critical movements could
arise for people affected by hemiparesis, rescue troops, or people with orthotics or prosthetics.
We can state that in particular, multiple differently moved and sensorily affected sections are

better to distinguish from one another than uniformly moved sections are. Industrial facilities with
multiple measuring points which are distributed over a huge area that cause multi-hop routes can
offer a proper self deciding application problem of a business nature that should very much fit into
the qualities of the proposed system.
We can state that the proposed system has the potential to be trained for more events and more

similar manifestations of these events like specific faulty events as the chosen exercises did not
exhaust the Distributed Event Detection system.
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7.4 Bridge Surveillance

In the research area of SHM, the current research employs WSNs to solve the complex task of
finding a viable trade-off between the cost of additional surveillance infrastructure, optimal safety,
and necessity. The information base of buildings is still under research and it is often the goal
of the research to understand the buildings by investigating the structure and to compare the
real world to a model as done in [153, 154]. Typically, it is important to collect these data in
long term projects and to offer a solution that enables a raw data based SHM. As evaluated,
the WSN communications of raw data of events causes a high communication load – examples of
such approaches can be found for lab deployments in [155, 156] as well as real world deployments
[157–159].

Most existing approaches with real-world applications follow the basic ideas laid down by Doe-
bling et al. [160] in order to understand the structure, detect critical events and evaluate new
measurement approaches. These solutions typically use model driven approaches [155,160–162].

For classic damage identification methods, Doebling et al.[160] identify the following categories:
visual/localized, magnetic field methods, radiography, eddy-current methods and thermal field
methods. All of these methods share the drawback that they are applied post-fact; i.e. they
require the knowledge that the structure is damaged in order to be applied. In contrast to this,
the authors motivate the exploration of global quantitative detection methods (which examine the
changes in the vibration characteristics of a structure) which can be adapted to multiple structures
and can recognize damage without a priori knowledge. Most of the quantitative global damage
detection methods which can be applied to complex structures examine the changes in the vibration
characteristics of a structure. This idea is in general the motivation for the research discussed in
this thesis. Only a few of the quantitative approaches use wireless technology, and even fewer
calculate the results in a distributed manner (see [154,159]) or are trainable (see [157]).

An additional problem arises because of the raw data communication which costs more time
than the communication of a compressed event packet due to the sheer amount of data that has
to be transferred. Additional time has to be reserved for the computational off-line modeling that
has to be afforded at the data fusion and evaluation center or BS. A swift reaction in case of
an emergency situation is not possible with such solutions. The detection of damage or a critical
incident (event) has to be as done as soon as it occurs, which means that (mathematical) model
based simulations, e.g. Finite Element Model (FEM), that need all acquired data on one processing
unit are unfeasible.

7.4.1 Detection System to SHM Adaption

Recent advances in WSN technologies in combination with our distributed event detection can
removed this hurdle of model based off-line evaluation and facilitate cheap, swift and reusable
deployment of SHM systems even after building a structure. Our system relies on distributed
measurements carried out by independent SNs cooperating to detect damage events without the
need to rely on a base station for processing. The adaptation of our system for SHM tasks implies
a long-term surveillance of structures with an in-network event evaluation that informs skilled
personnel e.g. to investigate the structure when the need arises as mentioned first in [143].

Thanks to its wireless nature, our system can be deployed after completion of a structure and
without significant construction effort, thereby protecting heritage sites or buildings whose techni-
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AVS Extrem SN2
RSS485 SN2

AVS Extrem SN1
RSS485 SN1

Figure 7.28.: Setup of the bridge experiment at the Volksparksteg in Berlin Figure 7.28 (left hand)
to validate our AVS-Extrem hardware concerning the capabilities to extract proper
natural frequencies by comparing the system to a reference system, adapted from
[83].

cal shortcomings are only recognized later in their lifespans. Because of the cooperation between
SNs, structural changes may not only be evaluated upon scheduled inspection, but also put into
context in real-time, including appropriate reactions such as raising an alarm during the report
process block as introduced in Section 4.3.3. As introduced, a sensitive system with in-network
evaluation capabilities (see the application filter Section 4.3.3.1) will be able to decide on its own
whether to notify the arising event, thus preventing transmission overhead.

Our approach fuses the properties trainable, distributed event detection architecture, pattern
recognition detection algorithm and real world deployment into a system that is adaptive to all
kinds of structures, trainable to detect numerous kinds of structural damage as long as reference
data exists. Hence, we suggest using the distributed event detection system as a statistical approach
that uses the physical and local characteristics of the bridge in order to classify the damage.

As introduced, our approach is based on continuously gathering sensor data for relevant events.
The data can then be used to extract descriptive features algorithmically by determining represen-
tatives for each class of event. This results in a concise “description” of each type of event as well
as the undamaged state which can be easily stored on each wireless node. This in turn facilitates
a distributed event detection scheme in which nodes exchange identified features in order to create
a unified view of the structure. As a result, the system is capable of deciding whether an event
has occurred and subsequently classifying this event.

7.4.2 Preliminary System Validation

For the subsequently introduced application evaluation we have to validate whether our hardware
is capable of calculating at least the first two natural frequencies as classical and global assessing
parameters for a bridge, see [83]. In order to guarantee that our system and hardware is able to
calculate natural frequencies precisely enough, we evaluated our measurement using a wired and
highly sensitive reference system (RS485) in a field test (see Figure 7.28) with 2 SNs in cooperation
with the Institute of and Geoinformation Science of the Technische Universität Berlin (TU Berlin)
[163]. The reference system has a known measuring error of 10−5 Hz. We compare the resulting
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Figure 7.29.: Results of our preliminary bridge measurements show a maximum relevant frequency
of 35Hz in the frequency spectrum of the Volksparksteg, adapted from [83].
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RSS485 SN2

AVS Extrem SN1
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Sensor Node 1: blue FU, red TU Sensor Node 2: blue FU, red TU

Figure 7.30.: Frequency spectrum results of our AVS-Extrem hardware compared with the reference
system (RS485) in order to validate the capabilities to reflect the natural frequencies,
adapted from [83].

natural frequencies of our system to the TU Berlin reference system during ambient excitation
of the bridge in order to investigate real world capabilities. We placed two SN directly next
to each other on the bridge of the Berlin Volksparksteg. The SN were placed as depicted in
Figure 7.28 (right hand); we could not place the SNs over the full width of the bridge. We had
to place one SN on the side and one SN in the middle of the bridge as the wired setup of the
TU Berlin would have hindered the passers-by during jogging and walking. Of course, we could
force the passers-by to jump or walk over the cables but unfortunately, the wired construction of
the TU Berlin was extremely sensitive, so that even slight disturbances of the cables could alter
the measuring behavior. Hence, we prevented passers-by from stepping on the cable by simply
leaving an open corridor for them to use. All SNs were mounted on aluminum angles and placed
on the ground. During the entirety of the experiment we did not move or touch any part involved
in the measurement.

In the first step, we evaluated the maximum necessary sampling frequency, which depends on
the arising natural frequencies of the bridge. For this purpose we sampled for 40 minutes with the
reference system acceleration data in a preliminary setup experiment as recommended by [164] at
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150Hz. The result proves that the subsequent investigation can be performed at each SN with
70Hz to cover a maximum detectable frequency of 35Hz (see Nyquist–Shannon sampling theorem)
which covers the relevant frequencies for this bridge, see Figure 7.29.
We collected the acceleration data with our AVS-Extrem SN while passers-by walked over the

bridge and cars passed the road under the bridge. By comparing the results (please refer to
Figure 7.30), we can see that both SNs calculate frequencies with a constant error between them of
3.5% to 3.8%. These errors are caused by manufacturing and can be eliminated by an initial offset
calibration. As a result, we have a random error δrandom of 0.3% (3.5% < X < 3.8%, δrandom =

0.3%). Based on these results, we can say that the natural frequency extraction works well for
our purposes if we compensate for the constant error in the tests with a preliminary calibration
routine. We could successfully calculate the natural frequency as a classic and global assessing
parameter for the bridge at the AVS-Extrem SN.

7.4.3 Experimental Setup

The goal for the bridge setup was to build a database of raw data from the acceleration sensors
on the bridge in order to later apply data analysis methods. The bridge was equipped with four
AVS-Extrem SNs. The SN are enclosed in black plastic boxes to prevent animals or bad weather
conditions to disturb the long term deployment, see Figure 7.31(b). In contrast to the previously
introduced application (Fence Surveillance, Sport Device, and Therapeutic Setup) the SNs of this
experiment are equipped with power cables to connect the SN to a constant power source. This
setup was necessary to enable further long term research and to sample with a constant 150Hz
without the need for regular battery maintenance. As our institute is not located near the wooden
oak research bridge, this setup turned out to be feasible for our research.
Each SN continuously samples with a rate of 150Hz to cover a maximum detectable frequency

of 75Hz. Each sample contains the acceleration value for all three axes x, y, and z as a 16 bit
integer value resulting in a payload of 6 byte per sample. Taking the sample rate into account,
this results in a data volume of 900byte per second for each node.
For the control center we also use one of our wireless SN as gateway. The node was connected to

a PC which reads the incoming samples from the SN during training and stores these samples in log
files. During the detection, this gateway only transmits the event types which can be represented
by simple numbers.
We gathered raw data of multiple events initiated by the bridge excitation, with each event being

defined by a different bridge setup. We performed a single jump in the middle of the bridge to
perform the excitation, see Figure 7.31 (a).
In order to investigate the gathered bridge data for the evaluation framework, the SNs transmit

the data to a raspberry pie based base station which preprocessed the raw data into event data
chunks. We have access to these data via the VPN of the University or using a website that grants
immediate access and push services for later event reports.

7.4.3.1 Event Experiments

Based on the preliminary system validation in Section 7.4.2, we started to set up subsequent
experiments with a wooden bridge located on the grounds of the Federal Institute for Materials
Research & Testing - Fabeckstraße Berlin (BAM). The advantage of this bridge is that we are
able to change certain elements of the bridge by unscrewing or adding some parts or even slightly
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Figure 7.31.: Setup of the bridge experiments and event investigation. Some forms of bridge dam-
age or changes did not affect the detection system. Added weight and pillars are
recognizable. The bridge sketch is reproduced with permission by the project docu-
mentation of the IaFB Berlin - Institut für angewandte Forschung im Bauwesen.

damaging the bridge. For all changes, we had to request a permission from the BAM which meant
that we were limited in our experiments when it came to drastic changes such as destroying the
bridge. However, we are very grateful for the opportunity to change even a few parameters of
the bridge. The subsequent experiments where performed in order to answer two main questions:
(i) which changes in the bridge our system is able to detect and (ii) whether we can distinguish
between these detectable changes.

Relevant Event Identification Our first investigation covers the relevant damage, changes, or
additions to bridge that we could track with the most recommended characteristic of a bridge, the
natural frequency. The goal of this experiment was to find out which changes to the bridge our
system is able to detect, or which of these events cause significant changes in the raw data or the
derived natural frequencies. The first natural frequency of the wooden bridge is determined at
11.9Hz at a temperature of 12◦C. Changes in the natural frequency ensure that the core property
of the bridge is affected. This allows us to elaborate with an ensured repeatable behavior of the
bridge that can be influenced by changing the characteristic of the bridge.

In Figure 7.31, we show all general event types that have been investigated with the natural
frequency. Only the event in Figure 7.31 (c) (added pillar) changed the first natural frequency to
12.7Hz and the event in Figure 7.31 (i) (weight installation) changed the first natural frequency
to 13.5Hz if exposing the system to a single jump (see Figure 7.31 (a)). All other events such
as detaching a handrail pillar (Figure 7.31 (d)) or unscrewing a shoe bracket to let one crossbar
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e) Excitation with new pillar that changes the bridge structured) Excitation with 6*50 kg weights

a) Excitation at original bridge state b) Excitation with 1t weight loaded c) Excitation with 3*50 kg weights

Figure 7.32.: 5 performed experiments (a) to (e) at the wooden bridge. The changes to the bridge
are investigated by forcing the bridge to oscillate with a single jump.

just stay loosely with the shoe bracket did not affect the natural frequencies of 11.9Hz at all. We
further detached one (Figure 7.31 (f)) to five (Figure 7.31 (h)) wooden Holmboes, but no change
in the natural frequency could be measured by exposing the system to a single jump. We were
also allowed to damage the bridge by drilling two small holes, but this change did not effect the
natural frequencies either. All subsequent experiments had to be performed with the irreversible
change to the bridge in the form of the two holes depicted in Figure 7.31 (g). Hence we continue
to investigate our system with the event types of weight installation (see 7.31 (c)) and an added
pillar (see 7.31 (i)) while all other events are discarded from further investigations. The reason
why we could not detect any effects within the collected data during the discarded event is that the
bridge is massively constructed for its small size, hence only exceptionally changes to the bridge
will cause any changes to the oscillation behavior at all or sensor with much higher precision are
needed to detect any effects during the discarded events.
Our main goal is to show the principal functionality for structural health applications in general.

Bridges in particular vary greatly in terms of material, structure, and size, so it is important to
know the bridge’s inherent characteristics in order to provide meaningful features. We decided to
provide only frequency features in order investigate the impact on our events within the frequency
domain. For the area of research for SHM, we want to motivate experts to investigate our approach
with their in-depth knowledge about structural behavior.

Event Definition It is not proven that the discarded events as described above are not de-
tectable with our proposed approach at all, as this depends strongly on the bridge in general and
thus on the used features. We want to ensure that our selected changes to the bridge influence
the classic parameters of natural frequency in the area of SHM [158,165], hence we actually focus
exclusively on events that affect the natural frequency of the bridge. We added only frequency
based features to the feature selection as these features originate from the frequency domain and
help reflect the bridge’s oscillation.
Bridges in particular have very diverse characteristics owing to material, structure, and size, so it

is important to know the bridge’s inherent characteristics in order to provide meaningful features.
In future investigations, SHM professionals are called upon to investigate bridges by providing
in-depth knowledge about structural behavior to feed the Distributed Event Detection with more
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Figure 7.33.: Selected features for the bridge surveillance based on features of the frequency domain.

diverse and SHM-specific features. With the following experiments, we want to show that the
Distributed Event Detection works properly with the most common parameters.

For our second investigation, we derived 5 events from our previous experiments and will expose
the system to a single jump 20 times for each of the 6 event types. The experiments are performed
in a fixed order as depicted in Figure 7.32. We start with the unchanged bridge as depicted in
Figure 7.32 (a) and perform 20 excitations by jumping at position E in order to approach a dirace
impulse, (see Figure 7.31 (E)). For the second event in Figure 7.32 (b) we had to load a weight
of 1 t onto the weight installation position with a forklift (see red cross in Figure 7.31). For the
third event, we exchanged the 1 t weight with three 50 kg metal rods at the weight installation,
see Figure 7.32 (c). As depicted in Figure 7.32 (d) we added three more 50 kg metal rods to the
bridge to increase the weight from 150 kg to 300 kg. For the subsequent event e), all weights were
removed and we added a pillar to the bridge structure which could be seen as a reverse experiment
to simulate a pillar elimination event. We exposed the bridge to 20 more jumps, see 7.32 (e).

7.4.4 Results

The results depicted in Figure 7.34 clearly show that all events can be differentiated perfectly.

The feature selection removed one SN as this node n−2 did only deliver redundant information.
Hence, only three SN are necessary for that example application. As depicted in Figure 7.33, the
feature selection has selected 3 features from the z-axis, 2 from the x-axis, and 1 feature from the
z-axis. The wooden bridge is constructed with one rigid side using a concrete base (left side of the
schematic top-view in Figure 7.31) while the other side is flexible and movable, with a roller bearing
to provide a movable contact point between the superstructure and the substructure. This roller
bearing explains why the feature selection makes use of z-axis features to such an extent. The bridge
moves back and forth alongside the roller bearing (z-axis) after the excitation as well as up and
down the x-axis. The y-axis adds only one peak-to-peak feature to solve the classification problem.
The natural frequency feature is used for the x-axis of SN n as well as the 3D natural frequency
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Figure 7.34.: Classification results of bridge events based on the feature selection setup with fre-
quency based features (top) including the corresponding confusion matrix view (bot-
tom).

combination of all axes |N(F(~v))|. As most features are extracted from SN n it makes sense to
assign this node the role of the CN as this minimizes the number of features to be transmitted to
SN n.

7.4.5 Evaluation

We thus present the adaptation of our distributed approach to SHM as a new and additional
approach to monitoring bridges. Nevertheless, we want to emphasize that the carefully selected
investigated events show the applicability of the Distributed Event Detection in a very early proof
of concept for that specific SHM domain.

In SHM, it is of special importance to be able to deploy a long-lived system in order to prevent
high maintenance costs. Thanks to optimized energy consumption in distributed event detection,
the required longevity is guaranteed in this scenario. Even energy harvesting techniques will benefit
from the conceptual reduction of communication of the proposed approach as the need for charging
processes is reduced if the energy depletes more slowly. This could actually lead to smaller, less
expensive, and better integrated energy harvesting devices.

Based on the positive results, we want to motivate the extension of research into the applicability
of Distributed Event Detection on events of sudden failure of load bearing elements of halls, bridges,
or buildings after changes in weather, traffic, or groundwater. Such accidents can lead to loss of
lives, which makes their early detection very important. Events that surpass the load limit of a
structure can be reliably recognized using strain gauges as well as acceleration sensors for modal
and vibration analysis in the lower frequency spectrum. The proposed Distributed Event Detection
could conceivably be applied to dams or pipelines and could also contribute to the detection of
manipulation. Distributed Event Detection should primarily add to and improve upon prevalent
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visual inspection methods.

7.4.6 Lessons Learned

The process of preliminary signal and event investigation helped figure out a well-adapted setup
for the bridge, which resulted in an optimal detection result. We found a perfect bridge setup
for the Distributed Event Detection system while knowing which types of events do not fit into
the detection portfolio. Nevertheless, it is not said that SHM researchers can not provide other
dedicated features for bridges to support other event types. One strength of the Distributed Event
Detection system lies in its high extensibility of features and sensors, which leads to a high flexibility
for future applications. As every sensor can be integrated into the event detection process, more
and newer sensor types, which may be more suitable for a bridge surveillance system, can be
integrated and help extend the capabilities of the Distributed Event Detection system. For the
given bridge application it is worth mentioning that we investigated a very specialized and selected
scenario which reflects a small problem fraction of the SHM domain. We want to emphasize that
application development for adaptable systems like ours benefit and depend very much from domain
experts’ knowledge. Interdisciplinary cooperations take on an important role in the area of research
where new technology has to be validated towards its applicability for real world applications.





CHAPTER 8

Conclusions and Future Work

The final chapter of this thesis gives a summary of the main contributions comprising the system
derivation, the system realization, the theoretic system analysis, and the deployment analysis in
order to answer the initial hypothesis, which we want to repeat here:

“An autonomous resource-constrained WSN can be developed and deployed for a wide range of
applications under real world conditions to observe and detect events cooperatively with an

in-network communication-based event detection approach that clearly enhances network lifetime
expectations and offers a reasonable detection accuracy.”

In order to answer this hypothesis, all relevant requirements have been extracted based on a com-
prehensive related work investigation. The mandatory requirements have been considered and have
been subsequently realized in the Distributed Event Detection system realization comprising two
frameworks. The first framework is a supervised training framework (Evaluation Framework) that
calculates a corresponding model for all trained events offline. The second framework (Distributed
Event Detection Framwork) is an event detection framework with a generally similar structure for
the real WSN that applies a cooperative in-network event detection in order to fuse distributed
event characteristics which are extracted according to the trained classification model. The theo-
retic system analysis shows the system’s low energy demands, that the system is effective even in
large scale networks with increased multi-hop length, and that it provides high classification results
even in case of inoperative SNs. The system’s impact towards single-SN detection system is shown.
The deployment analysis covers an area of four applications in different environmental structures
and different ways SNs are affected by events to show the system’s functionality under real world
conditions. The application dependent detection performance and the lessons learned show the
detection system’s aspect of feasible detection accuracy and wide transferability and applicability.
The presented system extends the known information fusion approaches of raw data, feature,

and classification fusion (see [10–12]) by integrating them on the basis of the known input-output
scheme of Dasarathy et al. [13]. The proposed Distributed Event Detection system shows high
lifetime and classification performance. In case of one of the rare adapted applications that run
counter to our recommended reference setup, the proposed system can alternatively apply the
underlying information fusion approaches in order to provide the according lifetime that possibly
outperformed our system in the above shown analyses.
The Distributed Event Detection system gives larger WSNs a push to make use of the distributed
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Figure 8.1.: Compressed visualization of all investigated related work papers by summing up the
covered requirements within the corresponding architecture type complemented by the
resulting features of the realized system.

computational potential in order to evaluate events independently from external infrastructures
with the benefit of preserved energy due to reduced data transmissions.

8.1 System Requirements

A generic list of requirements is derived from the investigated related work in order to provide
comprehensive recommendations for designing a cooperative Distributed Event Detection system
for WSNs.

We investigated the related work for existing event detecting approaches and systems for WSN.
We organized the existing related work in seven architectural approaches and investigated the
quality of the systems using six categories of multiple event detection requirements.

We compared the related work with our experiences and expectations for a profound Distributed
Event Detection system to find a concluding set of requirements. In order to provide future
developments for Distributed Event Detection systems for WSNs, we created a generic list of
requirements to provide comprehensive recommendations for designing a cooperative Distributed
Event Detection System for WSNs. To the best of our knowledge, none of the investigated event
detection approach can provide all the derived requirements.

The system’s requirements comprise a Distributed Event Detection architecture as introduced
with the ability to differentiate multiple events by performing a trainable, distributed, and feature-
based pattern recognition algorithm. The realized system should be deployed with a real world test
by ideally using a WSN with at least 11 SNs in order to evaluate a realistic environment for WSN
applications. As mentioned by [56, 57], a real world test or deployment is highly recommended in
order to show that an algorithm for WSNs withstands real world influences.
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8.2 System Realization

A Distributed Event Detection system has been realized comprising two frameworks. The Evalua-
tion Framework calculates a global knowledge-motivated classification model for all trained events
offline. The Distributed Event Detection Framework applies a cooperative in-network event de-
tection by fusing distributed event features which are extracted according to the feature selection
within the Evaluation Framework. The event fusion and classification is performed by a CN that
is dynamically filtered by the CN-Filter. An additional quality filter helps reduce the potentially
increasing in-network traffic if the SNs observing the event have a very similar perspective on
the event. The application filter allows us to reduce traffic based on application dependent event
relevances.
In addition to the mandatory requirements for Distributed Event Detection systems, we fulfilled

multiple additional requirements summarized in Figure 8.1 with blue pins.

Number of Events: The introduced system fulfills the derived mandatory requirements by the
ability to differentiate multiple numbers of events shown with 3, 5 6, and a maximum of 10 events
in real world deployments.

Information Fusion: The second requirement asked to use features as input for the information
fusion, which is provided with a comprehensive feature vector that is conceptually integrated by
using distance metrics. The feature vectors are assembled over multiple detecting SNs. Addition-
ally, the provided distributed in-network event evaluation architecture enables the distribution and
fusion of the features driven by an integrated filter system to autonomously find the most capable
SN – called CN – that performs the information fusion as well as the event report.

WSN Scale: We deployed the proposed system by using tailored embedded hardware including
a serious casing for multiple small WSN scale deployments; 2 (Sport Device), 3 (Therapeutic
Exercises), 4 (Bridge Surveillance), and one large WSN scale deployment with 49 SNs (Fence
Surveillance).

Realization: We provided a distributed information fusion concept for the distributed event
detection and to emphasize the potential of the proposed system theoretically, we evaluated our
proposed approach by investigating the conceptual logic of our system by deriving multiple infor-
mation fusion approaches from the DFD model that express all hierarchical sub-components of our
proposed system. All information fusion approaches are evaluated on a concept basis to investigate
the maximum classification accuracy capabilities.
To provide a comprehensive and highly performant training, the Distributed Event Detection

system is implemented offline in order to pre-evaluate the expected classification accuracy and to
create a classification model according to the trained events. All applications have been realized
by performing a deployment with a real world test for each of the four applications.

Applicability: The proposed system is provided by a high applicability made possible through
the Evaluation Framework that covers the ability to create new applications by a supervised train-
ing. The requirements emphasized the need to test the applicability in general, hence we showed
the universal applicability of the proposed Distributed Event Detection by deploying 4 applications
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which differ in their environmental structure and the way SNs are affected by the corresponding
events.

Algorithm: In order to cover the needs for adapting the system to a large amount of applica-
tions, pattern recognition techniques are recommended to be used as an efficient event detection
and assessment algorithm. The proposed system provides and evaluates common pattern recogni-
tion algorithms such as the KNN K=1, KNN K=3, NB and the Prototype Classifier. The example
resulting applications implements the ED based prototype classifier that has been evaluated to
perform best for the current restrictions of WSNs and applications investigated.

8.3 Theoretic System Analysis

If necessary, the hierarchical structure of the proposed system allows falling back to any of the
underlying information fusion approaches in order to provide the event detection on a lower level
of cooperation, as all compared systems are reused and extended as necessary modules within the
Distributed Event Detection system.
We can conclude by investigating predetermined requirements (e.g. network size, events per

hour or in-network communication intensity) that the proposed system can outperform classical
information fusion approaches with a resulting smaller communication load, an increased lifetime,
and a higher applicability.
We showed that the Distributed Event Detection reduces the network load to the BS at the

cost of increased in-network communication. We analyzed the trade-off between the increased
in-network communication and the reduced communication to the BS in detail with respect to
multiple influencing factors to provide relevant parameters that define the range of applicability.
The technical limits of our system define concrete scenario requirements, which we provide using a
parameter set that enables us to apply the proposed system to a vast amount of applications, with
classic information fusion approaches being outperformed regarding energy efficiency and lifetime.
We conclude that the proposed system has the potential to leverage WSNs to be ready for

new and trainable distributed and cooperative applications that outperform standard information
fusion approaches in their energy efficiency. Further, potential benefits of the proposed system
include a new level of autonomy to WSNs as the decision-making ability of the proposed system
can directly notify and activate additional systems inside or outside the WSN without the need to
communicate with a dedicated headquarter or BS.
The results show clearly that under ideal conditions from two-hop distances and onward (see

Fig. 5.6) and from 3-hop distances and onward for the worst case scenario (see Fig. 5.4), the
network load is lower for our approach compared to all introduced information fusion scenarios.
Smaller networks with 1-hop distances are only advised to apply the Classification Fusion and
Feature Fusion approaches.
The additional in-network communication limits the applicability of our proposed approach

especially if we have to initiate a second in-network communication or if the number of relevant
events that have to be notified increase close to 100 % of all arising events. The RN of our
approach has the task to relay all network packets to the BS. The RN of the Distributed Event
Detection outperforms the lifetime of all investigated information fusion approaches clearly in every
investigated setup. The CN has to deal more often with a less effective energy footprint, but a clear
majority of the investigated setups outperforms the competing approaches as at least one of the
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competing SNs depletes before the first SN of the proposed system depletes. Two derived reference
parameter setups for a broad range of application with up to 50 events per hour, 64 affected SNs
but also indicates that the probability of a second in-network communication should stay below
7% or the probability of a critical event should stay below 10%. As a matter of fact optimal setup
recommendations have to be calculated based on the applications requirements individually.

The Distributed Event Detection system offers a feasible detection sensitivity of 82.3 % with
even a single SN. In order to increase this sensitivity by about 11.4 percentage points, the costs of
5 additional SNs, including the in-network communication between the nodes, have to be raised.

As a second in-network communication is an indicator for redundant sensor data over multiple
SNs which should indicate a necessary revision of the deployment setup for the affected applications.
Instead, the goal of the Distributed Event Detection is in its core to benefit most from diverse
sensor readings of multiple and different perspectives which will influence the classification results
positively as well as the resulting energy demands; hence, we state that applications with diverse
sensor readings based on multiple distinct perspectives are to be preferred for adapting the proposed
Distributed Event Detection system.

8.4 Deployment Analysis

For the deployment and analysis we provided a platform architecture comprising a modular hard-
ware layer as well as an extensible application layer. The tailored design of two subsequently
developed SNs with appropriate housings for deployments allowed us to perform repeatable exper-
iments with reliable results under real world conditions.

We showed the universal applicability of the proposed Distributed Event Detection with the
deployment of four applications which span an area of application in different environmental struc-
tures and different ways in which SNs are affected by the corresponding events.

For all four deployed applications, we introduced the experimental setup, presented the results
along with an evaluation, and presented our lessons learned. Depending on the application, we go
into detail in order to highlight specific historical development results of the Fence Surveillance,
the casing setup of the Sport Device, application related requirements for faulty events during
the Therapeutic Exercises, and to highlight preliminary system experiments for relevant event
identification at the Bridge Surveillance. The lessons learned discussions for all of our four de-
ployments give recommendations and further insights for concrete applications of the Distributed
Event Detection system.

Fence Surveillance: The results of the Fence Surveillance of the newly proposed system out-
perform for a setup with 10 differentiated events with 70.5% sensitivity and 96.7% specificity. The
Fence Surveillance application shows very promising results of up to 91.1% sensitivity and 96.2%
specificity if the 10 events are categorized into relevance based categories like critical, intentional,
and uncritical. We compared our results with our previous approaches of past years and can state
that the current system works very well but still cannot guarantee 100% reliable results even if the
recommended high quality constructions of fence elements are used. Hence, it is recommended to
use our system as an additional security system for existing camera-based or virtual fences as our
additional and independent detection system offers high redundant sensory based observation and
without the single point of failure a cable based system would imply for existing security systems.
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The real impact of a Distributed Event Detection system depends on the application, while we
recognized a sensitivity increase of about 11% for the Fence Surveillance System.

Sport Device: The Wireless Motion-Based Training device application shows varying results
depending on the user. An advanced test person achieves objectively better performance results
(avg. accuracy 94%) compared with a beginner test person (avg. accuracy 88%). Hence, such
applications intend to motivate the user to complete the training or to repeat the training in case
of too many errors for example. Instead of giving a critical warning, such applications have the
ability to remind and support the user to explicitly repeat a specific order of techniques. The
device motivated the test persons to repeat the training more often than necessary and with the
investigated training device, the correct and incorrect order of the techniques can be detected.
The main advantage is still the trainability of the proposed solution. A martial arts instructor can
train a series of incorrect techniques according the correctly performed series of techniques. The
device is able to differentiate very well between these techniques and furthermore does not require
any infrastructure to give an appropriate feedback.

Therapeutic Exercises: The results of the three Therapeutic Exercises reached 100% when
performed correctly. By introducing artificial motion errors, we discovered that using defined
rejection boundaries, it is possible to decide whether a motion was correctly performed depending
on the metric distance. Especially during a therapeutic exercise, the focus is more on finding out
how the motion is performed rather than whether the correct motion is performed. Nevertheless,
we consider Quantified Self users to be early adopters of the Distributed Event Detection idea as
the approach will be very suitable if the SNs have to cooperatively assess a human movement or
have to detect a specific and dangerous movement in advance in order to warn the user, as is the
case with people affected by hemiparesis, rescue forces, or people with orthotics or prosthetics.
The main advantage should be mentioned once more: the trainability. All incorrectly performed
exercises as well as all correctly performed exercises can be trained by experts in order to give the
user concrete feedback if e.g. a highly health-damaging motion is performed. The device is able
to differentiate very well between these techniques and does not require any infrastructure to give
an appropriate feedback.

Bridge Surveillance: The Bridge Surveillance evaluated five a priori selected and evaluated
changes to a wooden bridge that could be detected with 100% accuracy, which shows the applica-
bility of the Distributed Event Detection in a very early proof of concept for the SHM domain. The
results will ideally motivate experts from the area of SHM to consider our proposed system as an
alternate approach for event-driven SHM surveillance. Although it is very unlikely that trainings
will be the path to provide a classification model for a bridge in the future, it is more likely that
experts will create a classification model using historical data that can be pre-evaluated offline
beforehand using the Evaluation Framework.

8.5 Future Work

The presented Distributed Event Detection has two major improvable sections to work on; these
are system refinements to optimize the existing system, and system extensions to upgrade the
existing system with new components.
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8.5.1 Refinements

The applicability of the proposed Distributed Event Detection System can be increased by im-
plementing new features, hence an increased feature pool is beneficial for every event detection
pool, as more features provide a better opportunity to reflect the arising events more precisely and
according to their needs.
The current state of the Distributed Event Detection should be ported to a state-of-the-art

operating system like RIOT OS [166], which is the official successor to the Firekernel [4] used in
this thesis. RIOT intends to be the Linux for embedded systems in the near future and should
therefore be an optimal base for a broad introduction of the proposed system to the embedded
developer community.

8.5.2 Extensions

Future research will find a huge potential in the abilities to evaluate concurrently arising events
within a system and to differentiate those from each other. As an example, we can use the Fence
Surveillance approach. In case of two concurrent intruders the SNs currently have to be trained to
such events to be effectively able to classify two concurrently arising events. Other applications that
record audio data to detect events based on the variety of sounds for example run into the problem
that numerous sounds arise simultaneously. Those sounds do not only have to be segmented, they
have to be distinguished to detect multiple distinct and relevant events.
An enhanced event segmentation based on the given Distributed Event Detection System is

important to assess the course of events instead of distinguishing events from each other. Particu-
larly applications in the area of health care, sports, or rehabilitation will benefit from this system
extension.
An improved feedback system based on sound, light, or vibration could enhance concrete inter-

active applications for humans to gain a better translation of the detection results into an easily
comprehensible feedback.
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APPENDIX B

Zusammenfassung
Drahtlose Sensornetze (engl. WSNs) [1, 2] bestehen aus mehreren drahtlos vernetzten, batteriebetriebenen und
sensorbasierten Kleinstcomputern – Sensorknoten genannt. Sensorknoten sind typischerweise mit mindestens einer
Sensorart ausgestattet, um autonom ihre Umgebung zu beobachten, indem sie Sensordaten erfassen und diese auf
der eingebetteten Hardware ggf. verarbeiten und innerhalb des drahtlos vernetzten Sensornetzes auszutauschen.

Ereigniserkennung ist ein beobachtender und bewertender Prozess von realen Vorfällen oder Phänomenen. Draht-
lose Sensornetze haben das Potenzial Ereignisse in der Umgebung zu erfassen und zu detektieren, um uns z.B.
insbesondere im Rahmen von Sicherheitsfragen zu unterstützen. Dabei sind z.B. Brückenüberwachungssysteme zur
Schadenserkennung zu nennen [3] oder Arealüberwachungssysteme, um z.B. Feuerwehrkräfte in Gebäuden zu un-
terstützen [4], oder Zaunüberwachungssysteme, um Einbruchsversuche zu detektieren [5,143]. Ereigniserkennung in
drahtlosen Sensornetzen ist insbesondere deswegen herausfordernd, weil eine übergreifende Bedeutung verschiedener
Messungen von unterschiedlichen Orten erzeugt werden soll. Eine einfache Strategie basierend auf redundanter Date-
nerhebung ist nur bei schwellwertbasierten Ereignissen wie der Feuererkennung sinnvoll. Wohingegen musterbasierte
Ereignisse, wie z.B. Einbruchsereignisse an Zäunen, von unterschiedlichen Perspektiven auf das Ereignis profitieren.

Die Anforderungen an ereignisüberwachende drahtlose Sensornetze stehen im Widerspruch zu deren Eigenschaf-
ten. Dies ist insbesondere dann der Fall, wenn die Laufzeit dieser Netze besonders hoch und eine hochakkurate
Ereigniserkennung mit zudem miniaturisierten Sensorknoten gefordert ist, deren Ressourcen (Energie, Rechenleis-
tung, Speicher) zudem stark beschränkt sind.

Die vorliegende Arbeit präsentiert ein verteiltes Ereigniserkennungssystem, das den Evaluierungsprozess für die
Ereigniserkennung von der Basisstation in das Sensornetz hineinverlagert. Das verteilte Evaluierungskonzept re-
duziert dadurch die nötige Kommunikationslast, die zu einer Basisstation anfällt, auf eine einzige zu übertragene
Ereignismeldung und erhöht damit die Lebensdauer der am stärksten belasteten Sensorknoten und des gesamten
Sensornetzes.

Es werden zwei Frameworks vorgestellt, die die Realisierung des verteilten Ereigniserkennungskonzeptes ermögli-
chen und das Ziel haben, das globale Wissen über die verteilten Ereignisse zu erhalten. Die Frameworks ermöglichen
dies, indem sie die vielfältigen Ereignisperspektiven der Sensorknoten trotz Datenreduktion erhalten können. Das
Evaluationsframework beinhaltet u.a. eine automatisierte Erstellung des Ereignismodells basierend auf Daten eines
überwachten Trainings, um eine hohe Übertragbarkeit des Systems zu ermöglichen. Das zweite Framework, Verteilte
Ereigniserkennung, ermöglicht die tatsächliche Umsetzung realer Anwendungen, indem die Ereigniserkennung auf
den Sensorknoten implementiert ist und das zuvor trainierte Modell zur Erkennung genutzt wird. Dabei tauschen
unter anderem die vom Ereignis betroffenen Sensorknoten Ereignisinformationen innerhalb der Sensornetzes aus,
um die Ereignisse kooperativ zu klassifizieren und je nach Relevanz zu melden.

Es werden die technischen Grenzen des vorgestellten Systems präsentiert, indem der Trade-off zwischen den
Einsparungen der Kommunikation zur Basisstation und dem ansteigenden netzinternen Kommunikationsaufwand
untersucht wird. Verglichen mit klassischen Ansätzen der Informationsfusion kann dem vorgestellten System eine
deutliche Leistungssteigerung im Sinne der Energieeffizienz aufgrund des konzeptionell reduzierten Kommunikati-
onsaufwandes zugeschrieben werden. Alle im Vergleich stehenden klassischen Ansätze der Informationsfusion werden
von dem vorgestellten verteilten Ansatz konzeptionell integriert und modular erweitert.

Das vorgestellte verteilte Ereigniserkennungssystem erzielt eine hohe Ereigniserkennungssensitivität von mehr als
80% bis hin zu 100% abhängig von der jeweiligen Anwendung. Mittels vier real umgesetzter Anwendungen werden
die Funktionalität, die Erkennungsleistung sowie die zusätzlichen applikationsabhängigen Erkenntnisse in Bezug auf
die Anwendbarkeit der verteilten Ereigniserkennung evaluiert.
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