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Circ(t) Predicted concentration of circulating cells at time t

Circ(t0) Predicted concentration of circulating cells before therapy

Circ(t0,i) Individual predicted concentration of

circulating cells before therapy

Circ(t0,i,obs) Individual observed concentration of

circulating cells before therapy

CL Clearance

CLCR Creatinine clearance

Cmax Maximal drug concentration
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Abbreviation Definition
CMT Compartment

COV Covariate

CREA Serum creatinine

CV Coefficient of variation

CWRES Conditional weighted residuals

CYP Cytochrome P450

∆OFV Difference in the objective function value

D Day

DEXA Dexamethasone

df Degrees of freedom

DLCO Diffusion capacity for carbon monoxide

DNA Deoxyribonucleic acid

E Etoposide

EA,B Joint drug effect of drug A and B

Edrug(t) Drug effect at time t

Emax Maximal effect

E50 Potency of the drug combination

at a given combination of the drugs’ concentrations

EBE Empirical Bayes estimate

EC50/70/90 Concentration at half (70%, 90%) of the maximal effect

EMA European Medicines Agency

EPO Erythropoietin

EVID Event identifier

F Bioavailability

FAAS Flameless atomic absorption spectrometry

FDA Food and Drug Administration

FO First-order

FOCE First-order conditional estimates

FOCE+I First-order conditional estimates with interaction

FPG Fasting plasma glucose

G-CSF Granulocyte colony-stimulating factor

GFR Glomerular filtration rate

GGT Gamma-glutamyltransferase
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Abbreviation Definition
GLP-1 Glucagon-like peptide 1

GOF Goodness of fit

HDCT High-dose chemotherapy

HPLC High-performance liquid chromatography

H3PO4 Phosphoric acid

HbA1c Glycated haemoglobin

HT Height

I Ifosfamind

IC Inhibitory concentration

ID Individual identifier

IIV Interindividual variability

INIDEXA Compartment for the description of the initial increase

in leukocyte concentrations

IOV Interoccasion variability

i.v. Intravenous

IPRED Individual predictions

IWRES Individual weighted residuals

ka Absorption rate constant

kel Elimination rate constant of leukocytes

kGL Glycation rate constant

kGL2 Glycation rate constant of the second glycation pathway

kin Production rate constant of FPG

kINH Release rate of erythrocytes from the bone marrow

kINI Transition rate constant describing the inital increase

in leukocyte concentrations

kout Elimination rate constant of FPG

kprol Proliferation rate constant of leukocytes and neutrophils

kSCR Transition rate constant for the ASCR

ktr Transition rate constant

k12/21 Mirco-constants describing drug distribution

from and to the central volume of distribution, respectively

LLP Log likelihood profiling

ln logarithmic (natural logarithm)
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LLOQ Lower limit of quantification

M Molar

MDV Missing dependent variable

MMT Mean maturation time

MRT Mean residence time

MTT (3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide

MTSCR Mean time associated with the autologuos stem cell

rescue (homing of cells)

MTINI Mean time associated with the description of the initial increase

in leukocyte concentrations

n Number of transitions

N Number of transit compartments

Na2HPO4 Disodium monohydrogenphosphate

NA Not available

NLME Nonlinear mixed-effects

NR Not reported

OFELS Extended least square objective function

OFV Objective function value

PD Pharmacodynamic

PK Pharmacokinetic

PPG Postprandial glucose

PRED Population predictions

Prol Compartment of proliferating cells in the bone marrow

p.o. Per oral

PsN© Pearl-speaks-NONMEM

Pt Platinum

Q Intercompartmental clearance

RSE Relative standard error

RV Residual variability

s.c. Subcutaneous

SCM Stepwise covariate modelling

SCR Compartment for the autologuous stem cell rescue

SD Standard deviation
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Abbreviation Definition
SI Survival Index

SL Slope of linear relation between drug effect and concentration

T Thiotepa

T1, TN Transit compartment 1 and N

TT Mean transition time

TALD Time after last dose administration

t Time

TNF-α Tumour necrosis factor-alpha

Transit SCR Transit compartment associated with the stem cell rescue

UA, UB Transformed drug concentrations of drug A or B

(CA or B · SLA or B )

V Volume of distribution

Vcen/per Central/Peripheral volume of distribution

VPC Visual predictive check

WRES Weighted residuals

WT Weight

-2LL Minus two times the log likelihood
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Symbol Definition
E(yi) Vector of expectations for yi

ε Random effect parameter describing deviation between

individual predicted and observed measurement

εadd,ij Additive residual variability for the

j-th observation in the i-th individual

εprop,ij Proportional residual variability for the

j-th observation in the i-th individual

η Individual random-effects parameter estimate

ηi Vector of individual random effects

Ω Variance-covariance matrix of η

ω2 Variance of η

Pki k-th model parameter of the i-th individual

φi Model parameters of the i-th individual

Σ Variance-covariance matrix of ε

σ2 Variance of ε

θ Typical population parameter estimate;

(vector of) fixed-effects parameter

var(yi) Variance-covariance matrix of yi

Xij Design variables for the j-th observation

in the i-th individual

yi Vector for observations

yij j-th observation of the i-th individual

zi Vector containing covariate information

for the i-th individual

zij Design variables for the j-th observation

in the i-th individual

end
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1 Introduction

1.1 Pharmacometric drug-disease modelling and simulation

1.1.1 History and overview

In 1937, the concept of compartmental analysis was introduced by Teorell who described the

disposition of xenobiotics applying first-order kinetic equations which had long been used to

describe chemical reactions1,2. Dost introduced the concepts of pharmacokinetics in his book

“Der Blutspiegel - Kinetik der Konzentrationsabläufe in der Kreislaufflüssigkeit” in 19533

which were further characterised by Nelson4 who first reviewed the basic elements of phar-

macokinetics in 1961: absorption, distribution, metabolism and excretion, which still form the

basis of modern pharmacokinetic (PK) data analysis. In compartmental analysis PK models

typically describe the number of phases in the concentration-time profile after a single drug

administration by the corresponding number of compartments5. The accurate assessment of

the PK behaviour of a drug is of particular importance if the drug is showing a narrow ther-

apeutic range, e.g. drugs in oncology. Whilst the PK describes the fate of a compound in the

body, the pharmacodynamic (PD) characterises the biochemical, physiological and pharmaco-

logical effects of a substance on the body, microorganisms and parasites6. Holford and Sheiner

defined PD as the “relationship between drug concentrations at the site of action and drug

effects, and factors influencing this relationship”7. In their paper from 1982, they defined var-

ious PD models describing the effect of a drug in dependency of its concentration by models

that might be as simple as linear ones, up to more complex, mechanistic models. The variety

of PK and PD models is multifarious, comprising models of more empirical nature (“models

of data”) and mechanistically motivated ones which include information about the underly-

ing physiological system (“models of system”)8. PK/PD modelling describes the drug effect

over time and can help to assess the efficacy of a drug or relate drug exposure to a clinical

outcome or an adverse event. The modelling and simulation approach has been increasingly

recognised in preclinical and clinical research and developed to a discipline of its own: “Phar-

macometrics”, the science of quantitative pharmacology. Williams and Ette defined it more

formally as “the science of developing and applying mathematical and statistical methods

to characterize, understand, and predict a drug’s pharmacokinetic, pharmacodynamic, and

biomarker-outcomes behavior”9.
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1.1. Pharmacometric drug-disease modelling and simulation

1.1.2 The population approach

The population PK/PD analysis is the application of a model to describe data from a group of

individuals10. It allows the description of the typical PK and/or PD profile and, at the same

time, the quantification of variability in drug concentration or PD response within a popu-

lation even when the study design and therefore the sampling varies considerably between

individuals. Hence, it is a powerful tool to summarise and characterise large amounts of data.

As data from many individuals enter the analysis, complex processes can be identified, which

might not always be distinct in analysis of individual patients. More mechanistically moti-

vated models can be developed which allow for extrapolations beyond conditions that have

been investigated in the original study. One of the main benefits of population analysis is

the investigation of covariates, i.e. patient-specific characteristics, and their relations to model

parameters that explain the variability within the population to some extent. In 1984, Steimer

et al.11 reviewed different approaches for the estimation of population parameters. Among

them were:

• Naive pooling: Model parameters are estimated based on an analysis that pools all avail-

able data neglecting the fact that the data originated from more than one individual. This

procedure enables the calculation of point estimates for the model parameters12.

• Standard two-stage approach: In a first step, model parameters are estimated based

on data from each individual. The second step then comprises the characterisation of

the distribution of the estimated parameters in the investigated study population by

descriptive statistics. Variability can be assessed on the individual level, but the source

of variability (interindividual or residual) is neglected resulting in an overestimation of

variability in the model parameters13.

• Nonlinear mixed-effects (NLME) modelling: Data of all individuals is analysed simul-

taneously taking information from each individual into account, thus, providing distri-

butions for model parameters that can be used to characterise each individuals’ model

parameters. Sources of variability, including residual variability, can be differentiated

and as the information in the data on an individual level is contained, imbalances and

confounding correlations can be accounted for12. As this approach was applied for the

analyses presented in this thesis it will be explained in more detail in the following sec-

tion.
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1. INTRODUCTION

1.1.3 Nonlinear mixed-e�ects modelling

The NLME approach provides more accurate estimates of the variability in a population12–14

and shows several advantages over the standard two-stage approach. For one, the NLME ap-

proach is applicable for analysis of unbalanced, rich and sparse data situations, enabling the

application of quite complex models, whereas data analysis on an individual level is poten-

tially limiting the model complexity. The possibility of handling sparse data situations allows

taking samples at regular visits to the clinic during a study or analyse data from clinical rou-

tine without the need for extra sampling time points. Moreover, data from populations that

are difficult to study from an ethical point of view such as children, elderly, severely ill pa-

tients can be investigated. Unbalanced data, e.g. resulting from studies with different dosing

regimens, sampling schemes and administration routes, does not limit the pooling of studies.

The term “mixed-effects” refers to the simultaneous estimation of fixed-effects (estimates for

structural parameters and covariate effects) as well as random-effects (variability between

individuals and residual variability) in one model. The influence of patient-specific charac-

teristics as well as the remaining unexplained variability can be quantified. This enables the

identification of subgroups of patients that are inadequately treated or at risk of suffering

from adverse events due to a too low or high drug exposure, respectively. With the help of

covariates, therapy regimens can be adjusted e.g. in terms of dose, thereby increasing the ben-

efit/risk ratio.

The term “nonlinear” denotes the nonlinear regression used to estimate model parameters.

Among many different algorithms that fit a mathematical function to a given set of obser-

vations, i.e. estimate values of model parameters, the most widely used is the maximum

likelihood estimation method15. For the approximation of the likelihood, different algorithms

are applied that maximise the likelihood by iteratively changing the values of the model pa-

rameters.

Software In the early 1980’s, Sheiner and Beal introduced NONMEM® as the first regression

program which was specialised in nonlinear systems enabling the estimation of population

parameters12,13,16. Other approaches exist and some of them were summarised by Aarons17,

including a nonparametric maximum likelihood method, Bayesian methods and variants of

the NLME modelling approach. However, over the years NONMEM® has become the by far

most common used software in the field of population PK/PD modelling although today sev-

eral software packages exist (NLME in S-Plus, NLMIX in SAS and R, Phoenix NMLE, Adapt

II, etc.) and, lately, MONOLIX is gaining popularity.
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1.1.4 Application of PK/PD analysis

The application for modelling and simulation in drug development and clinical research is

a broad field. Modelling analyses describe and characterise the data, quantify variability be-

tween patients (interindividual variability, IIV) and within a patient (intraindividual/residual

variability) and establish relations between drug exposure and clinical outcome, thereby sup-

porting the evaluation and optimisation of drug therapy. The identification of covariates as-

sists in the selection of dosing strategies for individual or subgroups of patients and enables

the application of therapeutic drug monitoring.

In 1997, Sheiner introduced the concept of repetitive circles of “learning and confirming” to

clinical drug development18. The learning step comprises retrospective data analysis or anal-

ysis from earlier stages of drug development which then can be used to generate hypotheses

that are tested (confirmed) in larger studies, enhancing the efficiency in drug development.

Hypotheses can be generated seeking to answer “what if” questions for the optimal dose and

the best dosing interval by means of simulations to achieve the desired outcome or minimise

the risk of an adverse event10. Simulations can also be used to select the most informative and

efficient study design by applying optimal design techniques and simulating clinical trials5.

Population PK/PD modelling in oncology Therapeutic drug monitoring becomes very im-

portant when drugs exhibit narrow therapeutic ranges whilst the exposure is related to the

clinical outcome, which is, for example, the case in oncology. Population PK/PD analysis can

assist in the selection of individual doses, yielding safe and effective dosing regimens with

optimal outcome and without causing life-threatening adverse events. However, in oncology,

population analyses are faced with special challenges: Toxicity scores and response rates are,

in most cases, categorical, sparse, subject to the observer and not seldom a result of cumula-

tive treatment19. One exception are haematological data, which are continuous and samples

are taken on a continuous time scale. PK/PD modelling has been widely used to characterise

myelosuppression, which is one of the most important dose-limiting adverse events in many

anticancer regimens.

1.2 Haematopoiesis and lifespans of blood cells

The proliferation, differentiation and maturation processes of haematopoietic progenitor cells

in the bone marrow and the survival of the mature cells in the blood share a common element:
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1. INTRODUCTION

a defined period of time or a “lifespan” that they spend in each of these stages. The need of

blood cells is high and each year 200 - 300 kg blood cells are produced to maintain steady state

in the circulation20. Haematopoiesis - the process of blood cell formation - in adults is mainly

located in the bone marrow of the flat bones of the pelvis, cranium, ribs and vertebra as well as

the proximal ends of femur and humerus. The haematopoietic system consists of a hierarchy

of cells which originate from a pool of pluripotent haematopoietic stem cells that can be found

in the bone marrow and, to a small extent, in the peripheral blood. Approximately one in 105

bone marrow cells is a pluripotent haematopoietic stem cell21 which gives rise to different

types of highly specialised circulating blood cells22,23. The pluripotent heamatopoietic stem

cells themselves are unspecialised precursor cells which are capable of self-renewal to sustain

the stem cell pool and capable of limited differentiation towards the more determined lym-

phoid stem cell or the multipotent myeloid stem cell24. Whilst the pluripotent heamatopoietic

stem cells are believed to be dormant and only stochastically awakened to enter the cell cycle,

the lineage-specific precursor cells show a high mitotic activity and only little self-renewal ca-

pacity. The bone marrow comprises mostly lineage-specific precursor cells which develop into

different cell lines dependent on cell-cell interaction and a network of lineage-specific growth

factors such as granulocyte colony-stimulating growth factor (G-CSF) or erythropoietin which

effect the process of haematopoiesis on multiple levels, acting synergistically with other fac-

tors such as cytokines and extracellular matrix components20. The lymphoid stem cells give

rise to T- and B-lymphocytes whereas erythrocytes, granulocytes, thrombocytes and mono-

cytes arise from the multipotent myeloid stem cell. Leukocytes, or white blood cells, comprise

five types of different cell lines: granulocytes (neutrophil, eosinophil, basophil) and agran-

ulocytes (lymphocytes, monocytes). The neutrophil fraction of the granulocytes constitutes

60% to 70% of the total leukocyte count whereas lymphocytes, monocytes, eosinophils and

basophils cover approximately 30%, 5%, 2% and less than 1%, respectively20. In the human

body the cells fulfil a large variety of tasks, reaching from transport of oxygen (erythrocytes),

blood haemostasis (thrombocytes) to multi-level response of the immune system (leukocytes).

In this thesis the system of leukopoiesis and its impairment during high-dose chemotherapy

(HDCT) is characterised. The formation of granulocytes, representing the largest fraction of

leukocytes, is schematically depicted in Figure 1.1 as an example for leukopoiesis. Starting

from a slowly proliferating pluripotent haematopoietic stem cell, which differentiates into

the determined multipotent myeloid stem cell, the cells reach the highly proliferative stages

of myeloblasts, promyeloblasts and myelocytes (“lineage specific precursor cells”) in which

they stay for about 5.5 d. Following these stages, pure maturation processes take place dur-
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1.2. Haematopoiesis and lifespans of blood cells

Figure 1.1 Schematic illustration of granulocytopoiesis using the example of neutrophil development. Modified

from Friberg and Karlsson20. Pluri. haematop.: pluripotent haematopoietic; Det. multi.: determined

multipotent.

ing which the cells differentiate through postmitotic stages for a time period of approximately

6.6 d. After that, the mature cells enter the circulation from where they migrate into the tissues

with a half-life of 6.7 h to then undergo apoptosis within the next few days25. The pool of cir-

culating granulocytes is divided into two equally large parts which are in a rapid equilibrium,

consisting of circulating granulocytes and those marginated along the vessel walls. Granulo-

cytopoiesis in general is highly regulated by growth factors such as G-CSF and cytokines, e.g.

interleukin 6, which both increase the proliferative activity of the lineage specific precursor

cells, shorten the maturation time of cells in the bone marrow and mobilise granulocytes from

the marginated pool26. TNF-α (tumour necrosis factor-alpha) on the other hand suppresses

haematopoiesis by inducing apoptosis.

Due to the highly proliferative activity and, hence, a rapid turnover, the haematopoietic sys-

tem has the capacity to respond quickly to an increased demand due to e.g. blood loss or

infection21. The same enormous production capacity, which is able to increase granulocy-

topoiesis under stress up to a factor at least 10, makes the highly proliferative cells in the

bone marrow vulnerable towards cytotoxic drugs27. However, despite being a severe adverse

event, haematotoxicity is accepted in chemotherapy, as it is necessary to obtain the closely

related desired clinical benefits, i.e. destruction of tumour cells.
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Besides the characterisation of the leukopoietic system under chemotherapy and the effect of

cytotoxic compounds, the lifespan of erythrocytes was investigated in this thesis (for more de-

tails on erythrocytes and their lifespan see section 1.6). With 4.8 - 5.4 · 1012 cells/L erythrocytes

are the most common type of blood cells28. Every day, 200 billion erythrocytes are released

into the circulation after a mean production time of seven days where they survive for a mean

time of 120 days29,30.

As diverse as the different cell lines are, as various are the effects of xenobiotics on their pro-

duction or other endogenous processes involving blood cells. In this thesis, special attention

was drawn to the impairment of the haematopoietic system in patients undergoing HDCT

and the cytotoxic effect of chemotherapeutics on proliferative haematopoietic precursor cells

in vivo and in vitro. Therefore, proliferation and maturation processes of progenitor cells in

the bone marrow were assessed and regulatory processes as well as influential factors of the

therapy regimen (e.g. concomitant medication) were investigated. Additionally, the endoge-

nous process of glycation of haemoglobin in erythrocytes was investigated in a population of

diabetes mellitus type 2 patients.

1.3 Carcinomas and (high-dose) chemotherapy

Cancer is a generic term comprising more than 100 different types of diseases which are char-

acterised by a rapid, uncontrolled division of abnormal cells, which can invade adjoining

tissues and spread to other parts of the body via the blood and the lymphatic system. World-

wide, cancer is one of the leading causes of death with 7.6 million deaths in 2008 (13% of

all deaths) and an expected estimate of 13.2 million deaths in 203031. In Germany, the inci-

dence for non-melanotic cancers in 2008 was around 165,000 with a median age of onset of 69

years32. Due to an increasing life expectancy cancer is gaining further importance in the health

care system as more patients are likely to be affected by cancer due to impaired apoptosis of

and repair mechanisms in the cells. The most frequent cancer types causing death every year

are lung cancer, breast cancer, colon cancer, pancreatic cancer, prostate cancer and stomach

cancer whose occurrences differ between men and women31,32. Treatment concepts consist

of interdisciplinary approaches comprising surgery, radiotherapy and chemotherapy and de-

pend on the tumour type and stage. The use of intense polychemotherapy in combination

with surgery and/or radiotherapy enabled to improve the prognosis in certain tumour types,

e.g. depending on the stage the cure rate for testicular cancer could be raised up to 90%33. In
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general and depending on the type of malignancy, progression of disease, prognosis and the

status of the patient, two treatment options can be classified:

• Curative treatment, with the goal of curing of cancer or a long-term disease free sur-

vival with good prognosis, e.g. 40% to 80% for acute lymphoblastic leukemia in chil-

dren, or testicular cancer. Hence, it can be defined as “the proportion of patients who

survive beyond the time after which the risk of treatment failure approaches zero, i.e.

the disease-free survival plateau”34.

• Palliative treatment aims at symptom relief resulting in the improvement of “quality

of life for the patients and their families [...] through the prevention and relief of suf-

fering [...] and treatment of pain and other problems,[e.g.] physical, psychosocial and

spiritual”, World Health Organisation (WHO)31.

1.3.1 Chemotherapy in cancer

Chemotherapy, i.e. the use of cytotoxic agents for the destruction of autonomously and pro-

gressively growing abnormal tumour cells, is an important part of cancer therapy. It can be

applied to cure, prolong the lifetime of a patient or, in the palliative treatment, for symptom

relief. Chemotherapy is also used to decrease the tumour load before (neoadjuvant) or after

(adjuvant) surgery or radiotherapy to prevent metastasis by cells that might have spread in

the body or were not removed during surgery and/or radiotherapy. Solid tumours are rarely

curable by chemotherapy alone, with success rates of 10% to 15%33. In contrast to this, haema-

tological malignancies including acute myeloid leukaemia are curable using chemotherapy

alone35. In general it is believed that the higher the drug exposure, the better the effect of the

treatment on the tumour. High doses are associated with adverse events, which, in reverse,

can be dose-limiting due to tolerability. Combinatorial regimens can be applied to circumvent

resistances of tumour cell populations by (empirically) combining drugs with different modes

of action which might, in addition, achieve a synergistic effect on the tumour cells. To avoid

additive effects with respect to adverse events, the drugs used in combination therapy should

show differing spectra of adverse events. The intensity of the desired and adverse effects

depends on the dose, the PK profile of the drug as well as the sensitivity of the cells in the in-

dividual patient. Due to high variability in the response to chemotherapy and the occurrence

of adverse events the optimisation of anticancer treatment is desirable. One approach for the

optimisation of cancer therapy, besides the development of new drugs and therapy regimens,

is the individualisation of doses36,37. With regard to adverse events, the type of treatment and
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the goal of the therapy play an important role. For a curative treatment option the occurrence

of adverse events is tolerated whereas in palliative treatment the benefits and symptom relief

have to be weighted against the adverse events of a treatment.

1.3.2 Testicular cancer and treatment strategies

In 2008, a total of 3,970 patients in Germany were diagnosed with testicular cancer accounting

for only 1.6% of all cancer types in men. However, it is the most common solid tumour in male

patients between 15 and 34 years of age32. Due to improvements in the therapeutic regimens,

the mortality rate has been declining over the past 40 years although the overall incidence has

more than doubled38. With a relative 5-year survival rate of 96%, testicular cancer belongs

to the cancers with the most favourable prognosis of malignant neoplasms32. Approximately

90% of the patients with a good prognosis and the majority of patients with an advanced dis-

ease are cured with conventional (cis-)platinum-based chemotherapy. The current standard

of care for patients with advanced disease and a poor prognostic is a combination chemother-

apy consisting of four cycles of cisplatin, etoposide and bleomycin resulting in a 5-year overall

survival rate of less than 60% in this group39,40. Second- and third-line treatment options still

offer a cure and include the combination of cisplatin and ifosfamide with either paclitaxel41 or

vincristine42 with response rates of 63%. Another approach is the use of HDCT comprising an

autologuous stem cell rescue (ASCR) which is described in more detail in the next paragraph.

1.3.3 High-dose chemotherapy

In the 1980’s, first trials for the treatment of solid tumours with HDCT were undertaken. In-

clusion of patients suffering from testicular cancer into those studies was a logical step due to

the relatively high sensitivity of the tumour against cytotoxic drugs, drug combinations with

synergistic drug interaction, only rare occurrence of bone marrow metastasis and the popu-

lation being young with a low incidence of comorbidities43. Since then, HDCT including an

autologuous bone marrow support was increasingly used as a potentially curative treatment

option for patients with solid tumours and an advanced disease status44. The use of HDCT

is based on the hypothesis that the higher the doses, the more tumour cells are destroyed.

Another assumption is that by escalating the dose resistances can be overcome. According to

theoretical assumptions, a dose escalation by a factor of at least 5 to 8 is necessary to treat a tu-

mour curatively which only partially responded to conventional chemotherapy34. However,

the drugs used in HDCT need to meet specific prerequisites, comprising a broad cytotoxic

activity even at conventional doses, a steep dose-response relation and non-haematological
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adverse events which are not overlapping. These conditions have to be met to enable the ad-

ministration of full doses of the drugs in combinatorial regiments without additive effects for

each of the drugs’ toxicity profile45. Ideally, the concentrations reached by the administered

doses are in the linear part of the dose-response curve to guarantee a higher effect with a

higher dose without reaching the plateau of the curve. Moreover, the dominant dose-limiting

adverse event even at high doses has to be myelosuppression which can be modulated by an

ASCR with or without additional administration of growth factors.

HDCT in testicular cancer HDCT as a treatment option offers a chance for testicular cancer

patients with an incomplete response to first-line therapy. These patients either show cisplatin

refractoriness, multiple relapses or an advanced stage at the initial diagnosis46. The benefit

of a HDCT with ASCR in the first-line treatment of patients with poor prognosis could not

be proven. Hence, HDCT is reserved as a salvage treatment option43. Although cisplatin

shows high response rates when used in conventional chemotherapy of testicular cancer its

toxic profile makes it useless for HDCT as nephrotoxicity limits the dose escalation to only a

factor of 1.7, compared to a desired factor of 5 to 8 (section 1.3.3). As a platinum-based drug

with a more favourable profile of adverse events, carboplatin, in combination with etoposide,

was introduced to HDCT in 1989 by Nichols et al.47 who described a response rate of 44% and

a long-term remission rate of 12% over 12 months for patients with refractory disease. With

the routine use of ASCR and the administration of growth factors as well as improvements in

supportive care treatment, the HDCT-related mortality was reduced to less than 3% in the past

years48. Until today, carboplatin and etoposide remain the backbone of HDCT regimens with

or without additional agents such as cyclophosphamide, ifosfamide or paclitaxel. The benefit

of intensification of HDCT by adding of thiotepa could not be proven and neither response

nor survival rates were increased. In addition, serious polyneuropathies added to a poorer

spectrum of adverse events compared to other HDCT regimens49.

1.3.3.1 Autologuous stem cell rescue

The immense dose escalation which is necessary for a successful use of HDCT was first pos-

sible through the addition of a bone marrow support to the regimen which modulated the

occurrence of myelosuppression50,51. By the autologuous retransfusion of peripheral stem

cells (autologuous stem cell rescue, ASCR) recovery of the haematopoietic system in a clinical

tolerable time frame can be achieved52. The performance of an ASCR was first introduced

into clinical practice in the late 1980’s and ever since then became the method of choice for
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Figure 1.2 Schematic illustration of an autologuos stem cell retransfusion following high-dose chemotherapy

(HDCT). G-CSF: granulocyte colony-stimulating factor. Modified from Bokemeyer and Kanz51

a haematopoietic support in HDCT regimens. By 1996, 90% - 95% of all HDCT included an

ASCR which proved to be superior compared to a bone marrow transplantation due to sev-

eral advantages: Stem cells from the peripheral blood can be harvested without the need of

general anesthesia and can be used in patients having inadequate bone marrow for harvest-

ing53. However, the more important argument is the more rapid haematopoietic recovery due

to the larger part of more mature progenitor cells which develop and differentiate faster into

functional blood cells in comparison to their counterparts harvested from bone marrow. The

duration of neutropenia and thrombocytopenia was shown to be much shorter being reduced

to two weeks for an ASCR in comparison to a full haematopoietic recovery after 20 - 30 days

in patients receiving an autologuous bone marrow transplantation53, however no difference

in the overall and event free survival was found54,55. Another advantage of ASCR or an au-

tologuous bone marrow transplantation is that donor and recipient of the stem cells/bone

marrow transplant are identical and therefore graft-rejection reactions are avoided.

Figure 1.2 illustrates the performance of an ASCR. Among other cells pluripotent haematopoi-

etic stem cells and lineage specific precursor cells are mobilised from the bone marrow by ad-

ministration of growth factors, interleukines and/or the use of a stem cell mobilising chemother-

apy prior to HDCT. The cells are harvested from the blood via leukoapharesis, cryopreserved

in liquid nitrogen and retransfused after the end of HDCT taking the PK of the drugs into

account.

Depending on the HDCT regimen an amount of 1 - 4· 106 CD34+ cells/kg was reported to be

sufficient to reach haematopoietic recovery56. In a survey evaluating 162 questionnaires the

usage of 1 - 5 ·106 CD34+ cells/kg was reported with two thirds of the questioned hospitals

aiming for an amount of 2·106 CD34+ cells/kg53. Weaver et al.57 investigated 692 patients

receiving HDCT and found an amount of ≥ 5·106 CD34+ cells/kg to be optimal to ensure a

rapid recovery from neutropenia and thrombocytopenia whilst a transplantation of ≥ 2.5·106
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CD34+ cells/kg yielded satisfying results with regard to haematological recovery (defined as

absolute neutrophile count > 0.5·109/L for 2 consecutive days).

1.3.3.2 Granulocyte colony-stimulating factor

Granulocyte colony-stimulating factor (G-CSF) is one of the most important regulators of

granulocytopoiesis. In oncology, G-CSF is used to accelerate the time to recovery from leukope-

nia after chemotherapy as patients are prone to severe infections and sepsis due to low con-

centrations of leukocytes in the circulation. The efficacy of using G-CSF in HDCT regimens

including ASCR was proven in various studies which were reviewed by Voss et al.43 and

Klumpp et al.58 Comparing two HDCT studies including bone marrow transplantation the

additional administration of G-CSF reduced the duration of grade 3 neutropenia (< 0.5 · 109

cells/L) from 20 to 11 days59. Unfortunately no information on the administered amount of

G-CSF and the dosing regimen were provided in the publication.

Moreover, the administration of G-CSF following ASCR has shown to shorten hospitalisa-

tion and reduce the days of non-prophylactic antibiotic treatment58. Prior to HDCT G-CSF

is used to mobilise stem cells from the bone marrow for harvesting cells for the performance

of an ASCR. G-CSF administration was reported to result in an dose-dependent increase in

circulating haematopoietic progenitor cells up to 100 to 500-fold compared to pretreatment

values51,60. For example, for a dose of 12 µg/kg/d for 6 days a 58-fold increase in circulat-

ing granulocyte-macrophage progenitors was observed61. Upon G-CSF administration, cells

of all maturation stages are released from the bone marrow and demargination of the cells

from the walls of the blood vessels is stimulated resulting in a fast and transient increase in

neutrophil concentrations62. A more sustained increase in the number of circulating cells due

to G-CSF treatment caused by the increase in proliferation of the haematopoietic progenitor

cells in the bone marrow and shortening of cell maturation processes was observed in mice

(dose: 125 µg/kg)63 and healthy volunteers (dose: 30 - 300 µg/d, )64 and the enhancement of

cell survival of bone marrow cells was shown in vitro65. Although production and maturation

processes are enhanced, the functionality and also the half-life of the cells in the blood remain

unchanged62,64,66.

Endogenously, G-CSF is produced by monocytes, fibroblasts, endothelial cells and by haemato-

poietic cells which stimulate production in stromal cells in the bone marrow62,67. Its elimina-

tion is mediated by mature neutrophils which express G-CSF receptors that are internalised

after G-CSF binding. Hence, a physiological feedback mechanism exists, linking the number

of circulating neutrophils to the amount of available G-CSF68,69 and therefore cell proliferation
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Figure 1.3 Activation of carboplatin (solvent pathway). From Ciancetta et al.71.

and maturation. Administration of glucocorticoides enhances endogenous G-CSF production.

For example, the administration of dexamethasone (DEXA) has shown to enhance G-CSF con-

centrations in healthy male volunteers up to 240% - 871% in a dose-dependent way70.

1.3.4 Chemotherapeutic agents of interest in this thesis

Carboplatin Carboplatin was introduced to the clinics in the late 1980’s and has gained pop-

ularity due to its favourable spectrum of adverse events compared to its parent compound

cisplatin. The exact mode of action is unknown, although the platinisation of deoxyribonu-

cleic acid (DNA) represents a key element. Platinum (Pt) agents need to be activated by a

ligand exchange of the leaving group through nucleophiles. The potency of the substances is

determined by the reactivity and stability of the resulting aqua complex. Carboplatin is most

probably activated by the so-called solvent pathway (see Figure 1.3), characterised by an ex-

change of its ligand (cyclobutane-1,1-dicarboxylate) with chloride ions which are, in return,

substituted by water atoms (Figure 1.3). However, this aquation reaction is very slow and

therefore an alternative reaction pathway, indicating a direct nucleophilic substitution of the

ligand, was discussed72. In 1996, the attack of methionine (a thioether) followed by a more

rapid substitution of the monodentate bound ligand by nucleophiles was postulated73.

The active aqua complex platinises the DNA, preferentially at the N7 atoms of guanine74,

leading to cross-linking of inter- and intra-DNA strands. This causes a significant change in

the three dimensional structure of the DNA including weakening of hydrogen bonds. In the
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area of cross-linkage the DNA is bent in the direction of the major groove, shielding DNA

repairing enzymes. Replication and transcription processes of the DNA are impeded or sup-

pressed and cell death occurs. Additionally, a damage of the cell membrane contributes to the

cytotoxic effect due to binding of Pt to ribonucleic acid, amino acids and proteins75.

Carboplatin is used in the treatment of ovarian, cervical and small-cell lung carcinoma as well

as head and neck cancer and testicular cancer. Together with etoposide it forms the back-

bone of many high-dose anticancer regimens43 (see also section 1.3.2). In general, carboplatin

is administered as a short intravenous (i.v.) infusion or, in the case of ovarian cancer, as an

intraperitoneal infusion. Rather than the earlier customary dose adjustment based on body

surface area (BSA), the target AUC-concept using the Calvert formula76 should be used if the

actual glomerular filtration rate (GFR) is available43. If the GFR needs to be estimated based

on serum creatinine (CREA) the Food and Drug Administration (FDA) recommends to cap

the dose at a GFR of 125 mL/min to achieve the desired exposure in terms of AUC and to

avoid overdosing. However, in HDCT the dose is often overestimated if it is calculated based

on BSA or GFR. In 2002, Kloft et al. proposed an individualisation of the dosing strategy for

high-dose carboplatin based on patient-specific factors77.

After administration of the drug a distribution to nearly all tissues was shown, with high-

est concentrations in the liver, tumour tissue, kidney and pleura78,79. The transport through

membranes is passive, although an active and facilitated transport of reaction products with

thioethers and nucleobases is discussed80. The plasma protein binding is moderate due to the

rather stable leaving group and is changing over time. Two hours after drug administration

a fraction of 5% of the administered dose was reported to be bound to plasma proteins in

vitro which increased to 40% - 50% after 24 h81,82. Only the unbound fraction of Pt is pharma-

codynamically active, as Pt is irreversibly bound to proteins and can therefore not penetrate

cell membranes. Hence, a differentiation between total and unbound Pt needs to be made

to characterise its PD effect. Ultrafilterable Pt comprises unbound Pt as well as intact car-

boplatin, thus, all species which are responsible for the anti-tumour and adverse effects82–84.

At conventional doses (around 400 mg/m2 BSA51) the dose-limiting adverse event is myelo-

suppression, in particular thrombocytopenia, making carboplatin a candidate for the use in

HDCT (section 1.3.3). Compared to cisplatin, nephrotoxicity is less severe but becomes dose-

limiting once myelosuppression is modulated by myelosupportive treatment during HDCT.

In HDCT with ASCR the safe use of doses up to 1800 mg/m2 BSA were reported85, whilst lin-

ear pharmacokinetics (drug concentrations increase proportionally to the administered dose)

were confirmed for doses up to 1500 mg/m2 BSA78,83.
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Etoposide Etoposide is a semi-synthetic derivate of podophyllotoxin, a lignan which can be

found in Podophyllum peltatum and Podophyllum emodi. Podophyllotoxin is a constituent of

podophyllin which can be extracted via ethanolic extraction from the dried rhizomas. In 1861,

podophyllin was first described in the context of treatment of skin cancer86. Etoposide is the

4”,6”-acetal of the 4’-Demethyl-4-O-β-D-glycolsyl-epipodophyllotoxin. It is not soluble in wa-

ter which requires the use of solvents such as ethanol or polysorbate for the formulation of so-

lutions for i.v. administration. Etoposide is applied in different amounts in mono- or combina-

tory therapy regimens in the treatment of lung cancer, leukemia, (non-) Hodgkin’s lymphoma,

testicular cancer, ovarian and chorion carcinoma as well as brain tumours87. Etoposide is a

phase specific cytotoxic agent with high activity in the S- and G2-phase of the cell cycle, caus-

ing single and double strand breaks of the DNA. Its cytotoxic effect lies in the interaction with

topoisomerase II which belongs to a group of enzymes that cut both DNA strands, pass an un-

broken DNA helix through it and reanneal the cut strand, thereby changing the topology of

the DNA88. The cytotoxic effect is not due to inhibition of the enzyme but the stabilisation of

the cleavable complex which consists of topoisomerase II covalently bound to DNA. During

replication of the DNA, these transient breaks can become permanent resulting in apoptosis

after cumulation of strand breaks89. Additionally, the creation of free radicals is discussed to

further enhance apoptosis. Also, the metabolism towards the ortho-chinon (Figure 1.4) results

in reactive species with high in vitro binding to DNA90.

Etoposide can be administered in form of an i.v. or per oral (p.o.) formulation. The plasma

protein binding is high, between 94% to 98%91,92 with etoposide mostly being bound to al-

bumin. Due to pathological changes of albumin concentrations in cancer patients, an altered

protein binding was observed resulting in a unbound fraction of 13.9%± 9.9%93, whilst others

reported a range of 1.9% - 15.6% for cancer patients94 and even 21% at the end of an infusion

of high-dose etoposide (35 - 60 mg/kg)95. This is important as only unbound drug can inter-

act with target structures, resulting in the anti-tumour effect as well as adverse events.

About 30% to 40% of etoposide is excreted unchanged via the kidneys. Additionally to the

CYP3A4 (CYP: Cytochrome P450) mediated metabolism to its catechol, the ring opening of the

lacton ring (Figure 1.4, 2) yields to the trans- and cis-hydroxy acids as further metabolites96–98.

Furthermore, glucuronidation of the phenolic hydroxy group (Figure 1.4, 3) and the hydroxy

group of the glucose takes place in the liver.

For conventional chemotherapy, the dose-limiting toxicity is myelotoxicity, in particular the

occurrence of neutropenia. In the setting of HDCT mucositis becomes the dose-limiting ad-

verse event as the ASCR with or without G-CSF administration modulates the magnitude and
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Figure 1.4 Metabolism of etoposide (1). Opening of the lacton ring (2), glucoronidation of the phenolic hydroxy

group (3), CPY3A4-mediated metabolism to its catechol (4) and o-chinon (5). From Haim et al.99, Van-

Maanen et al.90and Hande et al.100
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time course of neutropenia101. Conventional chemotherapy regimens comprise an i.v. dose

of 50 - 100 mg/m2 BSA on five consecutive days or a dose of 120 - 150 mg/m2 on day one,

three and five102. As a p.o. formulation, etoposide is dosed at 50 - 100 mg/d for the duration

of 2 - 3 weeks. For the administration in combinatorial regimens, the dose depends on the

respective regimen and therapy protocols which proved to be effective in the treatment of the

respective tumour. The fractionated administration reflects the phase-specificity of etoposide

and the repeated administrations result in more cells that are in a sensitive state103. Wolff et

al.104 and Siegert et al.105 reported safe doses up to 2400 mg/m2 BSA for the setting of HDCT

and Fields et al.85 described a safe dosing up to 3000 mg/m2 BSA. These high doses request

the usage of solvents for the i.v. formulation which might be the reason for allergic reactions

and hypotensions related to HDCT comprising etoposide106–108. Moreover, due to limited

solubility, etoposide is injected without being diluted109,110 causing the breaking of infusion

sets111 which was the case during one administration in the investigated study (section 2.2).

Thiotepa The first use of thiotepa in cancer therapy was reported in 1952112. It has been used

systemically in combination with other chemotherapeutic drugs for the treatment of ovarian

cancer, (metastatic) breast cancer, brain cancer and, as intravesical chemotherapy, in superfi-

cial bladder cancer. In 2010, it was authorised by the European Medicines Agency (EMA) as

an orphan drug for the conditioning treatment prior to haematopoietic progenitor cell trans-

plantation and the treatment of solid tumours when HDCT with ASCR is appropriate.

Thiotepa is a small, lipophilic and highly reactive molecule belonging to the group of ethylenimin-

derivates (aziridine) which is related to the nitrogen mustard derivates. It is a polyfunctional

alkylating agent which causes inter- and intra strand cross-linking of the DNA by reacting

with the nitrogen of different DNA bases. Another postulated mode of action is its function

as a prodrug for aziridine, a highly reactive molecule with high alkylating potency, which is

released intracellularly by hydrolysis of thiotepa. Aziridine reacts, in turn, with the DNA

resulting in DNA chain scission. Which pathway represents the mechanism of action re-

mains unclear, although both pathways were identified in vitro and in vivo113. Its main, active,

metabolite TEPA (Figure 1.5) is formed by an enzymatic reaction catalysed by the isoenzymes

cytochrom P450 (CYP) 2B1 and CYP2C11113. TEPA interacts with the DNA in a different way,

causing DNA lesions comparable to those of a monofunctional alkylating agent without ob-

servable cross-linking of the DNA strands.

Thiotepa is extensively and evenly distributed throughout the body tissues with exception of

the liver which reveals only 10% of the concentration present in the other organs114. Also,
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Figure 1.5 Thiotepa and its major metabolites TEPA and thiotepa-mercaptopurat. From Maanen et al.116

concentrations in the liquor are comparable to plasma concentrations making an intrathecal

application unnecessary115. Plasma protein binding of albumin is low with 10% to 30% being

bound to albumin.

The metabolism of thiotepa is quite complex. Besides metabolism to TEPA, the conjugation to

glutathion113 with subsequent separation of the glutamyl and glycine moieties as well as N-

acetylation to thiotepamercaptopurat is observed (Figure 1.5). This conjugation is catalysed

by the glutathione S-transferase isoenzymes. In resistant tumour cells high levels of these

enzymes are found and believed to cause the resistance117. A third metabolite which was

identified in the urine is the monochloro adduct of TEPA116.

Eight hours after HDCT, unchanged thiotepa can be found to a low extent (1.5% of the ad-

ministered dose) in the urine118. After radioactive labelling, 64% of the radioactivity was

found in the urine and 24% was due to active, identified metabolites suggesting other uniden-
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tified active metabolites as the amount of identified metabolites did not correlate with the

alkylating activity in the urine119. Regarding the clearance of thiotepa controversial findings

exist with respect to its dose-dependency in conventional as well as HDCT regimens120–122.

Whilst some authors suggested a capacity-limiting metabolism as the reason for a possible

dose-dependency120–122, others found no evidence of a saturable enzymatic elimination pro-

cesses for high doses of thiotepa112,123,124. At conventional doses of 15 - 60 mg/m2 BSA, the

dose-limiting toxicity of thiotepa is myelotoxicity. In HDCT, thiotepa is mostly combined with

carboplatin and cyclophosphamide and its dose can be increased by a factor of 3051. Pession

et al.125 and Chen et al.126 reported a safe dosage of thiotepa up to 750 mg/m2 BSA which

was also administered in the study investigated in this thesis (section 2.2). Adverse events at

this dose level are mucositis, toxicities concerning the central nervous system as well as lung

impairment and hepatotoxicity.

1.4 Myelosuppression

1.4.1 Time course of myelosuppression

As previously described in section 1.3 and section1.3.3, myelosuppression is one of the most

important dose-limiting adverse events in many anticancer regimens. Especially the highly

proliferative stages in early haematopoesis are responsible for the sensitivity of the progenitor

cells towards chemotherapeutics. Conversely, the slow cell cycle of stem cells protects them

against the cytotoxic effects under normal conditions. The proliferative activity of the cells in

the bone marrow can be stimulated by cytotoxic drugs which makes them even more sensitive

during 3 - 5 days after the first drug administration127. Additionally, repeated administrations

of cytotoxic drugs are not only more toxic but lead to a more pronounced rebound, illustrat-

ing the enormous capability of the haematopoietic system to react to stress127. A schematic

time course of leukopenia following chemotherapy is shown in Figure 1.6. For the first few

days, directly after drug administration, no drug effect, i.e. a decline in leukocyte concentra-

tions, can be observed. This is due to the fact that the non-mitotic stages of cell maturation

are more or less resistant to chemotherapy. As they make up a large part of the reservoir

of the cells in the bone marrow the observable drug effect in the blood is delayed as only

the early, highly proliferative cell stages are affected. Then, leukocyte concentrations decline

rapidly until the nadir, i.e. the lowest observable cell concentration, is reached. After the

drugs are eliminated from the body, the haematopoietic system recovers to physiological cell

concentrations. In some cases a pronounced rebound can be observed as the system is highly
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Figure 1.6 Schematic time course of leukopenia depicting the four characteristic parameters nadir, time to nadir,

duration of leukopenia and time to recovery. Modified from Parchment et al.128

stimulated due to low cell concentrations and the supportive treatment, if applied. The time

course can take different shapes depending on the cytotoxic drug and the sensitivity of the

cells towards different regimens which is highly variable. For example, a more rapid decrease

in cell concentrations can be observed for methotrexate and vinblastine whereas the recovery

after melphalan administration is prolonged20, probably due to impairment of the slowly cy-

cling stem cells. Furthermore, patient specific factors, i.e. covariates such as sex, bilirubine

and liver enzymes, were shown to have an influence the time course of myelosuppression129.

According to the common criteria for adverse events130 leukopenia and neutropenia can be

classified into five categories (Table 1.1). A grade 3 neutropenia has been associated with a

higher risk of developing serious infections that is increasing with lower cell concentrations.

Furthermore, the longer the duration of the neutropenia or leukopenia, the higher this risk

becomes131. Hence, not only the magnitude, but also the duration is of particular importance

and it is necessary to characterise both to assess the risks associated with myelosuppression

following chemotherapy. To describe the time course of myelosuppression, various PK/PD

models have been developed during the past years (see next paragraph).
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Table 1.1 Classification of haematotoxicity (leukopenia and neutropenia) according to the common criteria of ad-

verse events version 4.03130

Unit Grade 1 Grade 2 Grade 3 Grade 4 Grade 5

Mild Moderate Severe Life-threatening Death

Leukopenia 109 cells/L <LLN-3 3-2 2-1 <1

Neutropenia 109 cells/L <1.5 1.5-1 1-0.5 <0.5

LLN: lower limit of normal

1.4.2 Pharmacometric models for myelosuppression

The simplest models for the assessment of myelosuppression link a measure of drug expo-

sure, e.g. drug concentration or area under the curve (AUC), to a summary variable such as

nadir concentrations or the relative/absolute change from baseline blood cell concentrations.

These models characterise the decrease in cell counts by (log-)linear Emax or logistic regression

models132. The most important disadvantage is that often samples for the determination of

blood cell concentrations are taken only once or twice a week and therefore the models often

overestimate the actual nadir. As empirical models provide a pure description of the data

they are highly dependent on the quality of the data with respect to sampling frequency. In

addition, the very important information about the actual duration of the myelosuppression

is lost. Few empirical models take the duration into account: for example Rosner et al.132

published a model consisting out of 3 mathematical functions describing the baseline, the de-

crease in blood cell concentrations and the recovery in dependency of the dose. However,

this model neglected the PK of the drug which has been shown to be more predictive for

myelosuppression than dose alone. Karlsson et al.133,134 accounted for the PK in their model

which described the myelosuppression by a cubic spline function. In contrast to empirical

models which depend on the drug, the administered regimen and its schedule, mechanistic

models are of higher predictive value as they describe the underlying physiological system

in great detail. Although there do exist a few mechanistic models for the description of the

effect of cyctotoxic drugs on granulopoiesis20, they were not developed for estimations as

they require information on parameters that are not available from clinical data. Therefore,

semi-mechanistic models were developed, being simplified mechanistic models that are able

to describe the whole time course of myelosuppression by estimation of a manageable number

of parameters from clinical data. These models comprise enough physiologically and phar-

macologically motivated features to be more reliable for extrapolations beyond the original
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setting of the investigated regimen compared to empirical models20.

Ideally, semi-mechanistic models are able to differentiate between drug- and system-specific

parameters which allows for their application across different drugs and their use under var-

ious clinical setting whilst enabling the characterisation of the underlying physiological sys-

tem. In their review, Friberg and Karlsson20 compared five different semi-mechanistic models

of myelosuppression127,135–138 of which three were compared to the semi-mechanistic mod-

els by Panetta et al.139 and Bulitta et al.140 by Soto et al.141 in a modelling and simulation

study. All semi-mechanistic models consisted of two or more compartments, took the whole

PK profile of the respective drugs into account and described the system of haematopoiesis

by more or less complex elements. The production of the cells was either characterised by a

zero-135,136,140 or first-order process138,139, imitating the self-renewal capacity, proliferative ac-

tivity or differentiation of stem cells into more mature daughter cells. The drug inhibited the

production rate constant135,136 and138,139/or127,140 stimulated a cell loss from the pool of cells

in the bone marrow. All models took the delay in the drug effect into account and few138,139

allowed for the integration of a physiological feedback mechanism. The model by Bulitta et

al. was based on a model developed by Krzyzanski et al.142 in 2002: They published a multi-

ple pool cell lifespan model which comprised three stages the cells had to pass through: two

precursor compartments, one being the mitotic compartment from which cells were lost due

to treatment, the other one representing the maturation of cells in the bone marrow and one

compartment for the cells in the circulation. One of the assumptions of this model were the

lifespans of the cells in each compartment which were fixed to certain values and assumed

to be the same for all cells. The model published by Friberg et al.138 in 2002 (section 2.4.1)

allowed for the maturation time of the cells in the bone marrow to vary for cells within each

individual patient by modelling the delay of the drug effect by a chain of transit compart-

ments. During the past years this model became the gold standard for the investigation of

myelosuppression. This semi-mechanistic model allowed for the differentiation of drug- and

system specific parameters which proved to be consistent across a variety of drugs in mono-

and combinatorial regimens129,143–147 138,148–153. Moreover, it is able to characterise not only

neutropenia but leukopenia and thrombocytopenia138,154–158 and, among many other applica-

tions, was used to predict neutropenia in humans based on rat and in vitro data159. Therefore,

this model was used to characterise leukopenia and the system of leukopoiesis in the special

setting of HDCT in this thesis.
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1.5 Characterisation of the cytotoxic potency of

chemotherapeutic agents

1.5.1 Assessment of cytotoxic potency in vitro

Toxicology studies aim to identify potential adverse events of compounds. The prediction of

haematotoxicity is of very important with respect to cytotoxic agents as they inhibit highly

proliferative cells such as the progenitor cells in the bone marrow. Myelotoxicity is one of

the major dose-limiting adverse events in anti-cancer therapy. Hence, it is of great interest to

predict the maximum tolerated dose in early drug development to avoid the occurrence of

severe adverse events when drugs are investigated in humans. In vitro assays can be used

to bridge the gap between animal models and clinical investigations160. The most frequently

used assays for the assessment of haematotoxicity in vitro are colony-forming unit (CFU) as-

says such as the CFU-GM (granulocytes macrophages), CFU-E (erythrocytes) and CFU-Mk

(megacaryocytes) assay161. For a CFU assay cells are cultured in semi-solid medium in the

presence of a growth factor cytokine cocktail which stimulates cell proliferation, differenti-

ation and the formation of colonies which are manually enumerated after 14 days of incu-

bation160. With these assays not only the maximum tolerated dose can be assessed, but the

occurrence of grade 3 and 4 neutropenia can be predicted by the correlation of the clinical

outcome to the inhibitory concentrations (IC) at 70% (IC70) and 90% (IC90) of the maximal

cytotoxic effect (Emax) obtained in vitro160. Although the CFU assay offers many applications,

the disadvantages of this method are the low throughput, the time-consuming protocol and

the highly subjective manual counting of colonies. In the past, other assays based on liquid

cell cultures were proposed. The inhibition of cell growth and cell death were quantified

by an MTT (3-(4,5-Dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) assay162 (section

2.6.1.1), flow cytometry163, trypan blue staining164 or a luminescence assay measuring intra-

cellular adenosine trisphosphate. Recently, Haglund et al.161 proposed a high-throughput

fluorometric microculture cytotoxicity assay (FMCS) as a non-clonogenic alternative to the

CFU-GM assay. Data from these assays are evaluated applying simple PD models to relate

drug exposure to the assay signal. Among those models are linear models, the Emax model,

the sigmoidal Emax model or the Richards’ model (section 2.6.1.3). In comparison to the other

models, the linear model was found to be inferior for the description of the drug effect on

growing cells. The Emax model and its variants describe the drug effect in a more pharma-

cological way showing no or only little drug effect at low doses with a gradual change to a

steeper dose-response relation which plateaus for high drug concentrations. To correct for
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background noise or natural cell kill the assay signals are usually transformed before a model

is fit to the data. They are often expressed in form of a survival index (% SI) or in percent of

cell kill with the maximal effect being 1 for complete survival of the cells or total cell death,

respectively165.

The disadvantage of most in vitro assays is their static description of cytotoxicity as cells are

incubated with the compound for a fixed period in time and at constant concentrations. Ad-

ditionally, only the magnitude of the drug effect can be assessed without giving evidence

about the time course which is very important regarding the risks associated with myelosup-

pression (section 1.4.2). The PK/PD models for myelosuppression presented in section 1.4.2,

2.4.1 and 3.3.8 offer the possibility to quantify, differentiate and rank the cytotoxic potency

of chemotherapeutic agents. However, most of the models either describe the PD effect with

respect to drug concentrations by a linear model, estimating a slope, or by an Emax model.

Neither the linear nor the Emax model corresponds to the models used to predict toxicity from

in vitro data as linear models are usually not applied for the analysis of in vitro data and the

maximal effect of a drug is restricted to 1 in Emax models. In contrast to that, Emax models

inhibiting the cell proliferation that are applied in PK/PD modelling predict a maximal effect

which is beyond the maximal in vitro effect of 100% cell kill to obtain cell kill by mathemat-

ically forcing the proliferation rate to be negative as the drug effect becomes greater than 1

(section 2.6.2.1). This implementation of the drug effect also holds true for the linear mod-

els and allows the description of a cytostatic drug effect (inhibition of the proliferation rate) as

well as a cytotoxic drug effect (negative proliferation rate, representing cell kill). Therefore the

development of a model which combines a PD model based on in vitro data with a PK profile

and cell concentration measurements in vivo is desirable to predict the entire time course of

myelosuppression. Recently, population PK/PD modelling was shown to be of great value

for the prediction of the clinical outcome for acute myeloid leukemia of individual patients

from data obtained in vitro166.

1.5.2 Comparing in vitro measures of cytotoxicity with estimates from a in vivo

population PK/PD analysis

In this thesis, a model for the estimation of EC50 values from clinical data which are compa-

rable to EC50 values obtained from in vitro assays was developed and applied to data from a

clinical study in patients with different cancer types receiving docetaxel.
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Docetaxel Docetaxel is generally recognized as possibly the most active chemotherapeu-

tic in the current treatment of metastatic breast cancer. It is approved for the use of early

and metastatic breast cancer, non-small cell lung cancer, prostate cancer, gastric adenocarci-

noma and head and neck cancer167. Docetaxel belongs to the group of taxanes and is a semi-

synthetic analogue of paclitaxel which is extracted from Taxus brevifolia. The cytotoxic activity

is due to the stabilisation of the microtubular network as well as the inactivation of Bcl-2 (B-

cell lymphoma 2), a protein which, in its active state, prevents apopotosis in cancer cells167.

By binding to the tau side of the beta-tubulin subunit in the centrosome of the microtubular

network, docetaxel inhibits its depolymerisation168–170. In vitro investigations showed that

the stabilisation of the microtubulin network results in cell death as (de-)polymerisation pro-

cesses are crucial for the vital processes of mitosis and interphase during cell replication171.

The inactivation of Bcl-2 by phosphorylation induces apoptosis as the antiapoptotic activity

of this regulatory protein is suppressed.

In the plasma, docetaxel is highly bound to α1-acid glycoprotein (AAG), albumin (ALB) and

lipoproteins (94%)172. Its elimination is dependent on BSA, AAG, age (AGE), ALB as well as

the hepatic function. The reason for the latter is its oxidative metabolism of the tert-butyl ester

group which is mediated by CYP3A4. 75% of radioactively labelled docetaxel is found in the

bile and 6% in the urin. In contrast to its parent compound paclitaxel, a linear PK was reported

for docetaxel173. Besides the dose-limiting adverse event of neutropenia, neuropathies, ane-

mia, thrombocytopenia, liver dysfunction as well as alopezia and nausea were reported as the

most common adverse events.

1.6 Glycation processes throughout the lifespan of erythrocytes

The estimation of lifespans of cells in different stages of their development cannot only be

used to assess the duration of proliferation and/or maturation processes as it is often the case

in the modelling of haematotoxicity, but also to characterise physiological processes related to

cell ageing such as glycation of haemoglobin in erythrocytes. To be able to estimate any pa-

rameter of a system, changes in this system need to be observed to characterise the magnitude

of the parameter value. Hence, to estimate the lifespan of a cell in the blood, a change in any

parameter related to the system needs to take place. In the case of erythrocytes, changes in e.g.

glycated haemoglobin (HbA1c) can be used to describe the lifespan of the cells as the glycation

process is irreversible and therefore persists throughout the whole lifespan of an erythrocyte.

Vice versa if changes in HbA1c are observed and the model takes the lifespan of red blood
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cells into account, the description of this change enables the estimation of the lifespan of ery-

throcytes. In this thesis changes in HbA1c values from a subgroup of patients enrolled in two

studies in diabetes mellitus type 2 patients receiving lixisenatide were analysed with a semi-

mechanistic PK/PD model which also allows for the estimation of the lifespan of erythrocytes.

Erythrocytes and their lifespan As any other blood cell, erythrocytes are produced in the

bone marrow upon stimulation of their lineage specific precursor cells. The mean matura-

tion time in the bone marrow is seven days and their differentiation is regulated by growth

factors such as EPO (erythropoietin) as well as macrophages. About 10% to 30% of an erythro-

cyte’s mass can be attributed to haemoglobin, a metalloprotein responsible for the transport

of oxygen174. Virtue at al.175 reported a lifespan of 123 d ± 23 d for an erythrocyte in healthy

volunteers which was reduced to 112 d ± 25 d in patients with diabetes mellitus type 2. They

postulated that the glycation alters the function of haemoglobin, increasing the oxygen affinity

and adherence of erythrocyte to endothelial cells176 and reducing the membrane fluidity, both

resulting in a more rapid removal of the cells from the circulation177. In their study they found

a decrease in the lifespan of 6.9 d for every 1% increase in HbA1c. However, the alteration of

the lifespan by glycation processes is discussed controversially. Cohen et al.178 showed that

the heterogenecity in red blood cell lifespans is enough to alter HbA1c but they failed to prove

a difference in lifespan between healthy volunteers and patients. Others found an increase in

the erythrocyte survival in patients with higher HbA1c
179.

The generated knowledge about the modelling of maturation processes of cells in the bone

marrow was used to characterise the lifespan of erythrocytes in the circulation by modelling

changes in HbA1c in patients with diabetes mellitus type 2. Therefore, a model incorporating

the lifespan of red blood cells for the description of HbA1c was investigated and improved to

characterise the process of glycation of haemoglobin in a more detailed way.

Models for the description of HbA1c and glucose concentrations Several models for the

description of altered glucose concentrations in patients with diabetes mellitus type 2 exist.

The short-term effect of insulin on glucose concentrations was characterised by few mod-

els180–182. Ribbing et al.183 developed a model which additionally took the beta cell mass

into account. Other quite complex models account for the mid-term effect of fasting plasma

glucose (FPG) and additionally incorporate the disease progression184 as well as HbA1c alter-

ation185. DeWinter described the changes in HbA1c by a zero-order production and first-order

elimination from a single compartment with a stimulatory effect of FPG on the HbA1c pro-

duction rate constant185. In 2008, Hamrén et al.186published a model which explicitly took
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the lifespan of erythrocytes into account (section 2.7.2.1). This model served as the basis for

the investigations presented in this thesis.

1.6.1 Diabetes mellitus type 2

Diabetes mellitus type 2 is a metabolic disorder characterised by a progressive loss of gly-

caemic control, evident in rising plasma glucose concentrations beyond physiological ranges.

In early stages the glucose-insulin homeostasis is disrupted due to a chronic loss of the in-

sulin receptor sensitivity to insulin in liver, muscle and fat, finally resulting in the failure of

beta cells which are compensating the decreasing sensitivity by a higher insulin secretion.

The International Diabetes Federation termed diabetes mellitus as the epidemic of the 21st

century. In 1980, 153 million patients were diagnosed with diabetes mellitus187 increasing to

285 million patients in 2010188. An increase in the prevalence in Germany can be observed

comparing the 5.9% in 1989 with the 8.9% in 2007. About 90% of these patients suffer from

diabetes mellitus type 2. The disease pattern reaches from insulin resistance and a relative in-

sulin deficiency to the absolute insulin deficiency in late stages. Hyperglycemia leads to long-

term complications which can be differentiated into macro- and microvascular complications

caused by glycation of proteins. Microvascular damages lead to retinopathy, nephropathy

and neurophaties, whereas macrovasular complications include high blood pressure, coro-

nary heart disease, heart attacks, ischemic stroke and the diabetic foot syndrome189.

Diagnosis and therapy Diabetes mellitus is diagnosed by a concentration of FPG ≥ 7.0

mmol/L or postprandial glucose (PPG) concentrations ≥ 11.1 mmol/L two hours after the

administration of 75 g glucose as an oral glucose tolerance test. Furthermore, glucose con-

centrations randomly sampled during the day should not exceed 11.1 mmol/L. If two of the

mentioned conditions are met or if the glucose tolerance test is positive the diagnosis of dia-

betes mellitus is confirmed. PPG concentrations are highly variable but seldom higher than

7.8 mmol/L in healthy adults and decrease typically within 2 - 3 h after meal intake190. FPG

on the other hand serves as a short-term marker in the surveillance of glycaemic control al-

though being also highly variable and therefore not reliable to assess long-term effects. The

primary surrogate marker for long-term glycaemic control is HbA1c which is formed by a

non-enzymatic, irreversible reaction. It is used to evaluate the overall glycaemic exposure

during the past 4 - 8 weeks191 as it is a result of fasting and postprandial glucose concentra-

tions. Glycation of haemoglobin takes place during the entire lifetime of erythrocytes which

is reflected by the fact that haemoglobin in older erythrocytes is glycated to a higher extent
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compared to younger ones192–194. In healthy adults the proportion of glycated haemoglobin

is 4% - 6%1 (20.2 - 42.1 mmol/mol). The American Diabetes Association defines a value of

≤7.0% as the goal of diabetes mellitus therapy, whereas the American Association of Clini-

cal Endocrinologists is in favour of values ≤ 6.5% as a stricter control is superior in preven-

tion of macrovascular complications. The German Diabetes Association (Deutsche Diabetes

Gesellschaft) defines the goal of diabetic therapy in dependency of the stage of the disease and

aims for a value between ≤6.5% - 7.0%. To attain HbA1c ≤ 7.0% or 6.5%, studies suggest spe-

cific control and targeting of PPG concentrations196. To obtain these values in different stages

of the disease, different therapy options exist. According to the guidelines the therapy consists

mainly of physical training and weight reduction, during early stages of diabetes mellitus type

2. If no improvement is achieved a monotherapeutic regimen is started which comprises the

treatment with metformin or glibenclamide or other options such as α-glucosidase inhibitors.

Continuing resistance to therapy leads to the use of drug combinations, e.g. sulphonylurea

in addition to metformin. The last treatment option for patients who do not benefit from oral

drug combinations is the combination and ultimately the substitution with insulin.

1.6.2 Lixisenatide

Lixisenatide is a new, potent, short acting (half-life: 2 - 4 h) and selective glucagon-like pep-

tide (GLP)-1 receptor agonist197. It is approved in the European Union for the “treatment of

adults with type-2 diabetes mellitus to achieve glycaemic control in combination with oral

glucose-lowering medicinal products and/or basal insulin when these, together with diet and

exercise, do not provide adequate glycaemic control”198. Due to its rapid degradation by the

enzyme dipeptidyl-peptidase-4 (exogenous) GLP-1 is showing a short half-life of 2 min199

and is therefore not suitable as a therapeutic agent. Lixisenatide is a protein consisting out

of 44 amino acids and a synthetic version of the hormone exendin-4 which is found in the

saliva of Heloderma suspectum and displays similar biological properties to GLP-1. Stimulation

of the GLP-1 receptor mediates an improvement of glycaemic control caused by meal-related

and glucose-stimulated increase of insulin secretion, suppression of glucagon, delayed gas-

tric emptying, weight loss and enhanced beta cell function195,200. In patients inadequately

controlled on metformin lixisenatide significantly improved mean HbA1c. A dose-dependent

improvement in FPG, PPG and average glucose concentrations could be observed during a 13

week study including 542 patients195.

1In this thesis % is used as unit for HbA1c instead of the SI unit (mmol/mol) as HbA1c was reported in % in the

investigated study. Conversion from % HbA1c to mmol/mol195: (HbA1c[%]− 2.152) · 10.929
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1.7 Objectives

Proliferation, maturation and ageing processes of blood cells can be regarded as different

stages in which cells stay for a defined period of time, also referred to as a lifespan. In this

thesis, the processes of proliferation and maturation were characterised for leukocytes and

neutrophils whereas the process of ageing of a cell was investigated for mature erythrocytes

in the circulation. For the characterisation of the system of leukopoiesis and the assessment of

the lifespan of erythrocytes semi-mechanistic PK/PD models were developed based on differ-

ent types of data. The semi-mechanistic models were able to differentiate between so called

system-specific and drug-specific parameters. Estimation of system-specific parameters en-

abled the description of the underlying (patho-)physiological processes; here: the disturbed

system of leukopoiesis due to HDCT and the formation of HbA1c. Characterisation of the

drug-specific parameters, i.e. the effect of the drugs on the systems enabled to gain further

insights in the mode of action of the drugs, to investigate possible drug-drug interactions and

to differentiate drug effects in terms of potency.

The first three projects were based on drug and leukocyte measurements from a clinical study

in patients with testicular cancer which were treated with a HDCT regimen consisting of car-

boplatin, etoposide and thiotepa and an ASCR. In Project four the cytotoxic potency of carbo-

platin was further characterised by exploring different PD models for the description of data

from a cellular cytotoxicity assay. Additionally, a model for the description of neutropenia

following docetaxel treatment was reparametrised to resemble the characteristics of a model

for the description of in vitro data to enable the comparison of EC50 values obtained from in

vitro assays and clinical studies.

The last project, Project five, dealt with the description of HbA1c values as a biomarker for the

long-term evaluation of the anti-diabetic treatment in patients with diabetes mellitus type 2

who were treated with lixisenatide. For this purpose the generated knowledge on modelling

of physiological cell maturation and differentiation processes was transferred to describe cell

ageing and the lifespan of erythrocytes to enable the characterisation of glycation processes

of red blood cells in the patient population. This was possible as the maturation processes of

the leukocytes in the bone marrow as well as the lifespan of erythrocytes in the blood share

a common element in modelling: a chain of transit compartments, characterising the delay in

the occurrence of the drug effect due to maturation processes and the lifespan of the cells.

The objectives of the five projects are described in the following:
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• Project 1: Characterisation of the PK of carboplatin, etoposide and thiotepa in the HDCT

regimen, focusing on the description of the concentration-time profiles, considering the

variability (and its sources) in the population to obtain individual PK parameter esti-

mates for the subsequent PK/PD modelling of leukopenia.

• Project 2: Development of a semi-mechanistic PK/PD model for the description of leukope-

nia in the special setting of HDCT including ASCR with investigations regarding the

myelosupportive treatment, i.e. the ASCR and G-CSF administration, as well as the anal-

ysis of other influential concomitant medication. The underlying system of leukopoiesis

was characterised and the cytotoxic potency of each drug on the proliferative cells in the

bone marrow was assessed.

• Project 3: Assessment of the optimal day to perform the ASCR with regard to nadir con-

centrations and the duration of (at least) grade 3 leukopenia by means of deterministic

and stochastic simulations. Additionally, the influence of the amount of retransfused

CD34+ cells on the two parameters was investigated.

• Project 4: Investigation for the description of the cytotoxic potency of carboplatin based

on in vitro data by different PD models. Moreover, a model for the estimation of EC50

values from clinical data with a reparametrised model for myelosuppression was de-

veloped. This model enabled the direct comparison of model-estimated EC50 values to

those obtained from in vitro assays.

• Project 5: Description of the formation of a long-term biomarker in diabetes mellitus

type 2 (HbA1c), during clinical studies with the new GLP-1 receptor agonist lixisenatide.

Simultaneously, the influence of lixisenatide on the contribution of fasting and post-

prandial plasma glucose to HbA1c formation was characterised and the ageing process

of erythrocytes and their lifespan was assessed.
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2 Methods and Materials

2.1 Pharmacometric drug-disease modelling and simulation

In population pharmakokinetic/pharmakodynamic analysis the pharmacokinetics (PK) and

pharmacodynamics (PD) of a drug in a population are investigated under consideration of dif-

ferent levels of variability (interindividual variability, interoccasion variability, residual vari-

ability). PK/PD modelling is applied to characterise the relation between given independent

variables (design variables) and some dependent variable (e.g. drug concentration). In a pop-

ulation PK model the concentration (dependent variable) of a drug in the body is modelled in

dependency of design variables such as the administered dose and the time and possibly other

independent, individual-specific covariates such as weight and age5. The relation between the

drug concentration and the PD effect is described with the population PD model. To describe

the effect of a drug over time, the PK and the PD model are combined to the so called PK/PD

model. All population PK and PK/PD analyses described in this thesis were performed ap-

plying the nonlinear mixed-effects (NLME) approach implemented in NONMEM®.

2.1.1 Nonlinear mixed-e�ects modelling

NLME modelling is a special kind of nonlinear regression analysis which describes obser-

vations (drug concentrations, PD markers) by a mathematical function (model) involving

fixed-effects, i.e. design variables that can be quantified independent of the observation (e.g.

time, dose, weight), and random-effects which enable the integration of unexplained inter-, in-

traindividual and residual variability into the model201,202. The function under consideration

f (φi, Xij) depends on the model parameters φi in a nonlinear manner and as both fixed- and

random-effects are accounted for in the model the term ‘nonlinear mixed-effects’ modelling

is used5. The NLME modelling approach enables the analysis of data from different indi-

viduals at once by estimating so called typical (population) parameters such as the volume

of distribution or a PD marker before the start of the therapy and their associated variabil-

ity between individual patients. Hence, variability within the population can be quantified

and then (partly) explained by the inclusion of covariates. One major advantage of this tech-

nique is that not each individual needs to provide data that sufficiently characterises its own

PK or PK/PD profile. In fact, as data from all individuals is analysed at once whilst keeping
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Figure 2.1 Schematic structure of a population model. Modified from Frank205

track of the information each individual provided, information can be “borrowed” between

individuals to “fill the gaps”, making it possible to analyse sparse data.

2.1.1.1 The population model

The NLME models discussed in this thesis are hierarchical models consisting of three compo-

nents (Figure 2.1): the structural submodel (i) describing the PK or PD profile over time and

a second stage model which explains interindividual variability (IIV) as a function of random

effects (ii) and covariates (iii). In general, the model distinguishes between two levels of ran-

dom effects: the interindividual variability and the residual variability5,203,204. Another level

of variability, the interoccasion variability (IOV), might occur within a single individual whose

PK or PD varies from one occasion (e.g. a cycle of chemotherapy) to another. Equation 2.1 and

2.2 describe the j-th observation of the i-th individual in a general NLME model assuming an

additive residual variability

yij = f (φi, Xij) + εij (2.1)

where yij is the j-th observation in the i-th individual, Xij the design variables (fixed-effects co-

variates) for the j-th observation in the i-th individual. f is the nonlinear parametric function

of Xij and the parameter vector φi, which contains the model parameters of the i-th individ-
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ual. The residual, unidentified, variability (section 2.1.2.2) of the j-th observation in the i-th

individual is given by εij
203. A general form of the second stage model is defined in Equation

2.2 and allows for IIV and covariate influences

φi = g(zi, θ) + ηi) (2.2)

where g is a parametric function of the vectors zi, θ and ηi which contain information on

covariates for the i-th individual, fixed-effects parameters and individual random-effects pa-

rameters (section 2.1.2.2), respectively206.

2.1.1.2 Estimation methods

The goal of NLME modelling is the estimation of a set of parameters for the model that de-

scribes the observed data in the best way. Therefore the principle of maximum likelihood

is applied where a set of model parameters is selected which maximises the probability of a

given set of observations to be derived from the model, i.e. the selected model parameters

maximise the likelihood function5. Since the observations in a NLME model depend on the

random effect parameters ηi and (possibly) εij in a nonlinear way, the likelihood function has

no closed-form solution. Hence, the likelihood function has to be found numerically which

can be done by applying a Taylor series approximation. In mathematics Taylor series are used

to describe the environment of a single point of a function through a power series. Therefore

the infinite sum of terms that are calculated from the values of the functions derivatives at this

point is formed5. Two general methods are used in NONMEM® to approximate the likelihood

function by using a finite number of terms of a Taylor series: the first-order approximation

(FO) and the more accurate first-order conditional estimation (FOCE) method5. Both meth-

ods approximate the solution of the model function through linearisation of the model into a

first-order polynomial of the function itself and its first partial derivatives with respect to the

random effects parameters ηi and εij. The FO method approximates the linear solution of the

model through a first-order Taylor series expansion around η0=0, assuming the random effect

parameters to be independently (multivariate) normally distributed with zero mean. The in-

dividual parameter (conditional) estimates are calculated a posteriori based on the individual’s

observations and the fixed- and random-effects using the maximum a posteriori Bayesian esti-

mation method implemented in the NONMEM®s “post hoc” option206. During the iterative

estimation process using the FOCE method the first-order Taylor series is expanded around

the vector of the Bayesian (conditional) estimates of the η’s, i.e. the η’s are computed con-

ditionally on the variance-covariance matrix Ω (see also section 2.1.2.2) during each iteration
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step. The use of the interaction option is a further refinement of the estimation step allowing

εij to be dependent on ηi during maximisation of the likelihood function. Instead of maximis-

ing the likelihood, NONMEM® minimises the so called objective function value (OFV), which

equals minus two times the logarithm of the likelihood (-2LL), by iteratively searching for the

global minimum. The extended least square objective function (OFELS) given in Equation 2.3

provides the approximation of -2LL applying the FO approximation method to a model with

an additive residual variability model201

OFELS =
n

∑
i=1

[
(yi − E(yi))

2

var(yi)
+ ln |var(yi)|

]
(2.3)

where yi is the vector for the observations and E(yi) the vector for the expectations of yi for

the i-th individual after linearisation and var(yi) denotes the variance-covariance matrix of yi

containing all variability parameters of the model. The squared residual error (yi − E(yi))
2

is weighted by var(yi)
−1. This weighting could drive the minimisation into maximising the

variance parameters by increasing them to infinity. To prevent this, the last term of Equation

2.3, ln|var(yi|), acts as an penalty of its own.

NONMEM® offers several other methods for parameter estimation207 that are not described

here as only the FOCE method with interaction (FOCE+I) was used, as was the FO method

during certain steps of model development of the PK/PD model in Project 2 (section 2.4.2).

2.1.2 Model development

The development of a population PK or PK/PD model is a stepwise process either starting

with the most complex model (full model) that is plausible with regard to prior knowledge or

mechanistic understanding or with the simplest model, proceeded by multiple steps during

which model parameters are added to or removed from the model. Here the word “complex”

refers to the number of estimated parameters included in the model. The top down approach

starts with the full model from which parameters are removed until the model contains only

the relevant parameters which are supported by the data. It assumes the correlation of all

structural model parameters and therefore all elements of the Ω matrix (section 2.1.2.2) are

estimated. This process is computationally intense and problems may arise due to model

stability. On the other hand, having included as many terms as possible the model is as close to

the “real” model as possible. Another way is to start with the simplest model and expanding

this model to a more complex one until no more terms can be justified (bottom up approach).

At each step the intermediate models are evaluated based on statistical and graphical criteria

(section 2.1.3) and it is decided whether a parameter is removed from or remains in the model.
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During the first steps of model development random effects were generally considered for all

structural parameters without taking correlation of the parameters into account. Depending

on the information content in the data the model was then further reduced or, if suggested

during model evaluation, expanded to take possible correlations into account.

2.1.2.1 Structural submodel

The first step in developing a population model is the identification of a structural model that

best describes the central tendency of the observed data as a function of the model parameters.

The structural model is given by Equation 2.4

f (φi, Xij) (2.4)

where the function f relates the observations from the i-th individual with the independent

design variable Xij (e.g. time, dose) given a set of parameters φi for each individual. In this

thesis different structural PK and PK/PD submodels were explored based on the respective

data situation and a priori knowledge from literature. The PK/PD models in this thesis were

developed following a sequential PK/PD modelling approach, i.e. PK models for the descrip-

tion of the concentration-time profiles of the respective drugs were developed, individual PK

parameter were estimated with the models and then used as input in the PD model.

2.1.2.2 Pharmacostatistical submodel

The pharmacostatistical submodel describes the variability of a structural parameter θk (e.g.

clearance, CL) in a population by accounting for the influence of random (non-measurable)

effects. Thereby, the variability in a population can be quantified and an individual’s em-

pirical Bayes estimate (EBE) of a parameter (i.e. the value of CL for an individual i) can be

determined. In general, there are two sources of variability: the interindividual variability

(IIV) which describes the variance of a structural parameter across the population and the

residual variability which covers the unexplainable variability, e.g. analytical error, after other

sources of variability are being controlled for. Additional sources of variability may exist (IOV,

interstudy variability, etc.) but are not explained here as they were not part of the analyses

presented in this thesis.

Interindividual Variability In population models the IIV is often included on an exponential

scale. This ensures that the parameter estimates are positive, avoiding non-physiological PK

parameter estimates (e.g. negative CL or volume of distribution, V) and accounts for the
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fact that distributions of parameters in a population are often right-skewed. The k-th model

parameter for the i-th individual (Pki) is then given by Equation 2.5

Pki = θk · eηki (2.5)

where ηki is the random-effects parameter accounting for the difference between the typi-

cal (population) parameter θk and Pki and is assumed to be independent, symmetrically dis-

tributed with zero mean and constant variance ω2
k . The variance ω2

k is the k-th diagonal ele-

ment of the variance-covariance matrix Ω in a population model. A correlation between two

random-effects parameters (ω2
k and ω2

k+1) can be taken into account by estimating not only the

digonal elements of Ω but the off-diagonal element ωk,k+1. The coefficient of correlation (ρ) is

then calculated according to Equation 2.6.

ρ =
ωk,k+1√

ω2
k + ω2

k+1

(2.6)

Estimation of a full covariance matrix is mathematically complex and often leads to non-

convergence or models which are very sensitive to the initial parameter values provided in

the NONMEM® control file. Hence, correlation was only taken into account when graphically

observed in a scatter plot matrix of EBEs, physiologically plausible and/or contributing to the

overall model stability.

The variance ω2
k estimated on a log-scale can be expressed as the coefficient of variation (CV)

on the original (linear) scale through Equation 2.7.

CV, % = 100 ·
√

eω2
k − 1 (2.7)

For the FO estimation method Equation 2.7 can be approximated by Equation 2.8 which also

holds true for conditional estimation methods5.

CV, % = 100 ·
√

ω2
k (2.8)

Although it is physiologically and statistically plausible that all model parameters vary within

a population, often the quality of the data (i.e. amount of data, sampling schedule, etc.) and

the number of individuals that are investigated do not support the reliable quantification of

this variability. Therefore during model development the decision about inclusion or removal

of a variance component was based mainly on OFV, relevance of the estimated value and pre-

cision of the estimated CV. For example a value of 0.0001 for ω2
k was not considered relevant

and therefore the variability component did not remain in the model.
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Residual Variability The residual variance model describes the discrepancy between the ob-

served and the model-predicted value in an individual at a certain time. The most common

models for the description of residual variability are given in Equation 2.9-2.11.

• Additive model

yij = f (φi, Xij) + εadd,ij (2.9)

• Proportional (coefficient of variation) model

yij = f (φi, Xij) · (1 + εprop,ij) (2.10)

• Combined model

yij = f (φi, Xij) · (1 + εprop,ij) + εadd,ij (2.11)

where yij is the observation in the i-th individual at time j, f (φi, Xij) denotes model prediction

and εadd,ij and εprop,ij are the additive and proportional random quantities which are assumed

to be symmetrically distributed with mean zero and a constant variance σ2. The variances σ2

of the random quantities are estimated as the diagonal elements of the Σ matrix. The standard

deviation of the residual variability is therefore given by
√

σ2
add and 100 ·

√
σ2

prop represents its

coefficient of variation (in %).

The implementation of an additive residual variability model is reasonable if a constant vari-

ance independent of the magnitude of the measurement can be assumed (homoscedasticity)

which is often the case in PD where the range of observations is narrow (e.g. blood pressure).

This assumption does not hold true, however, if the observations span multiple orders of

magnitude and the residual variability increases with increasing values for the observations

which is often the case in PK (drug concentrations). In PK the combined residual variability

model (Equation 2.11) which combines the two models given in Equation 2.9 and 2.10 often

is applied. In this model the proportional residual variability component dominates if large

values for observations are present whereas the additive residual variability component has

more influence on smaller values.

2.1.2.3 Covariate submodel

An important goal of many population analyses is the identification and quantification of rela-

tions between model parameters and covariates, i.e. variables specific to an individual which

potentially influence the model parameters and partly explain the variability associated with

the respective parameter5,208. Among other things, the identification of covariates can play
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an important role for dose selection, safety with respect to toxic or sub-therapeutic drug con-

centrations as well as efficacy and can help to understand mechanisms of drug elimination or

modes of action. Covariates can be variables describing the individuals’ demographics (age,

weight, sex), disease status (laboratory parameters, organ function, disease score) or extrinsic

factors such as dose, smoking status or concomitant medication5. They can also be classified

as categorical (dichotomous or ordered) covariates such as sex or severity categories of an ad-

verse event or continuous covariates such as height or creatinine clearance. Depending on the

former classifications covariates enter the model in different ways. Continuous covariate rela-

tions usually enter the model as a linear, exponential or power function, categorical covariates

enter the model in either an additive, fractional or exponential way. In this thesis continuous

covariates were included as a power function according to Equation 2.12

θk−Cov = θk · (
Cov

Covmedian
)θCovk (2.12)

where θk−Cov denotes the parameter value for an individual given its associated covariate

value Cov. For the median value of a covariate (Covmedian) in the population θk represents

the typical population parameter estimate. As power models are linear on a logarithmic-

logarithmic (ln-ln) scale (Equation 2.13) the exponent θCovk describes the change in ln(θk) per

unit change in ln( Cov
Covmedian

)5.

Ln(θk−Cov) = Ln(θk) + θCov · Ln(
Cov

Covmedian
) (2.13)

An example for the inclusion of a dichotomous categorical covariate is given in Equation 2.14

which represents a fractional function and was used during model development of the final

PK/PD model presented in section 2.4.2.

θk−Cov = θk · (1 + Cov · θCovk) (2.14)

θk represents the typical population parameter of an individual when the covariate Cov is

absent (coded as 0) and θCovk the fractional change in the respective θk when Cov is present

(coded as 1).

The covariate submodel was developed in two steps: First, covariates that potentially had an

influence on the model parameters were preselected based on plausibility, e.g. understand-

ing of (patho-)physiological processes, life situation, influences from the study or concomitant

medication, a priori knowledge from literature and graphical screening. The second step com-

prised a stepwise analysis of the preselected covariates in NONMEM®.
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Graphical analysis The identification of possible covariate influences on population param-

eters can be guided by graphical screening. For this purpose a scatter plot depicting the EBE

or the estimated IIV for each individual versus the continuous covariate under consideration

was generated. The plot did not only reveal a potential influence but also provided informa-

tion about the nature of the relation between the covariate and the parameter. A continuous

increase or decrease indicated a linear model whereas a curvature in the data indicated an ex-

ponential or power function model. For categorical covariates Box-and-Whisker plots of the

EBEs grouped for the categories were examined. If the graphic indicated a difference between

the medians the categorical covariate entered the next step of the covariate screening. Draw-

backs of this graphical approach are its subjectiveness, the fact that covariates that are highly

influential are more likely to be identified and its dependency on possible η-shrinkage (section

2.1.3.1). Additionally, the covariates are evaluated independent of the model and relations are

only contemplated in a univariate way5. Hence, this approach, although being useful to get a

first impression on possible covariate relations, should be used cautiously.

Analysis in NONMEM® Different methods for the direct analysis of covariates in NONMEM®

have been described208–210 and currently there is no consensus on the most effective method.

In the following the general procedure for a stepwise covariate model-building procedure

(SCM)209 is described (Figure 2.2).

Forward inclusion step: Starting from the base model (structural submodel + pharmaco-

stochastical submodel) the preselected covariates were included in the model and tested in

a univariate manner, i.e. one covariate was added to the model at a time. The resulting model

was evaluated with respect to a decrease in the OFV (section 2.1.3.1) of 3.84 representing a

statistically significant influence of the covariate on the respective model parameter (degrees

of freedom, df=1, χ2 distribution, p=0.05). Models including covariates that did not meet the

selection criteria were excluded from further analysis. The model showing the highest de-

crease in the OFV (strongest model improvement) was retained and taken forward to the next

step where the remaining covariates were tested. Covariates were added to the model until no

more covariates met the inclusion criteria. The model comprising all statistically significant

covariates was then referred to as the “full covariate model”.

Backward deletion step: In the backward deletion step the covariates were removed from

the full covariate model, one at a time. A stricter significance level was applied to test for the

significance of the covariate influence. If the increase in the OFV was not greater than 10.83

points (p=0.001, df=1) the covariate was excluded from the model. The remaining covariate
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Figure 2.2 Flowchart for the stepwise covariate model-building procedure. OFV: objective function value, df: de-

grees of freedom. Modified from Uppsala pharmacometric summer school 2011 course material.

relations were tested until the removal of each remaining covariate did result in a significant

increase in the OFV.

The SCM method is implemented in Pearl-speaks-NONMEM (PsN©, see 2.1.7) as a tool

for automated covariate model-building and was used as such for the covariate analysis de-

scribed in section 2.3.2.1. The model selection process during SCM is guided by the statistically

significant influence of a covariate on a model parameter, only. Hence, the final model has to

be evaluated with respect to the clinical relevance and biological plausibility of the covari-

ate influence. For instance a covariate might show a statistically significant influence but its

magnitude is not sufficient to be clinically relevant. An example for the biological plausibility

is creatinine clearance (CLCR) as a predictor for CL of (almost) exclusively renally excreted

drugs.

If highly correlated covariates are included in the model (e.g. CLCR and serum creatinine) the

covariates will not have an unique effect on the model parameter any more as their effect is
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dependent on the value of the correlated covariate5. In general, the most plausible covariate

was included in the covariate analysis. If a significant influence was found the correlated co-

variate was evaluated starting from the full covariate model following the backward deletion

step. Only the covariate leading to the stronger model improvement remained in the model.

For the covariate analysis presented in this thesis the most plausible covariate was included

in the SCM method implemented in PsN© if not stated otherwise in the respective sections.

2.1.3 Model selection and evaluation

The assessment of how well the data is described by a specific model is a key element in

the model development process. Evaluation and comparison of different models during this

process is guided by numerical, statistical and graphical methods. Some of the methods pre-

sented in the following section (2.1.3.1) are computationally intense and time-consuming (e.g.

log-likelihood profiling and visual predictive check) and were therefore not applied to inter-

mediate models but were used to evaluate key and final models.

2.1.3.1 Numerical and statistical methods

Objective function value and Akaike information criterion The objective function value

(OFV) described in section 2.1.1.2 serves as a metric to evaluate model improvements or de-

teriorations due to additional model parameters in competing models. The likelihood ratio

test which tests for the statistical significance of the added model parameters can be applied if

the competing models are nested, i.e. the simpler model is a hierarchical simplification of the

more complex one5. The difference in the -2LL of two nested models is asymptotically dis-

tributed as a χ2 distribution with d f representing the difference in the number of estimated

model parameters. Thus, if the OFV decreases more than 3.84 points (d f =1) the additional

parameter significantly improves the model at p=0.05. One possibility for the comparison

of non-nested models is the application of the Akaike Information Criterion (AIC) which in-

cludes a penalty term for the number of estimated model parameters P, thus, AIC being equal

to −2LL + 2 · P. As more parameters are added to the model the value of -2LL may decrease

but eventually the penalty term (2 · P) dominates the equation.

Relative standard error The relative standard error (RSE) is a metric for the assessment of

the precision of the parameter estimates. In NONMEM® the absolute standard errors of the

corresponding parameters are estimated as the square root of the diagonal elements of the

variance-covariance matrix of estimates which is obtained from the NONMEM®s so called
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covariance step. During this step the OFV at numerous parameter values close to the final

parameter estimates is calculated, resulting in a matrix which includes the OFV for each pair

of parameters211. This matrix is then inverted resulting in the covariance matrix. The RSE for

fixed-effects parameters is then calculated as stated in Equation 2.15

RSE, % =
absolute standard error

parameter estimate
· 100 (2.15)

whereas if the variance component is integrated into the model in an exponential way, the

RSE for ω is calculated according to Equation 2.16 which results from application of the delta

method212 to transform the standard error from the variance to the CV scale .

RSEω;CV,% =
absolute standard error(ω2)

2 · (estimate ω2)
· 100 (2.16)

Shrinkage The phenomenon of shrinkage is due to low information content in the data

which might result from sparse and/or non-informative individual data. As the quantity

of information at the individual level diminishes, the distribution of the EBEs shrinks to-

wards zero, hence, the individual predictions towards the population mean and similarly

the individual weighted residuals (IWRES = (yij− ypred,ij)/σ) shrink towards zero213. η- and

ε-shrinkage are calculated as described in Equation 2.17 and 2.18, respectively.

η − shrinkage = 1− SD(η)√
ω2

(2.17)

ε− shrinkage = 1− SD(IWRES) (2.18)

where ω2 is the variance of a population parameter, SD(η) and SD(IWRES) denote the stan-

dard deviation of ηs and IWRES, respectively. A shrinkage value close to 0 indicates a model

with sufficient information on the individual level whereas a shrinkage of 1 implies that the

data contains no information. The phenomenon of shrinkage is important when η- and ε-

values are used to evaluate a model (section 2.1.3.2) and special caution should be paid to the

corresponding diagnostic graphics (section 2.1.3.2) when η- and ε-shrinkage is high (>20% -

30%)213.

Log-likelihood pro�ling The log-likelihood profiling (LLP) is a sensitivity analysis and can

be used to assess the confidence interval of a parameter independent of any assumptions re-

garding its distribution. Generally, the model parameters are first estimated and then fixed,

one at a time, to their estimate. Following this step the fixed parameter value is changed incre-

mentally from the original estimate. If a confidence interval is to be assessed this is done until
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the change in OFV exceeds a predefined value, e.g. 3.84 for the 95% confidence interval5,214.

In this thesis a LLP was performed in case a parameter was fixed due to model stability to

investigate whether or not fixing this parameter to a certain value influences the OFV and the

estimates of the remaining parameters. This means that the question whether the parameter

estimate resulted from a global minimum of the OFV, or not, was assessed. If the lowest OFV

resulted from the originally estimated model parameter, the other model parameters remained

unchanged and model stability improved, then the parameter was fixed to its estimated value.

2.1.3.2 Standard goodness of �t graphics

Graphical diagnostics are considered a powerful tool which is used for data visualisation, the

assessment of model adequacy, evaluation of the predictive performance of a model as well as

the communication of modelling results. They are used to asses the goodness of fit (GOF) of

a model which means they detect model misspecifications and help to discriminate between

competing models. The following goodness of fit plots were routinely investigated using the

functions of the XPOSE package implemented in R:

• Measured observation versus individual (IPRED) and population predictions (PRED)

• Weighted residuals (WRES) versus TIME (or time after dose) and PRED

• Conditional WRES (CWRES) verus TIME (or time after dose) and PRED

• Individual WRES (IWRES) and (C)WRES versus individual identifier (ID)

WRES and IWRES are the weighted difference between the measured observation and the

population prediction and the individual prediction, respectively. In contrast to WRES which

are computed based on the FO approximation methods even when FOCE is chosen for param-

eter estimation, CWRES are calculated by linearisation at each individual’s Bayesian estimate.

Hooker et al.215 recommend the use of CWRES even when using FOCE+I for parameter esti-

mation although their usefulness for this has not been proven, yet9,215. An adequate fit of the

model was assumed for figures showing a random, uniform and narrow spread of the data

around the line of identity (measured observation vs. PRED and IPRED) or around the zero

reference line (residual plots).

2.1.3.3 Visual predictive check

The visual predictive check (VPC) is a simulation-based diagnostic tool to asses the predictive

performance of a model, i.e. how well do simulations based on the model resemble the ob-
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servations the model under investigation was based on. This is of special importance when

therapeutic decisions are made based on the model216,217. Furthermore, the VPC can be used

during model development for model comparison and assessment of model appropriateness.

To generate a VPC 1000 simulations were performed based on the model of interest under the

original study design (i.e. dose, dosing interval, sampling times, etc.). The measured observa-

tions of the original dataset along with the median, 5th and 95th percentile of the observed and

simulated measurements were plotted against the independent variable. If the model was

capable of reproducing the central tendency, i.e. the structural model described the profile

of a typical patient well, the median of the simulated measurements was, ideally, congruent

with the one of the observed measurements. The variability was well captured by the model if

approximately 10% of the data were outside of the 90% prediction interval or, in other words,

the 5th and 95th percentile of the simulations did not deviate systematically from the ones of

the observations.

Binning For data from clinical studies with sampling windows rather than distinct sampling

points or when sampling did not take place at the planned time points the course of the sim-

ulated (and the observed) percentiles over time often includes spikes when data points are

connected with lines for plotting purposes. This is due to the fact, that a reasonable amount

of data for the calculation of the statistics is necessary. Additionally, if confidence intervals

for the calculated statistics are to be included into the VPC they might be very large if the

amount of data used to calculate them is too small, making their contribution useless for the

interpretation of the VPC. Hence, in order to make VPCs easier to interpret it is desirable that

the curve representing the median and the percentiles exhibits a smooth time course. This

can be obtained by summarising certain observations and simulations into so called bins. By

binning, clusters of observations, e.g. resulting from the same sampling windows, should not

be split into different bins, the binning should be able to capture changes in the dependent

variable and the bins should include similar amounts of data points. In this thesis two bin-

ning options implemented in PsN© were applied: Binning by a user-defined number of bins,

i.e. a desired number of bins is defined and PsN© summarises the data to obtain comparable

numbers of observations in each bin (final PK/PD model for leukopenia, section 3.3.9) and

binning based on a user-defined time array where the bins are defined by time intervals (final

PK models for carboplatin, etoposide and thiotepa, section 3.2.1.4, 3.2.2.4, 3.2.3.3 and the final

PK/PD model for neutropenia, section 3.5.3.2). The number of bins as well as the user-defined

time vectors are given in the respective result section.
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2.1.4 Simulations

Simulations are a powerful tool to perform systematic investigations when resources are con-

strained and/or to answer questions which could otherwise only be investigated by perform-

ing an experiment or a study or when there are no means to answer the question experimen-

tally. They are used to predict an outcome based on a given model together with defined

input parameters. Among many other applications in population PK/PD simulations are

conducted to design, optimise or simulate clinical trials, support decision making in the de-

velopment process of a drug, answer questions regarding safety and efficacy, elucidate the

impact of covariates on model PK and PD parameters, guide therapeutic decisions and assist

in model selection and evaluation5. Two types of simulations were applied in this thesis and

are introduced in the following paragraphs.

Deterministic simulations Deterministic simulations present the most simple form of simu-

lations, allowing no variability on model parameters which instead are fixed to a deterministic

value and therefore the range of the expected model output is neglected. Although being in-

formative the predicted outcome should be treated with caution as in a nonlinear system the

mean of the function does not equal the value of the function using the mean input5. Never-

theless deterministic simulations are a useful tool to investigate the underlying system with-

out having random elements influencing the results5. Hence, they were applied to investigate

the haematopoietic system in the setting of HDCT as described in section 2.5.

Stochastic simulations Stochastic simulations, often referred to as Monte Carlo simulations,

take the variability of the model parameters into account. They thereby reflect the reality more

accurately and give evidence about the range of the expected outcome. This is of importance

and interest when questions regarding safety or efficacy should be answered. The variability

is taken into account by randomly sampling different sets of model parameters from mul-

tivariate distributions which are defined by the parameter estimates that are typical for the

population and their associated variability5. The expected outcome of the function describing

the model is then calculated for each set of parameters and the range can be assessed from the

model predictions. This kind of simulation was used to evaluate the predictive performance

of the models (VPC, section 2.1.3.3) and to evaluate the optimal day for the performance of an

ASCR based on the final PK/PD model presented in section 2.5.
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2.1.5 Data management

Project 1-3: Characterisation of leukopenia following HDCT The raw data for the PK/PD

analysis presented in section 2.3 and 2.4 was based on the clinical investigation presented

in section 2.2. Leukocyte concentrations, demographic covariates, clinical chemistry param-

eters as well as blood samples for the determination of drug concentrations were collected

during a clinical investigation at the Virchow Klinikum Berlin. Platinum and etoposide con-

centrations were determined at the Institute of Pharmacy at the Freie Universität Berlin and

thiotepa concentrations were measured at the Institute of Pharmacy, Clinical Pharmacy at

the Rheinische Friedrich-Wilhelms-Universität, Bonn. Determined concentrations were either

available as a Microsoft Excel® spreadsheet (carboplatin, leukocytes) or on paper (etoposide,

thiotepa); dosing and sampling history was available from the original study reports. For

the calculation of the secondary covariate CLCR the information on serum creatinine (CREA)

was taken from the Microsoft Excel® spreadsheet which comprised ultrafilterable platinum

(Pt) measurements and demographic covariates79.

Project 4: Characterisation of the cytotoxic potency of chemotherapeutics The in vitro

data presented in section 2.6 was collected during the assay development of a cellular cyto-

toxicity assay as part of a diploma thesis218 at the Institute of Pharmacy, Clinical Pharmacy,

Martin-Luther-Universität Halle-Wittenberg. The data from a 96 well plate assay was pro-

vided in form of Microsoft Excel® spreadsheets. Data for the investigations on in vitro-in vivo

comparability of measures for cytotoxicity were obtained from 24 open uncontrolled trials219

and were provided by the Uppsala University in a NONMEM® readable format.

Project 5: Description of glycation processes throughout the lifespan of erythrocytes Data

for the description of the PK of lixisenatide, FPG and HbA1c measurements presented in sec-

tion 2.7 were available for a subgroup of patients enrolled in two a clinical studies sponsored

by Sanofi220 and provided in a NONMEM® readable formate.

2.1.5.1 Dataset building

The general structure of a NONMEM® dataset is predefined by the software itself206 and in-

cludes dependent variables (e.g. observed concentration measurements of a drug and/or a PD

effect) and a number of independent variables such as time, dosing information and patient

specific covariates such as age, weight or laboratory parameters. Additionally, NONMEM®

specific variables such as EVID (event identifier) must be provided in the dataset. All datasets
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were built in the R software package if not stated otherwise in the respective result section

(sections 3.1.1, 3.5.1.1 and 3.6.1.1).

2.1.5.2 Derived covariates

Covariates derived from other individual-specific factors and included in the population analy-

ses in this thesis comprised body surface area (BSA), creatinine clearance (CLCR) and pre-

dicted normal weight (PNWT). The BSA was calculated according to DuBois and DuBois221

according to Equation 2.19.

BSA (m2) = weight0.425 · height0.725 · 0.007184 (2.19)

The CLCR was calculated according to the formula by Cockcroft and Gault222 which is defined

in Equation 2.20.

CLCR (mL/min) =
(140− age) ·weight

72 · serum creatinine [mg/dL]
(2.20)

Calculation of the PNWT for males (and females) was based on the formula (Equation 2.21)

developed by Duffull et al.223

PNWT(kg) = 1.57 · weight− 0.0183(0.0242) · body mass index · weight− 10.5(12.6) (2.21)

2.1.5.3 Data checkout

All datasets were subject to a data checkout before the modelling process was started. This

procedure comprised a graphical analysis in the R package which was used for the plotting of

the dependent variable versus time for the entire population and for each individual, as well

as plotting of all independent variables before the start of the therapy versus the individual

identifier (ID) of each patient to check for inconsistency, implausibility and completeness in

the dataset. Additionally, the datasets were checked column by column in either Microsoft

Excel® or R for implausible values in comparison to reference values. Moreover, a cross-

column check was carried out to check for violations of NONMEM® predefined settings, e.g.

for a dosing record EVID has to be set equal to 1.

2.1.5.4 Missing observations and covariates

Data missing completely at random, i.e. cases of missing data were indistinguishable from

cases with complete data5, were not included in the data analysis by any kind of substitu-

tion. Concentration measurements below the lower limit of quantification (LLOQ) were only
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reported for concentration measurements of thiotepa and were treated according to the M5

method described by Beal224. According to this method the first value reported as below

LLOQ was set to half the value of LLOQ and all preceding concentration measurements were

omitted. Continuous covariates that were missing completely within one patient were re-

placed by the population median. A missing covariate within a time series of an individual

was replaced by the last reported value of this covariate, which was carried forward until the

next value for the covariate of the respective individual was reported. If present, missing data

are described in the result section of the respective analysis.

2.1.5.5 Outliers

Outliers in the dependent variable, i.e. concentration of a drug (PK) or a measure of the drug

effect (PD), were excluded from analysis. Measurements were declared outliers if one or mul-

tiple of the following conditions were met: (i) observations were conspicuous in diagnostic

plots, (ii) model instabilities during the initiation or estimation process were reported for a

specific observation, (iii) there was evidence for the observation to be suspiciously high or

low (5 to 10-fold increased or decreased) compared to observations at the same time after the

last dose administration (TALD) in the population. Final models were evaluated including

and excluding the identified outliers and the results were carefully evaluated to judge the in-

fluence of the specific observation on the model parameters and the model performance. All

excluded outliers and the reason for exclusion are documented and reported in the results

section of the respective analysis (section 3.2.1.5, 3.2.2.5 and 3.2.3.4).

2.1.6 Descriptive statistics

For the descriptive analysis of the data and the results different metrics for the description of

the central tendency (median, arithmetic or geometric mean) and the dispersion within the

population (standard deviation, variance, coefficient of variation) were employed. Statistical

analysis were performed in the R software package or Microsoft Excel®.

2.1.7 Software

All population modelling and simulation activities including simulations for the VPCs were

performed using NONMEM® VI 2.0, NONMEM® 7.1 and 7.2 in combination with Pearl-

speaks-NONMEM225 (PsN©) version 2.5.3. - 3.5.3. All datasets were built using the R software

package226 (version 2.10.1-2.15.0) with only few final modifications done in Microsoft Excel®
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2007/2010. Descriptive statistics were either performed in R or Microsoft Excel®. The data

check out was performed in R as were the graphical analysis which were done in combination

with the package Xpose227 (version 4.1.0-4.3.5) and ggplot2228 (version 0.9.0). For the estima-

tion of EC50 values from in vitro data (section 2.6) the software package drc229 (version 2.0-1)

implemented in R was used.

2.2 CET Study

2.2.1 Study design

The clinical pharmaceutic investigation took place from November 1992 until October 1996

under the supervision of Prof. Dr. W. Siegert, Department of Haematology and Oncology

at the Virchow-Klinikum of the medical faculty at the Humbolt-Universität, now part of the

Charité, Berlin79. The investigation was approved by the ethics committee of the Virchow-

Klinikum and comprised a HDCT regimen in patients with testicular cancer including an

ASCR. All patients received a combination regimen consisting of carboplatin (C), etoposide

(E) and thiotepa (T) which were administered consecutively as 1 h infusions via a double lu-

men, tunneled, central venous catheter on three (C, T) and four (E) consecutive days (Figure

2.3). The total amount of administered drug was 1500 mg/m2, 2400 mg/m2 and 750 mg/m2

which was reduced in case of renal impairment by 20%, 25% and 40% for C, E and T, respec-

tively. Instead of thiotepa two patients received ifosfamid as a 22 h infusion on 4 consecutive

days at a total dose of 10000 mg/m2. Among other concomitant medication the additional

supportive treatment consisted of intravenous hydration, anti-emetic and anti-infective ther-

apy, prophylaxis of hyperuricemia and transfusion of blood cell concentrates.

2.2.1.1 Patient recruitment

Eligibility criteria for HDCT with ASCR were an age ≥ 18 years, a histologically or tumour

marker proven germ cell tumour, the insufficient response to one or multiple courses of cis-

platin-based conventional chemotherapy, multiple relapse and/or refraction, a Karnofsky in-

dex230 ≥ 60% and a written informed consent of the patient. Patients were excluded from the

investigation if they met one of the following conditions: diffuse infection of the bone marrow

with tumour, or impairment of one of the following organs:
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Figure 2.3 Study design: administration and sampling scheme. C: carboplatin, E: etoposide, T: thiotepa, ASCR:

autologuous stem cell rescue, G-CSF: granulocyte colony-stimulating factor, PK: pharmakokinetic.

• Kidney: 1.3-fold of the reference value1 or creatinine clearance < 70 mL/min

• Liver: bilirubin > 1.5-fold the reference value1 or serum transaminases > 2-fold the ref-

erence value1

• Lung: diffusion capacity for carbon monoxide (DLCO) < 60% of the reference value1

• Heart: clinically manifest heart insufficiency

• Bone marrow: peripheral leukocyte concentration < 0.3 · 109 cells/L or thrombocyte con-

centration < 5.0 · 1010 cells/L

2.2.1.2 Sampling scheme

During HDCT plasma and ultrafiltrated plasma samples were taken to characterise the phar-

macokinetic profiles of carboplatin, etoposide and thiotepa. Samples were taken prior to the

first carboplatin infusion and 0, 1.5, 2.5, 4, 7, 11, 21, 23 h and 0, 23 h and 0, 1.5, 2.5, 4, 7, 11,

23, 35, 44, 56, 72, 96, 264 h relative to the end of the carboplatin infusion on the first, second

and third day of HDCT, respectively. Haematological as well as clinical chemistry parameters

such as CREA, liver enzymes, glucose, electrolytes were determined daily. An overview over

the study protocol as well as the sampling scheme is depicted in Figure 2.3.

1Upper limit of normal: serum creatinine 1.0 mg/dL, bilirubin 1.0 mg/dL, AST (aspartate transaminase) 21 U/L,

ALT (alanine transaminase) 23 U/L, GGT (gamma-glutamyltransferase) 28 U/L, DLCO 100%
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2.2.2 Carboplatin

Carboplatin (Carboplat 450©, Carboplatin Brystol-Myers Squibb, Munich) was dissolved in

Glucose 5 Braun© (Glucosemonohydrate, Braun Melsungen, Melsungen) and administered

with an Infusomaten® (Braun Melsungen, Melsungen).

2.2.2.1 Determination of carboplatin concentrations

Ultrafiltered plasma aliquots were obtained by separating blood from plasma via centrifu-

gation and an additional centrifugation step of the plasma in either Centrisart™ (Sartorius,

Goettingen, Germany) or in Centrifee™ tubes (Millipore, Eschborn, Germany). Aliquots were

stored at −70◦ C until analysis. Pt concentrations in the ultrafiltrate were measured with a

validated flameless atomic absorption spectrometry (FAAS) method77. Linearity of the cali-

bration function was given from 0.021 to 32000 µg/mL with coefficients of variation of 1.2% -

7.3% (within-day precision) and 2.9% - 8.6% (between-day precision). The LLOQ for ultrafil-

tered measurements was 0.020 µg/mL231.

2.2.3 Etoposide

Etoposide (Vepesid J®, Etoposid, Bristol-Myers Squibb, Munich) was administered undiluted

with a Perfusor® (Braun Melsungen, Melsungen).

2.2.3.1 Determination of etoposide concentrations

Total etoposide concentrations were measured with a modified reversed-phase HPLC (high-

performance liquid chromatography) method97,232. As stationary phase a Hypersil ODS RP-

18 column (125x4 mm, particle size: 5 µm, integrated pre-column, Knauer, Berlin, Germany)

was used. The mobile phase consisted of acetonitrile/methanol/0.01 M Na2HPO4 (3.5/ 35.0/

60.5 v/v), adjusted to pH 5.3 with H3PO4 to avoid degradation of etoposide. Etoposide con-

centrations were determined on a HPLC system with electrochemical detection. For this

method the LLOQ was 0.092 µg/mL and linearity of the calibration function was given up

to 200 µg/mL. Within-day precision and between-day precision were determined to be 3.1%

and 4.3%, respectively, and accuracy was -2.7% and -0.15% for the two days on which the

between-day precision was investigated232.
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2.2.4 Thiotepa

Thiotepa “Lederle®” (Thiotepa, Lederle Arzneimittel, Münster) was administered without

being diluted with a Perfusor® (Braun Melsungen, Melsungen).

2.2.4.1 Determination of thiotepa concentrations

Thiotepa samples were treated according to an optimised gas chromatography method233

which was developed at the University of Essen234. In short, the solid phase extraction for the

sample preparation was as follows: thiotepa was eluted into 100 µL of ethyl acetate from a

Baker bond spe© C18-column conditioned with 0.01 M methanol which was adjusted to pH 7

with phosphate buffer. The residue after evaporation was reconstituted in hexamethylphos-

phortriamid (2 µg/mL in ethylacetat). 1 µL of this solution was injected into the gas chro-

matograph (Hewlett Packard 5890, Palo Alto, USA). A HP-5MS column (30 m x 0.25 mm,

phase film thickness: 0.25 µm, Palo Alto, USA) was used for analysis. Helium served as mo-

bile phase at a flow rate of 1 mL/min (split: 1:20). The gas chromatograph was coupled to

a mass spectrometer (Hewlett Packard GCD Plus G1800C, Palo Alto, USA) for detection and

quantification of thiotepa by its two characteristic fragments of 115 and 147 m/z. For the

optimised method233 the LLOQ was 50 ng/mL and the calibration function was linear up to

10 µg/mL. Between-day precision on three days and was between 0.3% and 10.1% with an

accuracy of 5.5% - 14.3%.

2.2.5 Investigation of the infusion duration

The infusion duration for all drugs was documented with two endpoints: the end of the in-

fusion and the end of the washing period of the infusion tubes between the administration

of the three drugs. Additionally, the usage of long infusion tubes motivated the investiga-

tion of the two infusion durations as, due to small infusion rates, drug still might have been

present in the infusion tubes at the end of the infusion and, hence, might have been entering

the circulation during the washing phase.

2.2.6 Leukocytes

Leukocyte concentrations were determined along with other routinely measured clinical chem-

istry parameters for the surveillance of the patients’ vital functions. As suppression of the

bone marrow function is one of the most important adverse events in HDCT blood counts

were determined daily to strictly control for leukopenia and thrombocytopenia. Leukocyte
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counts were determined using flow cytometry and/or by manual blood count using a count-

ing chamber.

2.2.7 Supportive treatment

Of special interest for the investigations presented in this thesis were supportive treatments

that were possibly influential on the system of leukopoiesis. The three most important ones

being the autologuous stem cell rescue (ASCR), the administration of granulocyte colony-

stimulating factor (G-CSF) and the antiemetic dexamethasone (DEXA).

Autologuous stem cell rescue To enable the immense dose escalation which is performed

during HDCT the bone marrow function needs to be supported to achieve recovery of the

haematopoietic system from severe myelosuppression in a clinical tolerable time frame. This

can be done by an autologuous retransfusion of peripheral stem cells. The ASCR in the in-

vestigated study was performed three days after the last etoposide infusion, on day seven

(D7) of HDCT. Stems cells were recruited on two to four days prior to HDCT by stimulation

with G-CSF, collected from the peripheral blood via leukoapheresis before the start of HDCT,

cryopreserved and tested for viability before retransfusion. For the ASCR an amount of 3 · 106

CD34+ cells per kilogram body weight was being aimed for.

Granulocyte colony-stimulating factor In oncology G-CSF is used to accelerate the time to

recovery from leukopenia after chemotherapy as patients are prone to severe infections and

sepsis having low concentrations of leukocytes. G-CSF (Neupogen® 30 or 40) was adminis-

tered as a 24 h infusion starting one day after the stem cell rescue was conducted, i.e. on day

eight (D8) of HDCT. The supportive treatment was ceased after leukocyte concentrations were

above 0.5 or 1.0 · 109 cells/L in 7 and 10 cases, respectively.

Dexamethasone The glucocorticoide dexamethasone was administered as part of the anti-

emetic treatment once or twice daily at 12 or 16 mg as a short infusion during the first 0 - 6

days of the therapy, as required. Glucocorticoides have shown to increase neutrophil concen-

trations by reversing margination to blood vessels and mobilising cells from the bone marrow

by enhancing G-CSF levels235. Hence, the influence of DEXA on the system of leukopoiesis

was of special interest during analysis.
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2.3 Project 1: Pharmacokinetic analysis of high-dose

carboplatin, etoposide and thiotepa

The objective of this analysis was the development of three population PK models that ad-

equately described the concentration-time profile of carboplatin, etoposid and thiotepa. The

empirical Bayes estimates derived from the estimated population parameters and their vari-

ances were then to be used as input in the population PK/PD model for the description of

leukopenia following HDCT described in section 2.4.

2.3.1 Pharmacokinetic model for carboplatin

2.3.1.1 Model development

In 2010, Lindauer et al. published a model for the description of the PK of high-dose car-

boplatin based on data from five studies in children and adults236. Data of the population

investigated in this thesis was part of one study used to develop the model by Lindauer et

al. They defined a two compartment model with linear elimination from the central compart-

ment and a combined model for the residual variability as the structural model.

Based on their structural model the base model for the description of ultrafilterable Pt con-

centrations presented in this thesis was developed. The next step of model development com-

prised the exploration of the stochastic submodel starting with a model comprising variance

components for each parameter of the structural model without accounting for possible pa-

rameter correlation (section 2.1.2.2). For the covariate analyses the final covariate model by

Lindauer et al. was defined the full covariate model and the included covariates were tested

following the backward deletion step of the covariate analyses described in section 2.1.2.3.

This was done based on the assumption all covariates identified by Lindauer et al. possibly

have an effect on the PK parameters estimated during the analysis presented in this thesis,

as the study population under investigation was part of the population Lindauer et al. in-

vestigated. However, as their PK analysis comprised five studies in children and adults the

variability in the population investigated in this thesis was assumed to be lower compared

to theirs, and therefore their final covariate model was further reduced. In a last step the

final covariate model was refined re-evaluating the relevance of the variability components

describing the IIV.
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2.3.1.2 Model selection and evaluation

Model development was guided by plausibility and precision of parameter estimates, OFV

and GOF plots as described in section 2.1.3. The predictive performance of the model was

evaluated based on a VPC (section 2.1.3.3). The influence of observations excluded during

model development on the parameter estimation and the model performance was evaluated

based on the final model by inclusion of the respective outliers as described in section 2.1.5.5.

2.3.2 Pharmacokinetic model for etoposide

2.3.2.1 Model development

For the description of the central tendency in etoposide concentrations over time linear one,

two, and three compartment models with first-order elimination from the central compart-

ment were investigated as the structural submodel. Different pharmacostatistical submod-

els were explored starting with a model comprising variance components for each param-

eter of the structural model without accounting for possible parameter correlation (section

2.1.2.2). The residual variability was examined by testing an additive, proportional and a

combined residual variability model. In a last step the automated SCM method implemented

in PsN© was used for covariate analysis (section 2.1.2.3). The tested covariates included those

identified during graphical covariate screening and covariates previously published in liter-

ature237,238 which were available for the investigated study population and reasonable with

regard to the population and the study design.

2.3.2.2 Model selection and evaluation

The evaluation of the investigated models was based on OFV, plausibility of parameter esti-

mates and their precision as well as GOF plots (section 2.1.3.2). A VPC was performed to eval-

uate the predictive performance of the model (section 2.1.3.3). Since only data of 17 patients

entered the final model and less data was available compared to carboplatin the 10th and 90th

percentiles were chosen for this analysis as for smaller populations less extreme percentiles

are more appropriate to asses the predictive performance of the variability of the model239.

Outliers excluded during the process of model development were investigated after determi-

nation of the final model as described in section 2.1.5.5.
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2.3.3 Pharmacokinetic model for thiotepa

2.3.3.1 Model development

For the determination of the structural submodel a linear, one and a two compartment model

were investigated. The latter was previously published for a compartmental analysis con-

ducted for a population including the patients of the CET-study233 applying the standard two-

stage approach. Despite the intravenous administration of thiotepa a delay in the observed

maximal concentrations, Cmax, was observed, probably due to the length of the infusion tubes

and the slow infusion rate. Therefore two delay models including a lag time model and a

transit model were investigated. The lag time method estimates a time that is added to the

actual time of the drug administration, thus, assuming that the delay in the occurrence of drug

concentrations in the plasma is due to a “lagged” dosing event206. The transit model describes

the delay of Cmax by a passage of the drug through a chain of transit compartments240 with a

single transition rate constant ktr. Originally, this model was proposed for the estimation of a

delay in the absorption process of an orally administered drug. One of the advantages of this

model is that the number of transit compartments N can be estimated. The analytical solution

for the estimation of the amount of drug aN in the N-th compartment is given by Equation

2.22.

aN(t) = F · Dose · (ktr · t)N

N!
· e−ktr ·t (2.22)

where F denotes the bioavailability which was set to 1 as thiotepa was administered intra-

venously and N! is the N factorial function with the argument N (estimated number of transit

compartments). The transition rate ktr is derived from the mean transition time (TT) which

was introduced as a model parameter to estimate the time it takes for the drug to reach the

last transit compartment (ktr = n/TT, with n being the number of transitions). For the ap-

proximation of N! the Stirling’s formula given by Equation 2.23 was used.

n! ≈
√

2π · NN+0.5 · e−1 (2.23)

The passage from the last transit compartment to the central compartment of the model is

usually described with the absorption rate constant ka which was assumed to be equal to ktr for

the purpose of modelling the delay in plasma concentrations of an intravenously administered

drug. For the application of the transit-delay model data was logarithmically transformed

to prevent numerical difficulties in case of large N. The IIV was investigated following the

bottom-up approach (section 2.1.2), residual variability was explored applying an additive

and a combined residual variability model on the logarithmic scale. A covariate analysis for
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the PK of thiotepa was not planned to be performed due to the sparse data situation (section

3.1.4.2).

2.3.3.2 Model selection and evaluation

The evaluation of intermediate models was based on OFV, plausibility and precision of pa-

rameter estimates as well as GOF plots (section 2.1.3.2). Key and final models were addition-

ally assessed based on VPCs (section 2.1.3.3). Since only data of 17 patients entered the final

model and less data was available compared to carboplatin the 10th and 90th percentiles were

chosen for this analysis as for smaller populations less extreme percentiles are more appropri-

ate to asses the predictive performance of the variability of the model239. During the model

development process ten observations were removed from the dataset and their influence on

model parameters as well as performance was evaluated based on the final model. Outliers

are documented in detail in the respective result section (section 3.2.3.4).

2.3.4 Investigation of the infusion duration

For the investigation of the impact of the infusion duration on the PK profile of the drugs

additional datasets were built containing either information about the short (carboplatin) or

the long (etoposide) infusion duration. In the case of thiotepa the infusion duration was re-

dundant as for the final model the infusion duration was not taken into account. The final

PK models of carboplatin and etoposide were fit to the respective datasets and the precision

of the parameter estimates and the prediction of Cmax were investigated based on GOF plots

(section 2.1.3.2) and plots of individual concentration-time profiles.
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2.4 Project 2: Pharmacokinetic/pharmacodynamic modelling of

leukopenia

In the following project the link between the PK profiles for high-dose carboplatin, etoposid

and thiotepa and their PD effect on the leukopoietic system was to be established. Follow-

ing a sequential modelling approach EBEs of the PK parameters of each drug were used

as input in the population PK/PD model. Another objective of this analysis was the char-

acterisation of the leukopoietic system with respect to the special setting of HDCT and the

(myelo-)supportive treatment, i.e. the ASCR and the administration of G-CSF and DEXA as

an antiemetic.

2.4.1 Model for myelosuppression

The analysis of the leukopenic-time course after HDCT was based on a semi-mechanistic

population PK/PD model for myelosuppression published by Friberg et al.138 in 2002 that

meets the mentioned prerequisites of a semi-mechanistic model (section 1.4.2): it describes

chemotherapy-induced myelosuppression and allows for the differentiation of drug-specific

parameters and parameters which characterise the haematopoietic system (Figure 2.4, blue

and red, respectively). In the model the compartment for the proliferating cells in the bone

marrow is linked to the compartment of the cells in the circulation through a chain of transit

compartments. The transit compartments account for the observed time delay in the decrease

in leukocyte concentrations, mimicking the maturation process of the cells in the bone mar-

row which is estimated as the mean maturation time (MMT). A feedback mechanism, defined

as the ratio of the number of circulating cells before the start of the HDCT (Circ(t0)) and the

observed circulating cells Circ(t) at time t, allows for the description of the rebound after nadir

concentrations are reached and is introduced to the model as a power function (feedback ex-

ponent: γ). The drug exerts an inhibitory effect (Edrug(t)) on the proliferation rate constant

kprol of the cells in the bone marrow. In the original model Edrug(t) was either described by

a linear or an Emax model, linking the drug concentration to the PD effect. The drug-specific

parameters slope (SL) or Emax (maximal effect) and EC50 (concentration at half maximal ef-

fect) are a measure for the sensitivity of the proliferating cells in the bone marrow towards

the cytotoxic drug. Assuming steady state conditions before HDCT, i.e. no net change in cell

concentrations in absence of a drug, kprol and the elimination rate constant kel are set equal to

the transition rate constant ktr which describes the transition of the cells from the bone mar-
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Figure 2.4 Structure of the PK/PD model for the description of myelosuppression. C(t): concentration of the

drug at time t; kprol, ktr, kel: proliferation, transition, elimination rate constant, respectively; Circ(t):

leukocyte concentration in the circulation at time t; Edrug: drug effect. Drug-specific parameters: SL:

slope, Emax: maximal effect and EC50: drug concentration at half Emax. System-related parameters:

Circ(t0): leukocyte concentration in the circulation before start of high-dose chemotherapy, MMT: mean

maturation time and feedback exponent γ. Modified from Friberg et al.138

row to the circulation. This constant is defined as ktr = n/MMT with n being the number of

transitions.

2.4.2 Model development

The model described in section 2.4.1 was modified to meet the special conditions of the HDCT

study. The drug effect of the combinatorial regimen was investigated taking all three drugs

into account (section 2.4.2.1). System-specific parameters were explored investigating the es-

timation of the baseline Circ(t0) and the number of transit compartments N (section 2.4.2.2

and 2.4.2.3). Furthermore, the influence of the myelosupportive as well as the concomitant

treatment on the underlying physiological process of leukopoiesis was investigated (section

2.4.2.4 and 2.4.2.5). In a last step covariates were evaluated for their potential influence on

model parameters (section 2.4.2.7).

2.4.2.1 Implementation of the drug e�ect

For incorporation of Edrug(t) either a linear inhibitory model (Equation 2.24) or an inhibitory

Emax model (Equation 2.25) were investigated for each drug. During model development the

59



2.4. PK/PD modelling of leukopenia

effect of the three drugs of the combinatorial HDCT regimen was assumed to be additive and

described by a linear inhibitory model (Equation 2.26).

Edrug(t) = SL · C(t) (2.24)

Edrug(t) =
Emax · C(t)

C(t) + EC50
(2.25)

Edrug(t) =
N

∑
i=1

SLi · Ci(t) (2.26)

where SLi and Ci(t) denote the drug-specific parameter slope (SL) and the concentration C

for the i-th drug at time t. Emax represents the maximal effect of the drug and EC50 the drug

concentration at half maximal effect.

For the evaluation of a possible drug-drug interaction a response-surface model141,241 for the

interaction of carboplatin and etoposide was evaluated. This model enables the differentiation

and quantification of a possible synergistic, antagonistic or additive drug-drug interaction

by estimating the parameter α and was implemented as exemplarily described for a generic

combination of two drugs (A and B) in Equation 2.27 and 2.28.

EA,B =
UA + UB

E50
(2.27)

E50 = 1− α · UB

UA + UB
+ α · ( UB

UA + UB
)2 (2.28)

EA,B is the joint drug effect of drug A and B, UA and UB are equal to the concentration of drug

A or B, respectively, times their respective SL, thus, expressing a transformed concentration

taking the potency of each drug into account. E50 denotes the potency of the drug combina-

tion at a given combination of the drugs’ concentrations.

Minto et al.241 used fourth-order polynominal functions to obtain enough flexibility for the

approximation of the functions describing the parameters at a given drug combination. How-

ever, for E50 they decided that the more simple quadratic form was sufficient to describe the

curvature of the isobologram characterising the drug-drug interaction at a given drug concen-

tration for A and B. After simplification of the fourth-order polynomal function the parameter

α of this function remains. An additive effect is given if E50 equals one, a synergistic interac-

tion is characterised by a value of E50 that is smaller than one whereas a value of E50 greater

than one indicates an antagonistic interaction.
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2.4.2.2 Baseline estimation methods

The estimation of the baseline value, i.e. the leukocyte concentration before start of the HDCT

Circ(t0) is particularly important, as this parameter not only defines Circ(t0) but enters the

model in the feedback and therefore influences the description of the leukopenia throughout

the entire time course. Three baseline estimation methods242 were investigated during model

development (Equation 2.29, 2.30, 2.31).

• Baseline estimation method 1 (B1)

Circ(t0,i) = θCirc(t0) · e
ηi (2.29)

• Baseline estimation method 2 (B2)

Circ(t0,i) = Circ(t0,i,obs) · eηi,RV (2.30)

• Baseline estimation method 3 (B3)

Circ(t0,i) = (θCirc(t0) ·
σ2

ω2 + σ2 + Circ(t0,i,obs) ·
ω2

ω2 + σ2 )e
ηi,RV · ω2

ω2+σ2 (2.31)

For the description of Circ(t0,i) for each individual i, the B1 method (Equation 2.29) estimates

a typical value for the baseline (θCirc(t0)) and its associated IIV (ηi). The underlying assump-

tion of the B2 method given in Equation 2.30 is that the same residual variability (RV) that is

applied to the rest of the data also applies to the baseline data. Hence, Circ(t0,i) is allowed

to deviate from the individual observed baseline (Circ(t0,i,obs)) by the random variable ηi,RV

which has a zero mean and is constrained to the same variance as the residual variability σ2.

Hence, the residual variability is allowed to vary between individuals but is the same within

each individual242. The B3 method (Equation 2.31) combines the information in θCirc(t0) and

Circ(t0,i,obs) and weights each source of information by its associated uncertainty. The in-

terindividual variance ω2 reflects the uncertainty with which θCirc(t0) reproduces the actual

observed individual baseline value (Circ(t0,i,obs)). Conversely, the uncertainty associated with

Circ(t0,i,obs) is reflected by the residual variability σ2. The magnitude of the IIV and RV asso-

ciated with the baseline data determines whether θCirc(t0) or Circ(t0,i,obs) dominate the estima-

tion of the baseline. The three final key models were compared in terms of AIC, precision of

parameter estimates, GOF plots and individual prediction of the leukopenic-time profile with

special attention drawn to the first few days after start of HDCT.
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2.4.2.3 Number of transit compartments

The observed delay in the effect of the cytotoxic treatment, i.e. the decrease in leukocyte

concentrations, was described by a chain of transit compartments in the model. Since MMT

defines the same transition rate constant (ktr) for all compartments the number of transit com-

partments, N, can be increased without estimating additional parameters. Using a chain of

transit compartment allows the maturation time to vary between cells within an individual142.

Moreover, the number of transit compartments defines the shape of the effect curve, i.e. the

decline in leukocyte concentrations, and the distribution of MMT243. The more transit com-

partments are added to the model the steeper the decrease in the predicted leukocyte con-

centrations and the lower the variability in MMT. Therefore, the model development process

comprised the investigation of the number of transit compartments to determine the one that

best described the leukopenic-time course in the population.

2.4.2.4 Initial increase in leukocyte concentrations

The time course of leukopenia in the special setting of HDCT revealed a pronounced increase

in leukocyte concentrations during the first few days of the therapy. This increase has been

described for other chemotherapeutic regimens and has been associated with the known ef-

fects of DEXA148,151 which triggers the enhanced release of G-CSF244. No information for the

DEXA administration was documented, besides the administered amount, the number of ad-

ministered doses per day and, for few patients, a short infusion was reported as the route of

administration. The exact dosing times were not available and therefore the first dosing was

set to 9 a.m. as this time was reported for few patients. Multiple doses were spread evenly

over the day (e.g. for two doses the second dose was set 12 h later to 9 p.m.). Several ap-

proaches for the integration of the effect associated with the anti-emetic treatment have been

explored:

1. The initial increase was integrated as an additional compartment “INIDEXA” that was

linked to the compartment of circulating cells (Figure 3.23). INIDEXA was initiated with

an estimated amount of cells (CINI) at the time associated with the first administration of

DEXA for each patient. The mean elapsed time until the additional cells appeared in the

circulation (MTINI) was estimated and the transition rate constant kini was calculated as

the reciprocal of MTINI.

2. In contrast to 1., INIDEXA was initiated with another estimated amount of CINI each time

DEXA was administered.
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3. The administration of DEXA coded as a dichotomous covariate as well as the amount of

each dose and the total amount administered to each patient were subject to a covariate

analysis (section 2.4.2.7).

In addition to the structural changes that were introduced to the model the variability of the

new parameters CINI and MTINI was investigated.

2.4.2.5 Integration of the autologuous stem cell rescue

Different approaches for the integration of the ASCR were explored based on a model pro-

posed by Ramon-Lopez et al.147 First, the ASCR was integrated as an additional compartment

(compare INIDEXA section 2.4.2.4). In contrast to the initialisation of INIDEXA, the compartment

for the autologuous stem cell rescue (SCR, Figure 3.23) was initiated with the reported, not es-

timated, amount of retransfused CD34+ cells. The mean time it took for the retransfused cells

to enter the system of leukopoiesis was estimated (MTSCR) and the transition rate constant

(kSCR) was calculated as n/MTSCR, with n being the number of transitions. In addition to the

information about the amount of CD34+ cells information on the content of colony-forming

unit (CFU) cells was available for analysis. The implementation of the SCR was evaluated

during two phases of the model development process:

• A) For a model comprising three transit compartments (T1 - T3) and

• B) For a model comprising the final number of transit compartments (T1 - TN, section

2.4.2.3 and 3.3.3).

For the investigation of the ASCR the CD34+ cells were divided into three groups:

• All CD34+ cells (i)

• The CFU cell fraction alone (ii)

• CD34+ cells excluding the CFU cell fraction (iii)

These subgroups were then allowed to enter

• The compartment of proliferating cells (Prol) and/or

• The transit compartments T1, T2,..., TN

Retransfusion of the CFU cell fraction was only investigated for the compartment of prolifer-

ating cells. The rationale was that CFU cells are a subgroup of CD34+ cells which is capable
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of proliferation whereas CD34+ cells contain both, cells with and without the ability to pro-

liferate. Therefore in one approach the CFU cells (ii) were transferred into the compartment

of proliferating cells (Prol) whereas the remaining CD34+ cells (iii) were transferred into the

different transit compartments (T1, T2,..., TN). In a last step the homing process of the retrans-

fused cells was further characterised by adding a transit compartment (Transit-CFU/-CD34+)

between SCR and the system of leukopoiesis.

2.4.2.6 Integration of an additional feedback

In the model for myelosuppression as proposed by Friberg et al.138 the feedback mechanism

is acting solely on kprol, accounting for the stimulation of the proliferative activity of cells in

the bone marrow if the haematopoietic system is under stress. However, cytokines responsi-

ble for the regulation of haematopoiesis also shorten the time of cell maturation. Therefore a

second feedback mechanism (power exponent: β) acting on the transition rate constants ktr

was introduced to the model and its impact on the descriptive and predictive ability of the

model was assessed.

A model containing two feedbacks was first proposed by Quartino et al.153 who replaced the

feedback, originally consisting of a power function including the fraction of the neutrophil

concentrations before therapy and model-predicted concentrations during therapy, by predic-

tions and baseline values of G-CSF concentrations. In contrast to using G-CSF concentrations,

leukocyte concentration measurements were maintained for the present investigation as no

G-CSF concentration measurements were available for data analysis.

In a first modelling approach the INIDEXA compartment was excluded from analysis to resem-

ble the model by Quartino et al. The motivation was that by adding the feedback the initial

increase could possibly be described by a faster transit of the cells through the bone marrow

due to a feedback acting on ktr. During model development the additional feedback was al-

lowed to act on either all (n) ktr or on the last (n-1), (n-2), ..., 2 ktr before cells are entering the

circulation. In a second approach INIDEXA was kept in the model and the model was evaluated

containing the two feedback mechanisms.

2.4.2.7 Covariate analysis

The objective of the covariate analysis was to further characterise possible influences on the

parameters describing the system of leukopoiesis in the setting of HDCT. A focus was laid on

G-CSF and DEXA, as they were known to influence the time course of myelosuppression. Ad-
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ditionally, other covariates were investigated which were identified during graphical analysis

as potential predictors for the system-related parameters.

G-CSF The growth factor G-CSF is known to have a stimulating effect on the proliferation

and maturation processes of granulocyte progenitors. This motivated the integration of G-

CSF as a covariate for MMT, the exponent of the feedback mechanisms γ and the proliferation

rate constant kprol . G-CSF is, in parts, eliminated from the circulation via internalisation after

binding to its receptor on the surface of neutrophils. Physiologically this means the more G-

CSF in the circulation the less circulating leukocytes to eliminate G-CSF are present. Therefore

G-CSF was also tested as covariate on kel , “feigning” lower leukocyte concentrations during

G-CSF administration, to activate the feedback mechanism. In this model kel was estimated

rather than set equal to kprol . G-CSF entered the model as a dichotomous covariate (section

2.1.2.3) with the value 1 for the days on which it was administered until one day after the last

administration and 0 for all other days.

Dexamethasone DEXA increases endogenous G-CSF concentrations and therefore the same

covariate relations were investigated for DEXA (see also section 2.4.2.4). DEXA was coded

as a dichotomous covariate being 1 from the first until the last administration. The influence

of DEXA as a covariate on MMT and kprol was assessed in a model that did not include the

description of the initial increase by initialisation of INIDEXA in order to assess the ability of

DEXA to describe the initial increase by changing MMT and kprol . Another covariate relation

that was investigated for DEXA was the single (0, 12 and 16 mg) and the total amount of

administered DEXA on CINI for the multiple initiation of INIDEXA and for the single initiation

of INIDEXA, respectively.

Remaining covariates Covariates which were selected during graphical analysis comprised

HT as a predictor for Circ(t0) and AGE, albumin (ALB), CLCG and gamma-glutamyltransferase

(GGT) for MTSCR. All covariates were included as an exponential function (Equation 2.12).

2.4.3 Model selection and evaluation

Model selection was based on OFV, plausibility and precision of parameter estimates as well as

GOF plots. Key and final models were additionally evaluated based on VPCs (section 2.1.3.2

and 2.1.3.3). Since only data from 17 patients was available for analysis the 10th and 90th
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percentiles were chosen for this analysis as for smaller populations less extreme percentiles

are more appropriate to asses the predictive performance of the variability of the model239.

2.5 Project 3: Assessing the optimal day for the autologuos

stem cell rescue

Simulations were performed based on the final population PK/PD model for the description

of leukopenia following HDCT and comprised the investigation of the day on which the ASCR

was performed and the amount of retransfused cells with respect to leukocyte nadir concen-

trations and the duration of at least grade 3 leukopenia (from here on referred to as duration

of grade 3 leukopenia). The objective was the exploration of the best day to perform the ASCR

under consideration of the retransfused amount of CD34+ cells.

2.5.1 Deterministic simulations

For the investigation of the optimal day for the ASCR, first, deterministic simulations were

performed to gain information about the underlying system. Nadir concentrations and the

duration of grade 3 leukopenia were evaluated for different days on which the ASCR was

performed starting from day 5, i.e. one day after the last etoposide administration, up to

day 11. Additionally, the amount of retransfused CD34+ cells was subject to analysis and its

impact on the day for ASCR with raged to nadir concentrations and the time below grade

3 leukopenia was investigated. The minimal (0.072 ·109), median(0.2329·109) and maximal

(0.5698·109) amount of retransfused CD34+ cells from the investigated study population were

evaluated during simulations.

2.5.2 Stochastic simulations

In a second step stochastic simulations were carried out to determine whether the differences

in nadir concentrations and duration of grade 3 observed during the deterministic investiga-

tions hold true when variability within the population was allowed. Simulations were per-

formed for a retransfused amount of cells of 0.072, 0.1, 0.15, 0.2, 0.2329, 0.3, 0.4, 0.5 and 0.56

·109 CD34+ cells with the ASCR taking place on day 6, 7, 8, 9, or 10 (D6 - D10) of HDCT.

The best day proposed with the help of the simulations was then compared to the day of the

original study setting (D7) applying the Mann-Whitney-Wilcoxon test (next paragraph). All

simulations were based on parameter estimates of the final population PK/PD model for the
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description of leukopenia. The IIV for the MTSCR was taken from a model which was eval-

uated without patient number 19. For this patient twice the amount of retransfused CD34+

cells compared to the rest of the population was reported and the original laboratory report

was missing. Exclusion of this patient resulted in a parameter distribution for the IIV of the

MTSCR that was much closer to a normal distribution than for a model including this patient.

As all other model parameters were not affected by the exclusion of this patient the variance

component for MTSCR from the model excluding this patient was used during simulations.

The leukopenic time course was simulated for a typical patient who received median doses

of 449.2, 1100 and 330 mg of C, E and T, respectively, for each application of the drug and

various amounts of retransfused CD34+ cells. INIDEXA was initiated with CINI on the first day

of HDCT, also allowing variability for this parameter.

Mann-Whitney-Wilcoxon test The Mann-Whitney-Wilcoxon test (or Wilcoxon rank sum

test) is a non-parametric hypothesis test for assessing whether two independent sample dis-

tributions belong to the same statistical population245. It was performed to compare nadir

concentrations and the durations of grade 3 leukopenia resulting from n=1000 simulations

based on the final PK/PD model for the description of leukopenia applying a level of statis-

tical significance of 0.05 (section 3.4.2). The null hypothesis was that there was no difference

between between nadir concentrations or the duration of grade 3 leukopenia for an ASCR

performed on the original day of the study (day 7) compared to any other day the ASCR was

performed during the simulations.

2.6 Project 4: Characterisation of the cytotoxic potency of

chemotherapeutics

One goal of the description of the leukopenic-time course by a semi-mechanistic model is the

quantification and differentiation of the sensitivity of the proliferative cells in the bone mar-

row towards the cytotoxic drugs. The separation of drug- from system-specific parameters

by the semi-mechanistic model enables the characterisation of the drug effect independent

from the underlying leukopoietic system. This provoked the investigation of drug-specific

parameters obtained from other systems such as cell-based assays which describe the cyto-

toxic potency of drugs in terms of an Emax model.

Project 4 was subdivided in two parts: First, different PD models for the description of the ef-

fect of different carboplatin concentrations on the survival of cells (“response”) in a cell-based
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assay were investigated and compared. For this purpose the parameters characterising the

concentration-response relation (e.g. Emax and EC50) were estimated in NONMEM® and with

the R software package.

The second part then focused on the proposal of an enhanced semi-mechanistic PK/PD model

for myelosuppression which was suitable for the evaluation of clinical data and estimated

drug-specific parameters which were comparable to EC50 values obtained from in vitro data.

The objective was to explore the possible use of in vitro data for the prediction of the myelo-

suppresive time course following chemotherapy.

2.6.1 Assessing the cytotoxic potency from in vitro data

The comparison of different PD models for the description of the PD effect of cytotoxic drugs

on the survival of cells was based on data collected during the assay development of a cel-

lular cytotoxicity assay with peripheral blood mononuclear cells (PBMC) which was subject

of a (supervised) diploma thesis218. The PD models were implemented in NONMEM® to

determine the one that best described the data. Then, parameter estimates from a correspond-

ing model implemented in the drc package in R were compared to the ones obtained during

analysis of the data in NONMEM® to have a simpler and more cost-effective analysis tool at

hand.

2.6.1.1 MTT assay

The MTT assay is a colorimetric assay which is used to asses the cytotoxic effects, i.e. the

inhibition of cell growth and cell death by certain concentrations of compounds. MTT (3-

(4,5-Dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) is a yellow tetrazole which is re-

duced via an enzymatic reaction in viable cells to the purple formazan. The formazan crystals

were dissolved in dimethylsulfoxide (DMSO) and the absorbance of the resulting solution was

measured at the wavelength of 570 nm. For the current investigation data from an MTT assay

that was developed to asses the cytotoxic potential of carboplatin on PBMCs was used218. The

PBMCs for the assay were isolated from buffy coats via centrifuging, resuspended and seeded

on a 96 well plate. For this purpose 100 µL of the PMBC suspension were transferred to each

well resulting in a cell density of 150,000 cells/well. 10 µL of a serial dilution of carboplatin

was added to each column of the plate resulting in an assay concentration of 0, 1.8, 5.5, 18, 55,

109, 182, 364, 727 and 1818 µmol/L for each column (8 replicates, 1 in each row of the plate).

The plate was incubated for 72 h before MTT was added to the plates. The plates were then

incubated for additional 2 h before formazan crystals were dissolved and the absorption was
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measured. A column with DMSO treated cells served as positive control and a column con-

taining untreated cells represented the negative control. To control for background staining a

column containing neither cells nor drug was also stained with MTT.

2.6.1.2 Data processing

The raw data from the absorption measurement of three plates was subjected to analysis. The

data was processed prior to modelling to represent the survival index (SI, %) of the cells. In

the first step outliers, i.e. wells with unusual high or low absorption values, were identified

applying the Grubbs test for one outlier in R and removed from the dataset.The Grubbs test

compares the potentially outlying data point with the average and the standard deviation

of measurements from the same drug concentration246. After comparison with a tabulated

criterion (Grubbs statatistic G=0.2032, n=8 measurements/concentration, p=0.05), the data

point was discarded from the dataset if the calculated value for G exceeded the tabulated

value, i.e. the observation was a outlier.

In the next step the geometric mean of each column of the plate, i.e. wells containing the

same carboplatin concentration was calculated. The mean absorption of the wells containing

DMSO was subtracted from the absorption means of each of the other columns as DMSO

was assumed to represent 100% cell kill. Hence, the absorption values were corrected for

background staining resulting from living, non-proliferative cells. In the last step the mean

absorption of the untreated wells was set to 1 representing a cell survival of 100 % and the

survival index for the other concentrations was calculated.

2.6.1.3 Analysis in NONMEM®

The analysis of the data in NONMEM® was divided in two parts: (i) a population analysis for

the three plates and (ii) the individual analysis for each plate. During the first part different

PD models were evaluated with respect to their descriptive ability. The second part was based

on the final model from (i) and was conducted in order to obtain parameter estimates for each

plate for the direct comparison of the estimated parameters with those from the analysis in R.

The following inhibitory PD models were investigated: a simple Emax model (Equation 2.32,

with h=1), a sigmoidal Emax model (Equation 2.32) and the Richards’ model247 (Equation

2.33) which estimates an additional factor for asymmetry (ASSY). For ASSY equal to 1 the
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Richards’ model collapses to the sigmoidal Emax model which is equal to the simple Emax

model if the hill factor h is equal to 1248.

E = 1− Emax · Ch

Ch + ECh
50

(2.32)

E = 1− Emax

(1 + ASSY · eSLOPE·ln EDi
C )

1
ASSY

(2.33)

E = 1− E0 +
(Emax − E0) · Ch

Ch + ECh
50

(2.34)

Besides the estimation of the maximum effect Emax, the sigmoidal Emax model implemented

in the drc package took an effect size for the cells that were unaffected by the drug (E0) into

account (Equation 2.34). The hill factor h and the SLOPE factor are measures for the steepness

of the effect-concentration curve. For ASSY equal to 1, SLOPE corresponds to h and EDi, the

concentration at the point of inflection, corresponds to EC50 which denotes the concentrations

C at the half maximal effect of the drug248,249 (see appendix section 8.3).

2.6.1.4 Analysis in R

For the analysis in R the drc package was used. Within this package the LL4() function re-

flected the parametrisation of the sigmoidal Emax model including a basline effect for unaf-

fected, surviving, cells (Equation 2.34) which was used to analyse % SI of the cells. In a first

step data from all three plates was analysed simultaneously followed by the estimation of a

parameter set for each plate individually.

2.6.1.5 Comparision of the data analysis in NONMEM® and R

The parameters estimated from the population analysis in NONMEM® and the simultaneous

fit of all plates in R were compared. To be able to directly compare parameter estimates, the

sigmoidal Emax implemented in NONMEM® was recoded to resemble the one implemented in

the drc package (Equation 2.34). This means a parameter estimating the remaining percentage

of surviving cells was introduced to the model (E0). Additionally, the parameter estimates

resulting from the individual analysis of the three plates in NONMEM® and R were compared

and evaluated with respect to their precision.
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2.6.2 Comparing in vitro measures of cytotoxicity with estimates from an

population PK/PD analysis of clinical data

The goal of this project was to propose a model for the description of myelosuppression that

enabled the estimation and prediction of EC50 values from clinical data which were compa-

rable to EC50 values from cytotoxicity assays reported in literature. Therefore the model for

myelosuppression138 was modified to reflect conditions under which EC50 values are deter-

mined in vitro. The following section describes the development of such a model and exempli-

fies the estimation and comparison of EC50 values obtained from a population PK/PD analysis

of clinical data with EC50 values from an in vitro CFU-GM assay. The CFU-GM assay is the

most frequently used haematotoxicity assay and measures the acute effect of compounds on

bone marrow progenitor cells250.

2.6.2.1 Model development

In the original model by Friberg et al.138 the sensitivity of the cells in the bone marrow towards

the drugs was expressed as a linear inhibition model (Edrug(t) = SL ·C(t)) with the slope (SL)

being the measure for the sensitivity and C the concentration of the drug at a given time t. The

drug exerted an inhibitory effect Edrug(t) on the proliferation rate constant kprol of the cells in

the bone marrow and was implemented as E(t) = kprol · (1− Edrug(t)). Hence, for Edrug(t)

<1, kprol was inhibited (cytostatic effect) whereas for Edrug(t) >1 the whole expression became

negative, reflecting a net cell loss from the compartment of proliferating cells (cytotoxic effect).

The same applies for an Emax model which can be used to describe the cytotoxic drug effect

and where Emax is estimated and can become greater than 1. However, if % SI data from an in

vitro assay is analysed with an Emax model the maximal effect that can be achieved is a cell kill

of 100%. This means that the value of Emax is bound to be between 0 (no cell kill) and 1 (100%

cell kill). Hypothetically this means that if the “in vitro Emax model” is implemented directly

into the model for myelosuppression the maximal effect that can be achieved would “only” be

the complete inhibition of kprol (cytostatic effect) without taking the cell kill (cytotoxic effect)

into account. Therefore the model was reparametrised to take the special conditions applying

for Emax of the “in vitro Emax model” into account. A new rate constant kkill which allowed for

cell loss from the compartment of proliferating cells was introduced (Figure 2.5). The drug

effect was then implemented as an Emax model with inhibitory effect on kprol and stimulatory

effect on kkill .
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Figure 2.5 Image detail from the schematic structural model of the re-parameterised model for myelosuppression.

Edrug(t): drug effect at time t; Emax: maximal drug effect (fixed to 1); EC50: concentration at half maximal

effect; C(t): drug concentration at timt t; kprol, ktr, kkill: proliferation, transition, cell kill rate constant,

respectively

2.6.2.2 Docetaxel study

For the evaluation of the proposed reparametrised model and for the comparison of the es-

timated EC50 value a previously published study for the analysis of neutropenia following

treatment with docetaxel was chosen129,138,219. In contrast to the CET study, the study com-

prised a monotherapeutic chemotherapy regimen which was of importance to easily separate

the drug-specific from the sytem-specific parameters and to omit a potential drug-drug inter-

action. The study comprised 637 patients suffering from carcinoma, melanoma or sarcoma

who were included in 24 open, uncontrolled trials at over 50 study sites. Docetaxel was ad-

ministered at a dose of 75 or 100 mg as a 1 h infusion every 3 weeks. Neutrophil concentrations

from the first cycle were subject to analysis, representing a total of 3,549 neutrophil counts (1

- 26 per patient). The individual predicted concentrations from a previously published pop-

ulation PK model219 were used as input for the PK/PD model following a sequential mod-

elling approach. A summary of the estimated model parameters that were obtained when

reanalysing the data with the model by Kloft et al.129 is presented in Table 3.13. For the pur-

pose of this analysis the model was reparametrised as described in section 2.6.2.1 and was fit

to the docetaxel data. All covariate effects but AAG as a covariate for the drug effect were

implemented as in the original model. The reason was that when analysing drug potencies in

vitro no such covariate relations are considered and the parameter estimate for EC50 from the

reparametrised model was supposed to be directly comparable to the one obtained in vitro.
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2.6.2.3 Model evaluation

The parameter estimates of the reparametrised model were compared to those resulting from

the analysis with a model that was previously published by Kloft et al.129 and evaluated with

respect to precision of the parameter estimates. The estimated EC50 value from the population

analysis was then compared to a EC50 for docetaxel previously published by de Graaff et al.251

which was obtained from an CFU-GM assay for the assessment of haematotoxicity.

2.7 Project 5: Investigation of glycation processes throughout

the lifespan of erythrocytes

Cell lifespan models have become a common way for the investigation of haematological

drug effects. The objective of the project described in the next section was to transfer the gen-

erated knowledge about transit compartment modelling as described in section 2.3.3.1 and

2.4.2.3 to another model that is used for the description of changes in HbA1c in patients with

diabetes mellitus type 2 undergoing therapy. As a long-term biomarker for the evaluation

of antidiabetic treatment HbA1c can be used for the characterisation of the ageing process of

erythrocytes as glycation of haemoglobin increases with increasing age of the cells. For the

description of changes in HbA1c in patients with diabetes mellitus type 2 treated with lixisen-

atide a previously published lifespan model186 was investigated and a new, extended version

of the lifespan model220 was developed. The third objective was to gain a more mechanistic

understanding of the formation of HbA1c under lixisenatide treatment and the characterisa-

tion of the lifespan of erythrocytes in this population.

2.7.1 Study characteristics

The investigation of the lifespan model and the extended version of the model was based on

HbA1c measurements from 162 patients constituting a subgroup of patients enrolled in two

clinical studies sponsored by Sanofi one of which was published in 2010 by Ratner et al.195

The randomised, double blind, placebo-controlled, parallel-group studies were conducted in

diabetes mellitus type 2 patients inadequately controlled (HbA1c ≥ 7%) on metformin (> 1000

mg/d) to evaluate the dose-response relationship of lixisenatide. The characteristics of the

study population are summarised in Table 2.1. Overall, the investigated study population

reflected the expected characteristics of patients with diabetes mellitus type 2 with a median

age of 61 (range: 43 - 74) years and a median weight of 81 (51 - 118) kg. Creatinine clearance,
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predicted normal weight (PNWT), race and fasting plasma glucose (FPG) before the start of

the therapy reflect covariates that were included in the population PK model for lixisenatide

(see 2.7.1.3) and the population PK/PD model for the description of FPG (see 2.7.1.4) which

were previously published252 and used as input for the present analysis.

Table 2.1 Characteristics of study population: Distribution of continuous and categorical covariates220.

Parameter Unit Median 2.5th percentile 97.5th percentile

Age [year] 61 43 74

Weight [kg] 81 51 118

Height [cm] 167 149 187

PNWT [kg] 72 49 106

CLCR [L/h] 5.9 3.7 10.4

FPG before study [mM] 8.7 7.0 12.9

Race [caucasian/black/asian/other] 104/3/45/10

Sex [male/female] 106/56

PNWT: predicted normal weight223, CLCR: creatinine clearance221, FPG: fasting plasma glucose

2.7.1.1 Lixisenatide

Lixisenatide was administered subcutaneously (s.c.) at doses of 5, 10, 20 or 30 µg once or twice

daily for 13 weeks. The studies included an intraindividual dose escalation which took place

during the first 2 - 4 weeks starting at 5 µg for week one with the addition of 5 µg/week until

target doses of 20 or 30 µg/week were reached.

2.7.1.2 Observations and data acquisition of HbA1c values

The PK and PK/PD analyses of lixisenatide (Frank253) and FPG (Rüppel et al.252), respectively,

were performed prior to the analysis of the HbA1c data and were not part of the PK/PD mod-

elling activities presented in this thesis. Therefore details on data acquisition are only given for

HbA1c. Samples for the determination of HbA1c values were taken once before the start of the

treatment period, once directly before or on the day of the first lixisenatide administration and

on four occasions during the observation period of the study. Glycated haemoglobin values

were determined with a high-performance liquid chromatography method and were given as

NGSP (National Glycohemoglobin Standardization Program) standardised values195.
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Figure 2.6 Structural model for the PK of lixisenatide (left) and the PD of FPG (right). s.c.: sub cutaneous; ka:

absorption rate constant; Edrug(t): drug effect over time; Emax: maximal effect; EC50: concentration

at half maximal effect; C(t): concentration at time t; kin: production rate constant for fasting plasma

glucose (FPG); kout: elimination rate constant of FPG

2.7.1.3 Pharmacokinetic model for lixisenatide

EBEs from a population PK model for the description of lixisenatide concentrations253 were

used as input for the population PK/PD models for the description of FPG and HbA1c. PK

profiles were described by a one compartment model (Figure 2.6, left) which was parametrised

in terms of volume of distribution (V) and clearance (CL), the latter describing the elimination

of lixisenatide from the circulation by a first-order process. The first-order absorption rate

constant ka determined the drug absorption process from the subcutaneous compartment.

PNWT and CLCR (section 2.1.5.2) were identified as influential covariates on CL, V was best

predicted after inclusion of PNWT as a covariate and the study site, race (Asian) and PNWT

were influential covariates for ka. The distributions of EBEs from the analysis by Rüppel et

al.252 are described in the upper part of Table 2.2 by means of the respective median, 2.5th and

97.5th percentile.

2.7.1.4 PK/PD model for fasting plasma glucose

Prior to the analysis of HbA1c values, the PD effect of lixisenatide on fasting plasma glucose

(FPG) has been described with an indirect response model252. In general, indirect response

models control the response by factors describing its production and elimination. The drug

exerts an indirect effect on the response by either stimulating or inhibiting its production

or elimination, respectively254. For the description of FPG over time (the response) under

lixisenatide treatment a zero-order rate constant kin characterised the production of FPG and

the elimination followed a first-order process described by the elimination rate constant kout

(Figure 2.6, right). FPG concentrations before therapy were used to characterise the initial

conditions in the compartment for FPG in each patient. Lixisenatide concentrations served as

input for an Emax model with an inhibitory effect on kin.
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Table 2.2 Distribution of the empirical Bayes estimates of the PK model for lixisenatide and of the PK/PD model

estimates for fasting plasma glucose220.

Parameter Unit Median 2.5th percentile 97.5th percentile

PK Parameter (lixisenatide)253

CL/F [L/h] 33.4 18.1 61.2

V/F [L] 40.2 20.2 82.4

ka [1/h] 0.37 0.27 0.45

PD Parameter (FPG)252

kin [mmol/(L·h)] 0.29 0.23 0.43

kout [1/h] 0.03 - -

EC50 [ng/L] 12.3 0.31 115

Emax 0.44 - -

CL: clearance; V: volume of distribution; ka: absorption rate constant

kin, kout : production and elimination rate constants for fasting plasma glucose, respectively

EC50: concentration at half-maximal effect; Emax: maximal effect

2.7.2 Development of the HbA1c model

In a first step the lifespan model by Hamrén et al.186 was applied to the data to describe the

change in the observed HbA1c values in the patient population. To improve the fit and gain

further insights in the mode of action of lixisenatide, the lifespan model was extended. The

rationale behind the extension were the different modes of actions of lixisenatide and tesagli-

tazar, a PPARα,γ-agonist for which Hamrén et al. originally developed the model. In contrast

to tesaglitazar, which is acting as a insulin sensitiser, lixisenatide is able to influence post-

prandial glucose (PPG) concentrations by enhancing insulin secretion and delaying gastric

emptying. These effect were indirectly taken into account by the extended model (section

2.7.2.2).

2.7.2.1 Lifespan model

One of the advantages of the lifespan model proposed by Hamrén et al.186 is that the de-

scription of the process of HbA1c formation does not depend on the presence of data on

haemoglobin or erythrocytes. The semi-mechanistic population PK/PD model (Figure 2.7)

describes and quantifies the underlying physiology of haemoglobin turnover and glycation

based ob HbA1c data only and establishes the link between FPG and HbA1c. It enables the
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Figure 2.7 Schematic structure of the lifespan model for the description of HbA1c values255. MRTE: mean resi-

dence time erythrocytes; HbA1c: glycated haemoglobin; γ exponent of glycation process defined by

fasting plasma glucose (FPG) and the glycation rate constant (KGL); ktr: transition rate constant; KINH:

release rate of red blood cells (RBC) from the bone marrow.

differentiation between parameters describing the system of erythrocyte cell aging/their lifes-

pan (release rate of erythrocytes from the bone marrow and their mean residence time) and

the glycation process of haemoglobin (glycation rate constant linked to FPG by the exponent

γ) on the one hand and drug-related parameters characterising the drug effect (Edrug(t), Figure

2.6) on FPG concentrations on the other hand. The following assumptions were made during

model development255:

• Haemoglobin is released from the bone marrow into the circulation by a zero-order rate

constant (KINH) and is not glycated

• Glycation of haemoglobin is a function of FPG and linked to the glycation rate constant

KGL by the exponent γ (FPGγ · KGL)

• The proportion of gylcated haemoglobin increases continuously with age of erythro-

cytes, i.e. glycation takes place during the entire lifespan of an erythrocyte (characterised

by the mean residence time, MRTE)

The model describes the lifespan of erythrocytes in the circulation by a chain of transit com-

partments. The compartments are linked by transition rate constants ktr which are calculated

as the reciprocal of the mean residence time of the erythrocytes (MRTE) multiplied by the

number of transitions n. The MRTE estimates the lifespan of the erythrocytes in the blood.
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KINH resembles a zero-order rate constant with which erythrocytes are released from the bone

marrow into the circulation. At each state during the lifespan of an erythrocyte haemoglobin

is glycated as a function of FPG. This process is described by the glycation rate KGL which

reflects the rate at which FPG glycates haemoglobin to HbA1c. The exponent γ describes the

curvature of the nonlinear relation between FPG and HbA1c which is given by a power func-

tion. The HbA1c value (in %) is calculated as the ratio between the sum of all compartments

containing glycated haemoglobin and the sum of all compartments times 100. During the

model development process the variability in the structural model parameters and the ability

of the model to describe the change in HbA1c values was assessed.

2.7.2.2 Extended lifespan model

For the description of the change in HbA1c values due to lixisenatide treatment the lifespan

model was extended to better describe the data. In contrast to tesaglitazar, a PPARα,γ-agonist

for which the model was developed at first lixisenatide, among other modes of action, en-

hances insulin secretion and delays gastric emptying. Hence, not only is FPG reduced by a

more effective uptake of glucose but PPG peaks are reduced due to insulin secretion and a

delay in gastric emptying leading to a delay in absorption of glucose in the intestine200. This

lead to the implementation of a second glycation pathway, which was described by another

glycation rate constant KGL2. This glycation rate constant was inhibited by an Emax model

which was directly linked to lixisenatide concentrations and possibly described the glycation

due to PPG. Linking the effect directly to lixisenatide concentration-time profiles also enabled

to take an effect on a much shorter time scale (hours) into account without actually incorpo-

rating measurements of PPG lowering in the model. The resulting extended lifespan model is

shown in Figure 3.38 and includes an additional system-related parameter (KGL2) as well as

new drug-related parameters characterising the Emax model.

The implementation of the Emax model, the number of transit CMTs and correlations observed

during parameter estimation were investigated. Regarding the number of transit compart-

ments, N=4, 6, ..., 12 transit compartments were investigated for the extended lifespan model.

Less than four transit compartments were not investigated, as Kalicki et al.256 reported a de-

crease in OFV for increasing numbers of transit compartments. Additionally, variance com-

ponents for the model parameters and the contribution of the two glycation pathways to the

HbA1c formation was assessed.
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2. METHODS AND MATERIALS

2.7.3 Model evaluation and comparison

Final and intermediate models of the original and the extended model were evaluated and

compared with respect to precision and plausibility of parameter estimates, η-shrinkage, good-

ness of fit and OFV. Investigations regarding the predictive performance of the final models

by means of a VPC were not planned.
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3 Results

3.1 CET study

3.1.1 Population characteristics

A total of 19 patients that were enrolled in the CET study were subject to analysis. The most

important demographic covariates and clinical chemistry parameters before the start of HDCT

of the study population are summarised in Table 3.1. Table 3.2 summarises the concomitant

medication with potential influence on the time course of leukopenia. Statistical parameters

for the covariates and clinical chemistry parameters were calculated at time=0 h, reflecting

the start of the study. The distribution of the covariates and their correlations are depicted in

Figure 3.1. No unexpected correlations between the covariates were observed. In general, the

expected distribution patterns were reflected by the histograms. For leukocyte concentrations

all measurements before start of HDCT were used for calculation of the statistics, i.e. two

concentration measurements for each patient but one, for whom only one was documented.

Leukocyte concentrations before the start of the therapy revealed that 30% of the patients

suffered from a leukopenia of at least grade 2. Although each patient received the ASCR one

patient (ID 7) did not receive G-CSF treatment. Two patients did not receive DEXA as part

of the anti-emetic therapy. The liver enzymes ALT (alanine transaminase) and AST (aspartate

transaminase) showed a slight increase in few patients before start of the therapy. During

therapy changes in covariates over time were mainly observed for liver enzymes (AST, ALT)

which were increased and protein concentrations, especially albumin concentrations (lowest

value: 2.5 U/L), which were decreasing during therapy. These changes in clinical chemistry

parameters were transient and back to reference values at the end of the observed time period.

3.1.2 Carboplatin

3.1.2.1 Dataset

Information on determined platinum concentrations, demographic covariates and serum cre-

atinine (CREA) were obtained from a dataset from a previous analysis79, transformed into a

NONMEM® readable format and merged with information on the actual dosing and sampling

time points from the study report. For the evaluation of the infusion durations the information
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Table 3.1 Summary of the populations’ characteristics (n=19): Distribution of the relevant continuous covariates

Covariate Unit Median Mean Range 5th - 95th percentile

Age [y] 33.3 34.2 20.7-54.2 22.2-45.7

Weight [kg] 80.0 81.1 58.0-105 62.5-101

Height [cm] 177 178 160-190 169-190

Body surface area [m2] 2.00 1.98 1.70-2.30 1.70-2.21

Leukocytes [109cells/L] 3.97 4.31 1.75-14.5 2.01-7.26

Serum creatinine [µmol/L] 0.95 1.01 0.80-1.30 0.80-1.30

Creatinine clearance [mL/min] 115 121 72.6-188 88.1-171

Protein [g/dL] 6.50 6.66 5.70-7.90 5.97-7.81

Albumin [g/dL] 4.30 4.25 3.30-5.50 3.30-5.14

ALT [U/L] 12.0 13.0 5.00-32.0 5.00-31.1

AST [U/L] 9.00 9.11 6.00-17.0 6.90-12.5

Bilirubine [mg/dL] 0.50 0.51 0.30-1.10 0.30-0.92

ALT: alanine transaminase, AST: aspartate transaminase

Table 3.2 Summary of concomitant medication influencing the time course of leukopenia (n=17)

Covariate Number of patients %

ASCR yes 17 100

DEXA yes 15 88.2

no 2 11.8

G-CSF yes 16 94.1

no 1 5.88

ASCR: autologuous stem cell rescue; DEXA: dexamethasone

G-CSF: granulocyte colony-stimulating factor
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3.1. CET study

Figure 3.1 Scatter plot matrix and parameter distributions of the continuous covariates age (AGE) in years,

weight (WT) in kg, creatinine clearance (CLCR) in mL/min, height (HT) in cm, body surface area

(BSA) in m2, serum creatinine (CREA) in µmol/L, protein (PROT) in g/dL, albumin (ALB) in

g/dL, aspartate transaminase (AST) in U/L, alanine transaminase (ALT) in U/L,bilirubin (BILI)

in mg/dL, leukocytes (LEU) in 109 cells/L. Numerical values express parameter correlation.
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3. RESULTS

Figure 3.2 Ultrafilterable platinum plasma concentrations versus time (original, linear scale, left) and time after

last dose (semi-logarithmically scale, right).

about the duration of the infusion was collected from the original study reports and merged

with the dataset.

3.1.2.2 Observations

In total data from 19 patients were available for PK analysis. The sampling resulted in a rich

data situation with a mean of 7.1, 2.2 and 11.2 samples per patient after the 1st, 2nd and 3rd

infusion, respectively. No missing data or concentration measurements below LLOQ were

reported. The concentrations for ultrafilterable platinum (Pt) covered a wide range from 0.026

- 30.07 µg/mL. Figure 3.2 shows the Pt concentrations versus time and time after last dose

(TALD) for all individuals on the original, linear (left) and a semi-logarithmic (right) scale,

respectively. The latter reveals a distinct biphasic profile suggesting a two compartment model

for the description of the concentration-time course of ultrafilterable Pt in the plasma.

3.1.3 Etoposide

3.1.3.1 Dataset

Etoposide concentration measurements were digitalised and merged with information on the

administration time points and infusion durations from the original study reports. Demo-

graphic covariates and clinical chemistry parameters (Table 3.1) were taken from the carbo-

platin dataset as they were already available in a NONMEM® readable formate.
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3.1. CET study

Figure 3.3 Etoposid plasma concentrations versus time (left) and time after last dose (right) on a semi-logarithmic

scale. Red triangles: plasma concentrations of patient (ID) 4; excluded in plot on the right hand side.

3.1.3.2 Observations

Etoposide concentrations measurements from 19 patients were available for PK analysis. Pla-

sma concentrations from one patient (ID 4, Figure 3.3 (left), red triangles) were excluded prior

to analysis during the data checkout procedure due to implausibility (section 3.2.2.5). Overall,

sampling after the 1st, 2nd, 3rd and 4th infusion resulted in a mean of 6.2, 2.0, 2.0 and 7.8 samples

per patient, respectively. Neither missing concentration measurements nor values below the

LLOQ were reported. Etoposide concentrations in the final dataset covered a range from 0.05

- 168.6 µg/mL. The semi-logarithmically scaled concentration-time profiles are illustrated in

Figure 3.3 and indicate a two compartment model by a biphasic shape of the profiles.

3.1.4 Thiotepa

3.1.4.1 Dataset

Concentration measurements were obtained from a diploma thesis233, digitalised and merged

with information on the infusion duration and administration time points for thiotepa from

the original study reports. Covariates and clinical chemistry parameters (Table 3.1) were taken

from the already NONMEM® readable dataset for carboplatin. Values below the LLOQ (< 50

ng/mL) were treated according to the M5 method for values below the quantification limit224,

setting the first value reported as LLOQ to LLOQ/2 and discarding all succeeding measure-

ments below LLOQ. Two datasets were built for the purpose of the current analysis: one for
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Figure 3.4 Thiotepa plasma concentrations versus time (original, linear scale, left) and time after last dose (semi-

logarithmic scale, right). Right panel: red triangle: excluded plasma concentration measurements, yel-

low lines: patients exhibiting a delay in Cmax after the end of infusion.

the transit compartment model having logarithmically transformed concentration measure-

ments and one with concentration measurements on the original scale. The dataset for the

transit compartment model was extended by additional time points 0.1 h prior to each dosing

but the first one of each individual to enable the analysis of the data with the transit compart-

ment model. These so-called “dummy” observations were required for the implementation of

mutiple dosing into the transit delay model.

3.1.4.2 Observations

A total of 17 patients were subject to PK analysis. For thiotepa the sampling times that were

originally planned to characterise the PK of carboplatin in the patient population were inop-

portune and resulted in a sparse data situation with a mean of 1.2, 0.8 and 5.0 samples per

patient after the 1st, 2nd and 3rd infusion, respectively. The concentration of one sample was

not determined and therefore missing and 12.7% of the reported data was below the LLOQ.

Figure 3.4 depicts the concentration-time profiles for the determined thiotepa concentrations

on a linear (left) and a semi-logarithmic (right) scale, which indicated a two compartment

model showing a biphasic shape for some of the profiles. Although thiotepa was adminis-

tered as an i.v. infusion a delay in the occurrence of Cmax was observed with concentration

measurements close to or below the LLOQ at the end of the infusion which was the case for

12% of the administrations (Figure 3.4, right, yellow lines). For the other patients the delay
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was not observed as their first samples were taken later relatively to the end of the infusion (>

1.9 h TALD). One concentration measurement of 47.9 µg/mL was excluded prior to analysis

due to an implausible high value which was more than 5 times higher compared to Cmax for

the rest of the population. In the final dataset, excluding this data point, thiotepa concentra-

tions varied from 0.025 (1/2 lower LLOQ) to 23.8 µg/mL.

3.1.5 Investigation of infusion duration

3.1.5.1 Datasets

For carboplatin the two different endpoints (end of the infusion, end of the washing period)

were well documented and an additional dataset containing the ‘short’ infusion duration, i.e.

the duration from the start of the infusion to the actual end was built. The additional dataset

for etoposide, on the other hand, comprised the ‘long’ infusion duration which was computed

based on information on the end of the washing of the infusion tubes. In contrast to the well

documented carboplatin infusions the quality of information on the end of the washing period

for etoposid varied and the washing times were reported between 3 - 45 min. Although the

infusion tubes were long and it is possible that at the end of the infusion a certain amount of

drug was still present in the tubes, the range of washing times might be problematic as the

longer the washing time the less the probability of the drug still being in the tube. Hence,

the infusion duration for long washing periods might be biased. For one patient (ID 16) the

median infusion duration of the population was assumed as the end of the washing was not

documented. Three patients (ID 17 - 19) had very short infusion durations (20 - 30 min) with

regard to the end of the infusion, but when the end of the washing period was taken as the

endpoint the duration resembled the duration reported for the rest of the population. Building

of an additional dataset for thiotepa was not necessary as in the transit compartment model

the dose was administered as an i.v. bolus into the first transit compartment. Hence, there

was no need for an investigation of the influence of the infusion duration of thiotepa on the

description of the data.

3.1.6 Leukocytes

3.1.6.1 Dataset

A flow chart depicting the most important steps for the dataset building for the sequential

PK/PD analysis is depicted in the appendix (8.1). In short, leukocyte measurements and

clinical chemistry parameters were merged with information on the amounts of retransfused
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cells, DEXA and G-CSF treatment as well as the dosing history of carboplatin, etoposide and

thiotepa. Retransfusion of the stem cells, administration of G-CSF and leukocyte sampling

times were set to 8 a.m. as no information on the actual time points was available. Leukocyte

measurements one day prior to the start of HDCT were available for all patients. Additional

measurements prior to that day were set to two days before the start of HDCT. Dosing time

points for DEXA were either included as reported, or treated as described in section 2.4.2.4.

In a next step the EBEs for the PK parameters of all drugs and covariates describing the pa-

tients demographics were included in the dataset. Based on each patients’ weight the to-

tal amount of retransfused cells for the ASCR was calculated. Patient 1 and 2 who received

ifosphamid instead of thiotepa were removed from the dataset as no information on the PK

of ifosphamid was available. The NONMEM® specific variable EVID was created based on

leukocyte measurements, dosing events for the 3 drugs and initialisation of SCR and INIDEXA

and the numbers for the compartments were assigned based on the respective information

(e.g. PK or PD measurement). In the case of missing individual PK parameters due to exclu-

sion of a patient from PK analysis, the (typical) population parameters for the respective drug

were assigned for this patient. Covariates that were missing for specific time points within

a patient were replaced according to the last observation carried forward method described

in section 2.1.5.4. Information on urea concentrations for one patient was missing and was

replaced by the median of the population.

Following this step the secondary covariates were calculated according to the equations given

in section 2.1.5.2. For the analysis of the baseline estimation methods B2 and B3242 the first

leukocyte measurement available for each patient was added as a covariate into an additional

column. In the last step different datasets were created depending on multiple or single ini-

tialisation of INIDEXA.

The coding of the G-CSF and DEXA treatment according to section 2.4.2.7 for the covariate

analysis was done in Microsoft Excel®, as was the removal of lines from the dataset containing

information on the multiple initialisations of INIDEXA for the investigation of single initialisa-

tion of that compartment. For the investigation of the covariate influence of DEXA on CINI a

column containing the total amount of DEXA doses (0, 36 - 108 mg) and a column with the

information on the amount of the single doses (0, 12, 16 mg) was added to the dataset.

3.1.6.2 Observations

In total, data from 17 patients were available for PK/PD analysis. The sampling resulted in

a rich data situation with a median of 24 (range: 19 - 46) leukocyte measurements per pa-
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Figure 3.5 Leukocyte concentrations in the circulation versus time on a semi-logarithmic scale. Left panel: en-

tire observation period. Right panel: first 39 days. Red triangles/line: leukocyte concentrations of the

patient not receiving granulocyte colony-stimulating factor and dexamethasone (ID 7); yellow trian-

gles/line: leukocyte concentrations of a patient not receiving dexamethasone (ID 6); grey/black hori-

zontal line: lower limit of grade 1/3 leukopenia.

tient. Leukocyte concentrations covered a wide range from 0.02 - 22.3 · 109 cells/L and were

therefore logarithmically transformed for analysis. Figure 3.5 shows the leukocyte concentra-

tions versus time on a semi-logarithmic scale. One patient (ID 7, red) showed a deviating time

course which might be due to the missing G-CSF administration for this patients. Two patients

(6 and 7) did not receive any DEXA as part of the anti-emetic treatment and are depicted in

red (ID 7) and yellow (ID 6). The time course revealed an initial increase in leukocyte con-

centrations (except for patient 6 and 7) followed by a steep and pronounced decrease. Nadir

concentrations showed that all patients suffered from a grade 4 leukopenia, i.e. leukocyte con-

centrations below 1 · 109 cells/L (corresponding to the lower boundary of grade 3 leukopenia

depicted as a black horizontal line). After nadir concentrations were reached all patients but

patient 7 showed a fast recovery with a pronounced overshoot in leukocyte concentrations

above baseline values before returning to reference concentrations.
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Figure 3.6 Schematic structural PK model for the plasma concentrations of carboplatin, etoposide (both in green)

and thiotepa (additional transit delay model in blue). Vcen/per: central/peripheral volume of distribu-

tion; CL: clearance; Q: intercompartmental CL; ktr: transition rate constant; i.v. intravenous administra-

tion route of carboplatin and etoposide; Transit N: N-th transit compartment.

3.2 Project 1: Pharmacokinetic analysis of high-dose

carboplatin, etoposide and thiotepa

Pharmacokinetic models for carboplatin, etoposide and thiotepa were developed for the pre-

diction of individual pharmacokinetic parameters which were used as input for the PD model

to describe the time course of leukopenia in the study population of patients undergoing

HDCT.

3.2.1 Carboplatin

3.2.1.1 Base model

The model was developed based on the model for high-dose carboplatin in children and

adults by Lindauer et al.236 as described in section 2.3.1. It comprised two disposition com-

partments with a first-order elimination from the central compartment (Figure 3.6, green). In

line with the previously proposed model by Lindauer et al. the residual variability in the

PK model for carboplatin was described by a combined residual variability model with an

additive and a proportional component. The data supported the estimation of two variance

components: an interindividual variability (IIV) for the central volume of distribution (Vcen)

and one for the clearance (CL). Inclusion of further variability parameters did not improve the

model. A summary of the key models from the model development process is given in Table

8.1 (Appendix).
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3.2.1.2 Covariate model

The covariate analysis for the population PK model for ultrafilterable Pt concentrations was

based on the investigations by Lindauer et al236. Their final model severed as the full co-

variate model in the covariate analysis presented in this thesis. The reason for this was the

hypothesis that the study population investigated in this thesis was part of their analysis but

was smaller and much more homogeneous compared to the one investigated by Lindauer et

al. and therefore no additional covariates were likely to be statistically significant. The full

covariate model included CLCR and height (HT) as a covariate for CL. AGE and HT were

included as predictors for the intercompartmental clearance (Q), and body weight (WT) was

identified as a covariate for Vcen. Following the backward deletion step (section 2.1.2.3) the

covariates were excluded, one at a time, until a statistically significant increase in the OFV was

observed. Two covariates remained in the final covariate model: CLCR was found to have a

statistically significant influence on CL and WT on Vcen. Both covariates were included into

the model as a power function (section 2.1.2.3).

3.2.1.3 Final model

In a last step the pharmacostatistical submodel was reevaluated. Due to the inclusion of WT

as a covariate for Vcen the IIV related with Vcen which was already low in the base model

(10.3% CV) was further reduced to 5.6% CV. Exclusion of this IIV did not result in a statisti-

cally poorer model fit and was therefore not retained in the model.

The PK of ultrafilteralbe Pt concentrations after a 1 h infusion was described by a two com-

partment model with linear first-order elimination from Vcen. The coefficient of variation for

the IIV on CL was estimated to be 13.2%. Inclusion of IIV on other model parameters did

not significantly improve the model. The proportional component of the combined residual

variability model was estimated to be 18.8% CV and the additive component was small with

0.013 µg/mL.

Two covariates were included in the final model as a power function: CLCR as a predictor

for platinum CL and WT for Vcen. Parameter estimates for the base and the final model are

summarised in Table 3.3. The OFV of the final model was reduced by 39.1 points compared

to the base model with only one additional parameter to be estimated. Inclusion of CLCR as

a covariate reduced the coefficient of variation of CL from 19.9% to 13.2%. To investigate the

covariate influence in the population the deviation of the 5th and 95th percentile of the covari-

ate value within the population from the median of the respective covariate was investigated.

The clearance was reduced by 16% for the 5th percentile of CLCR and increased by 25% for the
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Table 3.3 Population PK parameter estimates from the base (left) and the final (right) model for carboplatin (ultra-

filterable Pt) concentrations

Base model Final model

Parameter Unit Estimate RSE,% Estimate RSE,%

OFV -856.22 -895.35

Fixed effects

CL [L/h] 7.23 5.4 6.81 3.2

Vcen [L] 22.0 3.9 21.2 2.7

Q [L/h] 0.763 5.3 0.707 5.5

Vper [L] 30.7 6.4 29.0 6.7

θCL_CLCR 0.606 17

θVcen_WT 0.362 39

Interindividual variability

ωCL % CV 19.9 11 13.2 17

ωVcen % CV 10.3 34

Residual variability

σ proportional % CV 19.5 9.4 18.8 6.5

σ additive [µg/mL] 0.0138 15 0.0125 16

OFV: objective function value; CL: clearance; Q: intercompartmental CL

Vcen and Vper: central and peripheral volume of distribution

θCL_CLCR: covariate influence of creatinine CL on CL

95th percentile compared to the median CLCR. The 5th and 95th percentile of the WT reduced

and increased Vcen by 7% and 9%, respectively.

The estimated CL of 6.81 L/h (113.5 mL/min) resembled the glomerular filtration rate and

resulted in a median half-life for ultrafilterable Pt of 1.95 (range: 1.49 - 2.60) h and 31.7

(30.7 - 33.2) h for the initial and terminal elimination phase, respectively. Hence, on the day

of ASCR the Pt concentration in Vcen and the peripheral volume of distribution (Vper) was

0.02 and 0.2 µg/mL, respectively.

Overall, the model performed well in terms of precision of parameter estimates with relative

standard errors ranging from 2.7% to 17%, except for the RSE of the covariate influence of WT

on Vcen which was estimated to be 39%.
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3.2.1.4 Evaluation

The goodness of fit plots shown in Figure 3.7 demonstrated a good description of the data

by the model and revealed no model misspecification. The data points of observed versus

predicted concentrations as well as the CWRES spread randomly and uniformly around the

line of identity and the zero reference line, respectively. Only high concentrations around

the maximal concentration (Cmax) were slightly underpredicted by the model which can be

seen in the plot showing measured concentrations versus predicted concentrations (Figure 3.7,

top panel). The predictive performance of the model was evaluated by performing a visual

predictive check (VPC). For binning of the observations a user-defined time array was applied

which was given by the following time points relative to the end of the infusions: 0, 2, 3.3, 6,

15, 30, 40, 65, 90, 110 h. The time intervals were chosen based on observed clusters in the data

and to obtain bins with comparable numbers of data points. The VPC depicted in Figure 3.8

shows the appropriateness of the prediction of the structural model by the central tendency

(median of the observed and simulated concentrations, solid red and black line, respectively)

and a good prediction of the variability within the population (5th and 95th percentile of the

observed and simulated concentrations, dashed red and black lines, respectively).

3.2.1.5 Outliers

One concentration (ID 12, TIME=10.983) of the ultrafilterable Pt measurement was ignored

during analysis and in the final model. The influence of the excluded measurement was as-

sessed by fitting the model to the data including the observation. The resulting parameter

estimates were comparable showing that the exclusion had no influence on the final model

for the description of Pt concentrations.

3.2.2 Etoposide

3.2.2.1 Base model

As described in the model development section (section 2.3.2.1) a one, two and three com-

partment model with first-order elimination from the central compartment were investigated

as the structural model. A summary of the investigated key models is given in Table 8.2 in

the Appendix. In comparison to the one compartment model the two and three compartment

model were superior with a difference in the OFV of more than 530 points. The three com-

partment model was inferior in terms of OFV (∆OFV 8.1, df=1), GOF and individual plots.

Therefore the two compartment model was chosen as the structural model (Figure 3.6, green).
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Figure 3.7 Goodness of fit plots for the final PK model for ultrafilterable platinum (Pt) plasma concentrations:

observed versus population predicted C concentrations (top, left), observed versus individual predicted

Pt concentrations (top, right), conditional weighted residuals (CWRES) versus population predicted Pt

concentrations (bottom, left), CWRES versus time (bottom,right).
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Figure 3.8 Visual predictive check for the final PK model of ultrafilterable platinum. Blue circles represent the

measured ultrafilterable platinum concentrations. Solid and dashed lines represent the median, 5th

and 95th percentile of the measured ultrafilterable platinum concentrations (red) and the simulations

(black).
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The residual variability was best described by a combined model. Interindividual variability

was explored starting from a model including variance components for all structural param-

eters. Inclusion of an IIV for CL and Vcen was supported by the data. A correlation of those

two parameters was identified and taken into account by estimating the off-diagonal element

of the variance-covariance (Ω) matrix (section 2.1.2.2).

3.2.2.2 Covariate model

The covariate analysis for the PK model for etoposide was performed applying the stepwise

covariate modelling (SCM) procedure implemented PsN©. The covariates tested for were

either previously described in literature237,238,257, and investigated if applicable and available,

or identified during graphical analysis. AGE, body surface area (BSA), CREA, CLCR, protein

(PRO), albumin (ALB) and the liver enzymes AST and ALT were tested for their influence on

CL. As potential descriptors for the variability in Vcen AGE, WT, BSA, CREA, CLCR, bilirubin

(BILI) and the administered dose (DOSE) were identified and tested. As CREA and CLCR and

AST and ALT were correlated only one covariate of each pair (CLCR and AST) was included

into the forward inclusion step. CLCR did not have a statistically significant influence on CL

and therefore CREA was not tested. AST on the other hand was included into the full covariate

model but was eliminated during the backward deletion step as the OFV only increased 5.4

points upon exclusion. Including ALT into the full covariate model and eliminating it in the

backward deletion step did also result lead to exclusion of this covariate relation as the OFV

increased only 5.3 points.

3.2.2.3 Final model

The final (=base) model was a two compartment model with a first-order elimination from

the central compartment. Parameter estimates of the final population PK model are presented

in Table 3.4. The variability of CL and Vcen was moderate with a CV of 23.9% and 20.3%, re-

spectively. Taking the correlation between Vcen and CL into account led to a drop in the OFV

of 12.6 points and the correlation was estimated to be 74.6%. The half-lives of the initial and

terminal elimination phase were determined to be 5.51 h and 20.5 h, respectively, resulting

in total etoposid concentrations of 0.25 µg/mL in the central and 1.70 µg/mL in peripheral

volume of distribution on the day of ASCR. Precision of the fixed-effects parameters was high

(< 10% RSE) and the overall precision of the parameter estimates was good being ≤ 30.4%.

The residual variability was best described by a combined model with a proportional and ad-

ditive component of 19.6% CV and 0.182 µg/mL, respectively. For the final model none of
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Table 3.4 Population PK parameter estimates from the final PK model for etoposide concentrations

Parameter Unit Estimate RSE,%

OFV 1007.0

Fixed effects

CL [L/h] 1.86 5.8

Vcen [L] 12.9 5.5

Q [L/h] 0.248 9.6

Vper [L] 6.23 7.4

Interindividual variability

ωCL [% CV] 23.9 11

ωVcen [% CV] 20.3 12

Parameter correlation

ρCL,Vcen 0.0362 30*

Residual variability

σ proportional [% CV] 19.6 7.1

σ additive [µg/mL] 0.182 20

*relative standard error of ρ on the corresponding variance scale

OFV: objective function value; CL: clearance; Q: intercompartmental CL

Vcen and Vper: central and peripheral volume of distribution

ρCL,Vcen
: correlation of CL and Vcen

the investigated covariates showed a statistically significant influence on the model parame-

ters although during the SCM the liver enzymes AST and ALT showed an influence on the

clearance of etoposide.

3.2.2.4 Evaluation

The good description of the data by the model was reflected in the observed versus predicted

concentration plots which showed a random and uniform distribution of the data points

around the line of identity. Additionally, no trend of the CWRES over time or over predicted

etoposide concentrations was observed (Figure 3.9). The VPC depicted in Figure 3.10 illus-

trates the good predictive performance of the model. For binning of the observations a user-

defined time array was applied which was given by the following time points relative to the

end of the infusions: 0, 3, 7, 15, 24, 28, 46, 52, 70, 74, 77, 85, 110, 160 h. The time intervals were
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chosen based on observed clusters in the data and to obtain bins with comparable amount

of data points. The median of the simulations (black solid line) did not show any deviation

from the median of the observations (red solid line), reflecting a good prediction of the central

tendency of the data, whereas the variability was slightly overpredicted which was illustrated

by the wider 80% prediction interval of the simulations (black dashed lines) compared to the

10th and 90th percentile of the observations (red dashed lines).

3.2.2.5 Outliers

As stated in section 3.1.3.2 concentration measurements from one patient (ID 4) were excluded

prior to data analysis. The concentration measurements at the end of the first and second in-

fusion deviated from the ones observed in the rest of the patient population, being 22 times

smaller and 5 times higher, respectively. In addition, three samples were not taken as they

were either planned to be too late at night or not analysed due to a too small plasma volume.

The model was reevaluated including ID 4 which resulted in an increase in the proportional

residual variability from 19.6% to 27.4% CV and higher imprecision for the parameter esti-

mates for the IIVs. Overall, resulting parameter estimates were comparable which showed

that the exclusion had no influence on parameter estimation. Hence, and due to the increase

in the residual variability, ID 4 was excluded in the final model.

Patient 9 was excluded during model development as concentration measurements after the

first application peaked 1 h after the end of the infusion and concentration measurements af-

ter the second, third and forth application were at least 2-fold lower compared to the rest of

the population. Inclusion of ID 9 into the final model resulted in an increase in the propor-

tional residual variability from 19.6% to 23.4% and higher imprecision for the estimate of this

parameter. Overall, the exclusion of this patient did not influence the parameter estimation

since parameter estimates were comparable with the estimates from the final model and there-

fore ID 9 was excluded in the final model.

The infusion tube leaked during the last administration of etoposide for ID 10. Therefore only

an estimated amount of 8.32 mg was administered. First, this accounted for in the dataset but

deviation for the individual predicted concentrations from the observed concentrations was

intolerable high. Hence, all measurements from the last application of ID 10 were ignored in

the final model.

Additionally three concentration measurements were excluded during model development

(ID 3: TIME=1.32, ID 17: TIME=47.55, ID 13: TIME=142.43) as they were up to 6 times higher

in comparison to concentration measurements observed in the rest of the population. Re-
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Figure 3.9 Goodness of fit plots for the final PK model for etoposide (E) plasma concentrations: observed versus

population predicted E concentrations (top, left), observed versus individual predicted E concentrations

(top,right), conditional weighted residuals (CWRES) versus population predicted E concentrations (bot-

tom, left), CWRES versus time (bottom,right).
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Figure 3.10 Visual predictive check for the final PK model of etoposide. Blue circles represent the measured etopo-

side concentrations. Solid and dashed lines represent the median, 5th and 95th percentile of the mea-

sured etoposide concentrations (red) and the simulations (black).

inclusion of the observed concentration of ID 17 led to an increase in RSE for all parameters

which was most pronounced for Q with an increase from 9.9% to 18.9%. Inclusion of the other

two data points resulted in an increase in the proportional residual variability from 19.6% to

22.7% and slightly poorer precision of parameter estimates. The outliers were most probably

due to measurement errors or mistakes in the recording of sampling times. All three observa-

tions were excluded in the final model.

3.2.3 Thiotepa

3.2.3.1 Base model

For the structural model a one and a two compartment model were investigated (run sum-

mary of key and final models see appendix Table 8.3). The two compartment model was

superior compared to the one compartment model with regard to OFV (∆OFV: -90.1). Addi-

tionally, plots of population predicted concentrations versus observations did suggest a model

misspecification for the one compartment model (appendix Figure 8.2). Nevertheless, the GOF

plots and the individual plots of the two compartment model revealed an immense overpre-

diction of observed concentration measurements at the end of the infusion which were close
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to LLOQ. These overpredicted concentrations corresponded to the ones belonging to patients

showing a delay in the concentration-time profiles as described in section 3.1.4.2. To take the

observed delay in time into account a LAG time model and a transit model were applied. Al-

though the implementation of a lag time resulted in a statistically significant improvement of

the model (∆OFV: -28.1), the observed low concentrations were still not adequately predicted

as they occurred after the estimated lag time (LAG) of 1.15 h. It was not possible to estimate an

IIV for LAG, even when the HYBRID option was used, i.e. all parameters were estimated with

the FOCE+I algorithm whereas the IIV for LAG was estimated with FO. Hence, a transit model

was investigated which enabled a better description of the delay in occurrence of Cmax in the

plasma. The data supported the estimation of an IIV for Vcen and the mean transition time TT.

For the description of the residual variability an additive model for the log-transformed data,

used for the transit model, was chosen which corresponds approximately to a proportional

residual variability model on a normal scale. A combined residual variability model for log-

transformed data was investigated, but the additional variability component was estimated

to be close to 0 and therefore the model for the residual variability resembled the additive one.

3.2.3.2 Final model

The final structural model for thiotepa was given by a two compartment model with first-

order elimination from the central compartment. The delay in the occurance of Cmax in the

plasma which was observed after six of the drug administrations was taken into account by a

transit model (Figure 3.6, blue). Table 3.5 summarises the PK parameter estimates for the final

model. TT was estimated to be 1.47 h and was of a comparable magnitude to the observed

time delay in Figure 3.4. Due to model instability N was fixed to the estimated value of 125.

The interindividual variability was moderate with 39.9% CV for Vcen and 28.4% CV for TT.

Precision of parameter estimates was acceptable with respect to the given data situation which

was reflected by RSE for the structural parameters ranging from 8.0% for TT to 29.5% for Q.

For the description of the residual variability an additive model for the log-transformed data

was chosen. CL of thiotepa was 19.1 L/h (318 mL/min) resulting in a median half-life of 1.6 h

and 11.9 h for the initial and terminal elimination phase, respectively. On the day of ASCR the

concentration of total thiotepa for a typical patient receiving a median dose of thiotepa was

1.4 · 10−4 and 1.5 · 10−3 µg/L in the central and the peripheral compartment, respectively.
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Table 3.5 PK parameter estimates from the final PK model for thiotepa concentrations

Parameter Unit Estimate RSE,%

OFV 1007.0

Fixed effects

CL [L/h] 19.1 12

Vcen [L] 46.8 20

Q [L/h] 1.76 30

Vper [L] 27.2 FIX

TT [h] 1.47 8.0

N 125 FIX

Interindividual variability

ωVcen [% CV] 39.9 43

ωTT [% CV] 28.4 33

Residual variability

σ proportional [% CV] 77.5 11

OFV: objective function value; CL: clearance

Vcen and Vper: central and peripheral volume of distribution

Q: intercompartmental CL; TT: mean transit time; N: number of transit compartments
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3.2.3.3 Evaluation

The goodness of fit plots depicted in Figure 3.11 showed a good description of the data by

the model. The observed and predicted thiotepa concentrations spread uniformely and ran-

domly around the line of identity and the CWRES versus TIME and predicted concentration

plots revealed no trend in the data. The line of data points at 0.025 µg/mL for the plot depict-

ing observed versus individual and population predicted concentrations is due to the values

below LLOQ which were set to 1/2 LLOQ. The VPC for the final model showed that the vari-

ability, given by the 10th and 90th percentile of the observed and simulated concentrations was

well predicted (Figure 3.12, dashed lines). The central tendency for time points >5 h was pre-

dicted well by the model (solid lines). Only the prediction of Cmax was not adequately but still

acceptable given the data situation. For binning of the observations a user-defined time array

was applied which was given by the following time points relative to the end of the infusions:

0, 1.5, 3.7, 5.6, 6.8, 15, 25, 40 h. The time intervals were chosen based on observed clusters in

the data and to obtain bins with comparable amount of data points.

3.2.3.4 Outliers

During the model development process seven concentration measurements were excluded

from the analysis due to model instability or due to implausibility, i.e. concentrations mea-

surements which were 5 to 10-fold higher compared to the rest of the population at the same

time after the last dosing. One concentration below LLOQ which was set to 0.025 µg/mL had

to be excluded as the iteration process did not start when it was kept in the dataset. Exclu-

sion of another two concentration measurements (0.227 µg/mL (ID 17: TIME=23.8 h) and 1.73

µg/mL (ID 3: TIME=54.6 h)) which were more than 10 times higher than concentration mea-

surements at the same time for the rest of the population enabled a successful convergence of

the model although it still was not possible to obtain standard errors during these analyses.

For the other four excluded concentrations (6.36 µg/mL (ID 3: TIME=9.7 h), 47.95 µg/mL (ID

6: TIME=49.0 h), 23.77 µg/mL (ID 4: TIME=50.2 h) and 0.025 µg/mL (ID 7: TIME=47.0 h)) the

RSE of the structural model parameters showed a, at least, two fold increase and were greater

than 90% and 100% for the concentrations of 6.36 and 0.025 µg/mL, respectively. Exclusion of

the two highest concentration measurements was also supported by the fact that the linearity

for the calibration curve for the analysis of thiotepa concentrations was only given up to 10

µg/mL. All seven mentioned outliers were excluded from the final model.
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Figure 3.11 Goodness of fit plots for the final PK model for tiotepa (T) plasma concentrations: observed ver-

sus population predicted T concentrations (top, left), observed versus individual predicted T con-

centrations (top,right), conditional weighted residuals (CWRES) versus log-transformed population

predicted T concentrations (bottom, left), CWRES versus time (bottom,right).
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Figure 3.12 Visual predictive check for the final PK model of thiotepa. Blue circles represent the measured thiotepa

concentrations. Solid and dashed lines represent the median, 5th and 95th percentile of the measured

thiotepa concentrations (red) and the simulations (black).

3.2.4 Investigation of the infusion duration

Parameter estimates and their precision were comparable for both infusion durations for car-

boplatin and etoposide. The OFVs of the models describing carboplatin and etoposide con-

centrations based on the dataset including the shorter infusion times were lower (∆OFV: -7.2

(carboplatin), -5.0 (etoposide)) compared to the ones based on the long infusion duration.

Cmax concentrations for both drugs were slightly better described for the datasets containing

the short infusion duration (appendix, Figure 8.3). For the three patients with the very short

infusion times for etoposide the model based on the dataset with the short infusion times

showed a minimal better prediction of the Cmax concentrations. Due to these findings and the

fact that the end of the washing period was not very well documented in the case of etopo-

side the datasets containing the short infusion duration, i.e. from the start until the end of the

infusion, were used for parameter estimation. As the final model for thiotepa was a model

with transit compartments describing the process of infusion the infusion duration did not

influence the parameter estimation, as for the transit model an i.v. bolus into the first transit

compartment is assumed (Figure 3.6).
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3.3 Project 2: Pharmacokinetic/pharmacodynamic modelling of

leukopenia

In total, leukocyte concentrations and covariates from 17 patients were available for PK/PD

analysis. The EBEs from the population PK analysis (section 3.2) were used as model input

for the population PK/PD model, following a sequential modelling approach. Model devel-

opment was conducted according to the steps described in section 2.4.2 and aimed for the

adjustment of a semi-mechanistic model for myelosuppression138 (section 2.4.1) to the special

setting of HDCT. As the model distinguished between drug- and system-specific parameters it

enabled the investigation of the implementation of the drugs’ effects on the one hand (section

3.3.1) and, on the other hand, the evaluation of possible model extensions to describe the sys-

tem of leukopoiesis during HDCT. Model development regarding the system of leukopoiesis

comprised the investigation of the baseline estimation method (section 3.3.2), the number of

transit compartments describing cell maturation (section 3.3.3), the administration of DEXA

(section 3.3.4), the implementation of the supportive treatment influencing leukopoiesis, i.e.

the ASCR (section 3.3.5) and G-CSF, the feedback mechanism (section 3.3.6), and the investi-

gation of possible covariate effects (section 3.3.7).

3.3.1 Implementation of the drug e�ect

For the implementation of the drug effect of carboplatin, etoposide and thiotepa linear in-

hibitory and inhibitory Emax models were investigated. The Emax model was not statistically

superior in comparison to the simpler linear model for etoposide and thiotepa and therefore a

linear relation, defined by the slope SL, between the drug effect and the drugs’ concentrations

was chosen. Applying the Emax model for carboplatin resulted in a statistically significant

drop in the OFV of 16.5 points. However, the precision of the parameter estimates for CINI

and the IIV of MMT were lower with RSE being 45.8% and 69.0%, respectively, compared to

RSEs of 40.2% and 38.3% for a linear inhibitory model. As the GOF plots (appendix, Figure

8.4) and individual predictions of the leukopenic time course were not improved when the

Emax model was implemented, the simpler linear inhibitory model was also chosen for carbo-

platin.

During model development an additive effect for all drugs was assumed (Equation 2.26). For

the final model a possible interaction of the drugs was investigated applying the response sur-

face model described in section 2.4.2.1. Convergence for a model allowing a drug interaction

between all three drugs could not be achieved, as it was not possible to start the iteration pro-
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cess. As SLs for carboplatin and etoposide were the highest, suggesting a high sensitivity of

the cells in the bone marrow towards those two drugs, an interaction for the two compounds

was investigated. For the investiation thiotepa was included as before, assuming an additive,

linear inhibitory effect on the proliferation rate constant of the cells in the bone marrow. The

OFV decreased 4.5 points for the model including the drug-drug interaction in comparison to

the model with an additive drug effect for all drugs. The estimated SL for thiotepa did not

change, although the RSE increased from 5.1% to over 900%. In contrast to the model with

an additive drug effect the SL for carboplatin was smaller with 0.35 (RSE: 8.9%) than SL of

etoposide which was estimated to be 0.85 (RSE: 12%). All other parameter estimates were

comparable to the model with an additive drug effect.

The response surface analysis assumes an additive effect for the drugs for E50 equal to one

whereas a synergistic drug interaction is given for E50 smaller than one. Directly after the end

of the infusion, when drug concentrations were the highest, the median of E50 was 0.9 (5th

and 95th percentile: 0.7 - 1.0) which supports the implementation of an additive drug effect.

Hence, as no major improvement in the OFV and the GOF plots (appendix, Figure 8.5) could

be observed, the precision of the parameter estimate of SL for thiotepa decreased and an ad-

ditive effect for the two drugs was supported by the estimate of E50, the implementation of an

additive drug effect for all drugs was kept in the final model.

3.3.2 Baseline estimation methods

Different baseline estimation methods242 (section 2.4.2.2) were evaluated during various steps

of the model development process with regard to OFV, AIC, GOF plots and precision of pa-

rameter estimates. The parameter estimates obtained during model development for the three

baseline estimation methods are given in Table 3.6. Implementation of the B2 method required

for two parameters less compared to the B1 and the B3 method. The B1 method was superior

compared to the B2 method in terms of AIC with an increase of 15.3 points for the B2 method.

Neither the B1 nor the B3 method were statistically superior with regard to the AIC as the

AIC of the B3 method was only 1.2 points smaller compared to the B1 method. Precision of

parameter estimates for all methods was comparable with the exception of the RSE for SLT

with 18.6%, 85.0%, and 146.8% for the B1, B2 and B3 method, respectively. Additionally, the

RSE for CINI for the B2 method was higher being 45.3% compared to 37.2% (B1) and 35.4%

(B3) RSE. GOF plots of the predicted versus observed leukocyte concentrations revealed a

slightly wider distribution of the concentrations around the line of identity (Figure 3.13) for

the B2 method. For the final model the B1 baseline estimation method, i.e. the estimation of
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Figure 3.13 Goodness of fit plots depicting observed versus predicted leukocyte concentrations for the B1 (left), B2

(middle) and B3 (right) method242 on a logarithmic scale.

the baseline and the respective interindividual variability, was chosen as it was superior (B2)

or comparable (B3) in terms of OFV, the precision of parameter estimates was higher and the

B1 method showed a slightly better distribution of measured leukocyte concentrations in the

GOF plots compared to the B2 method (Figure 3.13).

3.3.3 Number of transit compartments

For the description of leukocyte concentrations following HDCT different numbers of transit

compartments (N) were implemented. All models converged successfully, but since not for all

models RSE were available the OFV served as the selection criterion. The OFV of the models

could be compared directly as the MMT defined the transition rate constants ktr and therefore

N could be increased without adding parameters to the model. Figure 3.14 depicts the OFV

in dependency of the number of transit compartments. The minimum in the OFV was given

for N=6 transit compartments which therefore was chosen for the final model.

3.3.4 Description of the initial increase in leukocyte concentrations

The increase in leukocyte concentrations following chemotherapy has been associated with

the known effects of glucocorticoides148,151. Hence, during model development the initial

increase was evaluated considering the administration of DEXA. In a first approach an addi-

tional compartment (INIDEXA) was introduced to the model which was initiated once with an

estimated amount of cells (CINI) the first time DEXA was administered (see 1., section 2.4.2.4).

A second approach comprised multiple initialisations of INIDEXA every time DEXA was ad-

ministered to the patient (see 2., section 2.4.2.4). The model with the single initialisation of

107



3.3. Project 2: Pharmacokinetic/pharmacodynamic modelling of leukopenia

Table 3.6 Population PK/PD parameter estimates from the PK/PD models including the three baseline estimation

methods 242 B1, B2 and B3

B1 method B2 method B3 method

Parameter Unit Estimate (RSE, %) Estimate (RSE, %) Estimate (RSE, %)

AIC 72.6 87.9 71.4

Fixed-effects parameters

Circ(t0) [109 cells/L] 3.97 (7.50) 3.84 (6.70)

MMT [h] 93.2 (4.80) 93.7 (3.30) 93.0 (6.70)

γ 0.115 (7.00) 0.112 (7.50) 0.115 (7.00)

SLC [L/µmol] 2.83 (22.7) 2.86 (23.4) 2.82 (22.2)

SLE [L/µmol] 0.696 (24.9) 0.73 (24.1) 0.70 (24.3)

SLT [L/µmol] 0.010 (18.6) 0.011 (85.0) 0.011 (146.8)

CINI [109 cells/L] 19.2 (37.2) 12.1 (45.3) 20.2 (35.4)

MTINI [h] 43.7 (10.4) 49.1 (11.3) 43.4 (9.70)

MTSCR [h] 4.37 (56.3) 4.86 (50.8) 4.31 (55.9)

Interindividual variability

ωCirc(t0) [% CV] 22.1 (40.2) 1 FIX 30.8 (30.9)

ωMTT [% CV] 14.3 (37.5) 11.6 (33.7) 14.4 (37.4)

ωγ [% CV] 28.1 (31.2) 28.0 (31.0) 28.7 (31.5)

ωCINI [% CV] 97.3 (30.9) 88.6 (29.9) 96.5 (30.2)

ωMTSCR [% CV] 172.6 (36.4) 152.6 (29.6) 174.4 (35.5)

ωIBASE [% CV] 1 FIX

Residual variability

σ proportional [%] 53.1 (6.90) 53.3 (7.20) 53.1 (6.90)

Circ0: leukocyte concentration before start of therapy; MMT: Mean maturation time

γ: exponent of the feedback; MTSCR: stem cell rescue time; CINI: concentration of cells

describing the initial increase; MTINI: mean time describing the initial increase

SLC, SLE, SLT: slope factor of ultrafilterable platinum, total etoposide and total thiotepa

ωIBASE: interindividual variability for the estimation of the population baseline response
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Figure 3.14 Objective function value versus number of transit compartments (N) of the PK/PD model including

N = 3 - 7 transit compartments.

INIDEXA was superior compared to the one with the multiple initialisations with regard to

OFV (∆OFV: 21.5) and, more importantly, with regard to the ability to describe the initial in-

crease in each patient. Figure 3.15 clearly illustrates that the single initialisation approach bet-

ter described the initial increase in leukocyte concentrations. Overall, the inclusion of INIDEXA

in the model led to a drop in the OFV of 61.7 points. For the graphical evaluation of this im-

provement a GOF plot depicting the observed versus the population predicted leukocyte con-

centrations of the first 150 h after the start of HDCT is depicted in Figure 3.16. A model missfit

for the model without INIDEXA (Figure 3.16, right) is indicated by an unequal distribution of

the leukocyte concentrations around the line of identity. In addition to the structural model

the IIV for CINI and MTINI was investigated. The IIV for CINI was high with 94.8% CV and

was estimated with sufficient precision (RSE: 40.1%). Inclusion of a variance component for

MTINI did not further improve the model.

3.3.5 Integration of the autologuous stem cell rescue

The integration of the ASCR was evaluated twice during the model development process, first

(A) based on a model comprising three transit compartments and later (B) based on a model

with 6 transit compartments as described in section 3.3.3. Results from scenario A which was

investigated early during the model development process can be regarded as results from

a pre-investigation and were used to decide which scenarios should be investigated for the

model comprising the final number of transit compartments. For the investigation the retrans-

fused CD34+ cells were subdivided into 3 groups as follows: (i) all CD34+ cells including CFU
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Figure 3.15 Model prediction of the observed initial increase in leukocyte concentration for one patient (ID 4)

for a model with single initialisation of the INIDEXA compartment (left) and multiple initialisations

(right). Blue circles represent observed leukocyte concentrations, green lines the individual’s model

prediction.

Figure 3.16 Goodness of fit plots depicting observed versus model-predicted leukocyte concentrations for a

PK/PD model including the INIDEXA compartment (left) and without the INIDEXA compartment

(right) for the description of the initial increase in leukocyte concentrations.
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cells, (ii) CFU cells only and (iii) CD34+ cells excluding CFU cells. The different subgroups

were then allowed to enter the compartment of proliferating cells (Prol) and/or the different

transit compartments (T1, T2, ...,TN). Figure 3.17 and 3.19 summarise the investigated struc-

tural models. For the pre-investigation based on a model with three transit compartments the

following structural models were evaluated:

A1) All CD34+ cells (i) entering either the compartment of proliferating cells (Prol) or the first

(T1), second (T2) or third (T3) transit compartment (A-i-Prol or A-i-T1/T2/T3, Figure

3.17 top left)

A2) CFU cells only (ii) entering Prol via one transit compartment (A-ii-Prol , Figure 3.17 top

right)

A3) CFU cells (ii) entering Prol via a transit compartment (Transit CFU) and the remaining

CD34+ cells (iii) entered T1 (A-ii-Prol + A-iii-T1, Figure 3.17 bottom left)

Scenario A1 Within scenario A1 the model in which all CD34+ cells entered Prol (A-i-Prol)

was superior in terms of OFV compared to A-i-T2 and A-i-T3 which had OFVs ≥ 956 points

higher than A-i-Prol. The residual variabilities for those two models were high, being > 192%

CV compared to a residual error of 59% CV for model A-i-Prol. Additionally, the parameter

estimates for MMT and CINI were not plausible being much shorter (MMT< 52.8 h, half of

the previously reported value) and 10 times higher (CINI > 97.4 · 109 cells/L) than previously

reported by others138,148,151. The exponent of the feedback for model A-i-T3 was implausibly

high with 0.74 compared to the usual estimate138 of around 0.1. Thus, the two models in which

all CD34+ cells entered the second and third transit compartment were discarded. Only model

A-i-T1 had a lower OFV (∆OFV -12.6 points) compared to A-i-Prol and showed a similar

residual variability (57% CV) but parameter precision for this model was worse. Especially

with regard to CINI, SL of carboplatin and MTINI were the RSE was 146%, 138% and 185%,

respectively, compared to 36.3%, 61.6% and 10.9% for model A-i-Prol. Figure 3.18 depicts plots

of predicted versus observed leukocyte concentrations of model A-i-Prol and A-i-T1/T2/T3

and illustrates the model misspecification for A-i-T1/T2/T3 by an uneven spread of the data

around the line of identity.

Scenario A2 Based on the findings of A1 and due to the fact that the amount of CFU cells

was available for analyses scenario A2 was investigated. However, the model was rejected

due to the predicted versus observed leukocyte concentration plot (Figure 3.18, bottom left)
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Figure 3.17 Schematic key structural models for the investigation concerning the implementation of the ASCR.

A1: all CD34+ cells enter either the compartment of proliferating cells (Prol), or the first, second or

third transit compartment (top left, A-i-Prol/T1/T2/T3). A2: the CFU cells only enter Prol via one

transit (Transit CFU) compartment (top right, A-ii-Prol). A3: CFU cells enter Prol via Transit CFU and

the remaining CD34+ cells enter either the first, second or third transit compartment (bottom left, A-

ii-Prol + A-iii-T1/T2/T3). Circ(t0): leukocyte concentrations before start of high-dose chemotherapy;

Circ(t): leukocyte concentration at time t; γ: feedback exponent of the original feedback acting on the

proliferation rate constant kprol; ktr: transition rate constant; kSCR: transition rate constant of the ASCR;

MTSCR: mean time of the ASCR; Edrug(t): drug effect at time t; SLi and Ci(t): slope and concentration

of drug i.
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which showed a model misspecification and based on implausible high parameter estimates

for MTINI and CINI with 171·109 cells/L and 51700 h, respectively.

Scenario A3 The third scenario comprised the separation of the CFU cells, which entered

Prol, from the remaining CD34+ cells which were transferred to the first transit compartment.

The goodness of fit plots for this model showed a good description of the data. Only the

precision for the estimate of the SLE was poor (RSE: 384%). To allow for more variability

and a possibly better precision for the parameter estimate an IIV on the rate constant (kin),

describing the transition from the CD34+ cells to T1, was included but did not significantly

improve the model (∆OFV -1.11). Since the parameter imprecision for SLE increased (RSE,

1505%) the IIV was removed for further model development.

Due to these findings model A-i-Prol and A-ii-Prol + A-iii-T1 were re-investigated for the

model comprising the final number of six transit compartments (B). The following models

were investigated:

B1) CFU cells (ii) entering Prol via one transit compartment (Transit CFU) and the remaining

CD34+ cells (iii) entering either T1, T2,..., T6 (B-ii-Prol + B-iii-T1/T2/.../T6, Figure 3.19

left)

B2) All CD34+-cells (i) entering Prol via one transit compartment (B-i-Prol, Figure 3.19 right)

Scenario B1 All investigated models (B-ii-Prol + B-iii-T1/T2/.../T6) converged but it was

not possible to estimate SL of etoposide which either became negligibly small when the pa-

rameter was constrained to be > 0 or negative with a RSE of 462% when the constrain was

removed.

Scenario B2 This model in which all CD34+ cells entered the compartment of proliferating

cells did enable the estimation of a SL for etoposide with acceptable precision (RSE =83.5%).

Inclusion of an IIV for MTSCR further reduced the RSE of SL for etoposide to 24.6%. The

observed and predicted leukocyte concentrations spread uniformly and randomly around the

line of identity showing the adequate description of the data (Figure 3.20) and indicating a

plausible integration of the ASCR.

In the final model the ASCR was described by a model of the structure B-i-Prol, i.e. a model

comprising 6 transit compartments with all CD34+ cells including the CFU cells entering the

compartment of the proliferative cells in the bone marrow via one transit compartment.
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Figure 3.18 Goodness of fit plots depicting observed versus poulation predicted leukocyte concentrations for the

models A-i-Prol, A-i-T1 (top left and right), A-i-T2, A-i-T3 (middle left and right), A-ii-Prol (bottom

left) and A-ii-Prol + A-iii-T1 (bottom right)
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Figure 3.19 Schematic key structural models for the investigation concerning the implementation of the ASCR. B1:

CFU cells enter the compartment of proliferating cells (Prol) via Transit CFU and the remaining CD34+

cells enter either the first, second or third transit compartment (left, B-ii-Prol + B-iii-T1/T2/.../T6). B2:

all CD34+ cells enter Prol (right, B-i-Prol) via one transit compartment (right, B-i-Prol via transit).

Circ(t0): leukocyte concentrations before start of high-dose chemotherapy; Circ(t): leukocyte concen-

tration at time t; γ: feedback exponent of the original feedback acting on the proliferation rate constant

kprol; ktr: transition rate constant; kCFU: transition rate constant of the CFU cells; kSCR: transition rate

constant of the ASCR; MTSCR: mean time of the ASCR; Edrug(t): drug effect at time t; SLi and Ci(t):

slope and concentration of drug i.

Figure 3.20 Goodness of fit plots depicting observed versus poulation predicted leukocyte concentrations for the

B-i-Prol model (scenario B2)
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3.3. Project 2: Pharmacokinetic/pharmacodynamic modelling of leukopenia

Figure 3.21 Schematic structural PK/PD model for myelosuppression including a second feedback mechanism

(exponent β) acting on the transition rate constants ktr. Prol: compartment of proliferating cells;

Circ(t0): leukocyte concentrations before start of high-dose chemotherapy; Circ(t): leukocyte concen-

tration at time t; γ: feedback exponent of the original feedback acting on the proliferation rate constant

kprol; Edrug(t): drug effect at time t; SLi and Ci(t): slope and concentration at time t of drug i.

3.3.6 Integration of an additional feedback

For the implementation of the regulatory mechanisms of leukopoiesis the introduction of a

second feedback mechanism acting on the transition rate constants (ktr) as proposed by Quar-

tino et al.258 was investigated. The exponent β of this feedback mechanism was introduced as

an additional parameter to the model (Figure 3.21).

For the model without INIDEXA (section 2.4.2.6) it was not possible to obtain a reasonable es-

timate for β which was estimated to be close to zero (< 0.0001). The implementation of the

second feedback mechanism on all 6 ktr or on the last 5, 4, ..., 2 ktr before the cells were en-

tering the circulation was investigated. Letting it act only on a reduced number of ktr did not

enable the estimation of β and, additionally, it was not possible to estimate MTSCR anymore.

Implementation of the second feedback in addition to INIDEXA enabled the estimation of β

which was 0.006 with a RSE of 387%. Compared to the model without the second feedback

the OFV was not significantly improved (∆OFV: -0.2). Hence, the final model included only

one feedback mechanism as originally proposed by Friberg et al.138 Nonetheless, the model

including INIDEXA and the additional feedback was reevaluated during the covariate analysis

(section 3.3.7) to investigate a possible covariate influence and stabilisation of the estimation

of β by inclusion of a covariate.
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3.3.7 Covariate analysis

First, the influence of G-CSF and DEXA on the system of leukopoiesis following HDCT was

assessed. Both covariates were coded as dichotomous covariates and were included as a frac-

tional function given by Equation 2.14.

G-CSF G-CSF was tested for its influence on MMT, kprol, kel, MTSCR and γ. No statistically

significant covariate influence was found for all parameters, although inclusion of G-CSF on

the parameters describing leukopoieses except for MTSCR resulted in a drop of the OFV. A

reduction of MMT under G-CSF treatment of 9.75% (RSE: 95.1%, ∆OFV: 3.1) was estimated,

suggesting a faster maturation of the cells in the bone marrow. Despite the fact that G-CSF

is supposed to increase the proliferation rate of the cells in the bone marrow kprol was found

to be reduced by 8.6% (RSE: 49.4%, ∆OFV: 7.6). The elimination rate constant kel and MTSCR

were not affected by the inclusion of G-CSF which was reflected in an estimate close to zero

for both covariate relations and no change in the OFV. The exponent γ of the feedback was

increased by 144% under G-CSF treatment (RSE: 26.2). The decrease in the OFV was 10.84

compared to the base model which was technically a statistically significant drop for p=0.001

(∆OFV > 10.83). However, the difference in OFV was driven by only one patient who did

not receive the G-CSF treatment (ID 7) and did show a deviating leukopenic time profile.

GOF plots depicting observed versus population predicted leukocyte concentrations did not

change for all tested covariate relations, except for inclusion of G-SCF as a covariate on kprol,

in which case a deterioration was observed and on γ where the respective GOF plot revealed

an improvement of the model fit regarding the better prediction of leukocyte concentrations

for ID 7 (see Figure 3.22).

This finding motivated the reinvestigation of the predictive performance and model stability

of the model including a second feedback (section 3.3.6) with regard to parameter estimation

of β. A decrease in the OFV of 9.6 and 9.8 points was observed for the model with G-CSF in-

fluence on (i) γ and (ii) β compared to the model including two feedback mechanisms without

covariate influence, respectively. Inclusion of G-CSF enabled the estimation of β which was

0.016 for (i) and 0.056 for (ii). The estimate for γ was halved (0.12 versus 0.07) after inclusion

of G-CSF on γ, but did not change when G-CSF was included as a covariate on β. Model (i)

was very unstable and it was not possible to obtain a covariance step for this model. Model

(ii) converged successfully but resulted in a poor precision for SL of thiotepa with RSE being

94.7%. The GOF plots for model (i) and (ii) were comparable to those from the model includ-

ing one feedback and G-CSF as a covariate for γ (plots not shown) but inclusion of G-CSF in
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Figure 3.22 Goodness of fit plot depicting observed versus model-predicted leukocyte concentrations for the final

PK/PD model (left) and the model including G-CSF as a covariate on the feedback exponent γ (right).

Red triangles: leukocyte concentrations of the patient not receiving granulocyte colony-stimulating

factor (ID 7).

the model with two feedback mechanisms did not result in a statistically significant improved

fit (∆OFV: 2.2).

In summary, none of the covariate relations were statistically significant, although tendencies

were found and the estimation of β was supported. Therefore G-CSF was not included as a

covariate in the final model.

Dexamethasone The amount of administered DEXA was evaluated as a predictor for the es-

timated amount of cells (CINI) that was used to initiate INIDEXA, as a dose dependent increase

of circulating neutrophils, and therefore total leukocytes, can be associated with the admin-

istration of DEXA70. The total amount of DEXA was analysed with the model including the

single initialisation approach of the INIDEXA. Inclusion did not lead to a change in the OFV

(∆OFV: -0.1) and the influence of the total administered amount of DEXA on CINI was neg-

ligible being 0.3% (RSE: 593%). For the model including multiple initialisations of INIDEXA

the influence of the single dose administration of DEXA was investigated but the model was

rather instable and did not converge with standard errors. Additionally, the estimate of the

covariate influence proposed decreasing number of cells with increasing dosages of DEXA

which is physiologically implausible.

The implementation of a covariate influence of DEXA on kel did not lead to a change in the
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OFV and was estimated to be close to zero (0.1%). Inclusion of DEXA as a covariate influenc-

ing MMT and kprol to assess its predictive potential for the description of the initial increase

resulted in a reduction of MMT by 24.1% under DEXA treatment and kprol was increased by

496%. Despite the magnitude of the covariate influence ∆OFV was only -6.7 points and the

initial increase could not be described apart from a very small and short increase of leukocytes

directly after start of therapy. Therefore inclusion of DEXA as a covariate on MMT and kprol

was not considered in the final model nor was a covariate influence of DEXA on any other

model parameter.

Other covariate relations The last step comprised the analysis of potential covariates that

were identified during graphical analysis. The following covariate relations were included

as a power function (Equation 2.12): HT as a predictor for Circ(t0) and AGE, ALB, CLCR

and GGT were tested for their influence on MTSCR. None of the relations was found to be

statistically significant with the highest decrease in the OFV of 1.4 points for the influence of

AGE on the MTSCR. Hence, no covariate was included in the final model.

3.3.8 Final model

Implementation of the drug e�ect The drug effect of the three drugs was assumed to be

additive and was implemented as a linear inhibitory model (Equation 2.26) for each drug. It

was possible to estimate a slope factor for each drug. Assuming that only the fraction of the

drug molecules that is not bound to plasma proteins exhibits an effect on cell proliferation

and survival the slopes estimated for total etoposide and thiotepa had to be transformed, tak-

ing the plasma protein binding into account. For etoposide and thiotepa a plasma protein

binding of 79% to 96% (see section 1.3.4) and 10% to 30% (see section 1.3.4), respectively, was

used for calculations. Etoposid then showed the highest cytotoxic potency with SLE of 3.32

L/µmol assuming a fraction unbound ( fu) of 21% (SLE: 0.698 L/µmol for total etoposide),

followed by carboplatin with SLC being 2.85 L/µmol. The higher fu for etoposide was con-

sidered more likely as it was reported for cancer patients receiving high-dose (35 - 60 mg/kg)

etoposide95 and was therefore used for calculation and comparison of the SL for unbound

etoposide. Thiotepa was the drug with the least influence on cell proliferation and survival

with a slope of 0.014 L/µmol for unbound ( fu: 20%) and 0.011 L/µmol for total drug concen-

trations.
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Figure 3.23 Schematic structural model for the final PK/PD model for the description of leukopenia in a high-dose

chemotherapy regimen. Prol: Compartment of proliferating cells; Circ(t0): leukocyte concentrations

before start of high-dose chemotherapy; Circ(t): leukocyte concentration at time t; γ: exponent of the

feedback acting on the proliferation rate constant kprol; ktr: transition rate constant; kel: elimination

rate constant; MMT: Mean maturation time; MTSCR: mean stem cell rescue time; INIDEXA: compart-

ment for the description of the initial increase in leukocyte concentrations; MTINI: mean time for the

initial increase; Edrug(t): drug effect; SLi and Ci(t): slope and concentration of drug i.
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System-speci�c parameters describing leukopoiesis/leukopenia following HDCT The final

model for the description of leukopenia in the setting of the HDCT regimen including an

ASCR as well as the administration of DEXA is depicted in Figure 3.23. The baseline, i.e. the

leukocyte concentration before the start of the therapy was estimated with the B1 method de-

scribed in section 2.4.2.2. Its estimate of 4.00 · 109 cells/L reflected the observed median of

the population (3.97 · 109 cells/L) and showed an interindividual variability of 26% CV. Di-

rectly after the first drug administration an increase in leukocyte concentrations was observed

which is possibly related to the administration of DEXA and was best described by initiat-

ing an additional compartment ‘INIDEXA’ once at the time of the first DEXA administration

with an estimated amount of cells (CINI). CINI was 18.5 · 109 cells/L with an interindividual

variability of 94.8% CV. The mean time it took for the cells to migrate from INIDEXA to the

compartment of circulating cells (MTINI) was 44.3 h (almost 2 d).

The steep decrease in leukocyte concentrations caused by the administration of the cytotoxic

drugs was best described by a chain of 6 transit compartments. The transition rates between

those compartments, ktr, was calculated from the estimated MMT which was 93.6 h (4 d) with

a variability of 15% CV.

Integration of the ASCR performed on day 7 was realised as a retransfusion of all CD34+ cells

into the SCR compartment from where the cells entered the compartment of proliferating

cells through a transit compartment, describing the migration of retransfused cells to the bone

marrow. Again, the mean time it took the cells to pass through the transit compartment was

estimated resulting in a MTSCR of 8.83 h which was fixed in the final model to improve model

stability. The interindividual variability for this parameter was substantial and estimated to

be 175% CV. Transition rate constants of the ASCR (kSCR) were calculated as (n)/MTSCR with

n being the number of transitions of the ASCR.

Physiological regulation mechanisms of leukopoiesis were described by a single feedback act-

ing on the proliferation rate constant kprol of the cells in the bone marrow. The feedback ex-

ponent γ was 0.115 with an interindividual variability of 27.9% CV. Residual variability was

implemented with an additive residual variability model for the ln-transformed data which

corresponds approximately to a proportional residual variability model on the original scale.

No significant covariate relation could be determined and therefore the final model was equal

to the base model. Table 3.7 summarises the PD parameter estimates of the final PK/PD model

for the description of leukopenia following HDCT.
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Table 3.7 Population PK/PD parameter estimates for the final PK/PD model for the description of leukopenia in

a high-dose chemotherapy setting

Parameter Unit Estimate RSE, %

Fixed-effects parameters

Circ(t0) [109 cells/L] 4.00 9.10

MMT [h] 93.6 4.80

γ 0.115 7.10

SLC [L/µmol] 2.85 19.3

SLE [L/µmol] 0.698 24.6

SLE (unbound) [L/µmol] 3.32-17.5 ( fu: 21%-4%)

SLT [L/µmol] 0.011 (0.014) 28.8

SLT (unbound) [L/µmol] 0.012-0.016 ( fu: 90%-10%)

CINI [109 cells/L] 18.5 40.1

MTINI [h] 44.3 11.5

MTSCR [h] 8.83 FIX

Interindividual variability

ωCirc(t0) [% CV] 26.0 38.0

ωMMT [% CV] 15.1 38.1

ωγ [% CV] 27.9 31.7

ωCINI [% CV] 94.8 29.9

ωMTSCR [% CV] 174 30.3

Residual variability

σ proportional [%] 53.1 7.00

Circ(t0): leukocyte concentration before start of therapy

MMT: mean maturation time; γ: exponent of the feedback; fu: fraction unbound

SLC, SLE, SLT: slope factor of carboplatin, etoposide and thiotepa, respectively

CINI: amount of cells describing initial increase; MTINI: mean time decribing the initial increase

MTSCR: mean stem cell rescue time..
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Figure 3.24 Goodness of fit plots for the final PK/PD model for the description of leukopenia following high-dose

chemotherapy: observed versus population predicted leukocyte concentrations (top, left), observed

versus individual predicted leukocyte concentrations (top, right), conditional weighted residuals ver-

sus predicted leukocyte concentrations (bottom, left) and versus time (bottom, right).
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Figure 3.25 Visual predictive check for the final PK/PD model for the description of leukopenia following high-

dose chemotherapy (left) and for a model excluding the one patient not receiving granulocyte colony-

stimulating factor (ID 7) in the dataset. Blue circles represent the measured leukocyte concentrations.

Solid and dashed lines represent the median, 10th and 90th percentile of the measured leukocyte con-

centrations (red) and the simulations (black). Vertical solid blue lines: days of drug administration

(D1, D2, D3), vertical dashed blue line: etoposide administration on D4, vertical red line: day of the

ASCR (D7)

3.3.9 Evaluation

The goodness of fit plots (Figure 3.24) showed a good description of the data by the final

PK/PD model and reveal no model misspecification. Only the population predictions for the

patient with a deviating leukocyte-time course who did not receive G-CSF (ID 7, red trian-

gles) showed an overprediction of small concentrations which was corrected after inclusion

of variability components, demonstrated by the plot depicting individual predicted versus

observed leukocyte concentrations. The observed leukocyte concentrations spread randomly

and uniformly around the line of identity and the zero reference line in the observed versus

(individual) predicted concentration plots and the CWRES plots, respectively. The predictive

performance of the model was assessed by a VPC (Figure 3.25, left) which demonstrated the

appropriateness of the prediction of the central tendency throughout the whole time course

by revealing only minor deviations of the simulated (black) from the observed (red) median

of leukocyte concentrations. Small deviations of the simulated median from the median of the
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observed leukocyte concentrations were observable for the high concentrations at late time

points, i.e. the rebound described by the implemented feedback mechanism, which were

slightly underpredicted. However, from a therapeutic point of few concentrations at time of

the rebound are not as relevant as the adequate description of the decline in, nadir and recov-

ery of leukocyte concentrations. The variability in the observed data was very well predicted

before the nadir was reached, illustrated by the 90% prediction interval of the simulations.

After nadir concentrations a slight overprediction of the variability by the model could be ob-

served. For binning of the observations a user user-defined number of 17 bins was selected,

although a median of 24 samples were available for each patient. This was chosen in order to

obtain bins with comparable amount of included data points as especially during later obser-

vation time points less data was available.

3.3.10 Outlier

One patient (ID 7) showed a deviation in the leukocyte-time profile in comparison to the

rest of the population (Figure 3.5, red triangles). Exclusion of this patient did not lead to

a considerable change in parameter estimates and their precision. Only the IIV on γ was

influenced by the exclusion and was estimated lower with 14.2% compared to 27.9% in the

final model as well as the residual error which was 49.7% (RSE: 5.0%) instead of 53.1% (RSE:

7.0%). Comparison of a VPC from the model excluding the patient with the VPC of the final

model showed that parts of the overprediction of the variability after the nadir was reached

can be attributed to the IIV in γ as the 80% prediction interval was narrower for the VPC

excluding the patient (Figure 3.25, right). As it was possible to describe the leukopenic time

course for this patient without influencing the estimation of the model parameters in general

the patient was not excluded from the final model.

For another patient (ID 19) twice the amount of CD34+ cells, compared to the highest amount

of retransfused cells reported for the rest of the investigated population, was retransfused

(1.1 · 109 versus 0.6 · 109 cells) and compared to the highest amount of CD34+ cells reported

to be retransfused in other studies53,57. Exclusion of this patient resulted in a reduction of

the IIV for MTSCR from 175% CV to 125% CV. All other parameters were not affected by the

exclusion of this patient except for CINI which was estimated to be 12.1 · 109 cells/L (RSE:

52.1%, range: 2.09-45.8 · 109 cells/L) instead of 18.5 · 109 cells/L (RSE: 40.2%, range: 2.93-60.8 ·
109 cells/L) in the final model. With respect to the range of CINI the exclusion of patient 19 was

not considered influential for this parameter. No obvious mistake in the documentation for
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the retransfused cells could be found and as neither the parameter values nor their precision

was affected by exclusion of patient 19 the data remained in the dataset.

3.4 Project 3: Assessing the optimal day for an autologuos stem

cell rescue

The influence of the ACSR on the time course of leukopenia during HDCT was investigated

by means of simulations. First, the influence of the day of the ASCR was assessed by de-

terministic simulations (section 2.5.2). Then, the amount of retransfused cells was taken into

account. In order to propose the optimal day for the ASCR the IIV and the residual error

were included to evaluate the findings from the deterministic simulations with regard to the

variability in the population (stochastic simulations, section 3.4.2).

3.4.1 Deterministic simulations

Deterministic simulations for a typical patient receiving median doses of carboplatin, etopo-

side and thiotepa and the median amount (0.2329·109) of retransfused CD34+ cells were con-

ducted to illustrate the influence of the day (D5 - D11) on which the ASCR was performed

(Figure 3.26). The drugs were administered on three (carboplatin, thiotepa) and four (etopo-

side) consecutive days starting on day one, as described in the original study protocol. For the

first administration of dexamethasone, and hence the initialisation of INIDEXA with CINI, day

one of the HDCT was assumed for the simulations.

The simulations revealed increasing nadir concentrations for the performance of an ASCR on

D5 of HDCT (0.007 · 109 cells/L) to D7 (0.093 · 109 cells/L) which were then decreasing for

an ASCR performed on D8 (0.075 · 109 cells/L) to D11 (0.019 · 109 cells/L). Duration of grade

3 leukopenia was shortened for an ASCR from D5 (12.1 d) to D9 (8.14 d) and then was pro-

longed again for an ASCR on D10 (8.44 d) and D11 (9.02 d). A summary of the resulting nadir

concentrations, time to nadir and the duration of grade 3 leukopenia for the deterministic sim-

ulations is given in Table 3.8.

The next step comprised the investigation of the influence of the amount of retransfused cells

(minimal, median and maximal amount of cells transfused in the population) and the day of

the ASCR (D6 - D10) on nadir concentrations and the duration of grade 3 leukopenia (Fig-

ure 3.27). For the amount of 0.072 · 109 cells (minimum amount) nadir concentrations for the

ASCR on D8 were the highest compared to the performance of the ASCR on all other days.

In contrast, for the median and maximal amount of retransfused cells (0.2329 · 109 and 0.5698
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Figure 3.26 Impact of the day on which the autologuous stem cell rescue (ASCR) was performed on the time

course of leukopenia for a typical patient receiving the median amounts of carboplatin, etoposide and

thiotepa and the retransfusion of populations’ median of 0.2327·109 CD34+ cells. INIDEXA was ini-

tialised with the typical amount of CINI on the first day of HDCT. Deterministic simulations included

an ASCR performed on day 5 (darkgreen), 6 (lightblue), 7 (darkblue), 8 (red), 9 (orange), 10 (yellow)

and 11 (lightgreen). Vertical lines represent respective day of ASCR. Grey and black horizontal line:

lower limit of leukopenia grade 1 and 3.

Table 3.8 Summary of the resulting nadir concentrations, time of nadir and the duration of grade 3 leukopenia

from the deterministic simulation of a typical patient receiving the median amount of carboplatin, etopo-

side and thiotepa and an amount of 0.2329 · 109 CD34+ cells on day 5 - 11. INIDEXA was initialised with

the typical amount of CINI on the first day of HDCT

Day of ASCR Nadir Time of nadir Duration of grade 3 leukopenia

[109 cells/L] [h (d)] ([d]) [h (d)]

5 0.007 353.7 (14.7) 290.0 (12.1)

6 0.030 318.3 (13.3) 259.5 (10.8)

7 0.093 264.9 (11.0) 233.6 (9.73)

8 0.075 251.7 (10.5) 206.5 (8.60)

9 0.049 264.1 (11.0) 195.4 (8.14)

10 0.030 281.0 (11.7) 202.5 (8.44)

11 0.019 300.2 (12.5) 216.4 (9.02)
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Figure 3.27 Impact of the day (day 6 - day 10) for the performance of an autologuous stem cell rescue (ASCR) on

nadir concentrations (left) and the duration of grade 3 leukopenia (right). Simulations were performed

for a typical patient receiving the median amount of carboplatin, etoposide and thiotepa and the popu-

lations’ median of 0.2329 · 109 CD34+ cells. INIDEXA was initialised with the typical amount of CINI on

the first day of HDCT. Dashed, solid and doted green lines: minimal, median and maximum amount

of retransfused CD344 cells, respectively.

· 109 cells), the ASCR on D7 resulted in the highest nadir concentrations. With regard to the

duration of grade 3 leukopenia the optimal day for the ASCR was D9, showing the short-

est duration of grade 3 leukopenia. Regarding nadir concentrations and duration of grade 3

leukopenia further simulations were conducted to assess to assess the optimal day for the per-

formance on the ASCR and the amount of cells for which no difference for the performance of

the ASCR on D7 and D8 could be observed (section 3.4.2).

3.4.2 Stochastic simulations

To gain a more detailed understanding for the influence of the amount of retransfused CD34+

cells on the time course of leukopenia simulations were carried out for a retransfused amount

of cells of 0.072, 0.1, 0.15, 0.2, 0.2329, 0.3, 0.4, 0.5, 0.5698 · 109 CD34+ cells and the ASCR taking

place on D6 - D10 of HDCT. The nadir concentrations (Figure 3.28) and the duration of grade

3 leukopenia (Figure 3.29) were evaluated in dependency on the amount of retransfused cells

and the day on which the ASCR was performed. Box-and-Whisker plots illustrate the im-

mense variability in nadir concentrations and the durations of grade 3 leukopenia for n=1000

simulations which is also shown by the rather large 80% prediction interval given by the 10th

and 90th percentile of the observations in Table 3.9 and 3.10. The lower and upper whisker are
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Figure 3.28 Stochastic simulation for a typical patient receiving median doses of carboplatin, etoposide

and thiotepa. INIDEXA was initialised with the typical amount of CINI on the first day of

HDCT. Box-and-whisker plots depict median (solid line), 50% prediction interval (box) and

± 1.5 times the interquartile range (whiskers) of the simulated nadir concentrations for the

retransfused amount of CD34+ cells versus the day on which the ASCR was

performed (D6 - D10). Black circles indicate simulated data points outside ± 1.5 times the

interquartile range. “*” indicates statistically significant difference in mean cell concentrations

between D7 and D8.
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Figure 3.29 Stochastic simulation for a typical patient receiving median doses of carboplatin, etoposide

and thiotepa. INIDEXA was initialised with the typical amount of CINI on the first day of

HDCT. Box-and-whisker plots depict median (solid line), 50% prediction interval (box) and

± 1.5 times the interquartile range (whiskers) of the simulated time below grade 3 leuko-

penia for the retransfused amount of CD34+ cells versus the day on which the ASCR

was performed (D6 - D10). Black circles indicate simulated data points outside ± 1.5 times

times the interquartile range. “-” indicates a difference in time below grade 3 leukopenia that

is not statistically significant.
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Table 3.9 Distribution of relevant nadir concentrations in dependency of the amount of retransfused CD34+ cells

and the day of the performance of the autologuous stem cell rescue (ASCR) resulting from stochastic

simulations

Number of Day of Nadir concentrations

retransfused cells ASCR 10th percentile Median 90th percentile

[109] [109 cells/L]

0.072 7 0.026 0.039 0.064

8 0.025 0.047 0.089

0.10 7 0.032 0.048 0.078

8 0.028 0.054 0.104

0.20 7 0.050 0.072 0.116

8 0.036 0.072 0.142

0.2329 7 0.051 0.081 0.125

8 0.034 0.075 0.157

0.5698 7 0.072 0.130 0.197

8 0.043 0.094 0.198

± 1.5 times the interquartile range, the lower and upper hinge the 25th and 75th percentile of

the simulations and the median is depicted as the vertical black line. Black circles illustrate

the simulated data outside ± 1.5 times the interquartile range. A Mann-Whitney-Wilcoxon

test (p=0.05, section 2.5.2) was performed to determine whether the difference in nadir con-

centrations and the duration of grade 3 leukopenia were statistically significant between the

original day on which the ASCR was performed (D7) compared to the best day resulting from

the simulations.

Nadir Table 3.9 summarises the results for the 1000 simulations that were performed for each

scenario. ASCR on D7 resulted in higher nadir concentrations than ASCR on D8 for more than

0.2329 · 109 CD34+ retransfused cells whereas for less than 0.2329 · 109 CD34+ cells an ASCR

performed on D8 resulted in highest nadir concentrations compared to all other days. Nadir

concentrations for an ASCR on D6, D9 and D10 were below the ones reported for an ASCR

on D7 (day from original study protocol) and D8 for all amounts of retransfused CD34+ cells

and were therefore not considered during the analysis for the duration of grade 3 leukopenia

(see next paragraph “Duration of grade 3 leukopenia”). The difference between the means of

nadir concentration for an ASCR on D8 and D7 was statistically significant (p=0.05) for ≤ 0.1·
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Table 3.10 Distribution of the relevant durations of grade 3 leukopenia in dependency of the amount of retrans-

fused CD34+ cells and the day of the performance of the autologuous stem cell rescue (ASCR) resulting

from stochastic simulations

Number cells Day of ASCR 10th percentile Median 90th percentile

[109] [h]

0.072 7 199.7 249.9 348.1

8 188.3 234.0 322.0

0.2329 7 182.9 229.9 315.0

8 168.2 208.6 282.4

0.5698 7 172.1 221.0 290.3

8 152.9 186.2 242.4

109 retransfused CD34+ cells with nadir concentrations on D8 being higher than on D7 (me-

dian D8: 0.054 · 109/L, median D7: 0.048 · 109/L). For retransfused amounts of CD34+ cells

from 0.15 - 0.2 · 109 there was no statistically significant difference in nadir concentrations. Al-

though nadir concentrations for an ASCR on D7 were statistically significant higher compared

to ASCR on D8 for an amount of retransfused CD34+ cells ≥ 0.2329· 109 the difference was

negligible when taking the range into account. When 0.2327 and 0.5698 · 109 CD34+ cells were

retransfused median nadir concentrations ranged between 0.08 (0.05-0.11) - 0.13 (0.07-0.20) for

an ASCR on D7 compared to 0.08 (0.03-0.16) - 0.09 (0.04-0.20) on D8. Overall, D8 was the best

day for the performance of an ASCR when no difference in the amount of retransfused cells

was made.

Duration of grade 3 leukopenia The higher the amount of retransfused CD34+ cells the

shorter was the duration of grade 3 leukopenia (Table 3.10). An ASCR performed on D9

resulted in the shortest duration of grade 3 leukopnia for all investigated amounts of retrans-

fused cells (Figure 3.29). For an ASCR on D9 the duration of grade 3 leukopenia was shortened

by 15.9 (range: 11.4 - 26.1) h for retransfusion of 0.072 · 109 CD34+ cells up to a shortening of

34.8 (19.2 - 47.9) h for 0.5698 · 109 cells compared to an ASCR on D7. However, as nadir con-

centrations were below the ones of the original day for the performance of the ASCR (D7) D9

was not considered superior to D7 and D8.

In summary, for an amount of CD34+ retransfused cells below 0.2329 · 109, D8 for the ASCR

performs best with regard to nadir concentrations. Additionally the duration grade 3 leukope-
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nia was shortened by 15.9 (11.4-26.1) h - 21.1 (12.5-30.4) h for 0.072 - 0.02 · 109 CD34+ cells,

respectively. For an amount of retransfused CD34+ cells ≥ 0.2329 nadir concentrations for an

ASCR on D7 were statistically significant higher compared to an ASCR performed on D8, but

with regard to the range of nadir concentrations on both days, the difference was negligible.

Comparing the median duration of grade 3 of leukopenia from D7 and D8, it was shortened

on D8 by 21.3 (14.7-32.6) h - 34.8 (19.2-49.9) h for 0.2329 - 0.5698 · 109 retransfused CD34+ cells,

respectively. Hence, for the investigated regimen D8 of HDCT shows the overall best perfor-

mance as the day for the ASCR with regard to nadir concentrations and duration of grade 3

leukopenia.

3.5 Project 4: Characterisation of the cytotoxic potency of

chemotherapeutics

Semi-mechanistic models are able to characterise the underlying physiological processes of a

system and to distinguish drug-specific parameters from those specific to the system. In the

next section the drug-specific parameter which characterises the sensitivity of the proliferat-

ing cells in the bone marrow towards the cytotoxic compounds is more closely investigated.

The first part of the following section deals with different PD modelling approaches for the es-

timation of EC50 values from in vitro cytotoxicity assays (section 1.5.2 and 2.6.1). In the second

part a model is proposed which allows (i) the prediction of EC50 values from clinical data by

a population PK/PD model and (ii) the exploration of the possible use of in vitro EC50 values

for the prediction of the myelosuppresive time course following chemotherapy, by comparing

the model predicted to in vitro EC50 values from literature.

3.5.1 Assessing the cytotoxic potency from in vitro data

In a first step different PD models were implemented in NONMEM® and compared with

respect to their ability to describe the in vitro data, as described in section 2.6.1.3. A corre-

sponding model from the drc package in R was chosen and the resulting parameter estimates

were compared with those obtained during the NONMEM® analysis.

3.5.1.1 Data

The measured absorption values for each plate were transformed in R into % survival index

(SI) as described in section 2.6.1.2. Figure 3.30 depicts a plot of the geometric means of the %
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Figure 3.30 Percent survival index (geometric mean of n=8) of the peripheral blood mononuclear cells versus drug

concentration for the three plates: plate 1 (solid line), plate 2 (dashed line) and plate 3 (dotted line).

SI after exclusion of the outliers for all plates. Additionally, data points marked in red were

excluded from analysis during the modelling process (section 3.5.1.5).

3.5.1.2 Analysis in NONMEM®

The analysis was subdivided in two parts: (i) a population analysis of the three plates during

which the PD model with the best description of the data was determined and (ii) the anal-

ysis of each plate individually based on the chosen PD model for the comparison with the

analysis in R. The % SI was best described fitting the sigmoidal inhibitory Emax model (OFV:

135.4, Equation 2.32), followed by the Richards’ model (OFV: 155.4, Equation 2.33) and the in-

hibitory Emax model (OFV: 166.4, Equation 2.25). Parameter estimates for the sigmoidal Emax

model and the Richards’ model (section 2.6.1.3) were comparable but the precision of param-

eter estimates was higher for the sigmoidal Emax model. The asymmetry factor (ASSY) of the

Richards model was 1.2 with a high RSE of 108.3%. For ASSY close to 1 the Richards’ model

converts to a sigmoidal Emax model which was the case in the present analysis. Hence, the

sigmoidal Emax model was chosen as the final model. During the population analysis of the
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three plates it was not possible to estimate an IIV (or in this case an interplate variability) for

any of the parameters.

3.5.1.3 Analysis in R

Within the drc package, the LL.4 function (Equation 2.34) describes a sigmoidal Emax model.

First, data from all plates was analysed with the model simultaneously. In a second step,

the model was fit to each plate individually to assess differences in the parameter estimates

between the plates. For the simultaneous analysis the precision of parameter estimates was

high except for the precision of EC50 which was estimated to be 248.3 µmol/L with a RSE of

34.6%. The maximal effect Emax was 99.8% SI which reflects survival of all cells at low drug

concentrations as observed in the data. The Hill factor, h, which was estimated with 2.08

(RSE: 0.5%) indicated a concentration-effect relation which was steeper than for a simple Emax

model. E0 was 7.85 % SI (RSE: 7.9%) and characterised the remaining cell survival. Overall,

the model showed a good fit of the data with a residual error of 8.91% SI. Resulting parameter

estimates from the fit of the model to the individual plates showed similar estimates for Emax

and h varying from 97.96% to 101.78 % SI and 1.46 - 2.18, respectively. For plate 1 and 2 E0 was

28.8% SI and 9.0% SI and the E50 values were 232.6 and 204.8 µmol/L, respectively. For plate

3 the E0 resulted in negative values of -37.8% SI and a higher E50 value (366.8 µmol/L). This

was due to the geometric mean for the highest drug concentration included in the analysis

for this plate which was very low (0.53% SI) but still in the linear part of the concentration-

response curve. Therefore the lower “plateau” of the effect-concentration curve, reflecting E0,

was below zero. Compared to the overall precision of parameter estimation for the analysis

in R both parameters were estimated with (very) high RSE of 42.6% and 178%. The overall fit

for each plate was good with the additive residual variability ranging between 3.1% and 6.4

% SI.

3.5.1.4 Comparison of the data analysis in R and NONMEM®

For the comparison of the parameter estimates obtained in R and NONMEM® the sigmoidal

Emax model implemented in NONMEM® was recoded to resemble the LL.4 model of the drc

package (Equation 2.34). This means the parameter E0 which estimates the effect size for

cells not affected by drug disposition, i.e. the remaining cell survival at high drug concentra-

tions, was introduced to the model. The parameter estimates for the simultaneous analysis

of the plates in R and NONMEM® were comparable (Table 3.11). Precision of parameter es-

timates was higher for the analysis in R, especially for E0 with an RSE of 7.9% compared
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Table 3.11 Parameter estimates from the simultaneous fit of the three plates in R and NONMEM® applying a

sigmoidal Emax model with correction for remaining surviving cells

R NONMEM®

Parameter Unit Estimate (RSE,%) Estimate (RSE,%)

Emax 99.8 (2.7) 99.8 (2.7)

E0 7.85 (7.9) 7.79 (72)

E50 [µmol/L] 248.25 (35) 248 (8.5)

Hill factor 2.08 (0.5) 2.08 (3.9)

Residual variability [µmol/L] 8.91 (NA) 8.3 (7.9)

RSE: relative standard error; Emax: maximal effect

E0: effect size for cells not affected by drug disposition

EC50: concentration at half maximal effect.

to an RSE of 71.9% in NONMEM®. The EC50 value on the other hand was estimated with

higher precision in NONMEM® (RSE: 8.5% versus 34.6% in R). Parameter estimates from the

individual fit of each plate for both approaches were comparable. Figure 3.31 depicts the re-

sulting concentration-effect profiles from the individual fits in NONMEM® showing the good

description of the data especially for drug concentrations higher than 55 µM. RSEs for the

analysis in NONMEM® were estimated to be < 1 ·10−3 and are therefore not reported in Table

3.12 which summarises the parameter estimates for the individual analysis of all plates for

both approaches. The low RSEs were most probably due to the fact, that during the individ-

ual analysis of each plate the uncertainty of the parameter estimates were attributed to the

residual variability.

3.5.1.5 Outlier

Although outliers in the raw data were identified with the Grubbs test (section 2.6.1.2) and

removed prior to data processing four of the calculated geometric means were excluded dur-

ing analysis (Figure 3.30, red dots). The two geometric means (54.8% SI and 94.5% SI) re-

lated to the highest drug concentration (1818 µmol/L) were excluded due to implausibility

as they were more than two times higher as the % SI of the next lower drug concentration

(727 µmol/L). The other two excluded values reflected a SI of 138% and 160% at concentra-

tions of 18.2µmol/L and 1.81µmol/L, respectively, which were very high in comparison to the

other % SI for the same drug concentration (around 100% SI) and indicated a (implausible) cell
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Figure 3.31 Resulting % survival index versus concentration profiles for the individual fit of each plate in

NONMEM®. Dots: percent survival index (geometric mean of n=8) of the peripheral blood mononu-

clear cells. Plate 1 (solid line), plate 2 (dashed line) and plate 3 (dotted line).

Table 3.12 Parameter estimates from the individual fits for each of the three plates in R and NONMEM® using a

sigmoidal Emax model with correction for remaining surviving cells

Plate 1 Plate 2 Plate 3

Estimate (RSE,%) Estimate (RSE,%) Estimate (RSE,%)

Parameter Unit R NM R NM R NM

Emax 98.0 (1.7) 94.4 108 (3.9) 108 102 (3.6) 102

E0 28.8 (6.3) 31.1 9.01 (5.7) 9.01 -37.8 (42.6) -43.1 (0.1)

E50 [µmol/L] 233 (30.6) 238 205 (24.1) 205 367 (178) 389

Hill factor 2.11 (0.4) 2.5 2.18 (0.5) 2.18 1.46 (0.5) 1.4

Residual variability [µmol/L] 3.08 (NA) 4.98 5.96 (NA) 4.22 6.39 (NA) 4.76

RSE: relative standard error; Emax: maximal effect; E0: effect size for cells not affected by drug disposition

EC50: concentration at half maximal effect; NM: NONMEM®; NA: not available.
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Figure 3.32 Neutrophil concentrations129,138,219 in the circulation versus time on a semi-logarithmic scale. Left

panel: complete observation period. Right panel: first five weeks. Grey and black horizontal line:

lower limit of grade 1 and 3 neutropenia, respectively.

growth. Inclusion of these points resulted in a residual error of 21.5% SI compared to 8.91% SI

during analysis in R. EC50 and E0 were most influenced by the exclusion and were estimated

with 159.4 µmol/L and 33.5% SI. This was comprehensible as especially the two outliers at

the highest drug concentration influence the estimation of these parameters.

3.5.2 Comparing in vitro measures of cytotoxicity with estimates from a

population PK/PD analysis of clinical data

The following section focuses on the proposal of a model for the estimation of EC50 values

from clinical data with a reparametrised model for myelosuppression that are comparable to

EC50 values obtained from analysis of in vitro assays.

3.5.3 Data

To assess the predictive performance of the proposed, reparametrised model the model was fit

to the docetaxel dataset described in section 2.6.2.2. This study was chosen to easily separate

the drug- from the system-specific parameters of the semi-mechanistic model, as docetaxel

was administered as monotherapy and, hence, a possibly confounding drug-drug interaction

was excluded. Figure 3.32 depicts neutrophil concentration-time courses in cancer patients

following docetaxel administration. Overall, the variability of the extent of neutropenia was
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high with nadir concentrations reflecting all grades of neutropenia (grade 1-4)130. Neutrophil

concentrations covered a wide range from 0.005 to 34.00 · 109 cells/L and were ln-transformed

for analysis to support model stability. In total, 637 patients were subject to analysis and

n=3.55 (range: 1 - 26) neutrophil measurements were available per patient129. Individual,

model-predicted concentrations for docetaxel from a previous population PK analysis219 were

included in the dataset following a sequential modelling approach.

3.5.3.1 Model development

For the estimation of an EC50 value describing the sensitivity of the cells in the bone marrow

towards cytotoxic drugs which was comparable with an EC50 value from in vitro assays, the

model for myelosuppression was modified (see section 2.6.2.1). For this purpose the model

was reparametrised to take the conditions of an “in vitro Emax model” into account, i.e. a

maximal drug effect of 100%. This enabled the comparison of the model estimated EC50 value

from clinical data to the in vitro assay signal which reflects reduction in % survival index.

A new rate constant, kkill , which allowed for cell loss from the compartment of proliferating

cells was introduced (Figure 2.5). The drug effect was then implemented as an Emax model

(Emax=1, equal to a maximal drug effect of 100%) with an inhibitory effect on kprol (cytostatic

drug effect) and a stimulatory effect on kkill (cytotoxic drug effect). The ordinary differential

equation implemented for the compartment of proliferating cells (Prol) is given by Equation

3.1
dProl

dt
= kprol · Prol · (1− Edrug(t)) · FB− (ktr + kkill · (1 + Edrug(t))) · Prol (3.1)

where kprol is the proliferation rate constant of the cells in the bone marrow, Edrug(t) is the

drug effect of docetaxel (Edrug(t) = (Emax · C(t))/(C(t) + EC50) with Emax = 1, EC50 is the

concentration C at half maximal effect, FB is the feedback mechanism and ktr is the transition

rate constant. kkill , the rate constant responsible for the cell loss from Prol, was defined by the

initial conditions for the system of ordinary differential equations before start of the therapy,

where the system is in equilibrium and no change in Prol is observed, hence, kkill = kprol − ktr.

Parameter estimates of the new, reparametrised model and parameter estimates from a fit

to the original model by Kloft et al.129 are given in Table 3.13. Comparing the two models all

parameter estimates, including covariate effects on Circ(t0) and the estimated IIV, were similar

and of same precision, except for the MMT which was slightly shorter for the reparametrised

model with 79.3 h instead of 84.1 h. The covariate effect of AAG (α1-acid glycoproteine) on

SL in the original model was not implemented in the Emax model. This was decided due to

the desired comparability with in vitro data where covariates like protein content in the assay
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medium are usually not taken into account. The exponent γ of the feedback acting on kprol was

half the size as in the original model, but as kprol was estimated differently in both models the

estimates cannot be compared directly. In the original model kprol was set equal to ktr whereas

in the reparameterised model kprol was estimated and had to be higher by definition as a cell

loss from the same compartment was implemented by introduction of kkill . The high IIV of

EC50 of 113.6% CV reflects the high variation in the extent of neutropenia in the population

which was originally explained, in parts, by AAG as a covariate for SL. The proportional

residual variability was of equal magnitude for both models.

3.5.3.2 Model evaluation

The GOF plots for both models were comparable and demonstrated a good description of the

data by the two models. The observed neutrophil concentrations spread randomly and uni-

formly around the line of identity and the zero reference line for the observed versus (individ-

ual) predicted neutrophil concentrations and the CWRES versus time plots, respectively (Fig-

ure 3.33). For some observed neutrophil concentrations (top left corner) the plots depicting the

observed versus predicted concentrations revealed concentrations that were underpredicted

by the model. However, in comparison to the total number of concentration measurements

those few concentrations are negligible.

The VPCs for both models showed a good predictive performance of the models as there was

no major deviation of the median of observed and simulated neutrophil concentrations (red

and black solid line) and the variability was well predicted by the 90% prediction interval of

the simulated profiles (black dashed lines) which contained about 90% of the observed neu-

trophil concentration measurements (Figure 3.34). Only the 5th percentile of the VPC for the

reparametrised model showed a slight overprediction of the nadir concentrations in compar-

ison to the VPC from the original model. This might be due to the fact, that the covariate

influence which was implemented for the SL of docetaxel was not taken into account in the

reparametrised model. For binning, a user-defined time array was provided which was given

by the following time intervals: 0, 48, 71, 96, 120, 144, 168, 192, 216, 240, 264, 288, 312, 336, 360,

384, 408, 432, 456, 480, 504, 528, 1536 h. The array was selected to obtain a rather smooth time

profile for the observed and simulated percentiles whilst providing a comparable amount of

data in each bin.

The EC50 value predicted by the reparametrised model was 11.14 nM ± 2.7 nM (RSE: 24.1%)

compared to the in vitro EC50 value of 12.4 nM ± 1.8 nM which was published by deGraaff et

al.251 in 1999. This exemplarily demonstrates that the new, reparametrised proposed model
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Table 3.13 Population PD parameter estimates for the original (left) and the reparametrised (right) model for the

description of neutropenia following docetaxel treatment

Original model Reparametrised model

Parameter Unit Estimate (RSE, %) Estimate (RSE, %)

Fixed-effects parameters

Circ(t0) [109 cells/L] 5.33 (5.9) 5.16 (4.0)

for AAG ≤ 1.34 0.176 (73) 0.189 (45)

for AAG > 1.34 0.495 (19) 0.594 (15)

SEX -0.121 (-25) -0.126 (25)

Performance status 0.131 (31) 0.116 (28)

Previous Chemotherapy -0.148 (-19) -0.142 (20)

MMT [h] 84.1 (1.1) 79.3 (0.9)

γ 0.145 (1.6) 0.079 (6.0)

SL / EC50 [L/µmol]/[nM] 15.6 (2.0) 11.1 (24)

AAG -0.344 (-5.3)

kprol [1/h] 0.048* 0.097 (6.3)

Random-effects parameters

ωCirc0 [% CV] 25.2 (5.7) 23.3 (7.1)

ωMMT [% CV] 14.0 (4.0) 16.2 (5.6)

ωγ [% CV] 14.8 (9.4) 20.7 (6.2)

ωSL / EC50 [% CV] 35.9 (4.5) 113.6 (6.3)

Residual variability

σproportional [%] 42.4 (3.5) 42.3 (4.0)

*calculated as 4/MMT. RSE: relative standard error; Circ(t0): neutrophil concentration before start of therapy

AAG: α1-acid glycoproteine; MMT: mean maturation time; SL: slope

EC50: concentration at half maximal effect; kprol: proliferation rate constant.
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Figure 3.33 Goodness of fit plots for the original (left) and the reparametrised (right) PK/PD model for myelo-

suppression: observed versus population predicted (top) and versus individual predicted (middle)

neutrophil concentrations, respectively, conditional weighted residuals versus time (bottom).
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Figure 3.34 Visual predictive check for the original (left) and re-parametrised (right) PK/PD model for neutrope-

nia. Blue circles represent the measured neutrophil concentrations. Black solid, dashed lines represent

the median, 5th and 95th percentile of the simulated and the solid red line the median of the observed

neutrophil concentrations.
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Figure 3.35 HbA1c measurements (blue points) versus time. Vertical line: start of therapy. Green solid lines: HbA1c

values over time for the individual patients.

was able to predict EC50 values from clinical data which were comparable to those obtained

from in vitro assays, such as the CFU-GM assay.

3.6 Project 5: Investigation of glycation processes throughout

the lifespan of erythrocytes

3.6.1 Study characteristics

From the two studies 162 patients were included in the analysis. The study characteristics and

covariates that were included in the PK analysis of lixisenatide are shown in Table 2.1. Figure

3.35 shows the course of HbA1c values during the observation period of the study. Before the

start of therapy the median HbA1c was 7.77% (5th - 95th percentile: 6.97% - 9.23%), reflecting

the inclusion criteria of the study (HbA1c ≥ 7%).

3.6.1.1 Dataset

The dataset was built in R by merging information on individual lixisenatide PK parameter

estimates, individual PD parameter estimates for the description of FPG and information on
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HbA1c measurements. Individual parameter estimates for the PK of lixisenatide253 and the

PD of FPG252 were obtained from previous analysis. The dosing history of lixisenatide was

taken from the dataset the PD model for FPG was based on.

3.6.1.2 Model development

In accordance with the model development procedure described in section 2.7.2 the HbA1c

data was first analysed with the model developed by Hamrén et al.186 which describes the

reduction of HbA1c in dependency of FPG. In a next step, the model was extended to addi-

tionally take the influence of lixisenatide on postprandial glucose (PPG) concentrations into

account.

3.6.1.3 Lifespan model

Implementation of IIV for the model parameters was investigated starting with a model in-

cluding IIV for all parameters. The variance ω2 for MRTE and KGL was excluded as it was

estimated < 1 · 10-5 and exclusion of the two parameters did not result in significant change

in OFV. The interindividual variability for KINH could not be estimated, i.e. the estimated pa-

rameter value never differed from the initial value provided in the NONMEM® control file.

The OFV and the parameter estimates for the other parameters did not change whether the

initial value for ω2 of KINH was varied or when ω2 for KINH was excluded. Hence, only the

IIV of γ was kept in the final model. Table 3.14 summarises the parameter estimates for the

lifespan model and the extended lifespan model presented in section 3.6.2.1. KINH was fixed

to its estimated value of 1.16 g/L/d due to model stability and to obtain a successful covari-

ance step. Estimation for MRTE was not possible as the estimate either did not change from

the provided initial estimate or was implausibly high (250 d) or low (30 d). Therefore, and to

enable a direct parameter comparison of this model with the extended lifespan model (section

3.6.2.1), MRTE was fixed to 101 d which was estimated with the extended lifespan model. KGL

was estimated with high precision (RSE: 0.67%) and was 3.01 · 10-4 1/(d·mM). The exponent

γ linking FPG to KGL was 0.67 (RSE: 9.66%) with a high interindividual variability of 100%

CV.

3.6.2 Model evaluation

Goodness of fit plots indicated an overall sufficient description of the data by the model (Fig-

ure 3.36, left). The plot of the observed HbA1c values versus the model-predicted values

145



3.6. Project 5: Investigation of glycation processes throughout the lifespan of erythrocytes

Table 3.14 Population PD parameter estimates for the lifespan model and the extended lifespan model for the

description of HbA1c values

Lifspan model Extended lifespan model

Parameter Unit Estimate RSE,% Estimate RSE,%

Fixed-effects parameters

KINH [g/L/d] 1.16 FIX 1.10 2.98

MRTE [d] 101 FIX 101 FIX

KGL [1/(d·mM)] 3.01·10-4 0.67 1.22·10-4 0.25

γ 0.67 9.66 0.75 FIX

KGL2 [1/d] 6.74·10-4 0.30

EC50 [ng/L] 62.8 3.07

Random-effects parameters

ωγ [% CV] 100 15.2* 33.0 15.6*

ωEC50 [% CV] 108 21.5*

Residual variability

σproportional [% CV] 105 5.04* 4.09 1.95*

*relative standard error of ω on the corresponding variance scale.

RSE: relative standard error; KINH: release rate of erythrocytes from the bone marrow

MRTE: mean residence time erythrocytes; KGL/GL2: glycation rate constants

γ: exponent of the fasting plasma glucose dependent glycation pathway

EC50: concentration of the half maximal effect for the inhibition of the second glycation pathway
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Figure 3.36 Goodness of fit plots for the lifespan (left) and the extended lifespan (right) model. Observed versus

population predicted HbA1c values (top), observed versus individual predicted HbA1c values (mid-

dle), conditional weighted residuals (CWRES) versus population predictions (bottom).
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showed a random and uniform distribution of the values around the line of identity with-

out revealing a trend. CWRES versus population predicted HbA1c values demonstrated a

uniform spread around the zero reference line with a slight trend for high HbA1c values being

overpredicted by the model. The high residual variability of 105 % CV cannot be explained

as all parameters were estimated with high precision, ranging from 0.67% (KGL) to 9.66% (γ)

and GOF plots suggest an overall sufficient description of the data. The general trend of

a decrease in HbA1c during the observed study period was predicted by the model, but it

failed to describe the extent of the decrease in some patients. The top panel of Figure 3.37

depicts (individual) predictions and the measured HbA1c values for two patients (7605u0004

and 1205u005), demonstrating the insufficient description of the decline in HbA1c values un-

der therapy by the lifespan model.

3.6.2.1 Extended lifespan model

In contrast to tesaglitazar, a PPARα,γ agonist the lifespan model was originally developed for,

lixisenatide not only decreases FPG but also shows short-term effects such as the reduction of

PPG concentrations due to increased insulin secretion and delaying of gastric emptying. To

account for this additional mode of action the lifespan model was extended by a glycation

pathway describing Hb glycation possibly related to PPG. The glycation process of the addi-

tional pathway was characterised by another gylcation rate constant, KGL2, which was linked

directly to lixisenatide concentrations. This enabled the estimation of the effect of lixisenatide

on the inhibition of the additional glycation process that was taking place and was most prob-

ably due to PPG without the need for data describing the of decline in PPG. The extended

lifespan model is depicted in Figure 3.38 including the new glycation pathway (blue).

Lixisenatide concentrations were directly linked to KGL2 by an inhibitory Emax model. When

Emax was allowed to take any value the OFV decreased by 26.4 points and Emax was 7.54, ex-

ceeding 1. Due to the implementation of the drug effect (KGL2 · (1− Edrug(t)), with Edrug(t) =

Emax · C(t)/(C(t) + EC50)), KGL2 became negative. To describe the overall decline in HbA1c

KGL then was estimated to be higher than previously estimated with the lifespan model to

compensate for the purportedly reduction in HbA1c formation. The deglycation of Hb espe-

cially by the glycation rate constant that describes glycation due to PPG is physiologically

implausible. Therefore Emax was fixed to 1 in the final model as the glycation can either take

place (Emax=0) or be completely inhibited (Emax=1).

The final number of implemented transit compartments was four, as no significant change

in the OFV with increasing/decreasing numbers of transit compartments was observed. Four
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Figure 3.37 HbA1c values versus time profiles of two individuals for the lifespan model (top) and the extended

lifespan model (middle). Red line: population predictions, blue line: individual predicted time course,

black dots: observed HbA1c values. Bottom: contribution of fasting plasma glucose (blue line) and

postprandial plasma glucose (red line) to the formation of total HbA1c for the extended lifespan model.
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Figure 3.38 Schematic structure of the extended model for the description of HbA1c (glycated haemoglobin) val-

ues. γ exponent of glycation process defined by fasting plasma glucose (FPG) and the glycation rate

constant (KGL); ktr: transition rate constant; KINH: release rate of red blood cells (RBC) from the bone

marrow; Edrug(t): drug effect on the second glycation process (blue) which is defined by KGL2 (glyca-

tion rate constant); C(t):drug concentration at time t; Emax: maximal effect; EC50: concentration at half

maximal effect.
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compartments also corresponded to the number of transit compartments in the lifespan model

in this thesis and the model published by Hamrén et al.186 which simplified model compari-

son. It needs to be noted that it was not possible to investigate more than twelve transit com-

partments for the extended lifespan model due to the predefined maximal number of com-

partments in NONMEM® which was exceeded when 13 transit compartments were coded

for. The data supported the estimation of two variance components: the IIV for γ and the

EC50 value related to the second glycation pathway.

Parameter estimates for the final model are summarised in Table 3.14 (right). Due to model

stability and to obtain a successful covariate step the MRTE was fixed to its estimated value of

101 d. A correlation between KGL and γ was observed, but the estimation of the off-diagonal

element of the Ω matrix was not supported by the data. Therefore it was decided to fix γ to its

estimate of 0.75 as the estimation of KGL was of special interest with regard to the evaluation

of the impact of the two glycation pathways on HbA1c formation. KINH of the extended model

was comparable to the one of the lifespan model being 1.10 g/L/d (RSE: 2.98%). The glyca-

tion rate constants KGL and KGL2 characterising the glycation of Hb in dependency of FPG

and possibly the glycation related to PPG were 1.22 · 10-4 1/(d·mM) and 6.74 · 10-4 1/d, re-

spectively. The EC50 characterising KGL2 was 62.8 ng/L (RSE: 3.07%) and was highly variable

with an IIV of 108% CV (RSE: 21.5%). Overall, the second glycation pathway which is possi-

bly attributed to PPG, explained 50% (95% confidence interval: 43% - 59%) in the reduction of

HbA1c formation (Figure 3.37, bottom).

3.6.3 Model evaluation

The GOF plots depicted on the right hand side of Figure 3.36 showed a good description of

the observed HbA1c values by the model. No trend in either of the plots was observable and

the measured HbA1c values spread uniformly and randomly around the line of identity and

the zero reference line for observed versus (individual) model-predicted HbA1c values and

CWRES versus model-predicted HbA1c values, respectively. Precision of parameter estimates

was high with the highest RSE being 10.8% for the IIV of EC50. In addition to the GOF plots

and precision of parameter estimates special attention was drawn to the shrinkage for the

selection of the final extended lifespan model. It was decided to do so due to the observation

that the more influence the FPG dependent glycation pathway was estimated to have the

lower the OFV for the respective models was. Whereas in contrast to that the more influence

was attributed to this pathway the higher the imprecision of parameter estimates was and,

especially, the higher the shrinkage. Therefore the model was chosen as the final model which
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showed a shrinkage below 30%213 and reasonable precision of parameter estimates (RSE <

50%). Introduction of the second glycation pathway enabled the description of the time course

of HbA1c for all patients including the ones that had not been adequately described by the

lifespan model (Figure 3.37, middle).

3.6.4 Model comparison

The extended lifespan model was superior compared to the lifespan model with regard to

AIC (-2911.3 versus 2762.2), prediction of individual HbA1c profiles and GOF plots which

showed a narrower distribution around the line of identity for the observed versus model-

predicted HbA1c values. The residual variability was smaller for the extended lifespan model

(4.09% CV compared to 105% CV for the lifespan model) and the value itself was much more

plausible taking visual model evaluation tools (GOF plots and individual plots) into account.

Additionally, it enabled the differentiation and the estimation of the contribution of the FPG

dependent and possibly PPG dependent glycation of Hb. Hence, the extended model was

chosen as the final model.
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4 Discussion

The population PK/PD analyses presented in this thesis provided new insights into the sys-

tem of leukopoiesis in the special setting of HDCT. The optimal day to perform an ASCR was

investigated and compared to the day on which it had been performed in the original set-

ting of the study. Furthermore, the PK of high-dose carboplatin, etoposide and thiotepa was

characterised, their influence on the proliferation of the cells in the bone marrow was inves-

tigated and a model for the prediction of EC50 values from in vitro data was established. A

reparametrised model for myelosuppression for the prediction of EC50 values from clinical

data was established and the comparability to in vitro EC50 values was exemplified. In Project

5 the generated knowledge on the modelling of cell maturation was transferred to the ther-

apeutic area of diabetes mellitus type 2 to describe the lifespan/cell ageing of erythrocytes

and characterise the change of a long-term biomarker for the diabetic control (HbA1c) during

treatment with a new GLP-1 receptor agonist. In the following the results from each project

will be discussed.

4.1 Project 1: Pharmacokinetic analysis of high-dose

carboplatin, etoposide and thiotepa

The PK for the three drugs of the CET study regimen, carboplatin, etoposide and thiotepa,

was successfully characterised and the predictive performance of the models was evaluated.

This was of special importance as the individual PK parameters were used as input in the

population PK/PD model for the description of leukopenia following HDCT. For the dose es-

calation in HDCT the performance of an ASCR and, potentially, G-CSF treatment is mandatory

and therefore other, non-haematological, adverse events become dose-limiting as myelosup-

pression is modulated by the myelosupportive treatment. These toxicities as well as dosing

recommendations are discussed elsewhere79,257,259,260 and will not be discussed here as the fo-

cus of the present work was the characterisation of the haematopoietic system, its impairment

and the impact of the myelosupportive treatment on the time course of myelosuppression.

The concentrations of the individual drugs on the day of the ASCR as well as the cytotoxic

potential of the compounds will be discussed in this and the following section (section 4.2).
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4.1.1 Carboplatin

The final two compartment PK model was able to adequately characterise and predict the

concentration-time profiles of ultrafilterable platinum. Only few concentration measurements

above 20 mg/mL were underpredicted which can possibly be attributed to a rapid initial dis-

tribution phase that can be described by a three compartment model and was not adequately

captured by the two compartment model. This is in line with previous findings from an in-

dividual analysis where a three compartment model was superior for few of the patients79.

However, the three compartment model did not result in a statistically significant better de-

scription of the data and with regard to the principle of parsimony the two compartment

model was selected as the final model for the description of ultrafilterable Pt concentrations.

Other population PK analyses also described the concentration-time profiles of carboplatin

and ultrafilterable Pt by a 2 compartment model144,236,261–263. The testicular cancer popula-

tion of the CET study was previously investigated in a population PK analysis by Kloft77 and

was part of the dataset for the investigations of Lindauer et al.236 Parameters and covariate

influences resulting from these two analyses are referred to as estimates from the “CET study

population” in the following. The analysis presented in this thesis comprised the development

of a population model for the subgroup of patients from the CET study for whom leukocyte

concentration measurements were available.

Fixed-e�ects and derived PK parameters Table 4.1 summarises the parameter estimates

of studies analysing ultrafilterable Pt after carboplatin administration. Platinum CL was es-

timated to be 113.5 mL/min for a typical patient resembling the renal function which was

characterised by the median CLCR of 114.5 mL/min for the population analysed in this the-

sis. This is in accordance with Woloschuk et al.264 who published a high correlation for the

renal CL of unbound Pt with CLCR. The magnitude of CL for ultrafilterable Pt was compara-

ble to previously described values of 110.5 mL/min79 and 109.8 mL/min236 for the CET study

population and the 101 mL/min261, 123 mL/min144 and 113.3 mL/min262 for other popula-

tions. The central volume of distribution Vcen was 21.2 L and in line with the 19.9 L and 20.4

L reported for the CET study population. In comparison to estimates from other population

analyses, Vcen was slightly higher as it was previously estimated with 15.5 L261, 11.9 L144 and

14.8 L262. Vper (29.0 L) was in accordance with the parameter estimate published by Lindauer

et al. (32.3 L) and higher than Vper reported by Shen et al.261 (7.07 L), Joerger et al.144 (8.23

L) and Duffull et al.262 (6.80 L). With an estimate of 0.7 L/h Q was in the same range of the
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Table 4.1 Comparison of PK parameter estimates for carboplatin (platinum) from selected studies and the CET

study investigated in this thesis

Study Sampling CL Vcen Q Vper Half-life

[d] [mL/min] [L] [L/h] [L] [h]

Thesis (CET Study) 6 113.5 21.2 0.7 29.0 31.7**

Kloft79 6 110.5 19.9 0.8* 36.3* 35.4 ± 6.5

Lindauer et al.236 ≤ 6 109.8 20.4 0.8 32.3 31.6**

Shen et al.261 1 101.0 15.5 0.8 7.07 7.20**

Joerger et al.144 0.4 123.0 11.9 5.4 8.23 2.47**

Duffull et al.262 1 113.3 14.8 4.4 6.80 1.70-17.0

Elferink et al.265 1 2.0 ± 0.0

Mulder et al.266 1 6.3 ± 2.6

CL: clearance; Vcen/per: central/peripheral volume of distribution; Q: intercompartmental CL

* calculated from Vcen and micro-constants k12 and k21

** calculated from population estimates for a typical patient 1

estimates by Shen et al. and Lindauer et al. (both 0.8 L/h), on the other hand the value for

Q reported by Duffull et al. and Joerger et al. and were about 6.2 - 7.7 times higher with 5.4

L/h and 4.4 L/h, respectively. This difference also holds true for the distribution from the

central to the peripheral volume of distribution and vice versa, as the micro-constants (k12

and k21) describing these processes were approximately 10 times higher compared to the ones

estimated in this thesis. The half-life for the terminal phase was 31.7 h and is in accordance

with the 35.4 ± 6.5 h previously reported for the CET study population79. Others reported a

terminal half-life for ultrafilterable Pt of 2.0 ± 0.0 h265 and 6.3 ± 2.6 h266 for an observed time

period of 24 h. The duration of the observation period might explain the difference as for the

investigated population samples were taken for a period of 5 d, resulting in a more accurate

determination of low concentrations which are highly influential for the determination of the

half-life. Duffull et al.262 described a wide range for the terminal half-life of carboplatin which

varied from 1.70 - 17.0 h and was largely dependent on the renal function.

Interindividual variability and covariates Compared to the variability in the parameter es-

timates from the investigation by Lindauer et al. the variability in the base model was much

lower for the present investigation. As stated previously (section 2.3.1.1 and 3.2.1.1) the pop-

ulation under investigation was only one part of the study population Lindauer et al. investi-
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gated. Their population was much more heterogeneous comprising five studies, one of them

having been conducted in children. In contrast to their findings the final model in this thesis

comprised only one IIV (for CL) instead of the three IIVs (CL, Vcen, Q) included in their model

which was due to the more homogeneous study population on which the present analysis was

based. Upon inclusion of CLCR as a covariate the IIV for CL in the final model was reduced

by 33.7% to 13.2% CV. The covariate relation was included as a power function and described

a 1.5-fold increase in CL of ultrafilterable Pt for a 2-fold increase in CLCR. This corresponds

to the findings of Lindauer et al. who described a 2-fold increase in CL for a 3-fold increase

in CLCR. In addition to the influence of the renal function on CL a covariate relation for body

size descriptors on CL such as WT, lean body weight and/or HT was described for other in-

vestigated populations79,236,261,262,267. Moreover, Lindauer et al. took the infusion duration

into account and Chatelut et al.267 added AGE and SEX to the predictive variables for CL.

As the final model of Lindauer et al.236 served as the full covariate model (section 3.2.1.2) the

body size descriptors WT and HT were tested for their influence on CL as well, but only CLCR

was found to be statistically significant. Kloft et al.77 used the CLCR determined from 24 h

collective urine to characterise the influence of the renal function on the clearance of Pt in the

CET study population. Nevertheless, CLCR calculated according to Cockcroft and Gault222

(section 2.1.5.2) was used in the final model presented in this thesis. This was done in accor-

dance with the final model presented by Lindauer et al. and due to its wide use in clinical

practice, knowing that the Cockcroft Gault equation has been criticised in particular when

used as a substitute for the GFR in the Calvert equation, as it overestimates GFR in patients

with normal renal function268.

The variability in Vcen of ultrafilterable platinum was explained by adding WT as a covariate

to the model. Inclusion of an IIV for this parameter became unnecessary as the estimated CV

was only 5.6% and did not significantly improve the model fit (p=0.05). Kloft explained 63%

of the variability in Vcen by including WT as a covariate which is slightly more than the 54.4%

that could be explained in the present investigation. A possible explanation for that might

be the additional 10 patients that were not available for the present investigation but were

included in the analysis presented in the dissertation by Kloft79. Increasing the WT by a fac-

tor of 1.5 led to a 1.2-fold larger volume of distribution which corresponds to the findings of

Shen et al.261 and Lindauer et al.236 who found a 1.3 and 1.4-fold increase in Vcen, respectively.

Duffull et al.262 found a factor of 0.26 per kg but their findings are not directly comparable as

they used LBW in a linear relation to predict Vcen. The a priori inclusion of WT as a covariate

with the exponent of 1 and 0.75 for Vcen and CL, respectively, as proposed by Anderson and
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Holford269 is a common approach in PK modelling. This so called allometric scaling apporach

was investigated by Lindauer et al.236 based on the final model and was presented as an al-

ternative for their final model. However, they found that allometric scaling of the base model

did not result in successful convergence of the model and therefore the covariate analysis, on

which the covariate analysis presented in this thesis is based, was conducted without prior

inclusion of any covariate. Therefore, the allometric scaling approach was not investigated

during the model development in the presented work.

Toxicity The focus of the present analysis was the cytotoxic potential of carboplatin with re-

spect to leukopenia and its potential impact on the retransfused CD34+ cells from the ASCR.

Ultrafilterable Pt, and therefore carboplatin was the drug showing the second highest cyto-

toxic potential towards the proliferative cells in the bone marrow and was around 0.86 times

(14%) less toxic compared to etoposide (assuming a fu of 21% for high-dose etoposide) and

200 times more potent than thiotepa (Table 3.7). The myelotoxic potency of the 3 drugs will

be discussed in more detail in the PK/PD section of this chapter (section 4.2.2). On the day

of the ASCR the concentrations of ultrafilterable Pt were 0.02 and 0.2 µg/mL in the central

and the peripheral volume of distribution. Assuming unbound platinum to be the pharma-

cologically active agent and regarding the in vitro EC50 value of 1.7 µg/mL for carboplatin (=̂

0.89 µg/mL platinum) from a CFU assay270 the concentration of Pt on the day of ASCR was

at least 4.5-fold below the in vitro EC50. Hence, although showing a high cytotoxic potency,

carboplatin concentrations on the day of ASCR can be assumed to be of minor importance in

terms of cytotoxicity towards the proliferative cells in the bone marrow and the retransfused

CD34+ cells.

4.1.2 Etoposide

Etoposide concentration-time profiles are most often described by a two compartment model

with linear elimination from the central compartment232,238,271–273. A three compartment model

was described for some studies109,110,274,275. The final population PK model for the descrip-

tion of etoposide concentrations in this thesis was a two compartment model. The GOF plot

showing observed versus individual predictions revealed an underprediction of concentra-

tions greater than 90 µg/mL, indicating a rapid initial distribution phase which theoretically

could be described by a three compartment model. As the two compartment model was supe-

rior in terms of OFV (∆OFV: 8.1), no difference in the GOF and individual plots was observed

and following the principle of parsimony the two compartment model was chosen as the final
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structural model. Hence, the results will be discussed with regard to analyses performed with

two compartment models, only.

Fixed-e�ects and derived PK parameters Table 4.2 summarises PK parameter estimates

from models for etoposide described in literature94,232,237,238,257,271,272,276. Overall, the parame-

ter estimates from the present analysis were in line with those previously described for HDCT

and conventional dosing. Values for etoposide CL were reported to be between 1.81 L/h237

and 3.34 L/h272. The estimate of 1.86 L/h (31.0 mL/min) was in this range and resembles

a renal CL for etoposide of 27% with respect to the median CLCR of the population. This

corresponds to the lower end of the previously published 30% to 40% renal clearance for

etoposide91,277.

With 12.9 L, Vcen was in the range described in literature which was between 6.38 L272 and

16.3 L232. Vper was 6.23 L and is comparable to the parameter estimate published by Nguyen

et al.237 which was 7.8 L. If available, Vper was calculated based on the micro-constants k12

and k21 and resulted in a value of 4.08 L and 6.65 L for constants published by Reif in her

thesis257 and You et al.238 The same applies for Q which was calculated to be 0.95 L/h (Reif)

and 2.59 L/h (You et al.) and was therefore higher than the estimated 0.25 L/h in the present

analysis.

The terminal half-life of 20.5 h was longer than the previously reported 4-8 h273 but in line

with findings of Stremetzne97 who reported a terminal half-life of 20.0 h and Reif et al.232

who found a prolonged half-life of 12.3 h in a HDCT setting. The patient population analysed

in this thesis was a subpopulation of the one analysed by Reif et al.232 which might explain

the longer half-lives in both investigations. This prolonged half-life was probably due to the

addition of polysorbate 80 to increase etoposide solubility to the formulation of VEPESID J®

which was administered in the CET study278. Polysorbat 80 is known to influence the dis-

tribution of etoposide as it increases the uptake of etoposide into cells by affecting biological

membranes279,280. This might also explain the slightly higher volumes of distribution found

in this thesis and reported by Reif et al. A longer sampling period (6 d compared to 1 d

in other studies94,237,238,271,272,276) in combination with a more sensitive method for determi-

nation of etoposide concentrations might also contribute to the deviating half-life232 as low

concentrations are crucial for the determination of the elimination of a compound.

IIV and covariates Interindividual variability for Vcen and CL was moderate (20.3% and

23.9% CV) and a correlation of 74.6% between the two parameters was identified reflecting the

interdependence of CL and Vcen. This interdependency can either be caused by an unidenti-
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fied variability that was not taken into account by the model or due to too little information

in the data for the adequate estimation of both parameters. Possible predictors for the vari-

ability of CL and Vcen were investigated during the covariate analysis but none of the tested

covariate relations was statistically significant. Previously, renal function, hepatic metabolism

and protein binding were described as the most important factors involved in etoposide elim-

ination281. Other covariates that were identified to influence etoposide CL were concomitant

medication influencing the hepatic function (e.g. induction of CYP405 by ifosfamide238,282),

the renal function characterised by CREA or CRCL238,257, protein and albumin concentrations,

WT and the presence of metastasis237. During the covariate analysis of the present investiga-

tion AST was identified to have an influence on CL but was not statistically significant any

more during the backward deletion process. You et al.238 identified the liver enzymes AST

and ALT as predictors of CL in their full covariate model but in line with the results presented

in this thesis both enzymes were not included in the final model. In contrast to the findings

by Reif et al.232, Nguyen et al.237 and You et al.238 the renal function was not identified to

have an influence on the elimination process. This was probably due to the fact, that patients

with renal impairment were not enrolled in the study and, if a mild renal impairment was

observed, the dose was reduced (section 2.2.1.1). This dose adjustment is recommended in

literature94,237,277,281 and is due to the fact that etoposide CL is strongly influenced by the re-

nal function238. CREA and therefore CLCR were probably not impaired enough in the CET

study population to prove influential, reflecting the strict inclusion criteria and the homoge-

neous study population. As nephrotoxicity is the most important adverse event of carboplatin

if myelotoxicity is controlled for by the myelosupportive treatment carboplatin might influ-

ence CL of etoposide. However, only few patients suffered from a mild nephrotoxicity during

the study79. This is in accordance with the results of You et al.238 who reported that patients

receiving platinum compounds in addition to etoposide revealed no change in PK. As long

as the renal function is not strongly impaired, liver impairment does not influence etoposide

elimination94. This underlines the finding that the liver enzymes, although being elevated

during therapy and for some patients before the start of therapy, did not statistically influ-

ence CL. Stewart et al.281 identified albumin as the 2nd strongest predictor of etoposide CL,

reflecting the high plasma protein binding which varies from 84.4 - 98.1%94 in cancer patients

receiving conventional chemotherapy. Although PRO and ALB were reduced during the ob-

served time period they were not identified as potential covariates. However, in contrast to

the distinct hypoalbuminaemia reported for the study population investigated by Stewart et

al.281 the variation in ALB concentration was only moderate (5th - 95th percentile: 3.3 - 5.5
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Table 4.2 Comparison of PK parameter estimates for etoposide from selected studies and the CET study investi-

gated in this thesis

Study Sampling [d] Vcen [L] CL [L/h]

CET 6 12.9 1.86

Reif Dissertation257 1-6 10.5 2.32

Reif et al.232 1.8 16.3 2.54

You et al.238 1 6.83 2.75

Ngyen et al.237 1 9.60 1.81

Aita et al.94 1 1.1 m-2

Freyer et al.272 1 6.38 3.34

Ciccolini et al.271 1 1.92

Tranchand et al.276 1 8.37 2.43

CL: clearance; Vcen: central volume of distribution

g/dL). Covariates described in literature which showed an influence on the volume of dis-

tribution were BSA237 and, in addition to that, the administered dose of etoposide and ALB

concentrations257. The fact that BSA and the dose were not influential might be due to the dose

adjustment which was based on BSA and therefore these covariates were taken into account

from the beginning. Thus, the fact that no covariate was identified for this patient population

was due to the inclusion criteria with respect to organ function (renal clearance and liver func-

tion), the homogeneous study population with regard to e.g. demographic covariates and the

absence of influential concomitant medication as well as a distinct hypoalbuminemia.

Toxicity Etoposide was identified to have the highest myelosuppressive influence of the

drugs in the CET study on the proliferation of the cells in the bone marrow (see section 4.2.2),

which was of comparable magnitude with the SL of carboplatin, assuming a fu of 21% which

was reported for cancer patients after administration of high-dose etoposide95. If a smaller

fraction unbound is used for the calculation of the SL(unbound), higher values are achieved,

reaching up to a SL of 17.2 L/µmol for a fu of 4%. However, the assumption of the higher un-

bound fraction is reasonable as the investigated study population received high-dose etopo-

side and the albumin concentration was decreased during therapy (section 3.1.1). The finding

of a higher slope for etoposide compared to carboplatin might also be explained by the fact

that etoposide-catchol, a cytotoxic metabolite of etoposide, was not taken into account but its

myelosuppressive effect might have been attributed to etoposide as half-lives and therefore
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presence in the plasma are comparable between the two283. Hence, taking the active metabo-

lite of etoposide into account might improve discrimination of the SL for the drugs in future

analyses. Regarding the day of ASCR etoposide was the drug with the highest concentration.

This is due to the fact that etoposide showed the lowest CL of the three drugs (1.86 L/h versus

7.23 L/h and 19.1 L/h for C and T) and was administered on four consecutive days compared

to three for carboplatin and thiotepa. The total concentration in the central and the periph-

eral volume of distribution on the day of the ASCR was 0.25 and 1.70 µg/mL, respectively.

Compared to the in vitro EC50 value of 0.97 µg/mL284 the concentration was rather high and

retransfused CD34+ cells might still have been harmed by etoposide.

4.1.3 Thiotepa

The PK of thiotepa was best described by a two compartment structural model which is sup-

ported by models described in literature119,285–287. Previously, Geisler analysed thiotepa con-

centration measurements from the CET study with a two compartment model by means of a

compartmental analysis based on a two-stage approach233. In contrast to the model by Geisler

the model proposed in this thesis took the delay in the occurrence of thiotepa in the blood into

account. In the final model this was realised by implementing a transit compartment model240

which delays the occurrence of the drug in the circulation by a passage of the compound

through a chain of transit compartments. Compared to a simpler lag time model this mod-

elling approach offers various advantages: for one, the transit model avoids the modelling of

a change point which makes a model more stable as it describes the concentration-time pro-

file by a continuous function. Additionally, the lag time model assumes an abrupt increase of

drug concentration from a value of zero, reflecting a non-physiological approach. The tran-

sit model on the other hand describes the delay by a gradually increasing continuous func-

tion and is therefore more stable which was confirmed during the PK model development.

Also, the continuously increasing concentrations resemble the physiological concentration-

time profile during a continuous infusion. A possible reason for the delayed appearance of

thiotepa in the plasma was the combination of long infusion tubes with a slower infusion

rate for thiotepa due to the smaller volume of drug solution in comparison to carboplatin and

etoposide. The median infusion rate for thiotepa was 330 mg/h whereas for carboplatin and

etoposide it was 898 and 1063 mg/h, respectively. Due to the higher infusion rates the delay

was not observed for carboplatin and etoposide, although the slight underprediction of Cmax

for both drugs might not only result from the two compartment model which was used for
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data analysis, but also from a delay in appearance of the drugs in the plasma which was not

accounted for.

Fixed-e�ects and derived PK parameters The number of the transit compartments (N) used

to describe the delay of the appearance of thiotepa in the plasma was 125 and was fixed in the

final model due to model stability. N resulted from a fit without covariance step and was

confirmed in a LLP (section 2.1.3.1) of this parameter. For an infinite number of transit com-

partments the transit model collapses into a lag time model, showing a steep increase in drug

concentration which is comparable to an i.v. bolus injection. Savic et al.240 estimated an N

between 8.15 and 22.9 transit compartments for orally administered drugs which underlines

that N=125 transit compartments are reasonable for an i.v. infusion as this number of transit

compartments indicates a steeper increase in drug concentration due to the fast accumulation

of the drug in the plasma. The TT was estimated with 1.47 h which was comparable to the 1.5 h

observed visually during data inspection and plausible, as the infusion duration was planned

with 1 h in the original study protocol. In comparison to the Vcen reported by Geisler233 (27.7

L) the estimated Vcen of 46.8 L obtained from the population analysis was rather high. With

regard to parameter estimates from other analyses (45.5 - 47.4 L) the 46.8 L compares very well

(Table 4.3) which underlines the need for taking the delay into account in order to obtain more

plausible parameter estimates. Only the 20.0 L reported by Cohen et al.119 are close to the 27.7

L of Geisler but Cohen et al. report V in L/kg and unfortunately the actual WT of the patients

was not given in the publication.

CL was estimated to be 19.1 L/h which corresponds well to the CL estimated by Geisler (15.9

L/h), Cohen et al.119 (22.3 L/h) and DeJonge et al.286 (17.0 L/h). The parameter estimate of

CL reported by Huitema et al.285 and Przepiorka et al.287 are higher with 34.5 and 36.2 L/h.

In both therapy regimens cyclophosphamide was administered in addition to thiotepa. Renal

elimination of thiotepa is of secondary importance as the hepatic metabolism to its metabo-

lite TEPA plays the mayor role with regard to the elimination process259. Cyclophosphamide

enhances the metabolism of thiotepa to its metabolite TEPA by induction of CYP enzymes288

and therefore the overall CL is higher. This was taken into account by DeJonge et al.286 who

estimated an additional, inducible clearance of 12.4 L/h. Considering this, the CLs estimated

by Huitema et al. and Prezpiorka et al. also resemble the magnitude of the estimate from the

present analysis.

Vper was fixed due to model instability to the 27.2 L which were previously reported by

Huitema et al.285. It was not fixed to the 23.3 L estimated by Geisler for the CET study popu-
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Table 4.3 Comparison of PK parameter estimates for thiotepa from selected studies and the CET study investi-

gated in this thesis

Study Sampling [d] Vcen [L] CL [L/h] Vper [L] Q [L/h]

CET 4.5 46.8 19.1 27.2 FIX 1.76

Geisler233 4.5 27.7 15.9 23.3 N.R.

Huitema285 0.9 45.8 34.5 27.2* 12.5*

Jonge286 0.9 44.5 17.0 28.34* 14.0*

Przepiorka287 1.0 47.4 36.2** NR NR

Cohen119 0.17 20.0*** 22.3** 36.8 NR

*Calculated from micro-constants k12 and k21, **for BSA=2 m2 and ***WT=80 kg; N.R.: not reported

lation as, due to differing estimates in Vcen and the omission of taking the delay into account,

the confidence in the population parameter estimate reported by Huitema et al. was higher.

Overall Vper was comparable with those from other analysis (Table 4.3), with exception of a

Vper of36.8 L reported by Cohen et al.119, but the volume had to be calculated for the median

weight of the CET-study population due to lack of information about the weight of the origi-

nal study population.

The intercompartmental clearance Q was 1.76 L/h and much lower compared to the one pub-

lished by DeJonge et al.286 and Huitema et al.285 with 12.5 and 14.0 L/h, respectively. A

possible explanation for the deviation is the sparse data situation especially during the distri-

bution phase of thiotepa.

The half-life of the terminal phase was 11.9 h which was higher than the usual 1.4 -4 h112,119,285,287

and might be attributed to the longer observation period (4.5 d versus 1 d, Table 4.3) which

enables a more accurate description of the low concentrations and therefore influences the

calculation of the terminal half-life.

Interindividual variability and covariates The data supported the estimation of IIV for Vcen

and TT which were moderate with 39.9% CV and 28.4% CV, respectively. DeJonge et al.286

reported an IIV for Vcen of 24.6% CV. The higher IIV found during PK analysis might result

from the fixation of Vper and N during parameter estimation. As N was fixed to 125 it is likely

that IIV actually attributed to this parameter was found in the IIV of TT. Interindividual vari-

ability for TT cannot be compared to the IIV found for p.o. administered drugs as the IIV for

the latter results from the absorption process of the drug.

A covariate analysis was not planned due to the sparse data situation, absence of trends dur-
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ing the visual inspection of covariate plots and the rather homogeneous study population.

In her diploma thesis Geisler described an influence of BSA on the volume of distribution at

steady state, but it is not clear whether this influence was found for the CET study popula-

tion alone, or during a joint analysis with data from a female study population which might

explain why BSA was not identified during graphical covariate analysis in the present inves-

tigation. Jonge et al. found an increased CL of thiotepa due to coadministration of cyclophos-

phamide and accounted for that in the structural model by adding an additional compartment

representing an enzyme pool which induces cyclophosphamide metabolism. Alkaline phos-

phatase and ALB were identified to influence CL by Huitema et al.285 who also found an

influence of PROT and WT on Vcen of distribution. The inclusion of these two covariates into

their model explains the small, remaining IIV (7.4% CV) reported for Vcen.

Toxicity In comparison to carboplatin and etoposide, thiotepa revealed the least myelotoxic

potency towards proliferating cells in the bone marrow (see also section 4.2.2). Due to the high

clearance of thiotepa from the plasma the concentration of thiotepa on the day of the ASCR

was negligible with 0.14 and 1.5 · 10-3 µg/mL for the central and the peripheral volume of dis-

tribution although the in vitro EC50 from a CFU-GM assay is also low with 0.08 µg/mL287. In

the present PK/PD analysis a potential myelosuppressive effect of TEPA, the active metabo-

lite of thiotepa, was not taken into account. Hagen et al.122 found no correlation between

myelosuppression, the AUC, Cmax or the elimination half-life of TEPA although substantial

exposure to TEPA in terms of AUC was found, which is due to the longer half-life (factor 2-

7289) of TEPA in comparison to its mother compound. Nevertheless, integration of TEPA into

the model for myelosuppression might supply further insights into the myelosuppressive po-

tency of the metabolite. Also, the threshold concentration for which myelosuppression might

be observed might not have been reached in the study analysed by Hagen et al. as thiotepa

was dosed with 60 - 80 mg for the first and the second cycle of chemotherapy.

4.2 Project 2: Pharmacokinetic/Pharmakodynamic Modelling of

leukopenia

4.2.1 Models for myelosuppression

Various models for the description of myelosuppression have been published over the years

(section 1.4.2). Empirical models enable the description of the time course of myelosuppres-

sion but no information about the underlying system can be gained. Therefore simulations
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and extrapolations to new settings need to be treated cautiously, if done at all. Mechanistic

models on the other hand require the implementation of many parameters and only few have

been parametrised to take chemotherapy-induced myelosuppression into account20. Due to

the rather complex character of mechanistic models, they require a lot of data and therefore

semi-mechanistic model are preferred for analysis of clinical studies, in which sampling is

limited and some parameters of the mechanistic models cannot be characterised without ad-

ditional sampling of e.g. bone marrow aspirates. Soto et al.141investigated five different mod-

els for the description of neutropenia and recommended the use of the model proposed by

Friberg et al.138 together with a model from Panetta et al.139 and the lifespan model by Bu-

litta et al140. The latter requires 17 ordinary differential equations and parameter estimation

is therefore very time consuming especially in combination with complex PK models or drug

combinations. During the past years, the model for myelosuppression by Friberg et al. has

become the gold standard for analysis of neutropenia following chemotherapy and was also

applied for the description of leukopenia138,156,157 as well as thrombocytopenia150,155,158. Due

to its wide use parameter consistency for the system-specific parameters such as MMT and γ

was proven, reflecting the successful differentiation of system-specific and drug-specific pa-

rameters. Hence, the model by Friberg et al. was chosen for the characterisation of the system

of leukopoiesis under HDCT to investigate its applicability for this special setting and to be

able to compare system- and drug-specific parameters. Additionally, the model comprises a

feedback mechanism allowing the description of the recovery after nadir and the pronounced

rebound in leukocyte concentrations which were observed in the raw data. The pronounced

rebound results from a highly active physiological feedback due to low leukocyte concen-

trations and therefore high G-CSF levels and was found to be even more pronounced after

multiple injections of cytotoxic drugs127. Even when this rebound was not observed, a feed-

back mechanism proved to better describe nadir concentrations and recovery to physiological

neutrophil values141.

4.2.2 Final model for myelosuppression

4.2.2.1 Implementation of drug-speci�c parameters

Implementation of the drug e�ect In the past, implementation of the drug effect as a linear,

Emax and a sigmoidal Emax model was investigated but most of the studies implemented it in

a linear manner129,151,152,154,155,290 despite the fact that an Emax model describes the effect of a

drug in a more pharmacological way. The superiority of the linear model for the description

of the drug effect suggests that the cytotoxic effect for most of the investigated drugs was still
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in the linear part of the concentration-effect curve. Only recently, Quartino et al.153 reported a

substantial improvement in OFV compared to only a small improvement for the implementa-

tion of a sigmoidal Emax model instead of the simpler Emax model. However, a sigmoidal Emax

model requests the estimation of two additional parameters for each drug implemented and

was not investigated in this thesis due to the high number of parameter estimates with regard

to the rather small study population. For larger populations, however, a sigmoidal Emax model

should be explored for carboplatin as already a simple Emax model was slightly superior to the

linear one in terms of OFV. Friberg et al.138 reported a significantly better description of the

data for the application of an Emax model with only minor changes in the system-specific pa-

rameters. However, they reported relatively high relative standard errors (> 17% and > 50%)

for the parameter estimates of Emax and therefore they decided to implement the linear model.

The same was found during model development when an Emax model for carboplatin was im-

plemented. Imprecision of the system-specific parameter estimates increased whereas a small

improvement in OFV (∆OFV -16.5 points) was observed. This decrease in OFV was statisti-

cally significant but with regard to parameter precision and no observable improvement in

GOF and individual plots it was decided to implement the linear model. Zandvliet et al.291

reported a linear PD model for carboplatin as well. However, they stated that their data did

not contain sufficient information for the evaluation of an Emax model. For etoposide and

thiotepa, the linear model was found to be statistically superior which was also previously

described in literature for etoposide129,138. A regimen containing thiotepa has been analysed

with the model for myelosuppression by Ramon-Lopez et al.147 but as no information on the

PK of the drugs was available they applied the K/PD modelling approach292 which allows

the analysis of PD data in absence of PK. Hence, the implementation of a linear model for the

drug effect of thiotepa cannot be compared to other analysis.

Drug-drug interaction in the setting of HDCT In the final model the drugs were assumed

to exercise an additive effect on the proliferation rate constant of the cells in the bone marrow.

The assumption of an additive effect in an combinatorial regimen has been described for other

studies19,144,156,157,290. A possible drug interaction with regard to the myelosupressive potency

of carboplatin and etoposide was explored for the final model applying the response-surface

analysis (section 2.4.2.1). This was first done by Soto et al.151 for the model of myelosuppres-

sion. They described an additive drug effect based on an insignificant change in OFV but

unfortunately did not report the value for E50 which provides the information on the type of

interaction. During analysis of the data presented in this thesis E50 was estimated to be 0.9
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(5th and 95th percentile: 0.7 - 1.0) directly after the end of the infusions on each day of drug

administration. Kano et al.293 described an additive drug effect for carboplatin and etoposide

on leukemia cell lines in vitro, whereas a synergistic anti-tumour effect of etoposide and alky-

lating agents including platinum compounds has been demonstrated in vivo294. Based on the

estimate of E50 and due to high imprecision of the parameter estimate for the SL of thiotepa

and a decrease in OFV of only 4 points an additive drug effect was implemented in the fi-

nal model. However, the lower value of the range for E50 (0.7) indicates a slight synergism.

Further investigation of this possibly schedule-dependent synergism in a larger population

or by inclusion of data from other studies, ideally with different dosing schedules to differ-

entiate between the drug effects more efficiently might provide a better insight for a possible

interaction of carboplatin and etoposide. Another option for the investigation of drug-drug

interactions constitute in vitro studies in which different combinations of drug concentrations

and a possible schedule-dependency can be investigated.

4.2.2.2 System-speci�c parameters describing leukopoiesis/leukopenia following HDCT

Baseline estimation methods The correct estimation of the leukocyte concentration before

start of HDCT is crucial, as the estimate Circ(t0) enters the feedback mechanism, influencing

the estimation of all other parameters, the description of nadir concentrations as well as the

recovery to physiological values. Although no investigation regarding the baseline estima-

tion method for the model of myelosuppression was previously reported, the three baseline

estimation methods242 B1, B2 and B3 (section 2.4.2.2) were investigated. In the original model

by Friberg et al.138 the B1 method was applied which was used for most of the analyses con-

ducted with the model for myelosuppresion. Only few did not estimate Circ(t0) assuming

the measurement before start of the therapy to be determined without any associated resid-

ual variability144,148,152. The model performed best applying the B1 method regarding the

OFV and the description of individual profiles, especially with regard to differences in the

description of the initial increase in leukocyte concentrations. Superiority of the B1 method

for the description of a PD baseline was demonstrated in a simulation study by Dansirikul

et al.242, although they report a similar performance for the methods with slightly decreasing

performance in the order B1, B2, B3. They indicated that the B2 method might be superior

in a setting with few data or when the distribution of the baseline effect is not easy to assess,

which was not the case for the data this analysis was based on.
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Number of transit compartments in HDCT The original model as proposed by Friberg

et al.138 comprised three transit compartments. Friberg et al. reported only little improve-

ment in the OFV for increasing or decreasing the number of compartments for the four drugs

they investigated. Investigations regarding the number of transit compartments were also

undertaken by Soto et al.151 and Troconiz et al.154 who both found that changing the num-

ber did not result in a better description of the data. In 2012, Quartino et al.153 published a

model for the simultaneous description of leukocyte and neutrophil concentrations following

docetaxel treatment. Neutrophil concentrations were best described using six transit com-

partments whereas for leukocytes one transit compartment resulted in the best fit. The higher

number of transit compartments which was also used in the final model presented in this

thesis enables the description of a sharper profile with a rapid decrease in cell concentrations

and a pronounced rebound after a prolonged time delay. All patients enrolled in the CET

study suffered from a grade 4 leukopenia followed by a pronounced rebound. Additionally,

nadir concentrations for a typical patient receiving median doses of carboplatin, etoposide and

thiotepa were reached after a median of 276 h (11.5 d) after start of HDCT reflecting the fast de-

crease in leukocyte concentrations which was well captured by the six transit compartments.

Quartino et al. justified a single transit compartment describing leukocyte concentrations by

the large variety of cells belonging to the group of leukocytes which underlie different mat-

urations processes. One transit compartment allows for a wider distribution of maturation

times for individual cells within one patient. However, the analysis by Quartino et al. was

based on a conventional chemotherapy regimen without ASCR which might result in vary-

ing MMTs for different cell lines due to different sensitivity towards docetaxel treatment. In

contrast, during HDCT a higher degree of leukopenia was observed (median nadir accord-

ing to Quartino: approximately 2 · 109 leukocytes/L; CET study: 0.08 · 109 leukocytes/L),

hence, the system of leukopoiesis is under much more stress and massively activated due to

physiological regulation processes. Therefore, the difference in sensitivity of the different cell

lines towards the cytotoxic drugs might not have been as substantial any more because the

drugs reached such high concentrations that maturation of all cell lines was impaired to the

same extent and due to the stimulation by the feedback mechanisms maturations times were

more similar. This finding suggests, that the number of transit compartments is dependent on

the sensitivity of the cells and the degree of the impact of the cytotoxic treatment, with HDCT

showing such an immense effect that no difference in the maturation processes of the different

cell lines can be observed any longer.
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4.2.2.3 Implementation of dexamethasone an the myelosupportive treatment

Description of the initial increase The leukopenic time course revealed an increase in the

early phase, directly after start of HDCT. This increase was best described by an additional

compartment (INIDEXA) which was initiated once with an estimated concentration of cells

(CINI). The cells entered the circulation over an estimated period of time making it possible to

predict the temporary increase in leukocytes. In line with other investigations148,151 INIDEXA

was activated once when the first DEXA administration took place, linking the observed initial

increase to the known effects of glucocorticoides. On the one hand DEXA increases leukocyte

concentrations in the circulation by causing demargination of cells from the vessels70 and on

the other hand by increasing G-CSF levels235. G-CSF itself increases the proliferation of the

haematopoietic progenitor cells in the bone marrow, shortens cell maturation processes and

mobilises cells that are marginated around the vessels63,64. The increase in numbers of leuko-

cytes following DEXA administration can be observed in two phases. A first increase was pre-

viously described 4 - 6 h, and a second one 24 h after administration, reflecting the different

mechanisms of action and the complex reaction of the leukocyte concentrations in the blood

to concomitant DEXA administration70. In the present study only little information, i.e. doses

and for some patients dosing times of DEXA, were available. A more sophisticated model e.g.

with multiple initialisations of INIDEXA linked to each dosing event of DEXA was not sup-

ported by the data. One reason might be the multi-level response of the leukopoietic system

including the pool of marginated cells upon DEXA administration. The empirical integration

of the effect of DEXA administration neglects the complexity in the treatment response which

was reflected in the high non-differentiating IIV that was estimated for CINI (94.8%). More-

over, the patients received 0 to 9 administrations of DEXA in two different doses on up to six

consecutive days of treatment which was not taken into account either. The assumptions that

were made during dataset building (section 2.4.2.4) which were due to lack of more detailed

information possibly added to the high but precisely estimated variability in CINI.

Implementation of an additional feedback In 2011, Quartino et al.295 introduced a model

for myelosuppression which was linked to a model for endogenous G-CSF. The models were

linked at three points: the absolute neutrophil concentration in the blood enhanced G-CSF

clearance in a linear way and the ratio between G-CSF before and during chemotherapy re-

placed the feedback mechanism of the original model. A new feedback did not only act on

the proliferation rate of the cells in the bone marrow (feedback exponent γ) but on ktr (feed-

back exponent β), imitating a decrease in MMT due to higher G-CSF concentrations. G-CSF
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was modelled by an indirect response model with the option to increase G-CSF levels due

to administration of glucocorticoides by a first-order input process258. An increased produc-

tion of G-CSF due to concomitant glucocorticoid administration was reported but it was not

possible to describe the observed increase in neutrophil concentrations after administration

of the cytotoxic agents. This supports the finding that DEXA showed an influence on MTT

and kprol (section 3.3.7) but a sole decrease and increase of the two parameters did not suffi-

ciently describe the observed increase in leukocytes. Nevertheless, the model by Quartino et

al. offers the possibility to integrate endogenous concentrations of G-CSF which, together with

G-CSF measurements during e.g. HDCT, enables the integration of G-CSF treatment in a more

mechanistic and physiologically motivated way. This was also done by Pastor et al.296 who

used a variation of the model to describe neutropenia following carboplatin treatment. They

implemented the feedback mechanism as a function of unbound circulating G-CSF concentra-

tions (endogeneous and exogeneous) that stimulated cell proliferation of the haematopoietic

progenitor cells as well as cell maturation of the non-proliferative cells in the bone marrow.

Unfortunately, no parameter estimates were published which makes it impossible to compare

their results with the results from this thesis. Integration of G-CSF treatment based on the

model and parameter estimates published by Quartino et al. was not done in the present

analysis as, compared to the CET study, their study population comprised female breast can-

cer patients and excluded those receiving additional G-CSF treatment. As G-CSF depends on

a circadian rhythm and additionally varies between males and females and not a single mea-

surement of G-CSF was available for the CET study population nor was information on the

exact dosing, it was decided that the assumptions that would have been made by fixing the

parameters to parameter estimates of Quartino et al. would have been too strong. Moreover,

the estimate for G-CSF prior to therapy in their study showed a large variability even in the

study population of breast cancer patients (% CV: 68) which makes it difficult to transfer the

parameter estimates to the CET study without making too decisive assumptions. However,

with more information on G-CSF administration and additional determination of G-CSF con-

centrations before and maybe during therapy, the models by Quartino et al. and Pastor et al.

might be of great value to gain further insight and understanding of G-CSF treatment in the

setting of HDCT.

Implementation of an additional feedback mechanism in analogy to the model by Quartino et

al.258 was investigated in various ways during model development, none of them improving

the model. In their joint model for leukopenia and neutropenia153 Quartino et al. found, that

introducing a second feedback on the transition rate constants for the leukocyte progenitors
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in the bone marrow did not improve the model. In contrast to the feedback implemented by

Quartino et al., the second feedback investigated in this thesis was not based on G-CSF con-

centrations as no information was available. Additionally, the second feedback in the model

by Quartino et al. was also dependent on neutrophil concentrations as they contributed to

G-CSF clearance. Because of these differences in the implementation of the additional feed-

back the findings in this thesis were not directly comparable to their results. As mentioned in

the previous paragraph, additional information on G-CSF concentrations prior to and during

therapy would be desirable for a more mechanistic investigation of the activation of physio-

logical feedback mechanisms during HDCT.

Stem cell rescue For the ASCR an additional compartment (SCR) was introduced to the

model. All CD34+ cells were dosed into this compartment on the day of the ASCR. From there

they entered the model in the compartment of proliferating cells via one transit compartment,

mimicking the physiological process of migration of the progenitor cells back into the bone

marrow, also known as homing297. CD34+ haematopoietic progenitor cell comprise highly

proliferative lineage-specific precursor cells, capable of forming colonies, as well as more ma-

ture haematopoietic progenitor cells which both contribute to the reconstitution of the bone

marrow. During model development it was tried to integrate the CFU cells separately, letting

them enter the compartment of proliferating cells whilst the rest of the CD34+ cells entered the

first transit compartment which resembles the early stages in cell maturation. For the model

comprising six transit compartments it was not possible to estimate SL of etoposide whilst

separating the two cell fractions. On the other hand this was possible with the preliminary

model comprising three transit compartments for the description of cell maturation, however,

it needs to be stated that this model was evaluated using the less precise FO algorithm. Nev-

ertheless, if new data on HDCT regimens with different dosing regimes becomes available

this model should be revised as a better discrimination of the drugs’ effects might enable the

implementation of this model.

The CD34+ cells in the model published by Ramon-Lopez et al.147 entered the first transit

compartment assuming that the retransfused CD34+ cells were not capable of proliferation

any more which is rather unlikely. In contrast to the final PK/PD model presented in this the-

sis the cells in their model entered the first transit compartment following a zero-order process

which resulted in a statistically significant drop in the OFV in comparison to a first-order pro-

cess. This was not considered during model development and might help to further improve

the model. However, the assumption of a first-order process is reasonable as the migration of
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the cells into the bone marrow is comparable to the first-order process with which CINI entered

the compartment of circulating cells for the description of the initial increase in leukocyte con-

centrations after DEXA administration148,151. Overall investigations based on a larger study

population or less complex therapy regimens with regard to the number of combined drugs

might help to gain further insights into the role and meaningfulness of ASCR during HDCT.

4.2.2.4 Covariates

In the final model no covariate was identified to have a statistically significant influence on the

model parameters. This is probably due to the homogeneous, small study population and the

restrictive inclusion criteria. Neither G-CSF nor DEXA proved influential for leukocyte pro-

genitor proliferation or maturation processes and the administered amount of DEXA showed

no influence on CINI, the number of cells that were estimated to describe the initial increase in

leukocyte concentrations. A statistically significant influence of G-CSF on the feedback expo-

nent γ was driven by one patient (ID 7) who did not receive G-CSF. When the base model and

a model containing the covariate relation were applied excluding this patient no difference

in the OFV was observed. Moreover, exclusion of this patient led to a reduction in IIV for γ

from 27.9% CV to 14.2% CV. Hence, when including G-CSF as a categorical covariate a differ-

ent value for γ for this one patient was estimated which explains the reduction in unexplained

IIV and the statistical significance for the covariate influence which was dependent on this one

patient. The influence of G-CSF on model parameters was investigated by Ramon-Lopez et

al.147 who estimated a reduction of MMT by 48% and an increase of kprol of 120% when G-CSF

was administered. An additional covariate influence of G-CSF on γ did not further improve

their model. These covariate influences were also described by Sandström et al.157 who re-

ported a reduction in MMT and an increase in kprol of 169%. In contrast to the CET study only

70% of the patients included in the study investigated by Sandström et al. received G-CSF

treatment and the patients in the study analysed by Ramon-Lopez et al. were randomised in

two groups, receiving different schedules regarding G-CSF treatment. All patients but one re-

ceived G-CSF in the present study starting on the same day until a threshold concentration of

leukocytes was reached, resulting in similar leukocyte-time profiles. This is most probably the

reason why no covariate influence could be determined. However, a distinct deviation in the

time course of ID 7 was observed, especially with regard to the duration of grade 3 leukope-

nia. Therefore further investigations should be conducted concerning the influence of G-CSF

in a HDCT regimen as this explicit profile indicates a clear benefit for those patients treated

with G-CSF. A clarification of whether this deviation was by chance, due to other influences
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such as neutropenic fever or G-CSF administration would be desirable. Additionally, G-CSF

concentration measurements would be important to implement the supportive treatment in

a more mechanistic way (compare Roskos et al.298 and Quartino et al.153) to gain further in-

sights in its benefit for HDCT.

None of the previously reported covariates were identified during graphical analysis and

therefore not tested for. Visual inspection of covariate plots led to the investigation of HT

as a descriptor for Circ(t0) and the influence of AGE, ALB, CLCG and GGT on MTSCR were

investigated but did not significantly improve the model. Among descriptive covariates for

the model parameters that were reported in literature were AAG, ALB, BILI, SEX and previ-

ous chemo- and radiotherapy for the baseline of neutrophils and/or leukocytes. HT and liver

enzymes were identified as predictors for the MMT, the latter together with BILI also influ-

encing γ. The sensitivity of the cells in the bone marrow was reported to depend on AAG,

ALB, BIL, concomitant cytotoxic agents if not specifically implemented as an additional drug,

RACE, AGE and previous treatment129,143–146 148–150,299. An influence for ALB on the slope of

etoposide might have been assumed as a decreased albumin concentrations in cancer patients

during therapy influences protein binding93 and, hence, the fraction unbound. However, as

it was not possible to estimate an IIV for the slope of etoposide and the focus of the covariate

analysis was laid on the system of leukopoiesis this covariate relation was unfortunately not

being tested for and should be investigated in future analysis.

4.2.2.5 Final model for myelosuppression following HDCT

Final estimates for system-speci�c parameters The parameter estimates of the final popu-

lation PK/PD model for leukopenia are summarised in Table 3.7. The leukocyte concentra-

tion before HDCT was 4.00 · 109 cells/L and lower compared to those previously estimated

for leukocytes (6.74-8.10,138). Nevertheless, the estimate was in line with the median of the

population which was 3.97 · 109 cells/L and most probably lower because of a bone marrow

function impairment due to one or multiple cycles of previous chemotherapy with cisplatin.

MMT was 93.6 h and comparable to the range reported for leukocytes by Friberg et al.138 in

2002 (90 - 135 h), with 90 h estimated for docetaxel. The docetaxel study was reevaluated with

an extended model153 in 2012 resulting in a MMT of 162 h. Comparing MMT estimates from

17 analyses129,138,143–153 twelve were estimated to be higher than 100 h and five between 90

and 100 h. In comparison the estimate of 93.6 h is rather low, but can be explained by the ad-

ministration of G-CSF as Ramon-Lopez et al.147 reported a value of 92.3 h which was further

reduced by 48% for patients treated with G-CSF. Sandström et al.157 published a value of 58.4

173



4.2. Project 2: Pharmacokinetic/Pharmakodynamic Modelling of leukopenia

h for MMT for patients receiving G-CSF. Moreover, as all patients were suffering from a grade

4 leukopenia physiological regulatory mechanisms are likely to have been highly active, con-

tributing to faster maturation times by stimulation of maturation processes by the regulatory

mechanisms. IIV of Circ(t0) and MMT was comparable to those published in the 17 studies

although most of them analysed neutrophils instead of leukocytes.

The estimated amount of cells which explained the initial increase in leukocyte concentrations

was 18.5 · 109 cells/L and higher than the already published cell concentrations of 5.19 · 109

cells/L by Ozawa et al.148 and 9.07 · 109 cells/L by Soto et al.151. In the study investigated

by Soto et al. DEXA was administered p.o. twice on three consecutive days at a dose of 4

mg. Ozawa et al. only reported a single administration prior to docetaxel treatment which

was administered once every three weeks. Hence, the higher estimate of CINI can probably

be explained by the higher dose and the (in most cases) longer supportive treatment with

dexamethasone. A dose dependency of the increase in circulating neutrophils was previously

reported by Jilma et al.235 and Mishler et al.70 who investigated different doses of 0.04 - 1.00

mg/kg and 4 - 8 mg/m2, respectively.

The mean time it took for CINI to enter the circulation was again higher compared to the ones

previously published (44.3 h vs. 19.3 - 35.6 h) and can probably be explained by the longer

treatment with DEXA. This assumption is supported by the finding that peak neutrophil con-

centrations were observed 24 h after a single administration in healthy volunteers70,300 and

therefore are observable after two up to seven days after start of HDCTn depending on the

administration(s) of dexamethasone for each patient.

Implementation of ASCR Implementation of an ASCR into the model for myelosuppression

was only published by Ramon-Lopez et al. in 2009147. The estimates for the time it took the

CD34+ cells to enter the compartment of proliferating cells cannot be compared to their model

as they proposed a different structural model where the cells enter the first of three transit

compartments. The migration of the cells to the bone marrow and therefore the fact that

they are not present in the circulation after retransfusion was reflected by the still deceasing

leukocyte concentrations after the day of ASCR until 1 - 2 days later when nadir concentrations

were reached. MTSCR was estimated with 8.83 h and was highly variable spanning from 1.21

h to 356 h. This high variability was also reflected in the IIV which was 175% CV and was

most probably due to the fact that the number of retransfused cells was highly variable (0.072

- 0.5 · 109 cells) and the study had not been designed for explicitly evaluating the influence
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of ASCR on the time course of myelosuppression. For example the actual time point of the

administration was not reported and it is not clear when the cell number was determined

(before retransfusion or before cryopreservation).

Final estimates for drug-speci�c parameters Sensitivity of the proliferative cells in the bone

marrow was estimated by the SL parameter for each drug. At the first sight the model was

able to distinguish between the drug effects in this regimen and rank the cytotoxic agents

with respect to their myelotoxic potency. However, after transformation of the SL for etopo-

side and thiotepa taking plasma protein binding into account a higher cytotoxic potency of

etoposide was observed. Comparing the slopes for unbound drug concentrations, etoposide

revealed the highest cytotoxic effect followed by carboplatin and thiotepa with SLs of 3.32

( fu=21%), 2.85 and 0.014 ( fu=20%) L/µmol, respectively. Precision for the parameter esti-

mates was acceptable with 24.6%, 19.3% and 28.2% RSE for SL of etoposide, carboplatin and

thiotepa, respectively. Comparing the cytotoxic potencies of etoposide and carboplatin with

those previously published in literature a higher influence of carboplatin was expected as a

1.3 to 6.5-fold higher influence for carboplatin can be calculated from the respective publica-

tions129,138,150,291.

A slope for thiotepa has not been published until now and therefore no comparison can be

made. The fact that the dose of thiotepa can be escalated by a factor of 30 compared to a fac-

tor of 5 and 4 - 7 for carboplatin and etoposide, respectively, in comparison to conventional

chemotherapy51 underlines how much lower the cytotoxic potency of thiotepa in comparison

to the other two compounds is. This was confirmed with the present analysis reflected by the

very low estimated for the slope in comparison to the slopes of etoposide and carboplatin.

The higher estimate for SLE (between 3.32 and 17.2 L/µmol, depending on protein binding)

might reflect difficulties in the differentiation of the drug effects by the model. The reason

for that most probably lies in the design of the study: etoposide was the only drug that was

administered on day 4 of the HDCT regimen and, hence, concentrations of etoposide were the

highest on that and the following days. Figure 3.5 shows that leukocyte concentrations start to

decline on day 3 and 4 of HDCT. As the drug effect is implemented as the sum of the products

of each drugs’ concentrations times the respective slope the cytotoxic effect most probably was

attributed to the drug with the highest concentration on those days. Therefore SLE might be

overestimated to some extent simply due to the schedule for the administration of the drugs.

However the overall drug effect, i.e. the sum of each drugs’ effect was well predicted which

was reflected by the correct description of the entire time course of leukopenia as well as nadir
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concentrations (Figure 3.25). This is important with regard to Project 3 and the conclusion for

the optimal day to perform the ASCR drawn from these simulations as the same study design

as in the original study was used and therefore the overall drug effect was predictive for the

time course.

With regard to the investigated study design and its possible influence on the estimation of

the SLs a further analysis of a similar regimen with different dosing schedules of the drugs

might be helpful to provide further insight in the magnitude of the slope estimates as well as a

possible drug-drug interaction which might be schedule-dependent (see also section 4.2.2.1).

As the drugs were administered one after another at a very high dose additional data from

a study with a more spread out schedule might be of interest with regard to an easier and

probably more precise estimation and differentiation of the drug effects.

Overall the parameter estimates for the slopes in the presented study are much higher com-

pared to previously published ones. For carboplatin slopes of 0.46 and 0.22 L/µmol150,291

were reported and for etoposide slopes of 0.16 and 0.07 L/µmol were estimated129,138. In

contrast to the CET study all of the studies comprised a conventional chemotherapy regimen

and the effect of DEXA was implemented in neither of these models. As the concentration

of circulating leukocytes was increased during the first few days of the study compared to

Circ(t0) the SLs had to be estimated higher in order to achieve nadir concentrations. Compar-

ing the SL for docetaxel for a model taking the initial increase of neutrophils during DEXA

treatment into account with a model that did not a 1.8 - 2.0-fold higher typical estimate for SL

was found138,148,149. Additionally, for the model including DEXA treatment high variability

for SL and CINI was estimated (68.2 and 110% CV). Unfortunately, it was not reported whether

patients showing a high increase in neutrophil concentrations also had high individual pre-

dictions for SL.

Another possible explanation for the higher estimates of the SLs might be due to the physio-

logical effects of DEXA. As it increases G-CSF levels the proliferation of the cells in the bone

marrow is enhanced making them more vulnerable to cytotoxic agents. Hence, the slope

which is a measure for the sensitivity of the cells in the bone marrow should be higher in pa-

tients receiving DEXA. The higher estimates for etoposide and carboplatin are probably due

to a combination of the two aspects: the increase in leukocytes in the blood and therefore a

more pronounced decrease that can mathematically only be achieved by a higher estimate for

SL and the physiological processes leading to this initial increase. As the data did not sup-

port the estimation of an IIV for the SLs of the three drugs this hypothesis requires further

investigations.
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4.3 Project 3: Assessing the optimal day for an autologuos stem

cell rescue

The most important predictor for the risk of infection are the duration and the extent (nadir

concentrations) of granulocytopenia. Bodey et al.131 reported a 60% risk of developing a se-

vere infection if granulocytopenia persists for three weeks. For very low levels of granulocytes

(< 0.1 · 109 cells/L, corresponding to 0.14 - 0.16 · 109 leukocytes/L 2) this risk increases to 100%.

Neutrophil concentrations below at least grade 3 neutropenia (0.5 · 109 cells/L, corresponding

to 0.71 - 0.83 · 109 leukocytes/L) increase the risk of an infection sharply. According to Craw-

ford et al.301 10% of the patients in his study developed a serious infection for a neutropenia

below grade 1 with a duration ≤1 week whereas 30% had an infection for the duration of ≤2

weeks. For even lower neutrophil concentrations (0.1 · 109 cells/L, corresponding to 0.14 - 0.17

· 109 leukocytes/L) 28% and 50% of the patients developed a serious infection, illustrating the

influence of nadir concentrations and duration of neutropenia on the risk of infection.

To support the reconstitution of the bone marrow and to enable the dose escalation for a

HDCT, generally, an ASCR with or without additional administration of growth factors is

performed. A survey conducted in 2003 comprised 162 clinics performing ASCR in the frame-

work of HDCT in patients with breast cancer53. Almost two thirds (64%) of the hospitals

aimed for an amount of CD34+ cells of 2 · 106 cells/kg, few (7%) used a value as low as 1

· 106 cells/kg, and all others reported a higher threshold for ASCR, usually within a range

from 3 to 5 · 106 cells/kg. During the simulations the duration of grade 3 leukopenia as well

as nadir concentrations were assessed with regard to the amount of retransfused cells. More-

over, the influence of the day on which the ASCR should be performed was investigated with

regard to nadir concentrations as well as the duration of the leukopenia. The day on which

the ASCR is performed is of particular interest as the CD34+ cells should not be administered

too early to protect them from the cytotoxic potential of the chemotherapeutic drugs and not

too late as a fast recovery and “high” nadir concentrations are essential with regard to the risk

of developing severe infections. The simulations comprised amounts of CD34+ cells ranging

from the minimum of 0.072 · 109 cells (=̂ 1 · 106 cells/kg for this patient), the median of the

population 0.2329 (=̂2.9 · 106 cells/kg) to the maximum of 0.56 (=̂7.7 · 106 cells/kg) reflecting

the administered amounts of retransfused cells from the survey.

The simulations showed that, altogether, the performance of the ASCR on day eight (D8) was

superior in comparison to day seven (D7) on which the ASCR had originally been performed.

2Assuming the neutrophil fraction to constitute 60% to 70% of the total leukocyte count 20
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Also with regard to all other days investigated, D8 proved superior. Especially considering

the duration of grade 3 leukopenia an ASCR performed on D8 turned out to perform better,

as independent from the amount of retransfused cells the duration of grade 3 leukopenia was

shortened. The higher the amount of retransfused cells the shorter was the duration of that

time period: for a typical patient receiving dexamethasone on day one and the populations’

median doses of carboplatin, etoposide and thiotepa the duration of grade 3 was shortened

by 35 h (1.5 d) and 15 h to a total duration of 1.5 and 1.0 weeks for the minimal and max-

imal amount of retransfused cells, respectively. This illustrates how crucial the amount of

retransfused cells is and underlines the importance of the day on which the ASCR is per-

formed. With regard to the extremes of the simulations conducted, i.e. the 90th percentile for

a minimal amount of retransfused cells on D7 (longest duration) and the 10th percentile for

the maximal amount on D8 (shortest duration), the difference in the duration of this critical

period in time was substantial, namely 1.2 weeks.

Moreover, the nadir concentrations were affected by the day on which the ASCR took place.

Here, the amount of retransfused cells showed an impact on the day of the ASCR. For the

minimal amount of retransfused cells up to 0.2 · 109 cells (2.5 · 106 cells/kg for a patient with

median body weight of 80 kg) an ASCR on D8 resulted in higher nadir concentrations. This

was reversed for higher amounts of retransfused cells.

The results illustrate the need for further investigations based on, in the best case, varying

dosing schedules for the determination of the SL and especially for the ASCR for the same reg-

imen. Until now the recommendations of the guideline for ASCR in Germany are vague with

regard to the PK of the administered drug stating that “it should be taken into account”302.

Of the three drugs investigated in the HDCT regimen etoposide showed the highest concen-

tration on the day ASCR was performed which additionally was still of relevant magnitude

compared to the in vitro EC50 value for PBMC determined in a CFU-GM assay. The higher

concentrations were due to the relatively long half-life described for etoposide in the HDCT

and probably caused the finding that D8 was the favourable day for the ASCR.

Recommendations These findings underline the necessity of therapeutic drug monitoring

which would enable to take the individual PK of each patient into account. Furthermore, the

amount of cells that is available for retransfusion should be considered for the decision about

the day of ASCR. Firstly, the simulations suggest that higher amounts are preferable, espe-

cially with regard to the duration a patient suffers from grade 3 leukopenia and, hence, the
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increased risk of a severe infection. Secondly, if it is not possible to obtain higher amounts of

cells an ASCR performed on D8 is superior with regard to the duration of grade 3 leukopenia

and nadir concentrations. For higher amounts of cells it needs to be decided whether nadir

concentrations are of more importance or the duration of grade 3 leukopenia as the difference

between nadir concentrations for an ASCR on D7 and D8 was 3.6 · 107 cells, being higher

on D7 and the time difference was 34.8 h, being shorter for an ASCR on D8. Neglecting the

amount of retransfused cells, overall, day 8 for the ASCR should be preferred over day 7 in

the setting of the CET study regimen.

For the regimen investigated in this thesis this means concretely, that for an available amount

of CD34+ cells ≤ 0.1 · 109 D8 of HDCT is preferred for the performance of the ASCR as nadir

concentrations are the highest. With regard to the time below grade 3 leukopenia for this

amount of cells ASCR on D9 of HDCT performed best. However, comparing the duration of

grade 3 leukopenia for≤ 0.1 · 109 for an ASCR on D9 and D8 there is no statistically significant

difference. Hence, for this low amount CD34+ cells the ASCR should be performed on D8 for

this specific regimen.

For an available amount > 0.1 but < 0.2329 · 109 CD34+ cells no statistically significant dif-

ference in nadir concentrations between an ASCR performed on D7 and D8 was observed.

Regarding the duration of grade 3 leukopenia D8 is preferable and therefore D8 of HDCT

should also be considered superior compared to D7 for all available amounts of < 0.2329 · 109

CD34+ cells.

For all available amounts of CD34+ cells≥ 0.2329 the nadir concentrations needs to be weighted

against the duration of grade 3 leukopenia and the physician in charge should decide on an

individual basis. Taken to extremes of high amounts (0.5698 · 109) of CD34+ cells that might

be available for retransfusion the difference in median nadir concentrations is 3.6 · 107 cells

being lower for an ASCR on D8, compared to a approximately 2 d longer duration of grade

three leukopenia for an ASCR on D7. The higher the amount of retransfused cells the higher

the nadir concentrations on D7 and D8. Hence the physician in charge might decide in favour

of duration of grade 3 leukopenia for available amounts of cells ≥ 0.2329 · 109 CD34+ cells.

Limitations Regarding the recommendations, the following limitations should be consid-

ered: The investigated study population was rather small comprising only 17 patients and the

study itself which was not designed to specifically investigate leukopenia or the optimal day

for the ASCR. For example it was not reported, when the blood samples for the determination
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of leukocyte concentrations had been taken which might influence some of the measurements

as leukocyte concentrations underlie a circadian rhythm (5.5 - 7.5 · 109 cells/L303). It was not

possible to integrate the G-CSF treatment into the model due to the homogeneous study pop-

ulation and the similar treatment of the patients. G-CSF influences the duration of leukopenia

and therefore the time below grade 3 leukopenia.

With respect to the PK the active metabolite of thiotepa, TEPA was not taken into account. As

stated in section 4.1.3 this might be of interest as TEPA is much longer present in the circu-

lation compared to thiotepa although no myelotoxicity was, yet, associated with it122. Also,

etoposide-catchol, an active metabolite of etoposide, was not considered as well. Lastly, the

variability of the PK was not taken into account during simulations.

Nevertheless, the simulations enabled the quantification of the effect of the day of the ASCR

and the amount of retransfused cells on nadir concentrations and the time below grade three

leukopenia.

4.4 Project 4: Characterisation of the cytotoxic potency of

chemotherapeutics

This project was divided in two parts. First a PD model was developed which enabled the

estimation of EC50 values from in vitro data. In the second part an enhanced semi-mechanistic

PK/PD model for myelosuppression was proposed which enabled the evaluation of clinical

data and estimation of drug-specific parameters which were comparable to EC50 values ob-

tained from analysis of in vitro data. The objective was to explore the possible use of in vitro

data for the prediction of the myelosuppresive time course following chemotherapy.

4.4.1 Estimation of EC50 values from in vitro data

A sigmoidal Emax model best described the % SI data obtained from an MTT assay218 which

characterises the cytotoxic effect of compounds on viable cells. The data of all plates was first

analysed simultaneously in NONMEM® which offers the advantage of estimating an inter-

plate variability for each parameter implemented as an IIV. As only data from 3 plates were

available for the present analysis, it was, unfortunately, not possible to estimate an IIV.

However, the use of NONMEM® for analysis of in vitro data in general offers some advan-

tages: If absorption measurements need to be excluded, e.g. due to pipetting errors, un-

explainable high measurements, impurities or other sources of random error, the plates can

still be evaluated, as applying the population approach information from other plates can be
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“borrowed”. To characterise the parameters and their variances (interplate variability), first,

a sufficient number of plates is necessary. Then, only few concentration-effect measurements

are sufficient to describe the whole concentration-effect curve and estimate model parameters.

This is of great interest if only limited volume of blood is available, e.g. if the cells are obtained

from a single donor or patient. Analysing the sensitivity of cells from a single patient offers

the possibility to determine the sensitivity of the cells for this specific patient in order to adjust

the dose.

However, if only few plates are available and the variance of model parameters cannot be de-

termined with sufficient precision evaluation of each plate individually is the better option in

order to obtain valid and precise parameter estimates for each plate. The disadvantage is that

plates for which many measurements need to be excluded cannot be evaluated any longer.

The prediction of a clinical outcome based on in vitro data by means of the population ap-

proach was investigated in 2007 by Quartino et al.166 They predicted the clinical outcome for

acute leukaemia based on few samples of tumour cells obtained from 179 patients. Due to the

limited availability of tumour cells they applied the population approach for the estimation of

EC50 values as it was only possible to obtain concentration effect measurements for one to few

fixed concentrations. The work of Quartino et al. is a good example of how drug sensitivity of

tumour cells towards chemotherapy can be predicted based on in vitro data resulting in drug

and dose selection in clinical practice.

In the case of the MTT assay from which the data was obtained, buffy coats from different

patients were pooled and enough cells were available for analysis. To support the evaluation

of the assay a corresponding sigmoidal Emax model in the R software package drc was iden-

tified and the individual and simultaneous analysis in NONMEM® and R were compared.

With the drc package in R a more easy to handle tool for the evaluation of the assay out-

come was available and the parameter estimates from both programs were very similar. The

resulting parameter estimate for EC50 of carboplatin for PBMCs was 248.0 µmol/L and 54

times higher compared to the 4.6 µmol/L (1.7 µg/mL) from a validated CFU-GM assay270.

One reason might be the type of cells the assays were conducted with. For the MTT assay

mononuclear cells from the peripheral blood were isolated which are more mature compared

to the mononuclear cells from umbilical cord blood used in the CFU-GM assay. Hence, it is

probable that the fraction of cells that shows a high proliferative activity and therefore is more

sensitive towards the cytotoxic agent was smaller compared to the cells used in CFU-GM as-

say. Another explanation for this deviation probably lies in the isolation process of PBMCs.

During the isolation the laboratory reported that the PBMC fraction contained a very high
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amount of thrombocytes which could not be separated from the PBMCs. As thrombocytes are

living cells they reduce MTT to formazan but are not proliferating and, hence, not as sensitive

towards cytotoxic drugs. Due to a higher proportion of MTT being transformed to formazan

the concentration effect curve is shifted to the right, resulting in higher EC50 values. Addi-

tionally, the MTT and the CFU-GM assay differ in the way cytotoxicity is assessed as the MTT

assay measures cell death whereas the CFU assay only measures the inhibition of cell pro-

liferation. However, the goal of this analysis was the establishment of a model to evaluate

the % SI and to provide a tool which is less cost-intense and easier to handle compared to

NONMEM®, which was successfully achieved. The disadvantage of the analysis in R is that

interplate variability cannot be estimated and if samples from single patients need to be anal-

ysed the evaluation should preferably be done in NONMEM®, given a population model that

was developed based on a sufficient amount of data and allowed for estimation of interplate

variability.

4.4.2 Comparison of in vitro measures of cytotoxicity with estimates from an

population analysis of clinical data

The model for myelosuppression was further enhanced as described in section 3.5.2. Com-

parable model structures describing a cell loss from the compartment of proliferating cells

exist127,137,296. In 2000, Friberg et al.127 published a model with cell loss from this compart-

ment which was linked to the concentration of the drug via a linear model but the model

did not consider cell proliferation nor its inhibition as cells were produced by a zero-order

process. Pastor et al.296 included the proliferation rate but the drug effect was incorporated

into the model as a loss from the compartment of proliferating cells controlled by a linear

function. The proposed model presented in section 3.5.2 included a proliferation rate constant

kprol and an additional cell kill rate. Both were linked to an Emax model which inhibited the

proliferation and stimulated cell killing in the presence of a drug. To demonstrate the abil-

ity of the model to predict drug-specific parameters (EC50 values) from clinical investigations

which are comparable to those obtained from in vitro assays the model was fit exemplarily

to the data from a docetaxel study (section 3.5.3.1). The obtained value of 11.1 nM closely

reflected the in vitro EC50 of 12.4 nM. Of course, the reparametrised model needs to be applied

to a larger number of compounds. In case a correlation of the model-predicted and in vitro

determined EC50 values can be established, in vitro EC50 could be used to predict neutropenia

in reverse. Hence, assuming that myelosuppression is the dose-limiting adverse event of a
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new compound dosing recommendations could be made based on in vitro EC50 values and

system-specific parameters from the model for myelosuppression.

4.5 Project 5: Investigation of glycation processes throughout

the lifespan of erythrocytes

The objective of the last project was to transfer the acquired knowledge on modelling of cell

maturation processes to another application for cell lifespan investigations. Once physiologi-

cal processes are understood and mathematically described they can be applied to other, phys-

iologically similar, processes. In the case of the work presented in this thesis the same process

which characterised the maturation of cells in the bone marrow can be used to describe the

ageing of erythrocytes in the circulation. Knowledge generated during the modelling of an

adverse event related to oncology can thus be transferred to a completely different therapeu-

tic area, in this case diabetes mellitus type 2, in which similar physiological processes such as

cell ageing and maturation characterise the underlying system.

HbA1c is the proportion of glycated haemoglobin in the circulation and its formation depends

on glucose concentrations in the blood. The process of glycation is non-enzymatic, irreversible

under physiological conditions and, as such, a good surrogate marker for the surveillance of

long-term glycaemic control in the blood. Hamrén et al.186 proposed a model which mim-

ics the ageing process of erythrocytes in the circulation once they are released from the bone

marrow. The lifespan is described by a chain of transit compartments comparable to the ones

applied in the model for myelosuppression (section 3.3) or the transit absorption model for

the description of delay processes (section 3.2.3). In contrast to other lifespan models which

assume an identical lifespan for all cells of one individual142 the chain of transit compart-

ments in the model by Hamrén et al. allows the lifespan of erythrocytes to vary within one

individual patient. Moreover, it accounts for the fact that the fraction of glycated haemoglobin

increases with increasing age of erythrocytes304 by allowing for the glycation process taking

place at each cell age, i.e. in each transit compartment. Other PK/PD models184,185 have

been proposed for the description of drug exposure and biomarkers in diabetes mellitus type

2 patients, but they did not explicitly account for the processes of cell ageing and glycation.

The semi-mechanistic lifespan model by Hamrén et al.186 was chosen as a basis for the in-

vestigations as it characterised the HbA1c formation in a physiological way and allowed the

investigation of the ageing process of erythrocytes similar to the maturation process of leuko-

cyte progenitor cells in the bone marrow.

183



4.5. Project 5: Investigation of glycation processes throughout the lifespan of erythrocytes

First the lifespan model by Hamrén et al.186 was investigated but the description of HbA1c

profiles for some patients was not satisfactory and a second glycation pathway was intro-

duced to the model. This idea was based on the knowledge that HbA1c concentrations reflect

the glycaemic control of the past 2-3 months resulting from FPG and PPG196. As a GLP-1

receptor agonist, lixisenatide has an influence on both pathways by - among other modes of

action - enhancing beta cell function, increasing insulin secretion, suppressing glucagon and

a delaying gastric emptying195,200. Hence, in the extended lifespan model, a second glycation

pathway was taken into account. This pathway allowed for the inhibition of HbA1c formation

linking the second glycation rate constant of this new pathway (KGL2) directly to lixisenatide

concentrations via an inhibitory Emax model. As the inhibition of KGL2 was directly linked to

lixisenatide concentration-time profiles the inhibitory drug effect was taken into account on

a much shorter time scale for this glycation pathway, reflecting the short-term effect of PPG

lowering without the need of taking actual data for this process into account. Knowing that

HbA1c formation depends on FPG and PPG the new, extended lifespan model allowed for

the estimation of the contribution of the PPG glycation pathway without the need of data on

actual insulin secretion or data from glucose challenge or tolerance tests.

Fixed-e�ects parameters The maximal effect describing the inhibition of KGL2 was fixed to 1

as an irreversible gylcation of haemoglobin can be assumed. Allowing for higher estimates for

Emax resulted in negative values for KGL2 due to the way it was linked to the effect of lixisen-

atide (KGL2 · (1− Edrug(t))), reflecting a deglycation which was compensated by a higher esti-

mate for KGL. A deglycation of haemoglobin in diabetes mellitus type 2 patients with elevated

glucose concentrations compared to a population not affected by diabetes mellitus is physi-

ologically rather unlikely as the glycation process is nonenzymatic and near-proportional to

the average glucose concentrations throughout the day305. The mechanism of the reversible

or irreversible binding of glucose to haemoglobin has also been previously investigated by

mathematical modelling306–308 and was further explored by Ladyzynski et al.309 who reported

a better predictive ability of a model which described an irreversible reaction. This supports

the fixation of Emax to 1 as for higher Emax the glycation got reversed as KGL2 became negative.

The release rate KINH for erythrocytes from the bone marrow was 1.1 g/L/d and the same as

for the male part of the population reported by Hamrén et al. (1.1 g/L/d186) and comparable

to the physiological value of 1.5 g/L/d reported in literature186. The estimated lifespan of

101 d was shorter than the previously published lifespan of 136 d186 or the frequently cited

120 d30. However, in 2009 Kalicki et al.256 analysed digitalised data from previous publi-
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cations178,186,310 with the lifespan model and estimated lifespans of 91.7, 75.4 and 91.8 d for

different numbers of transit compartment which supports a lower estimate for the lifespan

of erythrocytes. They reported an asymptotic curve for increasing lifespans with increasing

numbers of transit compartment. For the data from Uehlinger et al.310, the analysis by Kalicki

et al. resulted in N=16 transit compartments and N=12 for the dataset previously published

by Cohen et al.178 Kalicki et al. also reanalysed the data by Hamrén et al.186 and reported a

number of 10 transit compartment and a lifespan of 87.5 d. This is in contrast to the previous

findings of Hamrén et al. who reported a deterioration of the model fit for a deviation from

the published four transit compartments and a lifespan of the erythrocytes of 136 d. However,

Kalicki et al. introduced an additional destruction rate constant for the erythrocytes from each

transit compartment which might explain the deviation.

The shorter lifespans estimated by Kalicki et al.256 for the four studies they analysed might

be explained by a reduction of the lifespan of erythrocytes due to high glucose concentrations

which was previously reported in two studies175,311 (see also section 1.6). Sayinalp et al.312 on

the other hand did not find any influence of poorly controlled diabetes on the lifespan of ery-

throcytes and Cohen at al. published a prolonged lifespan for patients with poorly controlled

diabetes178.

The nonlinear relation between FPG and HbA1c was taken into account by introducing a

power function linking FPG to KGL. The exponent γ was 0.75 and very similar to the pre-

viously published 0.743186. This nonlinear relationship has been previously described313 and

might be due to the fact that FPG and average glucose concentrations throughout the day are

not directly proportional186, whereas average glucose and HbA1c are approximately propor-

tional to each other305.

KGL in the extended lifespan model was 1.2 · 10−4/(1· mM), indicating that 0.12% of HbA1c

was glycated per day at FPG of 10 mmol/L. As KGL characterises a chemical and not an enzy-

matic reaction its estimate is assumed to be more or less constant, as factors influencing this

reaction are believed to vary little between patients. The estimate of KGL in the lifespan model

was 3.0 · 10−4 /(1·mM) and higher than the previously reported 1.8 · 10−4/(1·mM)186 as well

as the estimated 1.2 · 10−4/(1· mM) from the extended model. This might indicate that KGL

in the lifespan model was overestimated as it had to compensate for the lack of the second

glycation pathway.

In the final model 50% (95% confidence interval: 43% - 59%) of the inhibition in glycation of

haemoglobin under treatment with lixisenatide were due to the second pathway which can

most probably be attributed to PPG. Previously, a contribution of PPG to the overall glycation
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4.5. Project 5: Investigation of glycation processes throughout the lifespan of erythrocytes

processes of 30% - 40% was reported314 resembling the same order of magnitude for the contri-

bution of this glycation pathway. Riddle et al.315 demonstrated that targeting PPG in diabetes

mellitus type 2 patients by treatment intensification with basal insulin reduced the relative

contribution of basal hyperglycaemia from 76% - 80% to 32% - 42%. This finding also under-

lines the importance of the characterisation of the two glycation pathways in dependency of

the respective drug and the adequate description of the contribution of both pathways to the

overall formation of HbA1c which can be done applying PK/PD modelling.

However, these findings should be discussed in context of the limitations of the model. In the

final model two parameters, MRTE and γ, had to be fixed due to model stability and a corre-

lation between KINH and γ which could not be taken into account otherwise (section 3.6.2.1).

Additionally, the ratio of KGL:KGL2 changed for different initial estimates and favoured the

FPG dependent pathway for decreasing values of the OFV. On the other hand, the precision of

parameter estimates decreased with decreasing OFV, whereas the shrinkage increased. Hence,

the final model presented in this thesis reflects a compromise between OFV and precision and

shrinkage of parameter estimates.

One reason for the difficulties during parameter estimation might be that the dose of lixisen-

atide was constantly increased during the observed study period of 13 weeks, never reaching

a steady state for a longer period of time. HbA1c however changes on a much slower time

scale (months instead of days). The presence of a steady state in the PK might facilitate the

characterisation of the effect of lixisenatide on HbA1c formation and the estimation of the pa-

rameters of the rather complex extended lifespan model.

The developed extended lifespan model is the first lifespan model which enables the differen-

tiation and characterisation of two glycation pathways based on HbA1c measurements, keep-

ing the mentioned restrictions in parameter estimation in mind. Monnier et al.314 and Woerle

et al.196 investigated the contribution of FPG and PPG by means of multiple linear regres-

sion and described an increasing contribution of PPG to HbA1c formation with lower HbA1c

values. This might indicate that the contribution of FPG to the overall HbA1c formation in-

creases with progression of diabetes mellitus type 2 and most probably explains the high IIV

in EC50 for KGL2, reflecting the variable, remaining ability of the patients to secrete insulin

due to different states of diabetes progression. Woerle et al.196 reported that reduction and

control of PPG was essential for achieving HbA1c < 7% or < 6.5% and that the treatment and

monitoring of postprandial hyperglycaemia is essential for glycaemic control. Thus, the quan-

tification of the contribution of the additional, possibly PPG related, glycation pathway to the
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overall glycation of haemoglobin under treatment with lixisenatide is of great interest when

characterising the effect of antidiabetic drugs.
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5 Conclusion and perspectives

The overall objective of this thesis was to contribute to the understanding and characterisa-

tion of proliferation and maturation as well as ageing processes of different blood cell lines

in the bone marrow and the circulation, respectively. Semi-mechanistic population PK/PD

models were used to characterise the system of leukopoiesis, to describe the adverse drug

reaction of myelosuppression in a HDCT regimen as well as to investigate cell ageing of ery-

throcytes in the circulation and to describe the contribution of FPG and PPG to the glycation

of haemoglobin. As the developed models allowed to differentiate between parameters de-

scribing the system and those associated with the drugs’ effect, it was possible to investigate

the implementation of the drug effect, explore possible drug-drug interactions and add to the

understanding of the mode of action of the drugs. Overall, the impact of pharmacometric

PK/PD modelling for the characterisation of dose-concentration-effect relations was shown,

applying the approach to different therapeutic areas as well as in vitro data. The developed

models contributed to the understanding of (patho-)physiological processes and can be used

to support the planning of future clinical studies and guide the optimisation of therapy regi-

mens in oncology as well as diabetes mellitus type 2. In the following, conclusions and per-

spectives for Project 1, 2 and 3 (“Leukopenia following HDCT”), Project 4 (“Characterising

cytotoxic potencies”) and Project 5 (“Glycation of erythrocytes throughout their lifespan”) are

presented:

Leukopenia following HDCT Myelosuppression is one of the most important dose-limiting

adverse drug events in many anti-cancer regimens. Previously, many population PK/PD anal-

yses described myelosuppression following conventional chemotherapy. Only one incorpo-

rated the performance of an ASCR147, however it neglected the PK of the drugs. The final

PK/PD model presented in this thesis is the first model which characterises the system of

leukopoiesis in the setting of HDCT including ASCR and taking the PK of each drug of the

combination regimen into account. The PK of ultrafilterable Pt, etoposide and thiotepa was

successfully described by a linear two compartment models with first-order elimination from

the central compartment. For carboplatin, two covariates, i.e. creatinine clearance and body

weight, were identified and the delay in occurrence of thiotepa concentrations in the plasma

was described by a transit compartment model. Individual PK parameters were determined

and used as input for the population PK/PD model for the description of the time course
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of leukopenia. The final model for myelosuppression following HDCT incorporated the re-

transfusion of CD34+ cells and allowed for the description of the initial increase which was

observed for leukocyte concentrations during the first few days of therapy. All drugs were

implemented as a linear model with inhibitory effect on the proliferation rate constant of the

cells in the bone marrow, assuming an additive drug effect. Although not statistically signifi-

cant, the analysis indicated a possible synergistic effect of carboplatin and etoposide.

Simulations based on the final model were conducted to characterise the influence of the day

on which the ASCR was performed and the amount of retransfused CD34+ cells on leukocyte

nadir and the duration of grade 3 leukopenia, both related to a high risk for developing serious

infections. Regarding the duration of grade 3 leukopenia, the best day for the performance of

an ASCR was on day 8 of the HDCT regimen. For patients receiving≤ 0.2329 ·109 CD34+ cells,

day 8 is also favourable with respect to nadir concentrations, whereas for patients receiving

higher amounts, the shorter time below grade 3 leukopenia for an ASCR on day 8 needs to be

weighted against higher nadir concentrations for an ASCR on day 7 of HDCT with regard to

their associated risk for infections.

To further evaluate the findings of this modelling and simulation project, analysis of more data

from larger, more heterogeneous study populations with respect to inclusion criteria, dosing

schedule of the chemotherapeutics and G-CSF administration would be desirable to gain fur-

ther insight into the drug effects, possible interactions and the myelosupportive treatment.

Additional data on retransfusion of CD34+ and CFU cells as well as on different schedules

for the performance of the ASCR would be very important to enable a more differentiated

description and integration of the ASCR. Nevertheless, the developed model and especially

the systematic investigations regarding the system describing leukopenia and the drug effects

are very useful and provide a good basis for further investigations. Moreover, first system-

atic investigations regarding the ASCR were conducted and show that considering the entire

concentration-effect relation is very important and should be preferred over the current state

of the art (a pure consideration of the PK of the drugs) when planning the optimal use of

myelosupportive treatment in HDCT.

Characterising cytotoxic potencies The characterisation of the influence of the supportive

treatment on the impaired system of leukopoiesis was shown to be very important. How-

ever, the description of the drug effect is just as relevant. In vitro and in silico investigations

can be applied to assess the desired drug effects and adverse drug reactions of combination

therapies as well as different schedules for drug administration and, hence, possible schedule-
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dependencies of the drug effects. Besides the desired effects of tumour destruction or inhibi-

tion of tumour growth, information on cytotoxicity and the potential severity of adverse drug

reactions in human are important to guide candidate selection during drug development or

make dose recommendations for first use in man.

For the description of the cytotoxic potential of compounds, data from an in vitro assay was

analysed applying different PD models to characterise the survival index of PBMCs. A sig-

moidal Emax model best described the data and a comparable model in the R software package

was identified to provide a tool for everyday work in the experimental cell culture laboratory

which is easier to handle and less cost intense than the analysis in NONMEM®. In this con-

text the advantage of applying the population approach for analysis of blood samples from

a single patient with restricted volume was discussed as the implementation of an interplate

variability can support the analysis of only few drug concentrations per sample.

Additionally, an enhanced semi-mechanistic model for the description of myelosuppression

was proposed which was suitable for the evaluation of clinical data and enabled the estima-

tion of EC50 values which were comparable to EC50 values obtained from in vitro data. A

study conducted in patients receiving docetaxel as a monotherapeutic treatment was used to

exemplify the predictive performance of the new model and showed comparable EC50 values,

whilst the overall quality of the description of the data was unchanged despite the changes

introduced to the model structure. These changes comprised the introduction of a cell kill rate

constant for the proliferating cells in the bone marrow and the implementation of an inhibitory

and stimulatory Emax model for the proliferation rate constant and the new cell kill constant,

respectively. To validate the predictive performance of the model and the overall approach,

more myelotoxic drugs need to be investigated to prove a possible correlation between in vitro

and model-predicted EC50 values. If a correlation can be established, model parameters spe-

cific for the system of haematopoiesis in combination with information from in vitro assays

and PK profiles, e.g. scaled from animal studies or predicted applying physiological based

modelling, can be used to predict entire time profiles for myelosuppression and guide dose

recommendations for the first use in man.

Glycation of erythrocytes throughout their lifespan Following the principle of delay mod-

elling by transit compartments, which was also used in this thesis to characterise maturation

processes of haematopoietic progenitor cells and to describe the delay in the occurrence of

thiotepa in the plasma, Hamrén et al. developed a model to investigate glycation processes

of haemoglobin throughout the lifespan of erythrocytes186. The longer erythrocytes are in
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the circulation, the higher is the degree to which haemoglobin is glycated. This knowledge

and the irreversible character of the glycation process enabled the estimation of the lifespan

of erythrocytes by describing the change of HbA1c in a population of diabetes mellitus type

2 patients. Moreover, the extended model presented in this thesis allowed for the separation

of two glycation pathways: one describing glycation due to fasting plasma glucose and one

most probably reflecting the glycation of haemoglobin by postprandial plasma glucose con-

centrations. The inhibitory effect of lixisenatide on both pathways was assessed showing an

equal inhibition of both pathways with respect to the overall glycation. Decreasing postpran-

dial glucose concentrations was shown to be especially important to achieve HbA1c values

below 6.5% - 7%196. Hence, the possibility of characterising the inhibition of both glycation

pathways as well as the quantification of the drug effect by population PK/PD modelling can

add to the understanding of the mode of action of anti-diabetic drugs and might be useful in

developing more effective therapy regimens.
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6 Abstract / Zusammenfassung

Abstract

The objective of this thesis was to contribute to the understanding and characterisation of pro-

liferation, maturation and ageing processes of haematopoietic progenitor and blood cells ap-

plying the population pharmacokinetic/pharmacodynamic (PK/PD) approach. Impairment

and damage of proliferation and maturation of leukocyte progenitor cells in the bone marrow

was investigated based on data from a clinical investigation in patients receiving a combina-

tion high-dose chemotherapy (HDCT) regimen comprising an autologuous stem cell rescue

(ASCR). In Project 1, population PK models for carboplatin, etoposide and thiotepa were de-

veloped and individual PK parameter estimates for each drug were utilised to serve as input

into a previously published semi-mechanistic population PK/PD model for myelosuppres-

sion138. This model was adjusted and further extended to account for the special setting of

HDCT (Project 2). The implementation of the drugs’ effects and possible drug-drug interac-

tions were explored and the ASCR was integrated into the model. Additionally, concomitant

medication influencing the time course of leukopenia was taken into account to describe all

observed phases, i.e. an initial increase in leukocyte concentrations most probably attributed

to the administration of dexamethasone, followed by a steep decrease caused by the high

doses of the cytotoxic drugs and a fast recovery with a pronounced rebound due to ASCR and

additional administration of granulocyte colony-stimulating factor.

Based on the final PK/PD model, simulations were conducted (Project 3) to investigate the

optimal day for the performance of the ASCR with respect to nadir and time below (at least)

grade 3 leukopenia, as both are associated with the development of serious infections. The

simulations showed that not only the day on which the ASCR was performed but also the

amount of retransfused CD34+ cells influenced both parameters. Recommendations for plan-

ning of the myelosupportive treatment were derived.

The drug effect was further explored in Project 4, in which different PD models for the descrip-

tion of data from an in vitro cytotoxicity assay were investigated. Furthermore, a model for

myelosuppression which enabled the estimation of EC50 values from clinical data that were

comparable to those obtained from in vitro assays was proposed. This model might prove

useful when, in return, in vitro data is used to predict myelosuppression in patients.

In Project 5, an existing lifespan model186 for the description of glycated haemoglobin (HbA1c),
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a long-term biomarker in diabetes mellitus type 2 patients, which incorporates the ageing

process of erythrocytes, was extended to describe the influence of a new drug on fasting and

postprandial plasma glucose.

All developed semi-mechanistic models contributed to the deeper understanding of (patho-)

physiological processes involved in cell proliferation and maturation as well as the charac-

terisation of the systems of leukopoiesis, erythrocyte ageing and HbA1c formation. In future,

the models can be used to scientifically interpret clinical results, guide the planning of clinical

studies and improve existing and future therapy regimens in the indications of oncology and

diabetes mellitus type 2.
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Zusammenfassung

Ziel dieser Arbeit war, unter Verwendung des populationsbasierten pharmakokinetischen/

pharmakodynamischen (PK/PD) Modellierungsansatzes zu einem tieferen Verständnis und

der besseren Charakterisierung von Proliferations-, Reifungs- und Alterungsprozessen ver-

schiedener Blutzelllinien beizutragen. Basierend auf Daten, die im Rahmen einer klinischen

Untersuchung “Hochdosis-Chemotherapie mit anschließender autologer Stammzellretrans-

fusion in Hodentumorpatienten” erhoben wurden, wurde die Beeinträchtigung und Schädi-

gung der Zellproliferation und -reifung von hämatopoietischen Vorläuferzellen aus dem Kno-

chenmark untersucht. Hierfür wurden in Projekt 1 PK Modelle für die Beschreibung der Plas-

makonzentrationen von Carboplatin, Etoposid und Thiotepa entwickelt, individuelle phar-

makokinetische Parameter geschätzt und diese in ein PK/PD Modell zur Beschreibung der

Myelosuppression nach einer Chemotherapie138 implementiert. Dieses Modell wurde dahin-

gehend erweitert, dass es der besonderen Situation eines Hochdosis-Chemotherapieregimes

gerecht wurde (Projekt 2). Verschiedene Möglichkeiten der Implementierung der Arzneistof-

feffekte auf die proliferierenden Zellen im Knochenmark und eine mögliche Interaktion der

Arzneistoffe wurden untersucht und der Prozess der autologen Retransfusion von Stamm-

zellen erfolgreich in das Modell integriert. Des Weiteren wurde der Einfluss der verabreich-

ten Komedikation auf den Verlauf der Leukopenie untersucht und gegebenenfalls im Mo-

dell berücksichtigt. Der typische Verlauf der Leukopenie in der untersuchten Population war

durch einen initialen Anstieg der Leukozytenkonzentrationen, der wahrscheinlich auf die Ap-

plikation von Dexamethason zurückzuführen war, gekennzeichnet. Daran anschließend war

ein steiler Abfall der Leukozytenkonzentration zu beobachten, welcher auf die hohe Dosis

der Arzneistoffe zurückzuführen war, gefolgt von einer schnellen Erholung hin zu physio-

logischen Leukozytenkonzentrationen. Diese war gekennzeichnet durch ein deutliches Über-

schießen der Leukozytenkonzentrationen auf Grund eines Rebound-Effekts der u.a. in der

autologen Stammzellretransfusion und der Applikation von Granulozyten Kolonie stimulie-

rendem Faktor begründet war.

Basierend auf dem finalen PK/PD Modell wurden Simulationen durchgeführt, mittels derer

der bestmögliche Tag für die Durchführung der autologen Stammzellretransfusion untersucht

wurde (Projekt 3). Für die Bewertung wurden der Nadir und die Dauer einer Leukopenie

(mindestens) dritten Grades herangezogen, da beide mit dem Auftreten von schwerwiegen-

den Infektionen in Zusammenhang stehen. Die Simulationen zeigten, dass nicht nur der Tag

an dem die Retransfusion stattfand, sondern auch die Anzahl an retransfundierten CD34+

Zellen einen Einfluss auf den Nadir und die Dauer der Leukopenie hatten und beide bei der
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Planung der Durchführung einer autologen Stammzellretransfusion berücksichtigt werden

sollten.

Der Effekt von zytotoxischen Wirkstoffen auf das Überleben von peripheren Mononukleären

Zellen wurde in Projekt 4 anhand von In-vitro Daten charakterisiert. Hierfür wurden ver-

schiedene PD Modelle für die Beschreibung des zytotoxischen Effekts untersucht. In einem

weiteren Teilprojekt wurde ein Modell für die Abschätzung von EC50 Werten, basierend auf

Neutrophilenkonzentrationen entwickelt, die im Rahmen einer klinischen Studie in Krebspa-

tienten erhoben wurden. Dieses Modell ermöglichte die Abschätzung von EC50 Werten, die

vergleichbar mit denen aus In-vitro Assays waren. Künftig könnte dieses Modell dazu genutzt

werden, den Verlauf einer Myelosuppression in Patienten basierend auf In-vitro Daten vorher-

zusagen.

In Projekt 5 wurde ein Modell zur Beschreibung von glykiertem Hämoglobin (HbA1c) in Pa-

tienten mit Diabetes mellitus Typ 2186 untersucht, welches die Abschätzung der Lebensdauer

von Erythrozyten in der Zirkulation ermöglicht. Das Modell wurde dahingehend erweitert,

dass der Einfluss eines neuen Arzneistoffs auf Nüchtern und Postprandiale Glukosekonzen-

trationen im Plasma und deren Beitrag zur Inhibition der Bildung von HbA1c beschrieben

werden konnte.

Die Entwicklung der semi-mechanistischen Modelle konnte zu einem tieferen Verständnis

von (patho-)physiologischen Vorgängen, die in der Zellproliferation und -reifung eine Rol-

le spielen, sowie zur Beschreibung der Lebensdauer von Zellen in der Zirkulation beitragen

und die physiologischen Vorgänge der Leukopoiese unter Hochdosis-Chemotherapie und der

HbA1c-Bildung beschreiben. Die entwickelten Modelle können dazu beitragen, Ergebnisse kli-

nischer Studien oder Messungen aus dem klinischen Alltag wissenschaftlich zu interpretieren,

die Planung von klinischen Studien zu unterstützen und bereits bestehende oder künftige

Therapieregime sowohl in der Hochdosis-Chemotherapie als auch in der Therapie von Dia-

betes mellitus Typ 2 zu verbessern.
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8.1. Tables

8.1 Tables

Table 8.1 Model development summary - key models of the model development for carboplatin (platinum)

Model Model Random Number of OFV

number description effects (IIV) parameters

306 IIV on all parameters CL, Vcen, Q, Vper 10 -857.4

309 Base model CL, Vcen 8 -856.2

313 Full covariate model: CL, Vcen, Vper 15 -891.9

CL_CLCR, CL_HT

Q_AGE, Q_HT

Vcen_WT

311 Final, reduced covariate model CL, Vcen 11 -885.4

CL_CLCR

Vcen_WT

321 Final model long infusion duration CL 9 -872.1

327 Final model short infusion duration CL 9 -895.3

OFV: objective function value; IIV: interindividual variability; CL: clearance

Vcen: central volume of distribution ; Q: intercompartmental CL;Vper: peripheral volume of distribution
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8. APPENDIX

Table 8.2 Model development summary - key models of the model development for etoposide

Model Model Random Number of OFV

number description effects (IIV) parameters

072 1 CMT CL, Vcen 5 1789.1

074 2 CMT CL, Vcen, Q, Vper 9 1259.7

073 3 CMT CL, Vcen, Q 10 1267.8

2 CMT model

153.1 Additive residual variability CL, Vcen, Q 8 41594.0

153 proportional residual variability CL, Vcen, Q 8 1207.0

168 Base model CL, Vcen 8 1057.3

combined residual variability

172 Full covariate model CL, Vcen 10 1038.0

CL_AST, hockey stick (2 slopes)

200 Combined residual variability, CL, Vcen, Q, Vper 11 1004.3

IIV on all parameters,

correlation CL and Vcen

174 Final model, short infusion time CL and Vcen 9 1007.0

correlation CL and Vcen

204 Final model, long infusion time CL and Vcen 9 1002.0

correlation CL and Vcen

OFV: objective function value; CMT:compartment; IIV: interindividual variability

CL: clearance; Vcen: central volume of distribution ; Q: intercompartmental CL

Vper: peripheral volume of distribution

CL_AST: covariate influence of AST on CL
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Table 8.3 Model development summary - key models of the model development for thiotepa concentrations

Model Model Random Number of OFV

number description effects (IIV) parameters

041 1 CMT CL, V 4 57.4

042 2 CMT CL, Vcen, Q, Vper 8 -32.6

2 CMT model with LAG time model

063 No variability on ALAG CL, Vcen, Q, Vper 9 -61.1

183 IIV on ALAG CL, Vcen, ALAG 10 -115.6

2 CMT model with transit delay model

286 additive residual variability Vcen, TT 8 90.0

on ln scale, FIX Vper

289 Combined residual variability Vcen, TT 8 72.5

on ln scale, FIX N and Vper

282 FIX N and Vper, CL, Vcen, Q, 9 74.7

additive residual variability Vper, TT, N 9 74.7

on ln scale

281_r2 Final model, Vcen, TT 7 72.6

additive residual variability

on ln scale, FIX N and Vper

OFV: objective function value; CMT: compartment; ALAG: parameter for estimation of lag time

IIV: interindividual variability; CL: clearance; Vcen: central volume of distribution

Q: intercompartmental CL ; Vper: peripheral volume of distribution

TT: mean transition time; N: number of transit compartments

ln scale: logarithmic scale
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Table 8.4 Model development summary - key models for the PK/PD model for myelosuppression 1

Model Reference Model Number of ∆OFV OFV

number model description parameters

Drug effect

704 696 Emax model for C 15 -16.5 30.4

705 696 Emax model for E 15 -4.5 42.0

706 696 Emax model for T 15 0 46.6

680 696 Drug-drug interaction 15 -4.5 42.1

between C and E

Baseline estimation methods

622 - B1 method 15 - 42.6

661 - B2 method 13 - 59.9

662 - B3 method 15 - 41.4

Number of transit compartments

649 - 3 transit compartments 14 - 83.5

648 649 4 transit compartments 14 -23.1 60.4

647 649 5 transit compartments 14 -35.7 47.8

622 649 6 transit compartments 14 -40.9 42.6

646 649 7 transit compartments 14 -35.5 48.0

Initial increase

420.1 - Single initialisation of INIDEXA 13 - 15.0

424a 420.1 Multiple initialisation of INIDEXA 13 21.5 36.5

677 671_r2 No INIDEXA 12 61.7 106.6

Integration of stem cell rescue

3 transit compartments (scenario A)

293_FO - All CD34+ cells (i) 11 - 95.2

entering Prol (A-i-Prol)

301 - CFU cells only (ii) entering Prol 11 - 80.6

via one transit compartment

(A-ii-Prol)

310 - CFU cells (ii) entering Prol 12 - 75.2

via a transit compartment;

remaining CD34+ cells (iii)

enter T1 (A-ii-Prol + A-iii-T1)

continued...
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Table 8.5 Model development summary - key models for the PK/PD model for myelosuppression 2

Model Reference Model Number of ∆OFV OFV

number model description parameters

6 transit compartments (scenario B)

353a - CFU-cells (ii) entering Prol 15 - 49.4

via one transit compartment,

remaining CD34+ cells (iii)

enter T1 (B-ii-Prol + B-iii-T1)

394 - All CD34+-cells (i) 13 - 49.7

enter Prol

via one transit compartment,

(B-i-Prol)

Additional feedback

639 - Single feedback on kprol 14 - 42.6

640 639 Two feedbacks on kprol and 15 0.2 42.4

ktr, including INI

Covariate analysis

707 696 G-CSF_γ 15 -10.8 35.7

644 640 G-CSF_β 17 -7.55 34.8

117 105 DEXA_kprol and _MMT 10 -6.7 236.0

Final model

711 - Final model 14 - 46.6

...end

OFV: objective function value; IIV: interindividual variability; CMT: compartment

C: carboplatin; E: etoposide; T: thiotepa

Prol: compartment of proliferating cells; CFU: colony forming unit

kprol and ktr: proliferation and transition rate constant; T1: first transit compartment

INI: compartment for the description of the initial increase in leukocyte concentrations; DEXA: dexamethasone

MMT: Mean maturation time; γ and β: exponents of the two feedback mechanisms

G-CSF: granulocyte colony stimulating factor
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8.2 Figures

Figure 8.1 Schematic depiction of the dataset building procedure for the dataset for the PK/PD model for

leukopoiesis



8. APPENDIX

Figure 8.2 Goodness of fit plots for the one (left) and two (right) compartment model for thiotepa concentrations.

Figure 8.3 Goodness of fit plots for the final model for carboplatin fitted to a dataset comprising the long infusion

durations (left).Goodness of fit plots for the final model for etoposide fitted to a dataset comprising the

long infusion durations (right).
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8.2. Figures

Figure 8.4 Goodness of fit plot for the model for myelosuppression with an Emax model (left) and a linear slope

model (right) characterising the drug effect of carboplatin.

Figure 8.5 Goodness of fit plot for the model for the description of leukopenia including a drug-drug interaction

between carboplatin and etoposide (left) and the model with an additive effect for all drugs (right).

240



8. APPENDIX

8.3 Equations

E(t) =
Emax

(1 + ASSY · eSLOPE·ln EDi
C(t) )

1
ASSY

(8.1)

for ASSY=1

E(t) =
Emax

(1 + eSLOPE·ln EDi
C(t) )

(8.2)

as ea·b =eba

E(t) =
Emax

(1 + eln EDi
C(t)

SLOPE

)

(8.3)

E(t) =
Emax

1 + EDi
C(t)

SLOPE (8.4)

E(t) =
Emax · C(t)SLOPE

C(t)SLOPE + EDSLOPE
i

(8.5)
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