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Abstract

Ice sheets fundamentally contribute to the climate system by exchanging freshwa-
ter with the oceans and influencing the Earth’s radiative balance via their surface
albedo. On the other hand, changing climatic conditions (precipitation, air and
ocean temperature) as well as geothermal heat fluxes control the advance and re-
treat of ice sheets during glacial cycles. With the changing ice and ocean load on
the Earth’s surface, their evolution forces the redistribution of mantle material in
the Earth’s interior and causes changes of the gravity field and the displacement of
the surface, both leading to sea-level change. The gravitational and deformational
response depends on the viscoelastic structure of the solid Earth, which in turn
has an effect on the dynamic evolution of the ice sheets.

In this thesis, a coupled model for ice and solid-Earth dynamics is realized, con-
sistently accounting for surface loading of the Earth by redistribution of ice and
ocean masses. It incorporates all primary feedbacks of viscoelastic deformation
and gravitationally consistent sea level on the evolution of the modeled ice sheets.
In idealized scenarios, it is found that the feedback mechanisms are most important
at the boundary between grounded ice and oceans. This feedback is shown to be
not adequately accounted for in an approximative representation of the solid-Earth
deformation, commonly used in ice-sheet modeling. A possible future collapse of
the West Antarctic Ice Sheet (WAIS) in a warming climate including rising sea
levels is found to be prevented or delayed by soft viscoelastic Earth structures
(i.e. featuring a thin lithosphere and a low-viscous asthenosphere), corresponding
to the West Antarctic rift system. It is found that the iterative adjustment of the
paleo bathymetry, necessary to match present-day observation of the bathymetry,
as well as the ongoing relaxation imply shallower ambient ocean depths in Antarc-
tica for stiffer Earth structures (i.e. featuring a thick lithosphere and a high-viscous
mantle) during the last glacial cycle, leading to more stability during intermittent
periods of warming preceding the Last Glacial Maximum (LGM). The findings on
the future WAIS stability for softer Earth structures and the additional pre-LGM
stability of the Antarctic Ice Sheet for stiffer Earth structures largely depend on
the strength of the applied forcing of the ice dynamics. If, however, the ice sheet is
forced to a tipping point, the solid-Earth structure may turn the balance towards
stabilization or considerable ice-mass loss and associated sea-level rise. Therefore,
the simultaneous consideration of ice dynamics and the Earth’s deformational and
gravitational response as in the presented coupled model provides a more reliable
insight into ice dynamics.
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Zusammenfassung

Die polaren Eisschilde tragen mit dem Austausch von Siifswasser mit den Ozeanen
und dem Einfluss ihrer Oberflichenalbedo auf die Strahlungsbilanz der Erdober-
fliche mafgeblich zum Klimasystem bei. Gleichzeitig verursachen Anderungen der
klimatischen Randbedingungen (Niederschlag, Luft- und Ozeantemperaturen) und
Geothermie Vorstoke und Riickziige der Eisschilde wahrend der Vereisungszyklen.
Die sich dadurch dndernde Eis- und Ozeanlast auf der Erdoberfliche verursacht
eine Umverteilung von Material im Erdmantel, was Verdnderungen im Schwere-
feld, Verschiebungen der Erdoberfliche und im Zusammenspiel dieser beiden Ef-
fekte Meeresspiegeldnderungen bewirkt. Die Reaktion des Schwerefeldes und der
Erddeformation auf Lastdnderungen hingt von der viskoelastischen Struktur der
festen Erde ab, die dadurch Einfluss auf die Entwicklung der Eisschilde hat.

Im Rahmen dieser Arbeit wurde ein gekoppeltes numerisches Modell fiir die Dyna-
mik von Eisschilden und der festen Erde realisiert, welches die Belastung der Erde
durch die Umverteilung von Eis- und Ozeanmassen beriicksichtigt. Dadurch las-
sen sich die vorrangigen Riickkopplungsmechanismen von Meeresspiegeldnderun-
gen und Verschiebungen der Erdoberfliche auf die Entwicklung der modellierten
Eisschilde einbinden. In vereinfachten Szenarien kann der Ubergang von aufsit-
zendem Eis zum Ozean, bzw. zum Schelfeis, als wichtigste Schnittstelle von Eis-
und Erddynamik ausgemacht werden. Dieser Riickkopplungsmechanismus ist in
einer ndherungsweisen Beschreibung der Deformation der festen Erde, wie sie in
der numerischen Modellierung von Eisschilden verwendet wird, nur unzuldnglich
reprasentiert. Der mogliche zukiinftige Kollaps des Westantarktischen Eisschildes
(West Antarctic Ice Sheet; WAIS) in einem wérmeren Klima einschlieflich anstei-
genden Meeresspiegels wird bei Annahme von weichen Erdstrukturen (d.h. diinne
elastische Lithosphire und niedrig-viskose Asthenosphére), die der westantark-
tischen Riftzone entsprechen, verhindert oder verzogert. Die iterative Anpassung
der Paleobathymetrie, die zur Reproduktion der gemessenen heutigen Bathymetrie
notwendig ist, und die kontinuierliche Relaxation der festen Erde bedingen wih-
rend des letzten Vereisungszyklus im Falle von steiferen Erdstrukturen (d.h. dicke
elastische Lithosphére und hoch-viskoser Mantel) zu flacheren Ozeanen in der di-
rekten Umgebung des Antarktischen Eisschildes. Dies fiihrt zu erhohter Stabilitét
wahrend zwischenzeitlicher Ozeanerwarmung vor dem Hohepunkt der letzten Eis-
zeit (Last Glacial Maximum; LGM). Die Befunde zur zukiinftigen Stabilitdt des
WALIS unter der Annahme weicher Erdstrukturen und zur zusétzlichen Stabilitit
des Antarktischen Eisschildes vor dem LGM im Falle steifer Erdstrukturen hén-
gen stark vom klimatischen Antrieb der Eisdynamik ab. Wenn sich der Eisschild
jedoch an einem kritischen Punkt befindet, kann die Erdstruktur den Ausschlag
in Richtung einer Stabilisierung einerseits oder eines betrichtlichen Eismassenver-



lustes und des damit einhergehenden Meeresspiegelanstieges andererseits geben.
Entsprechend erlaubt die gleichzeitige Beriicksichtigung von Eisdynamik und Erd-
deformation sowie Schwerefelddnderungen, wie sie im hier vorgestellten Modell
gegeben ist, verldsslichere Erkenntnisse iiber Eisdynamik.
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1 Introduction

During the Quaternary, the past 2.6 million years, the global mean sea level varied
by over 100 m in response to the storage and discharge of ice on the continents
in alternating glacial and interglacial periods (Fairbridge, 1961). In a complex in-
terplay of atmospheric CO, content and orbital forcing, which is to date not fully
understood (Roe and Allen, 1999; Paillard, 2001), climate conditions changed,
causing ice sheets to form, vanish partially or completely, and re-advance again
(Hays et al., 1976). The cold climate conditions in terms of surface air and am-
bient ocean temperature caused the ice sheets to build up over longer periods of
time. The ice cover advanced into areas which have been unglaciated or covered by
oceans during the shorter interglacial periods characterized by a warmer climate

20 kyr before present Present-day

Figure 1.1

Northern  hemispheric
(A and B) and Antarctic
(C and D) ice sheets
at the Last Glacial
Maximum (LGM; 20 kyr
before  present) and
at present-day. The
retreat of the ice sheets
from their LGM extent
towards present-day
released a water volume
corresponding to more
than 100 m sea-level rise
into the global oceans
(see main text). The
illustration is  based
on the ICE-5G glacial
history (Peltier, 2004),
on the BEDMAP2
data set for Antarctic
ice thickness (Fretwell
et al., 2013), and on
the ETOPO1 global
bathymetry (Amante
and Eakins, 2009).
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(e.g. Imbrie et al., 1992; Petit et al., 1999). Large Water masses, which had been
contained in the oceans during the interglacials, were bound in the high-latitude
ice sheets of Europe, North America, Greenland, and Antarctica, as well as in
many glaciated mountain ranges during the cold periods (Figure 1.1A,C), leading
to a drop of global mean sea level by more than 100 m w.r.t. to present-day (e.g.
Rohling et al., 1998; Lambeck and Chappell, 2001). In turn, the retreat of the
ice sheets in the interglacials (Figure 1.1B,D) released the stored water into the
oceans, causing sea-level rise and transgression of shore lines. Signatures of this
alternation are recorded for example in sedimentary deposits containing the past
isotopic composition of ocean water (cf. Figure 1.2).

The periodical exchange of mass between the ice sheets and the oceans affects
the load on the Earth’s surface, which causes redistribution of mantle material in
the Earth’s interior and by that displacement of the Earth’s surface (e.g. Nansen,
1928; Haskell, 1935), referred to as the glacial-isostatic adjustment (GIA). The
redistribution of mass — be it ice mass, ocean mass, or mantle material — also im-
plies changes of the gravity field of the Earth. In the absence of dynamic changes
in the ocean and the atmosphere, the ocean surface coincides with an isoline of
the gravitational potential (Gauf, 1828), specified as geoid. Therefore, sea-level
changes are not only driven by water storage in and discharge from the ice sheets,
but also by the geoid displacement caused by the evolution of the mass distribution
(Farrell and Clark, 1976).

The continental ice sheets, however, do not only control the evolution of sea
level and solid-Earth deformation, but they are themselves affected by rising or
falling sea levels in their marine-based portions (e.g. Denton et al., 1986; Siegert
and Dowdeswell, 2004; Pollard and DeConto, 2009), as well as by vertical mo-
tion of the Earth’s surface (e.g. van den Berg et al., 2008). In the traditional
approach to sea-level modeling, the ice-sheet evolution is retrieved from geological
records (Peltier, 1994, 2004), from geomorphological evidence (Ivins and James,
2005; Ivins et al., 2013) or from numerical ice-sheet modeling (Whitehouse et al.,
2012a,b) — partially constrained by geodetic observations (e.g. Peltier et al., 2014).
The glacial history is then applied to a solid-Earth model in order to infer GIA and
to interprete observations of paleo relative sea level (RSL), i.e. the combined effect
from surface displacement and geoid evolution (e.g. Lambeck et al., 1990; Milne
et al., 1998; Kaufmann and Lambeck, 2000; Peltier, 2004; Klemann and Wolf, 2005;
Stocchi and Spada, 2009; Stocchi et al., 2013). In these GIA investigations, the
coupling between the solid-Earth /sea-level response and the ice-sheet evolution is
neglected. Ice-sheet models, on the other hand, typically employ a simple param-
eterization of the solid Earth (e.g. Le Meur and Huybrechts, 1996; Huybrechts,
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Figure 1.2

Globally stacked time series of benthic 530 (Lisiecki and Raymo, 2005). To a first-order
approximation, the isotopic composition of oxygen in layered marine sediments, for which
580 is a measure, indicates the alternation of the continental ice volume during glacials
and interglacials (Shackleton, 1987). A: The illustrated period covers the Quarternary from
2000 kyr before present (= — 2000 kyr) until today (=0 kyr). The grey shading indicates
the period illustrated in B (the last two glacial cycles).

2002; Greve and Blatter, 2009; Greve et al., 2011; Pollard and DeConto, 2012b;
Bindschadler et al., 2013), which does not allow for interpreting RSL data, pre-
dicting present-day GIA signals in the geodetic data sets, or inverting for physical
properties of the Earth’s interior.

There have been efforts to model the evolution of ice sheets and the respective
viscoelastic deformational response more completely (e.g. Le Meur and Huybrechts,
1996, 1998; van den Berg et al., 2008; Olaizola et al., 2012). The conclusions on
the necessity of a full viscoelastic representation of the solid Earth compared to
the simpler representations differed in these studies. Newer studies including a
gravitationally consistent description of sea-level (Gomez et al., 2012, 2013; de Boer
et al., 2014) point at the importance of the coupling mechanisms between ice and
the solid Earth, particularly for the evolution of marine-based ice sheets.

1.1 Main interaction mechanisms between ice and
solid-Earth dynamics
The most straightforward interaction of ice sheets with the solid Earth concerns

the loading nature of the ice sheets: While an ice sheet builds up, the underlying
planetary surface is depressed by the respective weight. Likewise, the decreasing
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weight of a decreasing ice column unloads the Earth at the respective site and
loads the ocean where correspondingly the water column increases. These loading
and unloading cycles as well as the related changes in the gravity field force the
viscoelastic deformation of the solid Earth. In turn, the response of the solid Earth
to this forcing affects the evolution of the ice sheets, mainly via the following three
mechanisms, which are — to different extents — studied in this thesis.

1.1.1 Surface elevation and surface mass balance

The higher an ice sheet grows, the colder the air is at its upper surface. This cool-
ing at the surface implies lower precipitation rates and therefore a lower surface
mass balance (SMB) in the accumulation areas of the ice sheet (e.g. Oerlemans,
1980; Huybrechts, 1993). With less accumulation, the growth of the ice sheet is
slowed down. The response of the Earth to the growing ice column is subsidence
of the Earth surface by which also the ice-sheet surface subsides and is again sub-
jected to warmer conditions, also featuring more precipitation and thus a higher
SMB. Ultimately, this leads to more ice volume stored in the ice sheet than if no
bedrock subsidence occured.

This feedback is of course also important during deglaciation, when the related
uplift of the unloaded Earth implies lower temperatures at the ice sheet’s surface
and consequently less accumulation, but possibly also to a reduced melt water
production in the ablation areas, e.g. for the Greenland Ice Sheet.

In the scope of this thesis, it shall briefly be studied how the characteristics
of solid-Earth relaxation, i.e. the magnitudes of deformation (determined by the
thickness of the lithosphere) and time scales (determined by asthenospheric and
mantle viscosities) affect the growth of ice sheets via this feedback mechanism.
The mechanism itself is prescribed in terms of the surface temperatures and the
SMB depending on the surface elevation of the ice sheet at a given site.

1.1.2 Bedrock deformation and basal ice velocities

The bedrock gradient as a boundary condition for the velocity field affects the ice
dynamics in the lower part of an ice sheet. For example, the ice velocities close
to the base in the case of a static ice-rock interface (no sliding and no melting)
would follow the topography gradients. The reponse of the solid Earth implies a
modulation of the bedrock gradient. This is, however, of a much longer wave-length
than the typical roughness of the bedrock topography as exemplarily illustrated
for the Antarctic Ice Sheet in Figure 1.3. Additionally, the effects are overlaid by
the changes in the ice thickness that led to the solid-Earth response in the first
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Figure 1.3

A: Present-day bedrock topography of Antarctica from the BEDMAP2 data set (Fretwell
et al., 2013). B: Exemplary change in bedrock topography since the last interglacial
(Eemian). The data are from the ’soft’ Earth structure as discussed in Chapter 5. C:
Absolute of the BEDMAP2 bedrock gradient. D: Absolute of the gradient of the field shown
in B.

Figure 1.4

Effect of instantaneously applied RSL changes As,s; = +100 m
on the Antarctic grounding line: The blue areas are grounded if
Asyg = +100 m (increasing sea levels); the red areas are addi-
tionally grounded under present-day conditions (Asy = 0 m);
the black areas are those which would also ground if Asy =
B s, - 100 m —100 m (falling sea levels).
M Present day
B As g =+100 m

place. For these two reasons, this feedback mechanism is considered less important
in the scope of this thesis and therefore only treated briefly.

1.1.3 Relative sea level and grounding-line position

A rather intuitive feedback from Earth dynamics to ice dynamics can be inferred
from the floating criterion for ice shelves: Here, the weight of the ice column is
less than the weight of the respective ocean water column if no ice was present,
so that the ice floats on the ocean according to Archimedes’ principle. At the
grounding line (GL; the transition from grounded ice to floating ice), the weight
of the ocean water column and of the ice column are equal. When the height of
the ocean water column (the relative sea level; RSL) changes due to sea-level rise
or fall or due to vertical motion of the bedrock, ice might ground or ungrounded.
This is, however, a relatively weak mechanism by itself as Figure 1.4 illustrates:
Even a large RSL change of £ 100 m results in relatively little instantaneous float-
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Figure 1.5

The Marine Ice Sheet Instability (MISI):
The ice sheet rests on a bed that is deepen-
ing inwards from the GL. In the metastable
state (A), the flux from the interior (Q;,) to
the grounding line (GL) is in balance with
the flux through the GL (Qout). Once this
metastable state is perturbed, i.e. the GL
retreats slightly (B), the GL is situated at a Qout (Hy) > Chn
location with deeper ocean and so also with unstable
thicker ice column (the weight of the ocean
water column equals the weight of the ice col-
umn at the GL). The flux through the GL is
larger (see main text) which leads to ongo-
ing GL retreat — the MISI. The bedrock up- C

lift eventually stops the GL retreat by lower- stabilized
ing the relative sea level at the GL (C): The
fluxes to and through the GL are in balance
again.

Q:ml(H?,)

ing/grounding according to the floating criterion alone. The floating or grounding,
however, also has an impact on the stress regime at the specific locations and in
their surroundings. With this impact of RSL changes on ice dynamics, it becomes
a major driver for the evolution of the ice sheet on glacial time scales (e.g. Pollard
and DeConto, 2009).

This is not only true for pure sea-level changes in terms of eustatic sea-level rise
or fall, for example due to changes of the northern hemispheric ice-sheet volumes.
If the surface deformation under a marine-based ice sheet is large enough, it can
also affect the ice dynamics, in principle without altering global sea-levels. One ex-
ample of particular interest here is the situation studied by Gomez et al. (2012). A
marine-based ice sheet that is situated on an inward deepening bedrock is subject
to the so-called Marine Ice Sheet Instability (MISI). The MISI has been proposed
and described by Weertman (1974) and subsequently treated by e.g. Thomas and
Bentley (1978) and Schoof (2007). Figure 1.5 illustrates the MISI situation before
(A) and during the retreat (B). While the GL rests on the top of the slope, the
mass flux from the ice sheet’s interior to the GL is in balance with the flux through
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the GL into the ice shelf, which defines a metastable state: A perturbation of this
state that leads to GL retreat downward the slope leads to a deeper ocean at the
GL, which leads to a thicker ice column at the GL according to the floating crite-
rion (Hy < Hy in Figure 1.5 with H standing for ice thickness). The increasing ice
thickness leads to a larger outflow into the ice shelf. As this is not compensated
by the flux from the ice sheet’s interior to the GL, the ice sheet retreats until
the GL reaches a flat or reversly sloped bed. The MISI mechanism is particularly
important for the West Antarctic Ice Sheet, which is in large parts marine-based
and beneath which the bedrock deepens towards the interior of Marie Byrd Land
(cf. Chapter 4). It should, however, be noted that the direction of the surface
slope is not the only quantity controlling GL stability, as the general stress state
can also lead to stable situations on a backward slope (e.g. Gudmundsson et al.,
2012; Gudmundsson, 2013).

The retreat of the GL during the MISI implies loss of grounded ice, not only at
formerly grounded areas which are now floating, but also in the GL’s hinterland.
This loss of grounded ice unloads the solid Earth, which responds with uplift,
delayed with respect to the forcing. Gomez et al. (2012) found that this uplift
eventually stabilizes the marine-based ice sheet because it ultimately reduces the
RSL at the GL (Figure 1.5C). It does not only hold for marine-based ice sheets
on retrograde slopes as illustrated in Figure 1.5, but in principal for any ice-sheet
geometry with a direct ice—ocean interface. Consequently, there is also a feedback
with an advancing GL: The crustal subsidence following the GL advance and the
associated loading of the solid Earth locally increases the ocean depth. This, in
turn, provides a negative feedback on the GL advance. In each case, the solid
Earth represents a stabilizing mechanism counteracting GL retreat or advance.

1.2 Outline of the thesis

This thesis aims at investigating the above feedback mechanisms in a state of the
art ice-sheet /solid-Earth modeling system including a gravitationally consistent
description of sea level.

In Chapter 2, the necessary continuum mechanical theory for large-scale ice dy-
namics of ice sheets and ice shelves and solid-Earth relaxational dynamics, as well
as the theory of the sea-level equation is outlined and the respective numerical
models are introduced. The description of the coupling of the ice-sheet models
and the self-gravitating viscoelastic solid-Earth model (SGVEM) and a respective
evaluation conclude this chapter.
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Figure 1.6

Linear trends of ice-mass variations (in equivalent wa-

ter height) along the West Antarctic Amundsen Sea
coast and in the Antarctic Peninsula as measured

by the Gravity Recovery And Climate Experiment 8
(GRACE) during 2002 and 2014. The data are from '
Release-2 by the Center for Space Research, Univer-

sity of Texas (Bettadpur, 2012) from Legendre degree

2 to 96, with a Wiener optimal filter applied (Sas- \%
gen et al., 2006). Note the prominent ice-mass loss of )
the region around Pine Island Glacier and Thwaites
Glacier. Courtesy of Ingo Sasgen.
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The coupled model system is first applied to idealized settings in Chapter 3,
where the focus lies on the characterization of the differences between a simpler
representation of solid-Earth relaxation as it is common in ice-sheet models and the
continuum-mechanical SGVEM approach. In the simpler representation, the so-
called ’elastic lithosphere / relaxing asthenosphere’ model (ELRA), the lithosphere
is considered a thin plate with infinite horizontal extent, whereas the viscous man-
tle flow is modeled by one a priori relaxation time. Systematic differences occur
in the responses of the ELRA representation and the SGVEM. Their impact on ice
dynamics is found to be particularly large if the sea level is considered consistently
as shown in Section 3.2.

In Chapters 4 and 5, the Antarctic Ice Sheet (AIS) is studied by means of the
fully coupled model system. Chapter 4 focusses on the future evolution of the West
Antarctic Ice Sheet (WAIS), which is of particular interest due to its potential for
rapid disintegration (e.g. Conway et al., 1999; Joughin and Alley, 2011) and due
to the accelerated mass loss observed in the satellite era (Figure 1.6). The study
finds that an externally forced retreat of the WAIS can be stopped or delayed by
the Earth’s response in the presence of low-viscous asthenospheric layers, which
represent a realistic assumption for the West Antarctic rift system underlying the
WAIS. The external forcing comprises an increase of the surface air temperature
and the ocean temperature in the sensitive Amundsen Sea Sector of the West
Antarctic coast (Figure 1.6), as well as sea-level rise from the melting of glaciers
and the Greenland Ice Sheet.
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Finally, Chapter 5 addresses the AIS during the last glacial cycle, i.e. the
last ~120 kyr, with a special focus on the grounded ice evolution under the as-
sumptions of different viscoelastic structures of the solid Earth. It is shown that
the reconstructed paleo bathymetry for the Eemian interglacial depends on the
viscoelastic structure of the Earth, and that the viscosity distribution thereby af-
fects the ice-dynamical evolution, particularly in today’s shelf areas surrounding
the AIS. Depending on the applied Earth structure, the AIS is more or less vul-
nerable to interim ice-mass loss prior to the Last Glacial Maximum. Neglecting
the reconstruction of the paleo bathymetry introduces a bias towards a smaller
ice volume through the complete glacial cycle, independent of the applied Earth
structure.

Chapter 6 draws final conclusions and gives an outlook on the potential of future
improvements in the framework of the coupled model system.






2 Theoretical background and numerical
aspects

2.1 Basics concepts in continuum mechanics

The complex dynamics of large ice masses, such as the polar ice sheets, and of
the interior of the Earth, and specifically their response to changes in their sur-
roundings, i.e. oceans and atmosphere in the case of ice sheets and the surface
load in the case of the solid Earth, can be described mathematically by continuum
mechanical methods. Balance laws that quantify how physical quantities change
in space and time form the basis for continuum mechanics. In this context, the
following balance laws shall be considered:

1. conservation of mass,

2. balance of linear momentum,

3. balance of angular momentum, and
4.

conservation of energy.

The individual characteristics of the studied materials are described by consti-
tutive equations. They relate for instance a material’s deformation to the applied
stress. The constitutive equations are combined with the balance laws. Finally,
boundary conditions for the continuum-mechanical fields need to be prescribed so
that the quantities of interest can be solved for.

There are two frames of reference in continuum mechanics. In the Lagrangian
frame, the motion of specific particles in a continuum is considered in terms of
their displacement from a reference state. The Eulerian frame in contrast adresses
a continuum mechanical problem by considering the evolution of the continuum
in time at specific locations. The two frames differ in terms of the design of the
balance laws. The continuum mechanical approach to ice dynamics is typically the
Eulerian one. In contrast to that, viscoelastic solid-Earth dynamics are captured
in the Lagrangian frame, as one is interested in the displacement of the Earth
surface and deeper layers in the Earth, which can be considered as deviation from
a reference state. Due to this difference, and due to the fact, that there are still
further differences between ice and solid-Earth dynamics, such as the constitutive
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equations or the solution for gravity in the case of the solid Earth, the relevant
equations for modeling ice and Earth dynamics will be introduced separately in
the following.

2.2 Ice dynamics

Ice dynamics are driven by gravity and mainly influenced by the mass balance at
the upper and lower surfaces of the ice body and (in the case of a non-floating
setting such as an ice sheet or a glacier) the bedrock topography under the ice.
The quantities of interest are typically the ice thickness distribution H(z,y,t) as
a function of the horizontal coordinates x and y and time ¢, the velocity field
U(x,y, z,t) (also depending on the vertical coordinate z), and the temperature
field T'(x,y, 2, ).

Ice is an almost incompressible medium. In the context of large-scale ice dynam-
ics, the only exception from the assumption of incompressibility is the firn column
at the top of an ice sheet. Its shallowness (60 — 70 m of firn vs. up to 4000 m
of ice; Cuffey and Paterson, 2010) allows us to neglect lower densities and the
related compactional processes in the firn column. Therefore, the density of ice is
assumed to be constant in space and time (p = 910 kg/m3; Cuffey and Paterson,
2010).

Another characteristic of ice is that it deforms viscously under applied stress
in the relevant stress range (Cuffey and Paterson, 2010). A common constitutive
equation for the flow of polycrystalline ice will be discussed below. What is of in-
terest at this stage, however, is the resulting inert behaviour of ice when compared
to other fluids such as water: For example the velocities in the Greenland outlet
glacier Jakobshavn Isbrae, which is among the fastest moving glaciers on Earth,
do not exceed 18 km/yr (Joughin et al., 2014a). The slow velocities of ice allow
us to neglect accelerational and centrifugal contibutions in the linear momentum
balance (Greve and Blatter, 2009). Therefore, only gravity (expressed via the
gravitational acceleration §) remains for driving ice dynamics.

The energy budget of ice typically accounts for internal energy density £(7°), heat
transport in terms of heat flux ¢, (7'), dissipative energy loss and external forcing
such as insolation expressed via specific radiation power 7. The dissipative energy
loss is given by the trace of the product of the Cauchy stress tensor T and the strain
rate tensor €, which is given by

1
Eé(r,y,2,t) = 5 (grad U+ (grad ﬁ)T) ) (2.1)
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Here, the superscript "I stands for the transposed of the respective tensor. See
Appendix A for the definition and notation of operations on tensors.

Given these remarks on ice-specific aspects of continuum mechanics, one can
derive the following equations from the general conservation principles mentioned
in Section 2.1 (see e.g. Greve and Blatter (2009) for a detailed derivation):

divi = 0 (2.2)
divr+pj = 0 (23)
T 7' (2.4)

s . -
— 4 d-grade = tr(r-€) +div gy + prso (2.5)

ot

Note that the conservation of angular momentum directly implies the symmetry
of the stress tensor (Eq. 2.4).

The constitutive relations for polycrystalline ice

Egs. 2.2 — 2.5 form a system to retrieve the three components of ¥ and the scalar
quantity 7' (via € and ¢,). One needs, however, to relate the internal energy e
and the heat flux ¢, to the temperature T via empirical constitutive relations.
Furthermore, as the six free components of the stress tensor 7 are also unknown,
a constitutive relation that relates T and (in the case of a viscous medium such as
ice) the strain rate tensor € is needed. The relation between internal energy and
temperature is the caloric equation of state:

e(T)=pcie T (2.6)

where ¢ is the specific heat of ice and — following the authors of the employed
ice-sheet models (Thoma et al., 2014; Pollard and DeConto, 2012b, see below) —
assumed constant in the experiments in this thesis. The heat flux—temperature
relation follows Fourier’s law of heat conduction (Greve and Blatter, 2009):

h = —kgrad T (2.7)

where « is the heat conductivity of ice. Likewise, as in the case of ¢, it is assumed
to be constant here.

A constitutive relation for so-called secondary creep of polycrystalline ice in
the relevant stress regime has been proposed by Glen (1955). It starts from the
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description of an incompressible Newtonian fluid with viscosity 7ice:

ID =2 Nice €. (28)
The stress deviator 7° = 7 + pl is the stress tensor corrected for the hydrostatic
pressure p = —1/3 tr () as the latter should not affect the deformation. Here, 1
stands for the unity tensor. In general, 7. cannot be expected to be a constant
value. Instead, it depends on the stress state of the ice body which makes the con-
stitutive relation for ice nonlinear. (Glen, 1955) proposed the following empirical
relation:

Mee = 2A(T,p) 7"~ with (2.9)
1
P §tr<ID2) . (2.10)

Here, A is the so-called rate factor, n is the flow law exponent, and 7., being the
second invariant of 7P, is the effective stress. The exponent n is widely chosen to
equal 3 (Cuffey and Paterson, 2010). Eq. 2.9 in combination with Eq. 2.8 is an
empirical description of the secondary creep of polycrystalline ice known as Glen’s
Generalized Flow Law (Glen, 1955; Nye, 1957).

There are situations (also in this thesis), in which the rate factor A is assumed
constant. This assumption leads to the situation that the mechanics affect the
thermodynamics via the dissipative term tr(7 - €) in Eq. 2.5, but no feedbacks
occur from the thermodynamics on the mechanics. A more adequate way is to
consider an Arrhenius relationship for A(T,p) = A(T") (Greve and Blatter, 2009)
with 77 =T + 9.8 x 108 K/Paflp being the temperature relative to the pressure
melting point:

A(T/) — AO e*Qact/(RgaSTl) R (211)
Here, Qu is the activation energy for creep and Ry = 8.314 J mol™! K™ is
the universal gas constant. See Table 2.1 in the framework of the numerical model
description (Sections 2.2.3 and 2.2.4) for values of Ay and Q... Another established
relation for A(7”) is the one by Hooke (1981):

A(T’) — A6 63CH/(TH_T,)kH_Qact/(RgasT,) , (212)
in which the first term in the exponent on the right-hand side is related to the
activation of self-diffusion. Again, see Table 2.1 for values of Aj, Cy, ki, and Qact-
By Egs. 2.8 and 2.9, the relation between the stress deviator 7" and the strain
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Figure 2.1
Kinematic boundary condition at the upper
surface of an ice sheet.

rate tensor € is given by

1
2 Tce

™0 = ATt 2P (2.13)

€=

which links the velocity field ¢ to 7 via Eq. 2.1.

The equation for ice thickness

Here, an equation for the spatio-temporal evolution of the ice thickness shall be
derived from the principle of mass conservation and geometric considerations.
As already implied above, let the coordinate system be chosen such that the z-
axis points vertically upwards (i.e. anti-parallel to the gravitational force) and let
S(z,y,t) be the z-coordinate of the free upper surface of the ice sheet or shelf.
Then it is

S(x,y,t) —2=0 (2.14)

on the ice body’s upper surface, from which the normal vector 7 on this surface
(Figure 2.1) can be easily derived: g = (—9S5/dx, —3S/0y,1)T. The kinematic
boundary condition for this free surface is (Greve and Blatter, 2009):

os . oS ( oS oS )
— Vp — U,

g0 = _ e =b 2.15
5 ns - vl,_g o + B + vy dy S ( )

z=S

The surface mass balance (SMB; in m/yr) bg is the product of the ice budget (also
in m/yr) perpendicular to the surface and the length of the normal vector 7.

The corresponding kinematic boundary condition at the ice base Biee(z,y,t) is:



16 2 Theoretical background and numerical aspects

0B ce 0B ce 0B ce 1
e 4 (vx e | lee _ vz) = bp (2.16)

ot ox Uy oy

2=Bice

In the case of an ice sheet, it is By, = B with bedrock elevation B(x,y,t) and the
time evolution of B being the subject of solid Earth deformation as described in
Section 2.3.

Integrating the equation for mass continuity 2.2 over the vertical coordinate z,
application of Leibniz’ rule, and inserting Eqs. 2.15 and 2.16 yields an equation
for ice thickness H = S — By (Greve and Blatter, 2009):

0H 0 0 :
— = —— (Hv,)— =—(H7v,) +b with 2.1
1 /S
Upy = — s,y dz (mean horizontal velocities). (2.18)
7 H Bice 7

Note that the composition of b = bg — by is due to the convention of normal vectors
pointing outwards both at the ice surface and base: bs > 0 means mass gain at
the surface while bg > 0 means mass loss at the base. Eq. 2.17 is fundamental for
the computation of ice dynamics. However, the transport term (divergence of the
horizontal velocity field multiplied by the ice thickness) can only be quantified by
computing horizontal velocities from the strongly coupled Eqs. 2.3 — 2.5 and 2.13,
of which the latter also introduces nonlinearity into the mathematical system.

Temperature evolution in the ice

For thermodynamics, it can be shown that horizontal heat convection is negligible,
so that, by accounting for the constitutive Eqs. 2.6, 2.7, and 2.13, the equation for
energy conservation 2.5 can be formulated as (Greve and Blatter, 2009):

2

T T
P Cice (8_ + U grad T) = /18—2 +2 ATy 7| (2.19)
ot 0z

where the last term on the right-hand side stands for dissipative heating.

2.2.1 Boundary conditions for ice dynamics
Surface and basal mass balance

The SMB bg describes the atmospheric input of ice into the ice sheet or shelf
and consists of precipitation, melting, refreezing, evaporation, and run-off and
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might therefore also take negative values. It serves as a boundary condition for
the velocity field ¥ via Eq. 2.15. The same holds for the basal mass balance bg,
which is made up of basal melting and freezing. Melt water that percolates from
the surface into the ice body might refreeze inside the ice body or be transported
through the ice which can be considered as a porous medium. This is a very
important issue in glaciology (Cuffey and Paterson, 2010), but will not be treated
further in this thesis, except for the consideration of basal sliding due to melt water
at the base (see below).

Stress-free ice surface

Atmospheric pressure and wind stress are negligible when compared to the stress
field inside the ice body. Therefore, the ice surface is considered stress-free:

T|,_¢-Ms=0, (2.20)

with normal vector 7ig as shown in Figure 2.1.

Basal sliding

For ice sheets, a similar approach for basal stresses would imply a known stress
field in the solid Earth. As this is usually not available, it is substituted by
an empirical law for basal sliding that links basal horizontal velocities to basal
stress. Note that the coupling between ice and solid-Earth dynamics, as it is
treated in this thesis and described in Section 2.4, does not include a full treatment
of stresses at the ice—bedrock interface. This would not be feasible because the
deformation of ocean sediments under sliding ice, for example, cannot be treated
by the applied viscoelastic Earth model. Consequently, the basal sliding approach
as it is shown here holds for any experiment in the scope of this thesis. Weertman
(1957) proposed a power law for the relation between basal stress 7p = 7|, _5 - ip
(with 7 being the basal normal vector) and basal velocity Ug. It is formulated as
(Cuffey and Paterson, 2010):

T =0|,_p=CY" |7V 75 (2.21)

Here, m is the basal friction exponent, and C' is the basal friction coefficient, which
depends on the material of the underlying bedrock and the amount of melt water
at the base. The floating of ice shelves on the ocean implies zero friction at the
ice shelf base which is simply represented by C' = 0.
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Boundary conditions for the temperature field

Boundary conditions for thermodynamics typically are

e surface temperatures T for the ice surface (Dirichlet), and

e geothermal /oceanic heat flux (depending on whether the ice is grounded or
floating) (Neumann), or

e melting-point or colder temperatures (Dirichlet) at the ice base.

2.2.2 Common approximations in modeling of ice dynamics

The so-called Full-Stokes system as given by the full momentum balance in Eq. 2.3
can be reasonably simplified for certain regimes in ice dynamics so that the numer-
ical solution for the velocities becomes computationally less expensive. The two
most common approximations are the Shallow Ice Approximation (STA), which is
typically applied for modeling the flow of large-scale ice dynamics of ice sheets and
the Shallow Shelf Approximation (SSA), which is used for modeling the dynamics
of ice shelves and fast flowing ice streams supplying the ice shelves.

Shallow Ice Approximation

The SIA only accounts for vertical shear stresses 7,, = 77 and Ty = T?E. There

Tz
are regimes in an ice sheet where this assumption does not hold. These are (Greve

and Blatter, 2009):

e In the vicinity of an ice dome, the motion is generally vertical and thus the
ice is dominated by vertical normal stress (7,,).

e At the ice sheet’s margins, the ice surface becomes steep and so normal stress
in horizontal directions becomes dominant.

e In regions with a highly variable bedrock topography, at least the lower parts
of the ice are also influenced by the stress components neglected in the STA.

e Within fast flowing ice streams, shear deformation is negligible compared to
basal sliding. Therefore, these are typically treated by the SSA (see below).

e In grounding zones, just upstream of the grounding line of an ice sheet,
the stress is already affected by the downstream dominance of longitudinal
stresses in the ice shelf (cf. Section 2.2.4).

D D

Neglecting 7'9% = T, and the normal stresses 7., Ty To. allows to integrate the

momentum balance 2.3 w.r.t. the vertical coordinate z. With the likewise simplified
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expression for the basal stress,

TBi=p4g Hg for i € {z,y} , (2.22)
i
Glen’s Flow Law (Eq. 2.13) yields the horizontal velocities,
5 1/m—1
v = C Y™ (pg H)Y™|V,S 88_5 (2.23)
i
= n=1 oS [* / / / .
—2(pg)" VhS’ 5 AT (S — ZH)"de" fori € {z,y}
B

Here, it is V.S = (05/0x,05/0y)". For a detailed derivation, see e.g. Greve and
Blatter (2009). In Eq. 2.23, the horizontal velocities only depend on the local
geometric setting (5, B and horizontal gradient of S). By that, the ice thickness
equation 2.17 and Eq. 2.23 yield a non-linear diffusion equation for the ice sheet
surface S:
95 _ Vi - |D(S, B, %sﬁhs] +b4 9B (2.24)
ot ot
with D(S, B, ﬁhS) given by Eq. 2.23. Once, this diffusion equation is solved, v,
and v, can be computed diagnostically from Eq. 2.23 and subsequently v, from the
mass continuity equation 2.2. Ice thickness 2.24 and temperature evolution 2.19
are coupled via the velocity field. Still, the simplifications of the SIA, as they
manifest in Eq. 2.24, allow for a very fast solution of ice-sheet dynamics.

Shallow Shelf Approximation

In constrast to the SIA, where one assumes sticky conditions and so dominance
of shear stresses at the ice sheet’s base, the ocean—ice interface at the base of ice
shelves does not provide any friction. Therefore, vertical shear deformation can
be neglected, and consequently the vertical gradients of vertical shear stress and
of horizontal velocities (Greve and Blatter, 2009):

87}'2
0z

~ 0 and % ~0 forie {z,y} . (2.25)
z

This holds also approximately for ice streams which are located above low-frictional
bedrock and where melt-water at the base decreases the basal resistance for the
flow (Cuffey and Paterson, 2010). This makes v, and v, functions of only z, y, and
t (v, = v, and v, = U, in the equation for ice thickness 2.17) and allows vertical
integration of the momentum balance 2.3, which eventually yields



20 2 Theoretical background and numerical aspects

oS
= pgH o T (2.26)

"o v, Ov 0 ov.,  ov,\1
— 2H7 - i — |Hn 49
8y{ ’7( ay*@xﬂ*ax{ "“e(aywx)}

oS
= nga_y + 718, . (2.27)

Here, 7;., stands for the vertically integrated viscosity. In the case of ice shelves,
basal shear stresses 75, and 75, are zero. In contrast to the SIA, the SSA Eqs. 2.26
and 2.27 yield a velocity field v, and v, that is not solely determined at each point
by the local geometry (S, B, and V,,S), which makes the solution of the non-
linear equation system much more expensive due to the necessary iteration. The
annotations 7, and 7,° are introduced for later reference in Section 2.2.4.

Employment of SIA and SSA

In the two models for large-scale ice dynamics (RIMBAY and PennState3d, see be-
low), which are employed in this thesis, the STA approximation is used for grounded
ice and SSA for floating ice in principal. RIMBAY is also capable of so-called
Higher-Order (HO) and Full-Stokes (FS) modeling. These more accurate (HO) or
precise (F'S) approaches are, however, not feasible for large-scale dynamics due to
their computational cost. As described in more detail below, PennState3d employs
a combination of SSA and SIA for low-frictional grounded areas.

Grounded (inland) ice and floating (shelf) ice can be easily identified by com-
paring the water equivalent of the ice column with the height of the ocean water
column, i.e. with the relative sea level (RSL) s.4:

Hp/poe < s =  floating,
H p/poc = s =  grounding line, (2.28)
H p/poc > s =  grounded.

Note that s > 0 stands for a rock surface below sea level (ocean), s < 0 stands

for a rock surface above sea level (land mass) and s,q = 0 marks the coastline (see
also Section 2.3.2).
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Basal conditions
=> Basal velocities
Horizontal
velocity
Vertical velocity
Ice thickness
equation (H)

2.2.3 The ice-dynamics model RIMBAY

Based on the implementation by Pattyn (2003), RIMBAY has been developed by
Thoma et al. (2010, 2012, 2014). It applies the finite difference method to solve
the momentum balance simplified by the STA for grounded ice and by the SSA
for floating ice on a staggered Arakawa C-grid (Arakawa and Lamb, 1977), i.e. the
horizontal velocities are computed between the grid nodes for the geometric quan-
tities (ice thickness H, surface elevation S, bedrock elevation B). The temporal
structure for solving for the ice dynamical quantities (ice thickness H, velocity
field ¥ and temperature T') in RIMBAY is illustrated in Figure 2.2. Details on the
numerics can be found in Thoma et al. (2014).

Figure 2.2

Sequence of iteratively
solved variables in RIM-
BAY. Adapted from Fig-
ure 2 in Thoma et al.
(2014).  The left loop
stands for the evolution
in time.

Product
H Mice
A

SS

The vertical dependencies are not treated along a fixed geo-referenced vertical
z-axis, but by the terrain-following and normalized o, coordinate:

S —z

= (2.29)

Oy =
The surface (z = S) is represented by o, = 0 whereas the base (z = Bi) is 0, = 1.
The ice body is then divided into a fixed number of vertical layers which differ in
thickness as the ice thickness differs in the horizontal directions.

In the RIMBAY scenarios in this thesis, either a uniform flow rate factor A, or
the relation in Eq. 2.12 by Hooke (1981) is applied. The respective parameters
are listed in Table 2.1. The exponent in the sliding law 2.21 is m = 3 where basal
sliding is considered.
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Value Unit Temperature range in Eq. Used by
Ay 3.615x10° st Pa3® T <263.15K 2.11  PennState3d

1.7345x10®° s~ ! Pa=® T’ > 263.15 K 2.11  PennState3d
Qact 60 kJ mol™t T’ < 263.15 K 2.11  PennState3d

139 kJ mol=™* T’ > 263.15 K 2.11  PennState3d
A 2.9498x10° s Pa? - 2.12  RIMBAY
Ty 280 K - 2.12  RIMBAY
Cg 0.16612 K - 2.12  RIMBAY
kn  1.17 - - 2.12  RIMBAY
Qact  78.8 kJ mol™t - 2.12 RIMBAY
Table 2.1

Parameters for the temperature and pressure dependence of the ice viscosity in the case of
n = 3 in Eq. 2.13; values from Greve and Blatter (2009); Pollard and DeConto (2012b);
Hooke (1981); Thoma et al. (2014).

2.2.4 The ice-dynamics model PennState3d

The PennState3d model has been developed by Pollard and DeConto (2005, 2009,
2012b). Just as RIMBAY, it solves for the ice-dynamical quantities based on the
STA and SSA on a staggered Arakawa C-grid and treats the vertical dependencies
via the relative depth coordinate o,. Minor conceptual differences to RIMBAY
are:

e The time stepping is different for the different components: The ice thickness
and velocities are computed with a time step Aty = O(0.1 — 1.0 yr). The
temperature field is updated every 50 years.

e The basal sliding exponent is m = 2. The flow rate factor A is parameterized
by Eq. 2.11 — c¢f. Table 2.1.

An important conceptual advance from the separated SIA and SSA approaches as
well as the subgrid treatments of grounding-line dynamics and pinning points are
outlined below. For details, see Pollard and DeConto (2012b).

Entanglement of STA and SSA

Although both approximations neglect certain contributions to the momentum
balance 2.3, the individual SSA and SIA equations interact in three ways.

1. The respective strain-rate components from the STA and SSA velocities are
applied in the other approximation when computing 7, for the viscosity in
Eq. 2.13, which leads to a lower viscocity and thus to softer ice.
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2. Vertical shear in the SIA velocity solution results in a difference between
depth-averaged velocity and basal velocity, which is accounted for in the
SSA equations.

3. A further coupling between SIA and SSA is established by reducing the
driving stress in the STA by the respective gradient of the longitudinal stress
as solved by the SSA:

Tiz = — (P9<S - Z)%_f -7 UV(Z)) for i € {z,y} (2.30)

with 7, and 7’ defined in Eqs. 2.26 and 2.27. The scaling by depth o(2) is
due to the fact that the SSA-quantities 7 and 7’ are averaged over the com-
plete ice thickness whereas only ice above the depth S — z can be accounted
for in the stress balance of Eq. 2.30.

This entanglement of STA and SSA makes it necessary to iterate the solutions of
SIA and SSA before a final velocity field for a given time results. For computational
efficiency, it is only done in areas with basal sliding coefficients below a fixed mid-
range value; for stickier beds, the SIA solution dominates and SSA would be
negligible.

Improved grounding line dynamics

In both RIMBAY and PennState3d, the model domain is resolved with a resolution
of 10 to 40 km. As indicated e.g. by the work of Pattyn et al. (2012, 2013),
this resolution is too coarse for an accurate description of the transition from the
inland ice stress regime (approximated by the STA) to the shelf-ice stress regime
(approximated by the SSA). Consequently, the migration of the grounding line
(GL), i.e. the transition from grounded ice to floating ice (cf. Eq. 2.28), is also
inaccurate if no further constraints on the ice flux through the GL (henceforth
'GL flux’) are introduced on sub-grid scale. In order to solve this issue, Pollard and
DeConto (2012b) introduced such a constraint in the PennState3d model, which
makes use of the analytical approach by Schoof (2007): The steady-state GL flux in
a two-dimensional set-up with horizontal coordinate x without thermomechanical
coupling (i.e. fixed rate factor A) can be analytically computed as

1

A n+1 1— o n\ m+1 — mLH mtn+3
QS:( (p9)"™* (1= p/p >> (_) g 2:31)

e Tt
where 7 is the mean longitudinal stress just downstream from the GL,

71 =0.5p9 Hy (1 = p/poc) (2.32)
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Iceshelf

Icerise

E——
Grounded ice

Figure 2.3
Transition from inland ice to shelf — FE& /4 ==t emg-mm e = o oo - -~
ice. The ice shelf buttresses the
ice sheet at the grounding line
e.g. by the back stress from ice
rises.

is the unbuttressed stress corresponding to the height of the ice column above sea
level (freeboard height), and H, is the ice thickness at the GL where the floating
criterion 2.28 is exactly at the edge:

Hy = p/poc Sral - (2.33)

The (7/7)™ term in Bq. 2.31 incorporates the buttressing that the ice shelf
provides to the ice sheet via the back stress from ice rises (see below) and islands,
from lateral compression or from side drag (see Figure 2.3). The GL flux given by
Eq. 2.31 yields the vertically averaged horizontal velocity U,:

Ty = Qs/H, . (2.34)

In order to approximate the GL dynamics in a Full-Stokes solution by the oth-
erwise rather inert SIA/SSA solution, Pollard and DeConto (2012b) use Eq. 2.31
to constrain the velocity field at the GL and so to enhance the GL dynamics.
This implies the transition from the two-dimensional case considered in Eq. 2.31
to three dimensions and the consideration of a vertically averaged rate factor A.
The modeled STA /SSA GL flux in (horizontal) i-direction (i € {x,y}) is computed
from the modeled ice thickness and the modeled vertically averaged velocity vy, ;
not using Eq. 2.31 at the sub-grid GL position where Eq. 2.33 is fulfilled:

Qm,i - 6m,i Hg . (235)

Then, comparison with the constraint (Js; yields either GL advance or retreat
according to an ad-hoc rule:

e (Js; < Qm, means that more ice is transported over the GL than necessary to
maintain the GL at its present position. This leads to grounded ice outwards
from the present GL and thus to GL advance. In order to model this, v, ; is
set as new Up,; at the first floating grid point downstream from the subgrid
GL position.
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e If it is in contrast (Js; > (m,, then there is not enough ice crossing the
GL in i-direction to maintain its position. Consequently, the GL will retreat
from this position. This is modeled by applying v, ; as new value for v, ; at
the last grounded grid point upstream from the subgrid GL position.

Sub-grid pinning points

An important feature for slowing down the ice flow in ice shelves, and thus provid-
ing back stress and buttressing at the GL, are ice rises and pinning points (Favier
et al., 2012; Siegert et al., 2013). Both appear where the bathymetry below sea
level is shallow enough that the ice is grounded (Figure 2.3). In the case of ice
rises, the ice at such a site grounds there permanently until it becomes too thin.
Pinning points are characterized by their non-permanent influence on the ice dy-
namics due to alternating periods of grounding and floating. If the spatial (and
temporal) extent of such features is large enough to be captured by the spatial
grid and time stepping, their influence on the ice dynamics is naturally modeled.

The PennState3d model also accounts for the influence of pinning points on
sub-grid scale in Antarctica: In the ice shelves, the basal drag 75, and 75, in
Eqs. 2.26 and 2.27, which would occur if the ice was fully grounded, is multiplied by
0.5 X max (O, 1— g—g), which stands for the grid cell’s fractional area of grounding.
Here, hy = S — p/poc H is the water column between the ice-shelf base and the
ocean bottom and 0B is the standard devation of the BEDMAP2 bed elevations
(Fretwell et al., 2013) within the coarser model grid box.

2.3 Solid-Earth dynamics

The loading and unloading of continents and ocean floor by advancing and retreat-
ing ice sheets during glacial cycles forces the glacial-isostatic adjustment (GIA),
which is the redistribution of mass in the Earth’s interior due to these loading
changes and the associated surface deformation, gravity field changes, and migra-
tion of coastlines. While the elastic response of the lithosphere is following instan-
taneously after a change in the loading, the viscoelastic rheology of the Earth’s
interior delays the response of the associated mantle flow by hundreds or thousands
of years (Haskell, 1935). In the scope of this thesis, solid-Earth dynamics shall al-
ways refer to the relaxation in response to such changes in the surface load. Other
dynamical processes such as thermodynamically driven convection in the Earth’s
mantle or plate tectonics (e.g. Turcotte and Schubert, 2002) are not considered
here except for adopting characteristic parameterizations for the structure of the
Earth in regions of interest such as the Antarctic.
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2.3.1 Continuum-mechanical approach to solid-Earth
relaxation

Similarly to the ice dynamical problem, the mathematical description relies on con-
tinuity equations and a constitutive equation. The model domain, i.e. an initially
spherical Earth, will be described in the Lagrangian frame which is the natural ap-
proach if one is interested in the displacement of the Earth’s surface from an initial
state (cf. Figure 2.4). The spherical Earth shall be considered as incompressible
and hydrostatically pre-stressed. The changes of the gravity field due to mass
redistribution are important in terms of their effect on sea level, but also on the
redistribution itself. The incompressibility can be expressed by a divergence-free
displacement field of the interior and the surface of the Earth, U:

divU =0. (2.36)

The evolution of the stress T~ (in terms of the Lagrangian increment of the Cauchy
stress tensor in the Earth), displacement, and the gravitational potential increment
¢1 can be described by the linearized balance of linear momentum without inertial
contributions,

div T — po grad ¢ — div (po (7) Jo + grad <p0 U - ﬁg) =0, (2.37)

and Poisson’s equation for ¢q,
1

e div grad ¢; + div (po U) =0. (2.38)

Here, the density pg is considered as unperturbed and only radially varying po(ﬁ) =
po(R) with R being the distance from the Earth centre to R. With only radially
varying po, the initial gravitational acceleration gy is also a function of R only
and has only a radial component: gy = —go(R)er with €r being the unit vector
pointing radially outwards; gy is related to the unperturbed gravitational potential

¢o by
50 = —grad gbo . (239)

Newton’s gravitational constant is G = 6.67384x 10! m? /kg/s?. The gravitational
potential ¢ = ¢g+ ¢ is the sum of the unperturbed potential ¢y and the increment
¢1. Egs. 2.37 and 2.38 hold for small perturbations (Wu and Peltier, 1982; Wolf,
1991; Martinec, 2000). The gravity potential is not a material quantity and usually
decribed in the Eulerian frame.
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Figure 2.4

Exemplary cross section through the deformed Earth under
a surface load vs. the unloaded reference state (dashed).
The model domain (lithosphere and the Earth’s mantle, see
below) is indicated.

A material discontinuity along an internal surface > demands the following
boundary conditions on ¥ (Longman, 1962, 1963; Farrell, 1972; Martinec, 2000):

o+ = U~ (2.40)
qPTt = 77T (2.41)
¢ = o1 (2.42)
-\ S\
(grad¢1+47eroU> o= (gradgz51—|—47er0U> . (2.43)

Here, the superscript '+’ denotes the respective quantity on the outward side of X,
whereas the superscript '—’ denotes the same quantity on the inward side. These
boundary conditions imply that the displacement is continuous (Eq. 2.40), and
likewise the normal stress components (Eq. 2.41) and the incremental potential
(Eq. 2.42). Additionally, Eq. 2.43 yields differentiability of the potential.

The viscoelastic deformation and gravity change is induced by a changing surface
load o which is described as a boundary condition at the surface of the Earth. As
described in Section 2.3.2, the load o is computed from the weight of ice and
ocean columns at any point 2 = (¢, ) (¢: geographical longitude; A: latitude),
has the dimension of an surface mass density [kg/m?| and acts as a stress in radial
direction, i.e. in direction of the gravitational force (7 = €r). Then, on the Earth’s
surface Sg, Eq. 2.41 takes the form

€r-T € = —go and (2.44)
T -ér—(er-T -ér)ér = 0. (2.45)
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The boundary condition for the potential gradient (Eq. 2.43) on Sk reads:

[grad ¢,]" - ér +47 G o = (grad 0 +41G po(RE)(j> - €R . (2.46)

Here, Rg = 6371 km is the Earth’s radius, and g = ¢o(Rg) is the gravitational
acceleration at the surface as also used in Section 2.2.

The second important boundary is the core-mantle boundary Scyp. The core
shall be considered as fluid so that it can be taken into account only via the
interface with the Earth’s mantle. Then, the respective conditions at this boundary
demand a continuous normal component of the displacement and of the stress as
well as a free-slip condition (Martinec, 2000), so that the following relations hold
on SCMB:

iUt = iU (2.47)
ATt R o= @i-T i (2.48)
T i—@-T-i)id = 0. (2.49)

Linear Maxwell viscoelasticity

Just as in the case of ice dynamics (Section 2.2), a constitutive equation for the
viscoelastic behaviour of the solid Earth is required. Here, a Maxwell viscoelastic
rheology shall be considered. The evolution of the shear stresses 7 and the pertu-
bation pressure P, i.e. the deviations from hydrostatic pressure, can be formulated
as (Martinec, 2000):

T-7.-5T-P1) (2.50)

n

with the stress associated with the elastic deformation
T.=P1+2u€. (2.51)

Here, € = (grad U + (grad U)T)/2 is the deviatoric shear strain. The material
parameters are elastic shear modulus p and viscosity 1. Analogously to the re-
spective constitutive equation for ice 2.8, pressure variations (given by P) do not
cause deformation; therefore, P appears separately in Eqs. 2.50 and 2.51.

The respective initial condition for 7~ and € under the assumption of hydrostatic
equilibrium in the Earth’s interior is:
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The simplest realization of a Maxwell viscoelastic body consists of one spring
(elastic component) and one viscous damper (viscous component) in series. Then
the ratio of the elastic and viscous parameters directly defines the characteristic
time scale for relaxation:

=n/p . (2.53)

The stratification of the Earth’s interior as well as the possibility of lateral flow,
however, implies a complex spectrum of relaxation times (Peltier and Andrews,

1976).

There are empirical relations for relating the viscosity n and the temperature
as well as other state variables in the Earth’s mantle (van der Wal et al., 2013)
comparable to the respective flow law for ice (Eq. 2.9), but the common approach
in GIA models is to apply prescribed viscosities in the Earth’s mantle. This is
also due to the fact that thermodynamics are not considered in the solid-Earth
dynamics here.

Uniqueness of the solution

The above equations need additional constraints so that the displacement field U
is unique (Cathles, 1975). The applied uniqueness condition here implies that the
centre of mass of the Earth is fixed in the origin of the reference frame and no net
rotation of the body is allowed:

/ poUdV =0 and / (5R><p0ﬁ) v =0 . (2.54)
BE BE

Here, Bg stands for the complete model domain, i.e. the modeled Earth’s mantle
and crust. The uniqueness condition 2.54 is applied in terms of an additional term
in the energy functional (Appendix B.1), which is introduced in the context of the
weak formulation (Section 2.3.3).

2.3.2 Surface loading

The surface load o is the driving boundary condition (cf. Eqs. 2.44 and 2.46) for
the system described above. The sea-level equation (SLE; Farrell and Clark,
1976) provides a scheme to consistently solve for changes of the sea surface and
ocean bathymetry, as well as coastline migration and the related changes in o
while conserving the planet’s water mass. This section first introduces important
quantities, then explains the general handling of the surface load o, and finally
addresses the SLE.
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Via its coincidence with an equipotential sur-
face of the gravity field, the geoid (see be-
low), the sea surface is also defined on con-
tinents.

Sea level measures and related quantities

A static ocean, as it will be considered here, is characterized by the sea surface, or
sea level, £(,t), and the ocean bottom B(£2,t) identical to the bedrock topogra-
phy as introduced in Section 2.2, both measured as radial distances from a given
reference (e.g. the Earth’s centre of mass, or any surface defined for the complete
(-domain such as the sea level Ey = 0 at a specified time ¢y). This situation is
illustrated in Figure 2.5. The relative sea level (RSL) stands for the ocean depth
and can be calculated as

s = F — B . (2.55)
The bathymetry ¢ gives the elevation of the Earth’s surface above sea level, i.e.
C =B-FE= —Srsl - (256)

Negative values of sy (¢ > 0) indicate land masses, whereas positive values of s,
(¢ < 0) indicate oceans (Figure 2.5). The global coastlines are given by s = ¢ =
0.

Later considerations depend on wether a given location € is covered with ocean /
floating ice or land / grounded ice at time ¢. The ocean function O(£2,t) is defined
as

1 if (1) + -2 H(Q,t) <0 (Ocean)
O(2.1) :{ 0 if C(1)+ L H(Q,6)>0 (Land)

oc

(2.57)

and therefore binarily distinguishes between these two situations. Here, p is the
ice density, po. is the ocean water density, and H is the ice thickness. The consid-
eration of p/po. H is due to the facts that (1) the existence of ice which is floating
(0 < H < —poc/pC(£2,t)) on the ocean does not change the weight of the respec-
tive ocean column and (2) grounded ice (H > po./p ((2,t) and H > 0) displaces
the complete water column and thus expulses the ocean from the respective site if
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¢ < 0. If ( >0, then the grounded ice is grounded above sea level so that there
would be no ocean in any case.

Ice and ocean load

The following considerations are based on Hagedoorn et al. (2007). The actual
surface mass density o,ps can be computed as the weight of the respective ice or
ocean columns:

Gaos (1) = —poc (1) O(1) + p H(Q 1) (1— O(2,1)) (2.58)

Adopting this scheme for computing the respective solid-Earth response, however,
implies a situation where there is no ocean and no ice on Earth at the initial time
to (abs(,t9) = 0). If instead the Earth is assumed to be in equilibrium with
respect to some (steady) load oaps(£2,%0) = Oabso(€2), then the difference in the
load

o(2,t) = abs(2, 1) — Tabs0(£2) (2.59)

which is mainly given by the change in ice thickness AH = H — H, and change
in relative sea level As,y = —A( = (o — (, is actually driving the solid-Earth
dynamics as given by Eqs. 2.44 and 2.46. Here, Hy and (y (and below Q) are the
respective quantities at .

If for a given site Q2 and a given time ¢, O(Q,t) = Oy(2) holds, i.e. either initial
ocean is also ocean at time ¢ or initial land is also land at time ¢ (branches A and
D in Figure 2.6), then

(1) = poc Asi(2,t) O(Qt) + p AH(Q,t) (1 —O(Q,1)) (2.60)

meaning that only the respective changes in the ocean load (in terms of Asy) or
in the ice load (in terms of AH) affect o(€,1).

If, however, O(£2,t) # Oy(2), one has to take into account the missing weight of
the replaced ice or water column and the complete weight of the present water or
ice column: If Oy(2) = 0 and O(Q,t) =1 (grounded ice or land becomes floating
ice or ocean; branch B in Figure 2.6), then

a(Q,t) = —p Ho(Q) — poc (2, 1) (2.61)

because the initial ice load in 0,50 is gone and the complete water column now
acts as ocean load.
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If Op(©2) =1 and O(,t) = 0 (floating ice or ocean becomes grounded ice or
land; branch C in Figure 2.6), then

a(,t) = p H(Q,t) + poc (o() (2.62)

because the complete ice column — including possible initially floating portions,
which would not be represented by AH only — acts on the surface whereas the
initial ocean load present in o,ps is gone.

The sea-level equation

Initially proposed by Farrell and Clark (1976), the SLE and its features have been
discussed and further developed by e.g. Clark et al. (1978), Peltier et al. (1978),
Mitrovica and Peltier (1991), Johnston (1993), Lambeck (1993), Peltier (1994),
Milne and Mitrovica (1998), Milne et al. (1999), Johnston and Lambeck (1999),
Kendall et al. (2005), Hagedoorn et al. (2007), and Melini et al. (2010). The SLE
is based on the assumption of a conserved global water mass and the coincidence
of the ocean surface F/ with an equipotential surface of the gravity field, the geoid.
This approach implies a static ocean — ignoring the effects of dynamic processes
in the ocean and the atmosphere such as ocean currents or atmospheric pressure
variations on sea level. The object of the SLE, namely the change in RSL Asg, is
necessary for the computation of the surface load o (Eqgs. 2.60 and 2.61). In turn,
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o determines the evolution of the ocean surface and bottom and therefore As,g,
which makes the SLE nonlinear.

Here, Asy is split into a uniform part AsYl', which depends on Q only via the

ocean function, and a non-uniform part As}’ capturing all changes due to surface

displacement Us(€2,¢) = U(Rg,€2,t) (the radial component of U at the Earth’s
surface) and the displacement of the referential equipotential surface e(€2,¢). The
latter is computed from the incremential gravitational potential ¢, according to
the Bruns formula (Heiskanen and Moritz, 1967)

e(,t) = —d(Re, 1) /g . (2.63)

The SLE reads

Asgi (1) = Asl (2, 1) + Asiy (2, 1) (2.64)

rsl rsl
with

_P AVice(t) + poc AV (t)
Poc Aoc(t)

AsTF(Q,t) =

rsl

L O(Q,1) (2.65)

and

ASrNsF(Qvt) = [€<Qvt) - US(Qat)] O<Q7t)
—C(€,10) [O(Q,1) — Op(Q)] (2.66)
Us and e (or ¢, respectively) are solved for when addressing the viscoelastic Earth
as explained above. The displacement of the referential equipotential surface e and
the uniform contribution to the RSL Asl make up the changes of the sea surface,

or the equipotential surface of the gravity field coinciding with the sea surface
(geoid),
E(Q,t) = E(Q,t) +e(Q,t) + AsY | (2.67)

rsl

whereas the surface displacement is directly related to the surface topography:
B(Q,t) = B(Q,ty) + Us(Q, 1) . (2.68)

The remaining quantities in Eqs. 2.64 — 2.66 are explained in the following. AV
is the global volume change in grounded ice:

AViee(t) = / [H(@.0) (1 - 0(@.0) ~ Hy(Q) (1 -0y(@) ] ds (2:69)
Sg
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with Sk representing the complete angular domain of the Earth’s surface. The
mean global sea-level variations which occur because of variations in grounded ice
volume AVj are refered to as eustatic sea-level variations.! The term AVXV(t) is
the surface integral of AsN, which is the non-uniform change of RSL. The ocean
area A,. can be easily obtained from the ocean function:

Aoc(t):/s 0(Q,t)dS . (2.70)

The second contribution in Eq. 2.66, ((€,t) [O(Q,t) — Oy(?)], accounts for mi-
grating coastlines as it is nonzero only if O(,t) # O,.

When simulating the sea level through the past (where the actual bathymetry is
not known) towards present-day, the past evolution should be consistent with the
final (known) present-day bathymetry as e.g. the ocean function and the oceanic
loading in flooded areas are affected by the initial bathymetry (,. Therefore, the
simulation through the respective period (e.g. one glacial cycle) is performed in an
iterative manner (Peltier, 1994; Mitrovica and Milne, 2003; Kendall et al., 2005):
Starting the simulation from a first-guess initial bathymetry, the deviation of the
modeled and the observed present-day bathymetry is used to correct this first-guess
initial bathymetry, from which the sea-level evolution is then simulated again.
This procedure is repeated until the bathymetry is converged. This approach is
discussed in detail in Chapter 5.

2.3.3 The solid-Earth model VILMA

The solid-Earth model VILMA has been developed by Martinec (2000) with further
development by Hagedoorn et al. (2007), Klemann et al. (2008), and Klemann and
Martinec (2011). It has been benchmarked with other GIA models by Spada
et al. (2011). In the following, the mathematical approach and its numerical

implementation will be briefly introduced. More details are given in Appendices
B.1 and B.2.

Weak formulation

Most solid-Earth models use a normal-mode approach to the time evolution (Peltier,
1974; Spada et al., 1992; Sabadini and Vermeersen, 2004), where the solution is
computed in the Laplace domain. The advantage of the model VILMA is based
on formulating the problem in a weak sense (Kiizek and Neittaanmaiki, 1990) —

Note that also non-glacial hydrology or groundwater reservoir fluctuations in principal con-
tribute to eustasy.
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allowing an explicit time scheme, which makes the exchange of fields between an
ice-sheet model and and the solid-Earth model straightforward and far less com-
putationally expensive compared to the normal-mode approach (Section 2.4). The
weak formulation of the initial boundary value problem described in Section 2.3.1
comprises the identification of certain functions U , ¢1, and P which fulfil the ini-
tial condition given by Eq. 2.52 and a given variational equality, which is based on
considerations of the mechanical energy budget of the solid Earth. An overview
over this variational approach is given in Appendix B.1.

The spectral-finite-element approach

The spherical shape which has been assumed for an adequate representation of
the Earth gives rise to the use of spherical coordinates and of surface spherical
harmonics for treating the angular dependencies of the field variables. The radial
dependencies of U', ¢1, and P are treated by finite elements. This approach of
treating angular dependencies spectrally by spherical harmonics and radial depen-
dencies by finite-elements is often refered to as spectral-finite-element approach.
Appendix B.2 gives more details. The numerical model needs a finite discretiza-
tion in radial direction as well as a cut-off Legendre degree j,.x for the spherical-
harmonic representation of U , 91, P, and o, implying that contributions from
higher degrees j are neglected. This cut-off degree is chosen to be jn.c = 256 in
all experiments in this thesis.

Sea-level equation

The SLE as discussed in Section 2.3.2 is solved in the spatial domain. This means
that at every time step, the respective quantities, namely surface displacement
Us(£2,t) and geoid displacement e(€2,t), have to be converted from the angular
spectrum to the spatial grid for the geographical coordinates 2 = (p, \), on which
the SLE solver operates. Likewise, the computed spectrum o(£2,t) has to be
converted into its spectral representation o;,,(t). The SLE solver has been imple-
mented by Hagedoorn et al. (2007). The load o is partially delayed by one time
step (Hagedoorn et al., 2007): The load at sites Q2 where O(Q, ") =1 (ocean) is
computed from the respective sea-level state at t* because it is determined by the
Earth’s response and therefore cannot be solved for explicitly without iteration.
The load at sites with O(€Q,t"1) = 0 (ice / land) is always up to date, i.e. it refers
to the input at ¢+

The spatial (Q-)grid on which the SLE solver operates is a Gauss-Legendre
grid, because this is optimal for the conversion from the spatial to the spectral
domain. Tt has 1024x512 nodes, leading to a grid spacing of roughly 0.35°. The
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number of grid-points allows for an alias-free spherical-harmonic cut-off degree
Jmax = 512 if the viscosity is only radially varying (Sneeuw, 1994), or for jyax = 340
if n =n(R,Q) (Martinec, 1989). The chosen lower value jy.x = 256 is due to the
computing efficiency and justified by the low-pass filtering by the lithosphere. The
SLE solver requires an initial bathymetry (, so that the cases indicated in Figure
2.6 can be distinguished and the load ¢ can be computed consistently.

Earth rotation

The linear momentum balance considered in Eq. 2.37 does not account for Earth
rotation. However, the redistribution of ice and ocean masses on glacial time scales
as well as the related mass transport in the Earth’s interior affects the inertia tensor
of the rotating Earth and therefore also the rotation itself. The effect of Earth
rotation on surface displacement and sea level has been studied e.g. by Nakiboglu
and Lambeck (1980), Wu and Peltier (1984), Ricard et al. (1993), Vermeersen and
Sabadini (1996), Milne and Mitrovica (1998), Johnston and Lambeck (1999), and
Martinec and Hagedoorn (2005). The rotational deformation is neglected here,
but the effect of the changing rotation on gravity is captured by superimposing
the related incremental rotational potential W on the incremental gravitational
potential when computing the displacement of the referential equipotential surface
e, so that Eq. 2.63 reads:

e=—($+70)/g . (2.71)

Martinec and Hagedoorn (2005) and Hagedoorn (2005) implemented rotation of
the Earth in VILMA according to this approach. The MacCullagh formula (e.g.
Kellogg, 1929) allows for the derivation of changes of the inertia tensor relative
to the initial configuration from the coefficients Fyy and Fy; of the gravitational
potential. The resulting change of the rotation axis affects the rotational potential
in terms of ¥, which then contributes to the geoid displacement e. The changes
of the potential are restricted to the j = 2 / m € {—1,0,1} coefficents. Note
that ¥ only captures effects from the mass transport given by ¢ in the numerical
implementation, whereas the deviation of the Earth from a sphere is unconsidered
in the treatment of rotational changes (Martinec and Hagedoorn, 2005).

2.3.4 Earth representation in VILMA

The Earth’s density and elastic structure (the latter in terms of the shear modulus
p) are assumed as only radially varying parameters py = po(R) (see above) and
p = u(R). The viscosity n shall be laterally varying in principal n = n(R, ).
Lateral gradients of the viscosity are critical when comparing model results with
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A: Radial density distribution py according to the Preliminary Earth Reference Model
(PREM; by Dziewonski and Anderson, 1981); B: PREM shear modulus p; C: exemplary
4-layer viscosity structure. D: The considered viscosity range in this thesis (grey shading).
Note the logarithmic scale for depth Rp — R. For reference, the VM2 distribution (Peltier,
2004) and the optimal distribution for Antarctica by Whitehouse et al. (2012b) are shown.
The upper dotted box indicates low viscosities for modeling the West Antarctic rift (Chapter

4). The lower box indicates the low range for the idealized experiment in Section 3.2.

geological RSL data (Kaufmann et al., 1997; Spada et al., 2006; Austermann et al.,

2013). Here, the focus is more on the time scales of the near-field response (i.e. close

to a climate-driven ice sheet) than on the interpretation of sea-level observations
in some distance from the ice sheet. Therefore, lateral viscosity variations are not
considered in the scope of this thesis.

In the experiments carried out within the scope of this thesis, the Earth is

divided into three or four radial layers w.r.t. the viscosity layering. The number
of layers depends on the applicability of a low-viscous asthenospheric layer. The
layers are from the Earth surface to the mantle—core boundary:

e an elastic lithosphere with thickness hy, ranging between 120 km and 30 km,

parameterized by a viscosity n;, = 1x10%" Pa s, which is practically infinite,

e an asthenospheric layer with thickness hy = 200 km and partially low vis-

cosities 4 between 1x10' Pa s and 1x10% Pa s,

e the upper mantle ranging from the lower surface of the asthenosphere to the

depth of 670 km with viscosities 7y between 1x10' Pa s and 1x10?! Pa s,
and

e the lower mantle covering the remaining radial distance up to the mantle—core

boundary at 2891 km depth with viscosity 1y ranging between 2x10?! Pa s
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and 4x10? Pa s.

In general, the values of the piecewise constant viscosity are monotonically increas-
ing with depth below surface, except for the elastic lithosphere, i.e.

na < Num < MM - (2.72)

The Earth’s radial distribution of the density po(R) and of the shear modulus
p(R) are taken from the Preliminary Earth Reference Model (PREM) by Dziewon-
ski and Anderson (1981). The PREM density and shear modulus structure as
well as an exemplary viscosity structure is shown in Figure 2.7A-C. Figure 2.7D
shows the range of the used viscosity values together with values from the liter-
ature. Note that p and 7 are only relevant in the range illustrated in Figure 2.7
(R > 3480 km = core-mantle boundary), whereas the density in the Earth’s core
is still necessary to calculate the initial gravity go(R).

2.3.5 The thin-plate approximation ELRA as a common
approach in ice-sheet modeling

The continuum-mechanical approach to solid-Earth relaxation on glacial timescales
as discussed above is computationally expensive, especially if the Earth’s response
is not treated in the time domain as e.g. in the case of VILMA, but in the Laplace
domain. There is, however, a cheaper method for treating solid-Earth dynamics
when modeling ice-sheet dynamics (e.g. Le Meur and Huybrechts, 1996; Huy-
brechts et al., 2011; Greve et al., 2011; Pollard and DeConto, 2012b; Maris et al.,
2014). This method comprises two assumptions.

Firstly, the elastic lithosphere is considered as a thin plate with infinite horizon-
tal extension. Then, the surface deformational response U, to a point load ¢ fulfils
the following differential equation (Brotchie and Silvester, 1969):

4

D—
dr;1

Ug(r) = q = pa g Ug(ryg) , (2.73)

i.e. the load is compensated by the lithospheric flexure (left-hand side of Eq. 2.73)
and the buoyancy p, g U,(r,). Here, r, is the distance to the point load, D is the
flexural rigidity (composite of lithospheric shear modulus, lithosphere thickness
and Poisson ratio, see Eqgs. 2.77 and 2.78), p, is asthenospheric density, and ¢
is again gravitational acceleration. In the literature, the asthenospheric density
is mostly chosen to be p, = 3300 kg/m3. With the radius of relative stiffness,
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L, = (D/pa/g)*?*, the solution U, of Eq. 2.73 can be written as

_qgL?

Uq(rq) ~ 91D

X(rq/Lr) ) (2'74)
where x is the Kelvin function of zeroth order (Abramowitz and Stegun, 1964,
cf. Figure 2.8). With ¢ = o dz dy, Eq. 2.74 yields the equilibrium deformation
pattern Uy, as defined by the surface load o:

g L?

Ueq(z,y,t) = 2. D o2,y t) x(r'/L;) d’ dy’  with (2.75)

ro= () = V@ -2+ y—y)?

This equilibrium deformation pattern U, however, is not reached instanta-
neously as it is delayed by the viscous mantle flow. The second assumption is
that this delay can be modeled by one a priori relaxation time 7, so that the
deformation Ug at time ¢ can be described as

dUu, Us — U,
S _ XS5 T (2.76)
dt Ty
where U, is computed from o at every time t. Then, Eq. 2.68 yields the updated
bedrock topography. Eq. 2.76 is typically solved on the ice-sheet model’s grid for
ice thickness H, as ¢ is mainly produced by the changes in H.

The evolution of the Earth’s surface when considering ELRA for solid-Earth
dynamics is then based on the two ELRA parameters, namely the flexural rigidity
of the lithosphere D and the relaxation time of asthenosphere and mantle ;.
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ural rigidity for a given litho-

: . X Relation between lithospheric thickness hj,
spheric thickness h;, and elastic

and flexural rigidity D following Eqs. 2.77
parail eters A(Z) and u(Z) ac- and 2.78 with shear modulus p from PREM
cording to Eq. 2.77. and v = 1/2 (incompressible).

Comparability of ELRA and VILMA parameters

A comparison of results from the continuum mechanical approach of VILMA and
the ELRA approximation requires a certain comparability of the applied param-
eters. This is not straightforward for the relaxation time 7., as it can at best
represent one single peak of the more realistic relaxation spectrum for a given
Earth structure in VILMA. The flexural rigidity D, however, can be related to the
lithospheric thickness h;, and the elastic structure of the lithosphere in terms of
Lamé’s first and second parameters A and p (Lambeck and Nakiboglu, 1980):

LM W(2)(M2) + Z))
D‘”‘/_w NZ)repz) Y

(2.77)

Note that Lamé’s second parameter g is the shear modulus as introduced in
Eqs. 2.50 and 2.51. The vertical coordinate Z is relative to the centre of the
lithospheric layer (Figure 2.9). Lamé’s first parameter can be expressed in terms
of ;1 and the Poisson ratio v:

2pv
1-2v

(2.78)

In an incompressible medium as it is assumed for the VILMA Earth, it is v = 1/2.
Therefore, D is given by the PREM shear modulus structure alone when it shall
be compared to h;, in VILMA. The resulting relation between h;, and D when
considering PREM is shown in Figure 2.10.
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Sea level in ELRA

The ELRA approach operates on a horizontally infinitely extended Earth surface.
Therefore, it cannot consistently account for sea-level feedbacks as it provides no
solution of the global gravity field and (self-)attraction of ice and ocean masses
(Section 2.3.2). The common way to account for ice—sea-level interactions, for
example in the separation of grounded and floating ice in Eq. 2.28, is to consider
only eustatic sea-level contributions as they appear in Eq. 2.65,

P AV
pOC AOC '

eu __
rsl —

(2.79)

Without considering the sea-level evolution in terms of the SLE, the ocean area
A, must be assumed constant or prescribed as a function of continentally stored
ice volume Aoc(Vice) because migrating coastlines and the related change of ocean
area are not treated. The change in RSL in the ELRA approach is then composite
of eustatic sea-level variations and the bedrock deformation:

AsERA (1 oy 1) = AsY(t) — Us(z,y,t) . (2.80)
The change in grounded ice volume (AVj.) consists of ’internal’ changes from
the ice sheet which is modeled by the respective ice-sheet model and of ’external’
changes which are prescribed and stem from ice sheets outside the model domain.
Changes in oceanic loading within the ice-sheet model domain due to changes
in the water column from sea-level rise in the ice shelf and ocean areas are also
accounted for. This is, however, inconsistent as the ocean spreads much farther
than the model domain actually is. Therefore, far field effects from oceanic load-
ing are neglected, and the ocean floor response at the model domain margins is
underestimated.

2.3.6 Phenomenology of GIA related processes
Characteristics of geoid displacement and surface displacement

The flexural behaviour of the Earth yields a shift of the Earth’s surface response
to longer wave-lengths when compared to the forcing load o. This results from the
low-pass filtering characteristics of the elastic lithosphere: A sharply defined point
load causes a smooth deformation pattern (see also Eq. 2.74 and Figure 2.8 in the
ELRA approach). The thicker the lithosphere, the more short-wavelength signal
in the o signal will be filtered in the Earth’s deformational response. The geoid
displacement e is even smoother as it can be inferred e.g. from the comparison of
present-day GIA signals in terms of surface displacement and geoid displacement
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Figure 2.11
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rates (Figure 2.11). The comparison also shows that the magnitude of surface de-
formation is about 10 times larger than that of geoid displacement at sites where
load changes have initiated the GIA such as in the Antarctic. Far-field sites yield
a lower ratio between geoid and surface deformation response.

The surface deformational response Usg is limited by the submergence of the
respective lithospheric segment into the asthenosphere if one assumes that the
buoyancy force alone compensates the load:
a(2,1)

Pa

|Us(2,1)] < (2.81)

In the case of ice loading, it is 0 = p AH (Section 2.3.2). This yields a limit

'M’SPN

RG] S (2.82)

1
pa 3
The equality in 2.82 is, however, only given, if all compensating effects from the
lithospheric flexure are neglected. As this is not the case here, the inequality
applies.

Self-consistent sea-level evolution on glacial time scales

The SLE as described in Section 2.3.2 yields a gravitationally consistent description
of sea level by accounting for the attraction of ocean water by ice mass, by mantle
mass, and by the redistribution of ocean water to the resulting geoid surface (self-
attraction). Figure 2.12 gives an example of the consistent sea-level evolution
during the deglaciation of an ice sheet:

A Before deglaciation, an ice sheet surrounded by oceans is situated on a conti-
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Figure 2.12

Schematic overview of the consistent sea-level evolution during and after deglaction. A:
initial state with an ice sheet surrounded by oceans. Frames B—D show the situation of sea
level and deformed bedrock during ice loss (B), some time after the the ice loss (C) and in
the final steady situation (D). The dashed lines in B-D indicate the initial situation. E: RSL
changes along the transect at the times considered in A-D. See main text for explanations.
Note that the sea-level rise and fall are exaggerated by a factor of ~40 in frames B—-D. This
amplification is not applied in frame E. Therefore, the eustatic sea-level rise in the far field
can only be identified in the additional zoomed frame in E. See main text for an explanation
of the forebulge formation.
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nental shelf. In the depicted example, as well as in all later experiments, the
solid Earth is considered to be in hydrostatic equilibrium with the loading
by the present ice and ocean load, and sea level £ and ocean bottom B are
referenced to Ej.

Warmer climate conditions cause retreat of the ice sheet. While the ice
sheet loses mass, the Earth responds instantaneously to this unloading: The
Earth surface rebounds due to elastic deformation; the retreat of the ice
masses leads to less attraction of ocean water, which is why the sea level
falls in the vicinity of the ice sheet. The sea level in the far-field rises due to
the additional water from the melting ice sheet (eustasy) and from the drop
of sea level around the ice sheet.

Transient GIA implies the ongoing rebound of the Earth surface, which con-
sequently gains in altitude. As this is accompanied by the accumulation
of mantle material below the uplifting area, the gravity field in this area
becomes stronger again, and the sea level rises w.r.t. stage B.

In the final steady state, the surface rebound and the sea level are at their
post-glacial maximum positions in the vicinity of the former ice sheet. The
amplitudes of surface deformation around the former ice sheet, however,
are larger than those of sea level (see above), so that the RSL falls from
stage B through D — even if the sea level rises in the ice sheet’s periphery
w.r.t. stage B. This is not well captured by Figure 2.12A-D due to the
exaggeration of sea-level rise and fall, but visible in frame E, which shows
RSL changes without amplification of the sea-level amplitudes. The drop of
far-field RSL from stage C to D, visible in the zoomed frame in E, is the
so-called ’equatorial ocean syphoning’ effect (Mitrovica and Peltier, 1991):
Ocean water is drained from far-field sites into the subsiding forebulge areas
(see below) in peripheral regions of the former ice sheet.

Another feature which cannot be seen in Figure 2.12 is hydro-isostasy (e.g. Lam-
beck and Chappell, 2001): For example, the rising RSL in the far field loads the
underlying Earth surface at the ocean bottom, which likewise responds by elastic
and viscoelastic deformation leading to subsidence of the ocean bottom. The mag-
nitude is naturally lower than in the periphery of ice sheets because RSL changes
and their associated weights are lower than e.g. a change of 4000 m in ice thick-
ness for a continental ice sheet. Note that there is already a viscoelastic response
(i.e. GIA) during deglaciation (e.g. in Figure 2.12B), as the ice goes into the ocean
gradually.
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Peripheral forebulge formation

The lithospheric flexure as well as the material flow in the mantle imply the for-
mation of a peripheral forebulge around the load centers (Turcotte and Schubert,
2002): The subsidence of the Earth’s surface under a growing ice sheet is accom-
panied by uplift in a belt in some hundreds of kms distance to the load margin,
depending on the flexural characteristics of the lithosphere and the size of the load.
When the subsided Earth rebounds again, the formerly uplifted forebulge areas
subside again. Such forebulge formation can for instance be identified in Figure
2.11A as negative signal around Antarctica, or in Figure 2.12E as a peripheral
RSL increase.

2.4 Coupling of ice and solid-Earth dynamics

With the single continuum mechanical systems of ice dynamics and solid-Earth dy-
namics including their numerical implementation treated in Sections 2.2 and 2.3,
this section now describes and evaluates the technical aspects of their coupling.
The explicit time scheme in the VILMA model! allows for a straightforward strat-
egy when exchanging the relevant fields between the ice-sheet models and VILMA.
The two models run forward in time from a common initial time. In each cou-
pling interval of length Atq, the coupling procedure as illustrated in Figure 2.13
is performed:

1. The ice-sheet model runs from coupling time step t to the next one, ¢t + Atc.
Two different approaches are chosen for the two ice-sheet models:

e The ice-sheet model RIMBAY extrapolates the Earth response between
two coupling time steps t and t + At linearly in time.

e The ice-sheet model PennState3d updates the Earth response at ¢ and
t + Ate and inbetween assumes zero changes. This second strategy is
adopted from Gomez et al. (2013) who also use PennState3d.

2. The changes in ice thickness AH are handed over from the respective ice-
sheet model to VILMA.

3. VILMA runs from ¢ to t + At¢ while interpolating AH linearly in time. By

this design of the coupling, the ice-sheet model is always ahead compared to
VILMA.

4. The solid-Earth response is handed over to the ice-sheet model. Two different
(but equivalent) approaches are chosen:

iiThe coupling with ELRA is considered straightforward as the ELRA equations are solved
directly on the ice-sheet model’s spatial grid.
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Figure 2.13
Schematic overview over the successive steps for coupling VILMA and the ice-sheet models.
Steps 1-4 are according to the main text.

e For RIMBAY, the RSL changes are not handed as one, but subdivided
into the radial displacement pattern Us(€2,t) and the changes of the sea
surface e(€,t) + AsF, so that the bedrock topography B and the sea

level E/ in the ice-sheet model can be updated according to Eqs. 2.67
and 2.68.

e For PennState3d, As. is handed over as one pattern and applied as
B = By — As,g. This implies that the sea level E technically does not
change in time: E = Fy(=0).

The main difference between handing over the RSL as one field or subdivided into
surface deformation and sea surface is that in the latter case, one could distinguish
between effects that do not feedback with gravity and those who do. An example
for a non-feedbacking effect could be that of a changing bedrock slope on the ice
velocities, which should not be affected by local changes of the geoid height. These
are, however, small compared to the surface displacement. The main interaction
mechanism studied in this thesis, namely that between ocean depth and GL mi-
gration (see Section 1.1.3), is not affected by the way of handing over the RSL
changes from VILMA to the respective ice-sheet model.
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Method A‘/ice (106 km3) Av;sl (105 km3) SROI
I \Y Diff. \Y% I Diff.
R1 1.140 1.150 | 0.9% | —2.632 —2.626 | 0.2% | A < —76.5°
R2 —0.512 —0.509 | 0.7% 2.509 2.504 | 0.2% (*)
R3 —3.020 —3.022 | 0.0% | —3.005 —3.012 | 0.2% | A < —64.8°
Table 2.2

Evaluation of the three regridding methods: (1) Ice volumes corresponding to the original
(I; standing for ’ice-sheet model’) and regridded (V; standing for VILMA) AH-fields as
illustrated by Figures 2.14A, 2.15A-C, and 2.16A-C. (2) RSL volumes corresponding to the
original (V) and regridded (I) As,q-fields as illustrated in Figures 2.14B, 2.15D, and 2.16D.
For both quantities, the relative differences between original and regridded values are also
given. The values for AVi., and AV, are obtained from Eq. 2.83 by considering Sgor as
given in the table (\: geographical latitude). Note that for R1, it is effectively H = AH,
and Asy is substituted by the bedrock deformation Us when computing Vi (cf. caption

in Figure 2.14).
8 ) (*) latitude: |A| < 8.07°; longitude: |p —270°| < 8.26°

2.4.1 Regridding

The regridding of the AH- and the As-fields is necessary because the ice-sheet
models operate on a regional Cartesian grid with coordinates (z,y), whereas
VILMA operates on a global Gauss-Legendre grid for the geographical longitude
¢ and latitude A\. Depending on the setting of the ice-sheet model domain, the
regridding is performed differently. In the following, the respective interpolation
methods are outlined and evaluated. For the latter, single examples of the ex-
changed fields from the experiments in the upcoming chapters are plotted for
visual comparison. Additionally, the integrated values of the respective fields,

A‘/Ice AH
- ds | (2.83)
Aersl Srort ASrsl

are compared in Table 2.2. Here, Sror stands for the ’regions of interest’. In the
case of AVice, Sror could be the respective model domains of RIMBAY /PennState3d
and VILMA, if no ice outside the ice-sheet model domain is considered. For AV,
however, a region has to be defined which is completely included in the non-global
RIMBAY /PennState3d model domains, so that the two respective values from the
regional Cartesian grid and the global Gauss-Legendre grid can be compared (see
Table 2.2 for specification).

In Section 3.1, the rotational symmetry of the ice sheet allows to linear inter-
polate the ice thickness in latitudinal direction. The interpolation of the Earth
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Regridding method R1: Ice thickness H (A) and bedrock topography B (B) as a function
of latitude in the rotationally symmetric set-up as considered in Section 3.1 before and after
the regridding. Note that all grid points in RIMBAY are plotted, whereas the fields are
evaluated along only one longitudinal node in VILMA due to the rotational symmetry. The
respective quantities are illustrated at the end of Period 1 in the simulation featuring the
S12 Earth. The blue dots refer to the fields in RIMBAY and the red lines to the fields
in VILMA. Here, H and AH are equal (H = 0 at the initial time). Sea-level changes are
not considered in the respective experiment; consequently, the radial surface displacement
Us, or the resulting deformed bedrock topography is the considered quantity for solid-Earth
response.
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Figure 2.15

Regridding method R2: Changes in ice thickness AH (A, B, C) and RSL As,g (D) in the
equatorially centered set-up as considered in Section 3.2 (after 15 kyr under S120 forcing on
the VE_L100_M21 Earth). A: color-coded AH in RIMBAY. B: color-coded AH in VILMA.
C: Contour lines of AH every 250 m in RIMBAY (blue) and VILMA (red). D: Contour
lines of Asy every 20 m in VILMA (red) and RIMBAY (blue). Note that the ice-sheet
model domain covers -940 m < z < 940 m, but the symmetry w.r.t. the y-axis allows for
plotting only half of it in every frame. Note also that the VILMA data are plotted in a
latitude/longitude frame with 261.485° < ¢ < 278.515° and |A\| < 8.45362° overlying the
x-y-frame.
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response at the ice-sheet model grid nodes is performed using the bi-cubic interpo-
lation scheme provided by the Generic Mapping Tool software (Wessel and Smith,
1991). In the scope of this section, this regridding method (effectively including
the methods for the two regridding directions) is labeled as 'R1’. Figure 2.14 ex-
emplarily shows the intercomparison between the original and the regridded data
for both directions.

The idealized ice sheet studied in Section 3.2 is centered at the equator. There-
fore, the Gauss-Legendre grid is almost equidistant in  and y coordinates with
a resolution of ~39 km (= four times the ice-sheet model’s resolution). Changes
in the ice thickness AH are regridded to the Gauss-Legendre grid by Delaunay
triangulation (Wessel and Smith, 1991), whereas the regridding of As, is again
performed by bicubic interpolation (see above). These combined two regridding
methods are labeled as 'R2’. Figure 2.15 shows a respective exemplary intercom-
parison of original and regridded fields.

The simulations of the Antarctic Ice Sheet in Chapters 4 and 5 imply that
the ice-sheet model domain again covers the South Pole as in Section 3.1. Here,
however, the rotational symmetry is naturally not given. The triangulation for the
regridding of AH is also not feasible as it suffers from the difference in grid node
density in VILMA and PennState3d. Instead, for every VILMA-grid point (@, \),
the two including PennState3d grid points in z-direction (27 < z(p, A) < x9) and
the two including points in y-direction (y; < y(p, \) < y2) are used to bilinearly
interpolate in x- and y-direction:

2 2
AH(p,\) = Z Z Wy, wy, A (2;,y;) with (2.84)
i=1 j=1
A
W, = 1-— 2pN) = v and likewise for wy, .
1 — X9

The regridding of As, is based on a similar scheme where As, is interpolated
at (x,y) from the VILMA output at the two longitudinal points p; and ¢, and
latitudinal points A\; and Ay with ¢ < p(z,y) < w9 and A\ < A(z,y) < Ay, These
bilinear methods are labeled as 'R3’. See Figure 2.16 for exemplary regridding
results.

It is obvious from Figures 2.14, 2.15, and 2.16, that the regridding of As, from
the Gauss-Legendre VILMA grid to the Cartesian grid works well in terms of a
visual comparison. The related integrated volumes AViy deviate by 0.2% (Table
2.2), which also indicates an adequate performance of the respective methods.
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Regridding method R3: Changes in ice thickness AH (A, B, C) and RSL As,g (D) for
the Antarctic Ice Sheet (AIS) after 20 kyr of warming climate forcing (Section 4). As in
Figure 2.15, A and B show color-coded AH in PennState3d and VILMA, and C and D show
contour lines of AH and As,g. The VILMA data in B, C, and D are plotted only in the area
included by the black line indicating A\ = —64.81°. They are plotted by stereographically
projecting the geographical coordinates which coincides with the (z,y)-coordinates for the
ATS in PennState3d. Note that in the PennState3d model, the non-equal area characteristic
of the stereographic projection is compensated by a spatially varying grid cell area.
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The regridding of AH is not as precise as the regridding of As,, as it can be seen
at the ice sheet’s margin in Figure 2.14A, where the ice loss peaks in Figure 2.15C
and at the margins of the Antarctic Ice Sheet in Figure 2.16C. This is due to the
lower resolution in latitudinal direction in the case of the polar centered ice sheets
(Figures 2.14 and 2.16) and the generally lower resolution in the equator-centered
ice sheet (Figure 2.15). A higher resolution of the Gauss-Legendre grid would
not yield better representation of the ice masses in VILMA as even the 1024 x512
grid points are not fully captured by the harmonic cut-off degree jyax = 256 (see
Section 2.3.3).

The quality of the regridding is, however, also effected by the characteristics of
the regridded fields: The smooth Earth response As,q allows for a better regridding
than the H- or AH-fields with more sharply defined edges and peaks. Despite
these differences and characteristics, the integrated values of the exchanged AH-
fields differ by less than 1% for all three presented methods (Table 2.2) which also
indicates adequate regridding results.

2.4.2 Length of the coupling interval

The time step for the coupling is chosen to be At = 50 yr. In a set-up similar
to the one described in Section 3.1 (rotationally symmetric, alternating ice-sheet
growth and shrinking), the exchanged ice thickness differs by less than 0.1 m and
the exchanged RSL differs by less than 1 m from a run where the respective fields
are exchanged every time step of the two models (5 yr). The choice of Atq = 50 yr
is also in accordance with Gomez et al. (2012) and yields a much higher temporal
resolution for the coupling than other studies in this field (van den Berg et al.,
2008; Gomez et al., 2013; de Boer et al., 2014).

This high temporal resolution for the coupling is remarkable because the normal-
mode approach in most solid-Earth models, i.e. the operation in the Laplace do-
main, makes the coupling with an ice-sheet model disproportionally expensive if
the coupling time steps are dense. The additional cost for coupling in the present
case (using VILMA), where the two models run ahead in time only delayed by Atc,
is rather small as it is only due to the resources for handing over the respective
fields from one model to the other and vice versa, and there is no integration over
the complete preceding load history necessary at each coupling time step as it is
when employing the normal-mode approach.






3 Analysis of the feedback mechanisms in
simplified situations
— Comparison between ELRA and VILMA

3.1 Solid-Earth behaviour in coupled simulations

This section and the respective conclusions in Section 3.3 as well as the related
supplementary material in Appendix C is based on and in large parts is literally
taken from

H. Konrad, M. Thoma, I. Sasgen, V. Klemann, D. Barbi, K. Grosfeld, and Z. Mar-
tinec. The deformational response of a viscoelastic solid earth model coupled to
a thermomechanical ice sheet model. Surv. Geophys., 35(6):1441-1458, 2014. doi:
10.1007/s10712-013-9257-8.

The final publication is available at link.springer.com.

To date, common approaches in either GIA or ice-sheet modeling do not ac-
count for the feedbacks between ice and Earth dynamics as described in Section
1.1 in their full complexity: GIA models typically use predefined deglaciation pat-
terns inferred from sea level indicators and geological evidence (e.g. Peltier, 2004),
from geomorphological evidence (e.g. Ivins and James, 2005), or from thermome-
chanical ice-sheet modeling without direct coupling to the later used solid Earth
model (e.g. Whitehouse et al., 2012a,b). Often, deglaciation histories are inferred
simultaneously with optimizing for a specific viscoelastic stratification of the solid
Earth, e.g. in the case of the commonly used global load history/viscosity dis-
tribution ICE-5G/VM2 (Peltier, 2004). Consequently, there is an inconsistency
when applying the glacial history to a different set of Earth model parameters, or
when assessing the respective results against additional observational data which
can only be solved by spatially or temporally modifying the deglaciation history
(Bassett et al., 2005). On the other hand, ice-sheet models typically adopt a sim-
ple parameterization for the adjustment of the solid Earth consisting of an elastic
lithospheric plate and a relaxing asthenosphere (ELRA) (Section 2.3.5) which de-
scribes solid-Earth deformation in an inadequate way, as it will be shown in this
context.


http://link.springer.com/article/10.1007/s10712-013-9257-8/fulltext.html
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Le Meur and Huybrechts (1996) found that the bedrock deformation by ELRA
is suffient in terms of modeling the volume of the Antarctic Ice Sheet by comparing
it to a simulation featuring a self-gravitating viscoelastic Earth model (SGVEM)
comparable to VILMA. The authors, however, excluded sea-level feedbacks. Con-
trary to that, van den Berg et al. (2008) found that e.g. the stored ice volume
in Fennoscandia at the Last Glacial Maximum is underestimated by at least 30%
when employing an ELRA model instead of a SGVEM for solid Earth deformation.
The greatest drawback of the ELRA approximation is that it does not allow rep-
resenting local sea level; by this, it is missing a process (Section 1.1.3) considered
important in the evolution of the ice sheets through glacial times (Gomez et al.,
2012, 2013).

Here, results on the feedbacks between ice dynamics and solid-Earth dynam-
ics obtained from coupling a three-dimensional thermomechanical ice-sheet model
to solid-Earth models of varying complexity are presented. The focus is on the
SMB-altitude feedback (Section 1.1.1) and on the bedrock-velocity-field feedback
(Section 1.1.2). The effect on the solid-Earth deformation is assessed for a simpli-
fied ice-sheet geometry and glaciation scenario. The aim of the study is threefold:
(i) to test the new coupled system and evaluate its performance, (ii) to derive opti-
mal parameters for ELRA and (iii) identify the limitations of the computationally
more efficient ELRA approach.

It has already been stated by van den Berg et al. (2008) that the optimal choice
for ELRA parameters depends on the load dimension. Consequently, aim (ii), for
which mainly ice volume, ice thickness, and ice velocities, are analysed, is consid-
ered less important than aim (iii). For the latter, bedrock deformation patterns
and the respective rates directly beneath the ice sheet and at peripheral sites are
addressed in order to find systematic differences between the ELRA approach and
VILMA. The consideration of peripheral sites is also motivated by the availabil-
ity of e.g. geodetic data against which simulations could be validated in realistic
scenarios.

3.1.1 Scenario

In this study, the ice-sheet model RIMBAY (Section 2.2.3) is employed. In the
simplified set-up, basal melting or sliding are prohibited, i.e. the ice is frozen to the
bedrock within the entire model domain. The flow rate factor A in the flow law
(Eq. 2.13) is multiplied by a flow-enhancement factor (Pattyn, 2003) with a value
of 3, which has no implications in the synthetic environment apart from affecting
the final equilibrium geometry and the time to reach it. The spatial resolution of
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Label \ I, num LM

VM2 | 90 km 4x10%° Pas 2x10% Pas
S12 90 km 4x10%° Pas 4x10%2 Pas

Table 3.1

Considered viscosity distributions for VILMA consisting of an upper mantle (UM) and a
lower mantle (LM) layer (Section 2.3.4). VM2 is simplified after Peltier (2004); S12 is taken
from Sasgen et al. (2012); Ay, stands for thickness of lithosphere.

the Cartesian grid is 25 km x 25 km in the horizontal plane and 41 vertical layers.
The time step is 10 years when VILMA is considered, otherwise it is 20 years.

The radial resolution in VILMA is 5 km in the upper 420 km, 10 km in the next
250 km and 40 km up to the core-mantle boundary (2890 km depth). Beyond this
transition, it is 60 km. The time step is chosen to be 25 years. For the radially
varying viscosity structure, a simplified version of the VM2 viscosity distribution
(Peltier, 2004) and a viscosity distribution, which was found optimal for fitting
GIA signatures over the northern Hemisphere (Sasgen et al., 2012), henceforth re-
ferred to as S12, are employed (see Table 3.1). Both viscosity distributions feature
the same thickness of the lithosphere (90 km) and differ only in the value for the
averaged lower mantle viscosity, which is considerably higher in S12 (4x10** Pas)
compared to VM2 (2x10?! Pas).

In this study, also the ELRA parameterization (Section 2.3.5) is employed and
the respective deformational patterns are compared to the continuum-mechanically
obtained results from VILMA. The chosen values for the relaxation time 7, are
1 kyr, 3 kyr, 5 kyr, and the used values for flexural rigidity D are 1x10%° N m,
2x10% N m, and 3x10% N m. According to Eq. 2.77, these values correspond to
a thickness of lithosphere of 84 km, 105 km, and 119 km, respectively.

A simplified, rotationally symmetric set-up for the ice-sheet forcing is employed,
starting from an initial state with zero ice and a flat bedrock. The initial bedrock
altitude in the RIMBAY domain is uniformly 2000 m. Surface temperature Tg
depends on altitude of the ice-sheet surface S, latitude A, and time ¢:

Ts(x,y,t) =Ty — As - S(z,y,t) + Ax - (A (z,y) +90°) + Ti(t) (3.1)

with Ty = 8.9034°C, Ag = 9.14 - 1073 °C/m, and Ay = 1.20 - 1072 °C/°. The
temporal evolution of Tt is listed in Table 3.2. Note that the ice divide, i.e. in this
symmetric scenario the centre of the ice sheet, will be situated at the South Pole
(A = —90°) when coupled to VILMA.
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Period ‘ Time (kyr) T; (°C) bS,f (m/yr) DB (m/yr/(o)2)

1 0 - 150 0 —4.00 0.37093
2 150 = 300 3 —3.75 0.49457
3 300 — 450 0 —4.00 0.37093

Table 3.2

Time dependence of forcing parameters: Ty (offset for surface temperature), i)s’}f (offset for
surface mass balance), and By (parameter for surface mass balance — latitude relation):
Three periods of 150 kyr length are defined: Period 1 and 3 are colder with less ablation
compared to Period 2.

The SMB bg, consisting of accumulation rate 6574_ and ablation rate 65’7_, depends
on surface temperature, latitude, and time:

bS,Jr(mu Y, t) = BT (TS(:C7 Y, t) - Tv)2 + 65,0
bs_ (2, y, 1) — max {o  bss(t) + Be(t) - (90 + Az, y))Q} (3.2)
i)s(flf,y,t) = bS,+(‘ray7t) - i)s,,—<l’,y,t>

with T, = —60°C, bgy = 0.1 m water equivalent (WE)/yr, and By = 1.5 - 107"
m WE/yr/(°C)%. The parameters bsr and By are also listed in Table 3.2.

The temporal variations of Tt, i)gi, and By are subdivided into three periods,
namely a cool, low-ablation period, in which the ice sheet builds up, succeeded
by a warmer high-ablation period, which is then again followed by a cool period
with the same conditions as in the first period (Table 3.2). The length of each
period is set to 150 kyr, as after that time a steady state is reached in terms of
ice-sheet geometry and bedrock deformation. This set-up is chosen in order to
quantify effects from partial deglaciation (warm period) and long-term behaviour
(final cold period). The decrease of surface temperature and thus accumulation
rate with increasing surface altitude is characteristic and will provide a realistic
picture of how the solid-Earth response to glacial loading increases the achieved
maximum volume of an ice sheet.

The mininum surface temperatures reached by this parameterization (Table C.1
in Appendix C) are comparable to the EISMINT benchmark experiment A by
Payne et al. (2000). The choice for a temperature difference of 5°C between cold
and warm periods has also been applied by Payne et al. (2000) in experiment B. It
is also justified by the findings at the Vostok ice core (Petit et al., 1999) showing a
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Figure 3.1

A: Initial global bathymetry (Section 2.3.2); the RIMBAY domain at the South Pole is
indicated by the dashed segment. B: Geometry of the ice sheet at the end of Period 1 (in
steady state) along a radial cross section. Left (z < 0): rigid Earth without deformation;
right (z > 0): VILMA VM2 as an example for the non-rigid Earth simulations. The light
grey area is the ice sheet. The dark grey area is the bedrock. The dashed black line shows
ice thickness (referenced to 2000 m) such that the difference in ice thickness between the
rigid and the non-rigid Earth is visible.

temperature difference between 2°C and 8°C w.r.t. present-day during the last ice
age. The relation between surface temperature and accumulation rate is similar
to the one in Huybrechts (1993) for Antarctica. The ablation rate is chosen such
that a stable ice-sheet geometry can build up without expansion over the model
domain’s boundaries.

The initialization of VILMA requires an initial global bathymetry (Section
2.3.3). Here, a simple, longitudinally symmetric bathymetry consisting of three
areas (Figure 3.1A) is applied: A continent with uniform altitude (2000 m — ac-
cording to the initial bedrock altitude in the ISM domain) between A = —90° and
A = —30°, an ocean between A\ = 30° and A\ = 90° with uniform depth (—2000 m),
and a linear transition between these two areas (from A = —30° to A = 30°).
The relatively large continent, on which the ice sheet builds up, corresponds to
the infinite extension of the ELRA Earth. As the ice volume stored in the ice
sheet is rather small and the ocean is remote from this ice sheet, the influence of
the SLE solver in VILMA reduces to the conservation of the planetary water mass.

A cross section trough the steady-state solution at the end of Period 1 of the
rigid Earth model and the VILMA VM2 model simulation is shown in Figure 3.1B.
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3.1.2 Results

Differences in the forcing SMB, ice volume and extreme values of ice
thickness and bedrock deformation

According to Egs. 3.1 and 3.2 the surface mass balance (SMB) is decreasing
with surface elevation. Consequently, the steady-state ice sheet on a rigid Earth,
i.e. without any coupling to solid-Earth deformation, is driven by a lower SMB
than those on a non-rigid Earth, where the ice sheet subsides due to its weight on
the solid Earth (Table C.1 in Appendix C). This, again, results in less maximum
ice thickness and less ice volume (see Figure 3.2) for a rigid Earth.® The higher
ice volume in the case of a non-rigid Earth is also related to the inward depression
that holds the ice from flowing out.

The largest bedrock depression (at the centre of the load, i.e. at the ice divide)
strongly depends on the flexural rigidity values D in the ELRA cases (Figure 3.3).
In steady state, a relatively thin lithosphere (D = 1x10%° N m) causes a by ~26%
(cold periods) to ~33% (warm period) stronger bedrock depression compared to
a more rigid lithosphere (D = 3x10%® N m). If the load was larger, the depression
at the load center would tend to a hydrostatic equilibrium and, so, would be less
sensitive to the considered value of D (e.g. Watts, 2001). As there is also more
ice (~2% in volume and ~2.7% in maximum ice thickness) in the thin lithosphere
case, and as more ice induces a stronger depression, there is a positive feedback oc-
curring in this situation. The small gain in ice thickness (2.7%) compared to ~30%
larger bedrock depression, however, indicates that this is a rather secondary effect.

The comparison of steady-state ice volume, maximum ice thickness, and maxi-
mum bedrock depression for the rigid Earth, ELRA and the VILMA Earth model
yields the following principal findings:

1. The difference in VILMA VM2 and VILMA S12 are negligible after equilib-
rium state is reached. As the lithospheric structure is the same in both sim-
ulations, these can only result from small differences in ice thickness through
the transient phases that end up in a slightly different steady-state ice sheet.
During the transient phases, small delays in maximum bedrock depression
occur due to the different lower mantle viscosities (Figure 3.3).

2. The medium ELRA lithosphere (D = 2x10% N m) is best in overall fit-
ting the ice volume, the maximum ice thickness, and the maximum bedrock
depression of the VILMA runs.

iAg the three periods cover 150 kyr each, which exceeds the chosen values for 7, by far, the
focus lies on the values 7. = 5 kyr. Other values for 7, are considered only when transient
behaviour is discussed.
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Figure 3.2
Time series of maximum ice thickness (A) and ice volume (B). Note that the lines for VILM A
VM2 and S12 plot on top of each other.

1650 4 ELRA 110 i
. — ELRA 2x10%°
E 1600 - ELRA 310 [
S | PENREESS. \— VILMA VM2
E 1950 | i \— VILMA s12 |
g 1500  {} / '\\ B
a { ! \ Figure 3.3
§ 1450 7 i i Time series of maximum bedrock deforma-
B a0 d N\ T T T L tion, i.e. at the ice divide. Note that the
'2 ] : rigid Earth’ run, for which deformation is
5 1850 & i zero, is not shown.
£ . ; ;
S 1300 - -
1250 4 000000000000t ; O 0m0ma0namad L

1 1 1 1 1 1 T T
0 50 100 150 200 250 300 350 400 450
Time (kyr)



60 3 Analysis of the feedback mechanisms in simplified situations

Run 7y, Period 2 7y, Period 3
rigid Earth 55.5 m/yr (-12.7%) | 40.7 m/yr (-5.2%

) )
ELRA D = 1x10® Nm | 62.0 m/yr (-2.5%) | 43.4 m/yr (-0.9%)
ELRA D =2x10® Nm | 624 m/yr (-1.9%) | 43.3 m/yr (-1.1%)
ELRA D =3x10® Nm | 62.6 m/yr (-1.6%) | 43.2 m/yr (-1.3%)
VILMA S12 63.6 m/yr  ( 0.0%) | 4.0 m/yr ( 0.0%)
VILMA VM2 63.6 m/yr 44.0 m/yr

Table 3.3

Comparison of horizontally averaged horizontal velocities Ty, between VILMA S12, ELRA
and rigid Earth runs. Due to the symmetry, the horizontal velocity field is directed radially
and outward. The numbers in brackets give the relative deviation from the VILMA VM2
run. The Period 2 values are taken at x = 350 km and ¢t = 299 kyr). The Period 3 values
are taken at x = 400 km and ¢ = 449 kyr. These are the outermost grid nodes with non-zero
ice thickness, where the ice is fastest. The ELRA runs are those with 7 = 5 kyr.

3. Although ELRA with the thinnest lithosphere (D = 1x10?* N m) lies closer
to the VILMA runs in terms of maximum ice thickness and maximum bedrock
depression, the thickest lithosphere (D = 3x10% N m) reproduces the VILMA
ice volumes better.

4. During the warm period, the ELRA with the thin lithosphere is even closer
in maximum ice thickness to the medium ELRA lithosphere, while they
deviate in comparable magnitude (but opposite sign) in maximum bedrock
depression.

The comparison can be retraced in detail in Table C.2 in Appendix C. These rela-
tions are found insensitive to a higher SMB gradient w.r.t. the surface temperature
in Eq. 3.2.

Effect of the solid-Earth representation on the velocity field

The findings on the ice velocity field at the end of Period 2 (299 kyr) and Period 3
(449 kyr), when it is in steady state, are summarized in Table 3.3. The effect of the
VILMA Earth on the flow field in the ice body is small compared to ELRA. The
maximum deviations in mean horizontal velocity (i.e. averaged over depth) do not
exceed 2.5%. Along a whole radial cross section, the mean absolute deviation in
mean horizontal velocity of the ELRA runs from the VILMA runs does not exceed
0.2 m/yr. The differences between the two VILMA runs are again negligible.
The maximum velocities in the ice sheet on a rigid Earth are considerably lower
compared to any non-rigid Earth, due to smaller SMB.
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Run max |Apeq| (m) | mean [Apeq| (m)
ELRA D =1x10® Nm | 77.1 06.7 | 21.1 13.4
ELRA D =2x10*® Nm | 33.6 43.6 | 12.6 11.1
ELRA D = 3x10% N m | 89.3 97.0 | 244 21.2
VILMA S12 1.2 0.3 0.7 0.2
Table 3.4

Maximum and mean of absolute deviations in bedrock deformation (|Apeq|) from the VILMA
VM2 in steady state. The first value is for the cold periods, the second for the warm period.
The ELRA runs are those with 7. = 5 kyr.

The shape of the deformed bedrock

Figure 3.4 provides a view on the deformed bedrock along a radial cross section
at the end of Period 2 (299 kyr, displayed for z < 0) and Period 3 (449 kyr,
displayed for z > 0) — for both times the ice divide is located at x = 0. It becomes
visible that bedrock deformation from ELRA compared to VILMA differs not
only in amplitude, but also in shape. In particular, the peripheral forebulge is less
pronounced for the ELRA Earth, except for the D = 1x10* N m where, however,
the bedrock depression at the load center is overestimated. Table 3.4 summarizes
the deviations in bedrock deformation during steady state from the VILMA VM2
run. The D = 2x10%° N m ELRA Earth deviates least from the VILMA runs,
which again lie very close to each other due to the same value of lithosphere
thickness and elasticity. The minimum deviation between the medium lithosphere
ELRA and the VILMA runs is also the reason for the best fit in ice volume and ice
thickness as it controls the overall surface conditions via the atmospheric forcing.
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As before, the ELRA run with D = 3x10%° N m deviates the most from the
VILMA runs.

Transient forebulge behaviour

Although the systematic differences between ELRA and the VILMA appear neg-
ligible when evaluating the ice-dynamical quantities such as ice thickness and ice
volume, a closer look at the peripheral forebulge structure reveals considerable dif-
ferences in the bedrock deformation. Figure 3.5A, 3.5B, and 3.5C show time series
of forebulge height, forebulge position, and distance of the inflection point (I) of
the deformed bedrock profile from the forebulge maximum (M). The latter is a
measure for the flexure of the lithosphere: small values imply a steeper bedrock,
larger ones a smooth bedrock. In order to make the relation between the forebulge
height (Figure 3.5A) and its migration (Figure 3.5B) clear, forebulge profiles at
several times during the partial unloading following the onset of Period 2 and the
spatial path of the forebulge peak for the two VILMA runs and one ELRA run are
shown in Figure 3.5D.

The position of the forebulge maximum along the z-axis mostly depends on the
lithospheric parameterization and varies by ~50 km with the load (i.e. closer to
the ice divide in the warmer periods) in each run. Forebulge height is obtained
by considering positive deviations of the deformed bedrock from the initial alti-
tude of 2000 m. The exponential characteristic of the ELRA dynamics (Eq. 2.76)
is clearly visible. The thicker the ELRA lithosphere is, the less forebulge height
is reached. The steepness in the ELRA runs, which is rather independent from
the loading, increases with greater flexural rigidity (smaller values of M — I Dis-
tance means steeper bedrock slope): ~510 km for D = 1x10?* N m; ~600 km for
D = 2x10% N m; ~660 km for D = 3x10% N m. It shows no transient behaviour
opposed to the VILMA runs, which also feature slightly different values in the cold
and warm periods.

In general, best agreement with the VILMA runs is achieved by the thinnest
lithosphere (D = 1x10?* N m) in terms of forebulge peak position and bedrock
steepness. This is in contrast to the ice dynamical results, which are in best
agreement for the D = 2x10%5 N m lithosphere. For the VILMA runs, the temporal
evolutions of S12 and VM2 forebulges differ strongly when the load changes; the
forebulge height of S12 overshoots the one of VM2, which generally shows a rather
smooth evolution.
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Figure 3.5

A: Time series of forebulge height (deviation from the initial altitude of 2000 m). B: Time
series of forebulge position, i.e. distance of the forebulge maximum from the ice divide. C:
Time series of the distance from point of inflection of the bedrock profile (I) to the forebulge
maximum (M), which is a measure for the flexure of the lithosphere (see main text). D:
Forebulge profiles at different times (radial cross sections) after the onset of Period 2 where
the interplay between forebulge peak height and migration is shown for the VILMA runs
(top: VM2; centre: S12) and one ELRA run (bottom: D = 2x10?* N m - 7, = 5 kyr). Note
that also the path of the forebulge peak during its evolution in time is shown in black.
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Bedrock deformation rates following the load changes

The bedrock deformation rates (BDR) — i.e. subsidence rates (BDR<0) and uplift
rates (BDR>0) — illustrate the different transient behaviours of the solid Earth.
Figure 3.6A and 3.6B show BDR at the ice divide (with 7, = 5 kyr in the ELRA
runs in A and 7, = 3 kyr in B). As the maximum bedrock deformation is reached
at approximately the same time in the ELRA runs with the same value of 7, but
the maximum value itself varies with flexural rigidity D (Figure 3.3), the rates at
the ice divide are highest for D = 1x10%° N m and lowest for D = 3x10% N m.

The absolute BDR values in the ELRA cases also depend on the relaxation
time 7. Here, large systematic differences between ELRA and VILMA can be
found: The 7, = 5 kyr ELRA runs underestimate the maximum amplitude of the
BDR in the first build-up phase (Period 1, except for D = 1x10* N m) whereas
the runs with 7, = 3 kyr reproduce this amplitude quite well (again except for
D = 1x10*® N m), and the decay behaviour towards zero BDR is closer to the
one in the VILMA runs for 7, = 3 kyr. Then, at the onset of the remaining two
periods, when the change in load is smaller than directly at the beginning of the
experiment, the 7, = 3 kyr runs overestimate the BDR amplitudes and the rates
decay too fast, whereas the 7. = 5 kyr results show better consistency with VILMA.

Figure 3.6C shows BDR at horizontal position z = 450 km, which is beyond the
ice sheet but close to its margin. Note that only 7. = 5 kyr is considered here. The
order of the ELRA BDR is reversed; due to the different lithospheric deflections,
the thinnest ELRA Earth (D = 1x10?° N m) has lowest absolute BDR. Here, the
ELRA runs rather overestimate the BDR rates in Period 1 and then underestimate
them in Period 2 and 3. The decay of the ELRA BDR towards zero is too slow
compared to the VILMA results.

Figure 3.6D shows BDR at the position of the maximum forebulge height (varies
in time along the z-axis; see Figure 3.5B), representing the temporal derivatives
of the respective graphs in Figure 3.5A. Here, the deviations between ELRA and
VILMA and between the two VILMA runs are comparably large. While the ELRA
forebulges do not show much dynamical behaviour at all (see also Figure 3.5), the
transient behaviour of the VILMA runs is more complex. For S12, the BDR
changes sign from negative to positive in the forebulge region within a warm/cold
period (see also Figure 3.5A). It is also visible that ELRA with only one relaxation
time, while being sufficient for the ice dynamics, is a too simple Earth model
parameterization for describing forebulge relaxation. The ELRA parameterization
thus proves its major drawback as it is not applicable when predicting geological
or geodetic observables in the peripheral regions of the ice sheet.
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Figure 3.6
A: Bedrock deformation rates (BDR) at the ice divide (x = 0 km); B: Bedrock deformation
rates (BDR) at the ice divide (z = 0 km) with . = 3 kyr for the ELRA runs; C: BDR
at x = 450 km (ice free at any time, but close to the ice sheet’s margin); D: BDR at the
position of maximum forebulge height. Note that the plotted periods (0 — 25 kyr, 145 —
175 kyr, 295 — 340 kyr) are zooms to times around the transitions between cold and warm
periods. Except for B with 7. = 3 kyr, the ELRA runs are those with 7. = 5 kyr.
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3.1.3 Discussion

In accordance with Le Meur and Huybrechts (1996), the effect of a complex,
continuum-mechanical solid-Earth model such as VILMA on the ice dynamics
is found to be approximated by ELRA. Ice volume, ice thickness and ice velocities
in the less complex solid Earth model ELRA are very close to the quantities in the
VILMA runs; depending on the choice of the elastic parameter D, deviations of
~0.1% in volume can be achieved. Therefore, the feedback of GIA with the atmo-
spheric forcing depending on the surface altitude (Section 1.1.1) is satisfactorily
accounted for by ELRA if the parameters are calibrated for a similar scenario with
a complex viscoelastic Earth model.

The optimal parameters, however, depend on the size of the loading ice sheet
and have to be determined for each scenario independently (van den Berg et al.,
2008). In this sense, this simplified case study is not representative for larger
ice sheets with a more complex geometry and glaciation history. In the present
scenario, a best fit of stored ice volume to the VM2 and S12 viscosity structures
could be obtained by setting the elastic parameter to D = 2x10%° N m. This value
corresponds to 105 km thickness of lithosphere. As rather the D = 1x10? N m
(84 km thickness) lithosphere would match the 90 km lithospheric thickness in the
VILMA simulations, the physical meaning of the lithospheric parameter D suffers
from the thin-plate approximation in the ELRA approach.

Also, in this simplified set-up, only velocities resulting from ice deformation have
been allowed for. In the case of a more realistic ice sheet, regions with extensive
basal sliding might be more affected by GIA-induced changes of the bedrock slopes.

There are systematic discrepancies between the ELRA approximation and fully
coupled simulations including VILMA in terms of solid-Earth deformation, rele-
vant in particular in the periphery of the ice sheet, where observational constraints
on GIA exist for real ice sheets, such as crustal uplift/subsidence velocities from
GPS measurements, or paleo sea-level indicators. For including such data in the
analysis of a coupled ice-sheet / solid-Earth simulation, the ELRA parameteriza-
tion is not sufficiently precise and the more complex approach of a SGVEM such
as VILMA is required; forebulge elevation might be underestimated (Figure 3.5A),
whereas vertical crustal velocities beyond the ice sheet might be overestimated or
underestimated, depending on the temporal change in loading (Figure 3.6).

The main drawback of the ELRA approach in this respect is the inconsistency of
the elastic parameter w.r.t. the VILMA lithosphere: While the D = 2x10%® N m
lithospere fits the VILMA runs best in terms of ice volume due to a better fit of
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solid-Earth deformation in the ice-covered area, the D = 1x10%° N m lithospere
reproduces the shape and the behaviour of solid-Earth deformation much better
beyond the ice sheet (see also Figure 3.4). Additionally, features of a multi-layer
viscosity structure such as the prominent forebulge dynamics due to the large

contrast between upper and lower mantle viscosity in S12 cannot be captured by
ELRA.

The possibility of a viscoelastic layering of the Earth that is more complex
than the considered two-layer distributions in the Earth’s mantle also represent
an advantage of VILMA. A more complex stratification of viscoelastic parameters
is expected to lead to more deviations on short wave-length and introduce even
more deviations from the ELRA Earth.

3.2 Sea level and grounding-line migration in
coupled simulations

With the SMB-feedback (Section 1.1.1) treated in the previous section and the
bedrock—velocity feedback (Section 1.1.2) determined to be of minor importance
and difficult to quantify, this section will address the feedback between sea level
and grounding line (GL) dynamics, particularly in the case of an ice-sheet subject
to the Marine Ice Sheet Instability (MISI — Section 1.1.3) — similar to Gomez et al.
(2012). The focus will be on an extended analysis of the influence of the Earth
model parameters on the ice-sheet / shelf dynamics.

In a geometrically simplified ice-sheet scenario (Figure 3.7), the sensitivity of
the GL positioning to the viscoelastic structure of the underlying solid Earth is
investigated, in particular to the thickness of the lithosphere and to upper mantle
viscosity. Starting from an ice-sheet / shelf configuration in steady state, the
coupled RIMBAY /VILMA system is subject to a forcing by sea-level rise from
ice melting on a remote continent — similar to the Antarctic Ice Sheet under the
influence of northern hemispheric melt-water pulses during the deglaciation after
the Last Glacial Maximum — as well as to changes in the boundary conditions
at the ice-sheet surface and at the ice-sheet-bedrock interface. Additionally, the
ELRA model instead of VILMA is applied in order to find the limitations of the
former w.r.t. GL dynamics.

3.2.1 Scenario

A thermomechanical coupling of ice viscosity to temperature (e.g. Hooke, 1981) is
not considered here in order to minimize the number of effects that can be seen in
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Initial set-up; A: Ice thickness; note the different color scales for grounded and floating ice.
B: Bedrock topography; the topography is referenced to sea level at t=0. C: Mean horizontal
ice velocities; in B and C, the black lines mark the transition between grounded ice, floating
ice, and ocean (cf. A). The white line at = 0 indicates the cross section along which the
results are analyzed. D: Global bathymetry featuring the RIMBAY domain (-90° longitude),
a remote circular continent (+90° longitude; in Mercator projection appearing as elliptical),
and an ocean.

the later results. Instead, a constant rate factor A for Glen’s Flow law (Eq. 2.9)
is applied. As an advance w.r.t. Section 3.1, the sliding law given by Eq. 2.21
is employed with the initial value ¢ = 107 Pa (m/s)!/3 for the basal friction
coefficient. The applied parameterization for basal melt rates in the floating areas

(b52elfy follows Beckmann and Goosse (2003):

pOC COC

bshelf — A "
B ¢ ,OLIce o

(Toe = Tip) (3.3)

where the freezing point temperature at the ice-shelf base Ty, is computed as
(Foldvik and Kvinge, 1974)

Tt, = 0.0939°C — 0.057°C (PSU) ™" S — 7.64 x 1074°Cm ™" 2. (3.4)
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label hy, (km) num (Pas) npum (Pas) i

VE_L035_M19 35 1x10" 1x10% PREM

VE_L100_M19 100 1x10" 1x10% PREM

VE_L035_M21 35 1x10% 1x10% PREM

VE_L100_M21 100 1x10%! 1x10% PREM

RIGID - 1x103° 1x10%°  1x10% Pa
Table 3.5

Solid-Earth rheologies used in this study; the controlling parameters are thickness of litho-
sphere hp,, upper mantle viscosity nuwm, lower mantle viscosity 7y, and the shear modulus
1; see Section 2.3.4. Note that the values for the RIGID Earth are practically infinite.

Here, 2p4 is the depth below sea level of the lower ice-shelf edge. The tuning param-
eter Aeg in Eq. 3.3 specifies the ’effective melting area’. The remaining quantities
in Egs. 3.3 and 3.4 are the ocean water density p,. (cf. also Section 2.3.2), the
specific heat of ocean water co. = 3974 J (kg °C)~!, the latent heat of the ice-water
transition Lie = 333.5 kJ kg1, the ocean temperature T,, = —1.7°C, the salinity
Soc = 35 PSU, and the exchange velocity vr = 107 m/yr.

Ice-berg calving is treated as follows: the calving front, where the ice shelves do
not only share a vertical boundary with the ocean, but also a horizontal one, can
only retreat but not advance in the model. Retreat occurs if the ice thickness at
the calving front goes down to zero. Advance should occur if more ice flows over
the horizontal ice-ocean interface than is actually calving (or melting). This is,
however, not modeled. Instead, all ice that is flowing over the interface is assumed
to have calved off and by that has gone into the ocean.

The RIMBAY domain is resolved with a 10 km x 10 km Cartesian grid.

In this study, five different sets of solid-Earth parameters are applied (Table
3.5). Four of them are three-layered, obtained by combining a thin or a thick
lithosphere (hy, = 35 km vs. 100 km) with a low-viscous or a high-viscous upper
mantle (nyy = 1x10'” Pa s vs. 1x10%! Pa s). In these cases, the lower mantle has
a viscosity of ny = 1x10%? Pa s. Additionally, by applying practically infinite
values for the viscosity (1x10%" Pa s) and the shear modulus (1x10?° Pa), the
effects of a rigid (i.e. non-deforming) Earth, which allows only for gravitational
feedbacks, are investigated. This rigid-Earth case (labeled as RIGID) is the only
exception within this thesis from the usage of radial shear modulus p from PREM
(Dziewonski and Anderson, 1981). The labels for viscoelastic rheologies (VE) are
made up of sub-labels: L035 and L100 indicating the lithosphere thickness, and
M19 and M21 indicating the logarithm of upper mantle viscosity.
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ELRA run No D (N m) 7, (yr) | Corresponding VE layering
1 1x10*% (20 km) 20 VE_L035_M19
2 2.5x10%* (54 km) 20 VE_LO035_M19
3 1x10% (20 km) 500 VE_L035_M19
4 2.5x10** (54 km) 500 VE_L035_M19
5 1x10* (84 km) | 1000 VE_L100_M21
6 3x10% (119 km) | 1000 VE_L100_M21
7 1x10% (84 km) | 5000 VE_L100_M21
8 3x10%° (119 km) | 5000 VE_L100_M21

Table 3.6

ELRA parameters: The viscoelastic layering (Table 3.5), to which the respective ELRA run
is compared, is indicated. The bracketed values give the lithospheric thickness corresponding
to D according to Eq. 2.77.

The results from the coupled model are compared with simulations featuring
the ELRA approximation for solid-Earth dynamics (Section 2.3.5). The values for
the flexural rigidity D are chosen to encompass the 35 km and 100 km lithosphere
in the viscoelastic simulations. Eq. 2.77 is applied to find the relation between D
and hy. The values D = 1x10% N m and D= 2.5x10** N m include the 35 km
lithosphere, while D = 1x10%® N m and D = 3x10?® N m comprise the 100 km
lithosphere. For the relaxation time, 7, = 20 yr and 7, = 500 yr are chosen for
comparison with the low-viscous upper mantle and 7. = 1000 yr and 7., = 5000 yr
for the high-viscous upper mantle. The combinations of these ELRA parameters
are listed in Table 3.6.

Steady state set-up

The steady-state set-up comprises an ice shelf which is confined at three sides by an
ice sheet (Figures 3.7A, B, and C). This ice-sheet geometry is reached after 60 kyr
of initialization under constant SMB conditions of 0.2 m WE ice accumulation per
yr and a surface temperature of -15°C. The bedrock topography is designed sym-
metrically with regard to the y-axis and features an inward slope such that a GL
perturbation will cause further retreat (MISI; cf. Section 1.1.3). The melting rates
in the ice shelf areas are forced to be close to zero compared to the accumulation
rate by setting the adjustment parameter in Eq. 3.3 to Aeg = 0.001 m?. The solid
Earth is in rest at ¢ = 0 (hydrostatic equilibrium).

VILMA requires a global bathymetry ((2,¢ = 0) for initialization (Section
2.3.3). The applied bathymetry (Figure 3.7D) incorporates the RIMBAY domain
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Scenario | K AV, tstart/tend  bs Ag C
(m) (km?) (yr) (m WE/yr) (m?) (Pa (m/s)'/?)

S120 120 —4.8 x 107 100/1300 0.2* 10%* 1.0x10™
S150 150  —5.9 x 107 100/1600 0.2* 103 1.0x10™
S180 180 —7.1x 107 100/1900 0.2* 103 1.0x10™
ACCU 0 0 100/600 0.1 103 1.0x10™
BASL 0 0 100/600 0.1 0.01 0.7x107
Table 3.7

Applied forcing scenarios: The forced equivalent sea-level rise hf corresponds to the ice
volume removed from the remote continent AVIfce —cf. Eq. 2.79. Start and end time refer to
the melting pulse from the remote continent (5120, S150, S180) or to the interval for linear
decrease of the accumulation rate to the given value (ACCU, BASL). bs is the model domain-
wide SMB, A is the tuning parameter for basal melting in the shelf regions (Eq. 3.3), and
C' is the basal friction coefficent. Asterisk-indexed values are unchanged.

continent at the equator with the y-axis of the RIMBAY domain coinciding with
the meridian at ¢ = —90°(270°) longitude (positive y-axis points to the North
Pole; positive z-axis points eastward). A remote continent (circular with radius
Teont = 7000 km and altitude (.ony = 300 m above sea level) is equatorially cen-
tered as an antipode to this continent at ¢ = +90°. The remaining part of the
planet is deep ocean ((ycean = -2000 m) and distance-weighted interpolations be-
tween continental altitudes and deep ocean depth in transition zones around the
two continents.

Forcing

The steady-state ice-sheet /shelf configuration is forced out of its equilibrium with
a) rising sea level, b) decreased accumulation rate (in terms of changing SMB), or
¢) decreased accumulation rate and changed conditions at the base of both the ice
shelf and the grounded ice. The sea level forcing is applied by removing a uniform
ice layer from the remote continent when handing the global ice thickness field
from RIMBAY to VILMA: In the three scenarios S120, S150, and S180, the ice
is removed at a constant rate of 0.1 m equivalent sea-level (ESL) per yr from the
remote continent starting at ¢+ = 100 yr until the maximum forcing of Al = 120 m
ESL, 150 m ESL, or 180 m ESL, respectively, is reached, coinciding with a re-
spective ice volume AV (cf. Eq. 2.79). For the ELRA-based simulations, the
rates are directly applied as sea-level rise, together with the sea-level rise from the
retreating modeled ice sheet. The applied rate of global sea-level rise is approxi-
mately twice as large as the highest rates during the last deglaciation (meltwater
pulse 1A: 20 m in ~500 yr — Weaver et al. (2003)). This high value, as well as the
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Figure 3.8

Cross sections through the ice-sheet geometry at time ¢ = 0 (A) and after 8000 yr for the
VE_L035_M19 simulation (B) and the VE_L100_M21 simulation (C) at = 0 for the S120
forcing. The GL positions correspond to the vertical dashed lines.

high amplitudes of more than 120 m ESL are due to the relatively low sensitivity
of the ice-sheet model to sea-level rise (see below).

In the fourth scenario (ACCU), a linear decrease in the accumulation rate from
0.2 m WE/yr to 0.1 m WE/yr is realized between ¢t = 100 yr and ¢t = 600 yr.
The fifth scenario (BASL) addresses the basal parameters in RIMBAY. It adopts
the ACCU accumulation rate change together with an increased parameter Aqg in
Eq. 3.3 (sub-shelf melting increases to values of > 0.18 m WE/yr) as well as
reduced basal friction at t = 0. The applied forcing scenarios are summarized in
Table 3.7.

3.2.2 Results
General findings

In all scenarios with a viscoelastically adjusting solid Earth, the forced GL retreat
decelerates and eventually ceases. Figure 3.8 shows the initial geometry and the
final geometry for the VE_L035_M19 and VE_L100_M21 simulations under the $120
forcing along the cross section coinciding with the y-axis of the RIMBAY domain
(Figure 3.7). Here, a first effect of the viscoelastic layering of the solid-Earth on the
ice dynamics becomes visible: a more localized and faster uplift of the solid Earth
(VE_L035_M19 - B) leads to less GL retreat than a long-wave and slower response
(VE_L100_M21 — C). The backward slopes at the GL, however, at least partially
remain. This is not surprising as GL retreat is treated in a three-dimensional
set-up here. Consequently, GL stability is not only determined by the bedrock
gradient, but also by the stress field in the ice body (Gudmundsson et al., 2012;
Gudmundsson, 2013).

Figure 3.9 shows the GL retreat along the central cross section over 15 or 20 kyr,
respectively, for the five applied forcing scenarios and the five VILMA parameteri-
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Time series of GL retreat for the S120 (A), S150 (B), S180 (C), ACCU (D), and BASL (E)
forcing scenarios. The GL retreat refers to the intersection of GL and the cross section at
z = 0 (Figure 3.7). F: Loss of grounded ice volume of the modeled ice sheet. The grey
areas mark the periods of gradual melting on the remote continent and thus the forced sea-
level rise (S120, S150, S180), or the time interval of decreasing accumulation rate (ACCU,
BASL). The red shaded areas in the $120 and BASL frames indicate the results spanned by the
applied ELRA parameters corresponding to the VE_L035_M19 layering (Table 3.6). The blue
shaded area shows the respective comparative ELRA results for the VE_L100_M21 layering.
Note that the time series in E and F show data until t = 20 kyr, whereas it is only 15 kyr

in A-D.
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Scenario | VE_L035_M19 VE_L100_M19 VE_L035_M21 VE_L100_M21
5120 50 70 130 140
S150 60 90 170 190
S180 70 110 220 240
ACCU 40 o0 70 90
BASL o0 70 100 130

Table 3.8

Maximum distances covered by the GL retreat in km along the x = 0 cross section. As the
numbers refer to the maximum retreat, they do not include the re-advance for VE_L035_M21
and VE_L100_M21 as shown in Figure 3.12 and so the numbers given here are not necessarily
from the final steady-state for the M21 simulations.

zations. The stepwise GL retreat, as it can be seen in the time series of GL retreat,
is a feature of the numerical approach to the GL. migration. The GL — and thus
the whole ice sheet — on the RIGID Earth is not yet in steady state at the end
of the illustrated time spans in all five forcing scenarios. On a viscoelastically
adjusting Earth, the GL retreat has stopped before t = 7 kyr (S120, S150, $180),
or t = 10 kyr (ACCU) and ¢t = 15 kyr (BASL). The exact number depends on the
viscoelastic layering and the forcing strength. At this stage, only maximum GL
retreat during each experiment is discussed, which does not necessarily mean that
the ice sheet is in a steady state again. Below, the possibility of GL re-advance
after reaching the maximum GL retreat distance, leading to a final position which
is again closer to the initial position, will be discussed.

There are notable systematic differences between the viscoelastic settings: The
fast adjusting, low-viscous upper mantle makes the VE_L035_M19 and VE_L100_M19
simulations less sensitive in terms of final GL position along the y-axis to the GL
retreat forcing than the VE_L035_M21 and VE_L100_M21 runs with the high-viscous
upper mantle, i.e. the time to regain a stable state is shorter. Additionally, in both
of these subgroups, the thinner lithosphere (L035) leads to less GL response to the
forcing. The maximum retreat distances along the cross section are listed in Table
3.8. It is also visible that simulations with a low-viscous upper mantle are less
sensitive to an increase in forcing: the maximum retreat positions under the $120
and 8180 forcings differ only by 20/40 km, while the higher upper mantle viscosity
leads to respective differences of 90/100 km.

Comparison with ELRA under the S120 forcing

Figure 3.9A shows the results of the ELRA simulations under the $120 forcing with
different choices for the flexural rigidity D and the relaxation time 7. Overall, the
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ELRA simulations are similar to those with the real viscoelastic coupling in terms
of the effect on the GL retreat: The faster and more local the solid Earth can
adjust to the unloading by a GL retreat, the less sensitive the ice sheet responds
to the forcing.

Here, however, the ELRA approach reveals shortcomings by a considerably
higher sensitivity to the applied forcing: While the VE_L100_M21 results are in-
cluded by the respective ELRA results and thus consistency in terms of GL retreat
and ice volume loss is given, the comparison of VE_L035_M19 to the respective
ELRA results indicates that the ice sheet with solid-Earth response by ELRA is
more sensitive to the forcing even in the case of extremely low values for the relax-
ation time 7, and flexural rigidity D. The ELRA results in this parameter range
seem more appropriate for the VE_L100_M19 with its thicker lithosphere than for
the VE_L0O35_M19 case. This is due to the higher sea level in the ELRA runs as
a consequence of only accounting for eustatic sea-level rise (cf. Gomez et al., 2013).

This higher sensitivity to sea-level rise in the ELRA approach can be found more
indirectly in the comparison of the 'well-fitted’ VE_L100_M21 results with those
from ELRA: Figure 3.10 shows the RSL at the GL as it retreats for VE_L100_M21
and two respective ELRA simulations. The time markers along the graphs show
that the RSL falls faster in the ELRA simulations in general and so should provide
earlier stability. The coverage of the VE_L100_M21 results by the ELRA in the case
of the S120 forcing results must then be due to the overestimation of sea-level rise.

Comparison with ELRA under the BASL forcing

In the scenarios without externally forced sea-level rise, the BASL scenario shall
be evaluated exemplarily in terms of ELRA and VILMA differences. The main
difference to the sea-level forced scenarios is that the forcing does not only affect
the ice sheet directly at the GL, but that the whole ice sheet shrinks and, due to
the changes in the basal parameters, changes its geometry. The ice flow is accel-
erated by the decrease in basal friction, such that more ice is transported towards
the margins. The overall unloading of the continent due to the shrinkage (volume
time series in Figure 3.9F) leads to considerable uplift that stabilizes the GL to
some extent even before it starts to retreat.

The VE_L035_M19 und the respective ELRA simulations (red shading) are con-
sistent in this scenario (Figure 3.9E) in terms of the inclusion of the VE_L035_M19
results by the ELRA results. Due to the small increase in sea level from melting
of the ice sheet, which results in less than 4 m eustatic sea-level rise for the ELRA
runs No 1-4 (see Table 3.6 for the numbering), the above drawback concerning
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Relation between As at the GL and GL position along the central cross section in the $120
(orange background) and BASL (white background) forcing scenarios for the VE_L100_M21
Earth and two of the corresponding ELRA parameterizations (No. 5 and 7; cf. Table 3.6).
All simulations start from the same initial state; consequently, all graphs are to be read from
the black marker at approximately (0 km, 500 m). At given times (color-coded dots), the
ELRA and VILMA graphs are connected by grey lines.

non-consistent sea-level rise is of minor importance.

The same comparison for the VE_L100_M21 simulation and the respective ELRA
runs (No 5-8), however, shows a clear preference towards 7. = 5000 yr: While
7 = 1000 yr to 5000 yr reproduce the VE_L100_M21 results under the $120 forc-
ing, different 7, parameters need to be chosen to encompass the combination of
VE_L100_M21 layering and BASL forcing. As for the $S120 forcing, the respective
graphs in Figure 3.10 show a faster RSL fall at the GL in the ELRA simulations.
In the BASL scenario, this relatively fast Earth response is not compensated by an
overestimated sea-level rise as in S120 so that the slower relaxation of the solid
Earth effectively yields more GL retreat for the VE_L100_M21 simulation.

Relation between ice dynamical and solid-Earth time scales

A feature of the simulations with a low-viscous upper mantle is the significantly
increasing time span between two discrete GL steps in the model. These are par-
tially of the order of several thousand years in the presented scenarios, whereas
the high-viscous upper mantle runs feature a smooth and modest increase of the
time intervals before the next GL step. As already mentioned above, the stepwise
character is a numerical feature, but the long time spans in the case of low upper
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Figure 3.11

Time series of RSL at the GL (red; left ordinate) and GL flux (blue; right ordinate) for the
BASL scenario on the VE_L035_M19 Earth (A), on the VE_L035_M21 Earth (B) and on the
RIGID Earth (C). Each black vertical line indicates when the GL passes one of the y-grid
nodes at x = 0. The GL flux is the integrated flux from the inland ice into the ice-shelf
area. The GL retreat is w.r.t. the central cross section (x = 0). The dashed lines show
the originally modeled data; the solid thick lines are obtained from these by running mean
application and, hence, are less disturbed by numerical effects of the discrete GL retreat.

mantle viscosity still contains a physical message, as will be discussed here.

The BASL scenario serves as a prominent example for comparing the time scales
of solid-Earth relaxation and ice-flow adjustment to the changed conditions for the
thin lithosphere runs VE_L035_M19 and VE_L035_M21 and for the RIGID Earth.
Figure 3.11 shows the time series of RSL at the GL (again along the central cross
section) and GL flux integrated along the whole GL confining the ice shelf for
these three runs. In order to not focus on numerical aspects of GL migration,
the smoothened time series (solid, thick lines; obtained as running mean) are
considered. Three issues concerning the phenomena shown in Figure 3.11 can be
highlighted:

1. There is a GIA-induced fall of RSL at the GL in the viscoelastic runs: Fol-
lowing the GL retreat, there is unloading around the GL and thus bedrock
uplift and sea-level fall. This is not the case for the RIGID Earth, where
a steady increase of RSL occurs due to the backward sloping design of the
bedrock geometry until flatter areas are reached (¢ ~ 16 kyr).
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2. The time intervals between two GL steps are equal over the whole time
span for the RIGID run (distance between neighbouring vertical black lines),
indicating an almost constant GL retreat velocity of ~ 25 m/yr. In the
viscoelastic runs, these time intervals get larger due to the partial adjustment
to the unloading. This transition to longer time intervals is a very modest
and smooth one in the VE_L035_M21 run, whereas the time to cover the last
10 km distance in the VE_L035_M19 run is longer than 9 kyr.

3. The integrated GL flux is much higher in the RIGID simulation as a constantly
high amount of ice is transported from the inland to the shelf. In the case of
a viscoelastically adjusting Earth, the GL flux decreases as the ice dynamics
approaches a steady state. After the GL retreat is decelatered such that there
is no more GL migration on grid scale, the GL. flux decays towards the limit
of ~34 km?/yr. In the case of the VE_L035_M21 layering, the respective time
scale is much smaller than the one of RSL relaxation (high-viscous upper
mantle). In the case of the VE_L0O35_M19 layering, the respective time scales
appear to be of similar magnitude.

The slow adjustment of RSL in the case of a high-viscous upper mantle has
further implications on the GL migration. Figure 3.12 shows time series of GL
retreat along the central cross section for the S150 scenario extending the time
span shown in Figure 3.9B. Here, a gradual GL re-advance of the GL on the
VE_L035_M21 Earth starts after the maximum distance is reached at ¢t =~ 5 kyr.
After approximately 19 kyr, the GL re-advance reaches the grid scale and ends up
at a final distance of 113 km away from the initial position and 57 km from the
maximum retreat position. This prominent re-advance is, however, a feature of
the deformational response of the thin lithosphere: a comparable evolution cannot
be found for the VE_L100_M21 simulation before ¢ = 50 kyr although a sub-grid
scale re-advance occurs.

3.2.3 Discussion

The general finding, that viscoelastic deformation can decelerate and stop GL re-
treat, is in accordance with Gomez et al. (2012). The actual evolution through
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time depends on the solid-Earth parameters, namely thickness of lithosphere and
mantle viscosity. The first one determines how localized the solid Earth responds
to the unloading caused by an ice mass loss. As a more localized response leads
to a more effective compensation of the former backward slopes, GL stability is
reached at sites closer to the initial GL location. Mantle viscosity, in contrast,
affects the time scale on which the solid Earth reacts to the change in the loading:
the fast response of a low-viscous upper mantle also leads to GL stability at closer
sites than the slower response of a high-viscous mantle and so to less GL retreat
and ice mass loss.

In this scenario, the mantle viscosity and the related time scales of solid-Earth
response have the dominant impact on maximum GL retreat (Table 3.8) compared
to lithosphere thickness. One should, however, state that the grounded ice flow is
rather slow in this scenario compared to present-day Antarctic ice streams, that
feed the surrounding shelf areas (e.g. ~500 m/yr in the catchment area of the Ross
Ice Shelf (Thomas et al., 2013) vs. less than 150 m/yr here). Compared to that,
the ice flow in this scenario is potentially less controlled by the underlying bedrock
topography.

The initial magnitude of the backward slope also affects the time to reach stabil-
ity. An ice sheet on a slope of different steepness might then also be more sensitive
to lithospheric thickness as it is the case in this scenario. The possibility of GL
re-advance yields a greater importance for the lithosphere thickness in later parts
of the system’s evolution in time.

The common method to account for a coupling between ice and solid-Earth
dynamics, the ELRA method, shows similar behaviour as the RIMBAY /VILMA
simulations, but has a major drawback when it comes to sea-level implications.
The SLE is not solved within the ELRA approach. The one possible way of ac-
counting for sea-level rise or fall on glacial-interglacial time scales is to account for
eustatic sea level only. By that, the local sea level is overestimated (due to neglect-
ing the reduced gravitational attraction following the ice mass loss), and by that
also the ice sheet’s response to sea-level change is amplified. The overestimated
sea level could potentially be compensated by an adequate choice of ELRA param-
eters (faster and more localized adjustment). The physical meaning of 7. and D,
however, would suffer even more from that. The adjustment of the ELRA param-
eters and the assessment against SGVEM simulations is an important issue even
without the requirement of modeling ice-sheet /sea-level interactions (van den Berg
et al., 2008; Konrad et al., 2014). The comparison of results from the VE_L035_M19
and VE_L100_M21 simulations to results from respective ELRA simulations shows
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that the a priori relaxation times in ELRA have to be chosen shorter than the
related relaxation spectrum of a SGVEM in order to adequately model GL retreat
in a sea-level rise scenario in general.

The relation between the time scales of solid-Earth relaxation and ice-flow ad-
justment is also very important for the retreat characteristics and potential re-
advance of the GL. A slowly adjusting solid Earth stabilizes the disintegrating
ice sheet gradually (VE_L035_M21 graphs in Figure 3.11). Depending on the GL
retreat velocity and on the delay of the solid-Earth response, the GL can even
overshoot the later steady-state position and — after stopping further down-slope —
re-advance when the delayed fall of RSL creates the necessary conditions (Figure
3.12). This, however, also depends on the lithosphere thickness: The thick litho-
sphere in the VE_L100_M21 simulation and the related long-wavelength pattern of
RSL fall prevent the GL from re-advancing.

A fast adjusting solid Earth interacts with the ice sheet in a more complex way.
Depending on the ice-rheological parameters and the stress field in the ice, it takes
the ice dynamics a certain time to adjust to new boundary conditions. In the
case shown in Figure 3.11, these new conditions comprise the new SMB and the
changed basal conditions (BASL), as well as the constantly adjusting ice-sheet ge-
ometry due to GL retreat. If the Earth beneath the ice sheet adjusts faster than or
with similar time scales as the ice flow adjusts to the new conditions, the approach
towards the final steady state becomes very slow. This manifests numerically in
the long time spans between to grid-scale GL retreat events.

A general feature of the presented results is the insensitivity to the applied
forcing: The GL covers 240 km at most — under the most unrealistic condition of a
180 m rise of global mean sea level within less than 2000 yr (Table 3.8). Although
this might be attributed to the specific set-up, it points at the inert representation
of the GL, if this is not treated beyond the application of the SIA on the one
and SSA on the other side of the GL and the floating criterion to seperate these
two areas (cf. Section 2.2.4). This drawback hinders clearer conclusions w.r.t. the
relation of time scales of the ice and the Earth.

3.3 Conclusions

3.3.1 The applicability of ELRA

In accordance with a previous study (Le Meur and Huybrechts, 1996), it has been
found in Section 3.1 that the feedback of ice sheets with the solid Earth via the
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SMB and the surface elevation of the ice sheet (Section 1.1.1) can be reasonably
approximated by the ELRA approach. Still, an optimal fit to the ice-dynamical
results from a fully coupled simulation (here: RIMBAY/VILMA) needs a revi-
sion of the ELRA parameters as their physical meaning is compromised by the
simplicity of the ELRA assumptions w.r.t. the lithospheric and mantle dynamics.
Even in the cases of small deviations between ELRA and VILMA in terms of the
ice dynamical response, the application of VILMA has the strong advantage that
the quality of the solid-Earth response and the related feedbacks only depends on
the quality of the applied viscoelastic Earth parameters. Also, a global consider-
ation of glacial dynamics can be performed gravitationally consistently with the
ice-sheet model coupled to VILMA.

The complex flexural behaviour of the lithosphere, as well as the mantle relax-
ation can be approximated by ELRA only in a rather crude way: Considerable
systematic differences between VILMA and the ELRA model exist in the periph-
eral region of the ice sheet, and so it can be concluded that a fully coupled system
may improve the interpretation of observations such as sea-level indicators or GPS
data w.r.t. ELRA.

The simplified Earth dynamics of the ELRA approach yield an essential con-
ceptual drawback when it comes to the feedback of ice sheets with the solid Earth
via the GL positioning and sea level (Section 3.2). Firstly, ELRA does not allow
treating sea level gravitationally consistently, which leads to a possible overesti-
mation of the related effects. Secondly, the dependence of the relaxation time on
the load dimension and the viscoelastic stratification can be of great importance,
when it comes to GL. migration in a MISI scenario; the usage of a single a prior:
relaxation time in ELRA, despite the wavelength-dependent relaxation spectrum
associated with a more realistic Earth model description, introduces a bias in the
evolution of the grounded ice, particularly if the ELRA parameters are not care-
fully tuned. Already in the simplified ice-sheet /shelf set-up in Section 3.2, it is
difficult to define ELRA parameters, such that the effects from overestimated local
RSL, inaccurate surface deformation and mantle relaxation are minimized. The
problem becomes even more important for the simulation of an ice-sheet history
(e.g. Antarctica, see Chapter 5) through glacial cycles, as the ice sheet’s response
is sensitive to both sea-level variations and atmospheric condititions.

To avoid these drawbacks, a coupled model system such as RIMBAY /VILMA
or that by Gomez et al. (2012, 2013) or de Boer et al. (2014) should be used, as it
self-consistently accounts for sea-level variations and surface deformations.
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3.3.2 The studied feedbacks and the model system

The three feedbacks introduced in Section 1.1 have been treated to different extent
in idealized model situations. In these simplified situations, the differences in the
Earth representation — be it due to application of different approaches (ELRA vs.
VILMA) or due to different choices for the viscoelastic parameters — lead to larger
or more systematic differences in the ice dynamical evolution when the feedback
between the ice and the Earth via RSL and GL dynamics is involved. In particular,
the fast adjustment of an Earth with low mantle viscosities, as well as the high
amplitudes of deformation of a relatively thin lithosphere yield a stronger negative
feedback on GL migration than higher mantle viscosities and thicker lithospheric
layers. Consequently, the remaining chapters will focus on this feedback and re-
spective regions of the Antarctic Ice Sheet (AIS) where extensive GL motion can
be expected: The future of the West Antarctic Ice Sheet (WAIS) as a part of the
ice sheet that is vulnerable due to the MISI is investigated in Chapter 4. Chapter
5 presents results on modeling the last glacial cycle with its important transitions
from floating to grounded ice and back again in today’s ice shelves.

During the work on this thesis, it has been recognized that RIMBAY’s rather
insensitive GL. dynamics also applies when modeling the AIS in a warmer (future)
environment or through the last glacial cycle. It was identified, that this is likely
caused by the inaccurate representation of the real stress state in the vicinity of
the GL by SIA and SSA as pointed by Pattyn et al. (2012, 2013). The improved
GL dynamics developed by Pollard and DeConto (2012b) based on the work of
Schoof (2007) (Section 2.2.4) yield the possibility to achieve a more appropriate
representation of the relation between GL motion and solid-Earth relaxation. With
the kind provision of the respective numerical model by David Pollard, an advance
towards realistic simulations of the AIS could be undertaken within the framework
of this project, presented in Chapters 4 and 5.



4 The West Antarctic Ice Sheet in a
warming climate

— Possible stabilization by a rapid solid-Earth response

4.1 The West Antarctic Ice Sheet: A
glaciologically and tectonically sensitive region

The West Antarctic Ice Sheet (WAIS) is in large parts grounded below sea level on
an inward deepening bedrock (e.g. Fretwell et al., 2013). This setting (Figure 4.1E)
makes it susceptible to the Marine Ice Sheet Instability (MISI) mechanism (Sec-
tion 1.1.3). Geological observations give rise to the assumption of a much smaller
WATIS in past interglacials (Mercer, 1968; Scherer et al., 1998). The question of fu-
ture instability and the related global sea-level contribution of the WAIS has been
adressed e.g. by Oppenheimer (1998), Conway et al. (1999), Joughin and Alley
(2011), or by Nowicki et al. (2013) and Bindschadler et al. (2013) within the scope
of the SeaRISE experiments (although the latter two are not solely focussed on the
WAIS). While the forcing in some of the applied scenarios in Nowicki et al. (2013)
is strong enough to let the WAIS collapse within the next 500 years, Bindschadler
et al. (2013) find that forcing the Antarctic Ice Sheet (AIS) with a combination of
oceanic and atmospheric warming and enhanced basal sliding in accordance with
IPCC ARS scenarios (Stocker et al., 2013) does not lead to a collapse of the WAIS
within the considered 500 years.

There have been many recent studies addressing the current extent of mass loss
in the Amundsen Sea embayment (King et al., 2012; Sasgen et al., 2013; Rignot
et al., 2014; Mouginot et al., 2014; Joughin et al., 2014b; Sutterley et al., 2014)
which find the WAIS has exhibited a strong loss of ice mass along the Amundsen
Sea coast in the past years to decades. Geologically based studies show evidence
of ice loss in this area through earlier stages of the holocene (Johnson et al., 2014;
Hillenbrand et al., 2013). Favier et al. (2014) find that Pine Island Glacier in the
Amundsen Sea embayment retreats mainly due to the MISI and will continue to
do so at least in the next decades.

All respective studies on the future WAIS instability that considered numerical
modeling of the ice dynamics have been performed with simple representations of



84 4 The West Antarctic Ice Sheet in a warming climate

A:initial B: t = 20 kyr (WAIS collapse) C: t =20 kyr (no collapse)

Ice sheet surface elevation (m)
0 1000 2000 3000 4000
[ eeee—

|
-6000 -5000 -4000 -3000 -2000 -1000 O
Ocean bathymetry (m)

Bedrock topography (m)
-2000  -1500  -1000 -500 0

1 Ross Ice Shelf / Ross Sea

2 Ronne-Filchner Ice Shelf / Weddell Sea
3 Amundsen Sea

4 Marie Byrd Land (ellipse)

5 Transantarctic Mountains

6 Ellsworth Mountains

— Grounding line - ing li 7 Executive Commitee Range

Figure 4.1

A: Antarctic Ice Sheet surface elevation after 200 kyr of initialization (corresponding to
present-day observations — cf. Appendix D, Figure D.2). Ice shelves are indicated in light red;
the bathymetry of the surrounding ocean is also colorcoded. B: AIS geometry after 20 kyr
in the case of the WAIS collapse (medium forcing on the hy, = 60 km / 74 = 3x10'° Pa s
Earth; see Section 4.3.1 for details). C: The same as B but for a parameter choice of the
simulation leading to no WAIS collapse (h, = 60 km / na = 1x10*” Pa s). Note the break-
through from the Amundsen Sea to the Ross Ice Shelf in B. D: Present-day bathymetry
(BEDMAP?2 by Fretwell et al., 2013). Bedrock above sea level is indicated in grey. E: Zoom
to the WAIS as indicated by the black squares in the A and D. Here, the bathymetry is only
shown where the ice is grounded. The two black arrows indicate the main regions where
the MISI can be expected in a future retreat of the WAIS: The bedrock deepens from the
Amundsen Sea Coast and from the Ross Ice Shelf towards Marie Byrd Land. The red line
in A, B, and C includes the Amundsen Sea Sector to which the oceanic forcing is applied.
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the solid Earth response such as ELRA to changes in the ice load (e.g. Appendix
in Bindschadler et al., 2013). On the basis of the mechanism explained in Section
1.1.3, recent studies, however, have proven the importance of the bedrock and local
sea-level response to the migrating GI. when the stability of a marine-based ice
sheet is concerned (Gomez et al., 2010, 2012, Section 3.2 in this thesis).

The tectonic structure of Antarctica and the West Antarctic rift system in par-
ticular have been investigated in the past by seismic tomography and other geo-
physical methods. The East Antarctic Ice Sheet rests on a continental cratonic
lithosphere and mantle (Morelli and Danesi, 2004), whereas the WAIS is situated
on a rifted system with possibly much lower values of elastic lithosphere thickness
and asthenosphere viscosity (Behrendt, 1999; Groh et al., 2012; Accardo et al.,
2014) and associated high geothermal heat flux and subglacial volcanism, specif-
ically in the Amundsen Sea Embayment and Marie Byrd Land (Schroeder et al.,
2014; Lough et al., 2013). A relatively soft asthenosphere and thin lithosphere in
the West Antarctic rift system should allow for a faster response of the solid Earth
to a change in surface load. By this, the tectonical setting in West Antarctica bears
the potential to play a crucial role in the future evolution of the WAIS. Based on
the work of Gomez et al. (2012) and Section 3.2 of this thesis, the hypothesis of this
study is that considering a correspondingly soft solid-Earth rheology may increase
the stability of the WAIS and delay its potential future collapse in a warming
climate.

In the context of this study, the collapse of the WAIS will be defined as the
occurence of an open-ocean or ice-shelf connection from the Amundsen Sea Sector
to the Ross Sea and to the Weddell Sea as it is shown in Figure 4.1B. Remaining
parts of the WAIS are mainly grounded above sea level, as e.g. around the Ellsworth
Mountains and the Executive Commitee Range (Figure 4.1E).

4.2 Outline of the experiments

To check the hypothesis of the solid-Earth relaxation stabilizing the WAIS, the
following perturbation experiment are performed. The AIS is run to a steady
state w.r.t. the present-day SMB, as well as oceanic and geothermal heat fluxes.
The ice dynamics of the modern AIS are clearly not in a steady state as the ice
sheet is losing mass at rates of ~70-114 Gt/yr (King et al., 2012; Shepherd et al.,
2012; Sasgen et al., 2013; Gunter et al., 2014). The steady state under present-
day conditions is considered a reasonable approximation as common approaches to
obtain a non-equilibrium initial state representative for present-day would require
simulations through one or more glacial cycles (as e.g. summarized in Table 2 by



86 4 The West Antarctic Ice Sheet in a warming climate

Bindschadler et al., 2013), which would be computationally costly and imply dif-
ferent initial conditions for each Earth stucture.

The solid Earth is assumed to be in rest (hydrostatic equilibrium); this is jus-
tified as the AIS would otherwise respond to adjustments in the solid Earth, con-
tradicting the assumption of steady-state ice dynamics. In the case of the solid
Earth, this assumption is valid: For example, Adhikari et al. (2014) find that the
post-glacial rebound due to the unloading following the Last Glacial Maximum at
~ 20 kyr before present is outweighed by the response to expected future changes
already after 100 yr from present-day.

Perturbations from this equilibrium are then simulated by prescribing higher air
and ocean temperatures in and around Antarctica. The resulting loss of grounded
ice is accompanied by the delayed solid-Earth response. In a final experiment,
the additional impact of melt water from the Greenland Ice Sheet (GrIS) and the
glaciers beyond Antarctica and Greenland on the WAIS stability is evaluated.

4.2.1 Set-up of AIS dynamics

Present-day AIS representation and forcing

For this and the following investigations, the PennState3d—VILMA coupled model
is employed. The ice-sheet model’s horizontal resolution in the presented experi-
ments is 40 km. The simulations are started from present-day conditions: Initial
bedrock and ice thickness from the BEDMAP2 data set (Fretwell et al., 2013), ini-
tial surface mass balance by van de Berg et al. (2006), and surface temperatures by
Comiso (2000) are applied. Liquid water due to melting or rainfall on the surface
of the AIS occurs only in limited coastal regions (Kuipers Munneke et al., 2012).
Therefore, the SMB is sufficiently described by the surface accumulation field.

As argued by Pollard and DeConto (2012b), geothermal heat flux is prescribed in
a simple pattern with colder East Antarctica and warmer West Antarctica, rather
than more detailed data sets by Shapiro and Ritzwoller (2004) or Fox Maule et al.
(2005), which differ significantly from each other. Basal friction conditions in
terms of the basal friction coefficent (cf. Eq. 2.21) are applied as they have been
inverted from present-day surface velocities (Pollard and DeConto, 2012a). The
input data which have been listed here are illustrated in Appendix D.1.

Following Martin et al. (2011), the melting of ice under the ice shelves b is
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parameterized as
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Here, T, is the ocean temperature and Ky is a basin-dependent scaling factor.
The freezing point T, at the lower surface of the ice shelf is again given by Eq. 3.4.
The transfer factor is K7 = 15.77 m/yr/K. The distributions of Ti,. and Kp are
described in Pollard and DeConto (2012b).

Ice-berg calving as an ice-loss mechanism at the vertical ice-ocean interface is
parameterized on the basis of upstream ice thickness and the divergence of the
horizontal velocities. Another such mechanism is the melting of ice below sea level
along the vertical ice—ocean interface. The treatment follows the description for
melting below the ice shelves in Eq. 4.1 and is scaled as a surface process by the
respective ice column below sea level and the respective grid cell area.

Changing climatic conditions for the AIS

During the simulations, the boundary conditions change as the ice thickness evolves.
This concerns for example basal sliding, whereever a change from floating to
grounded ice or vice versa (GL migration) can be observed. Smoother transitions
are expected for changing sub-shelf melting rates in the case of a thickening or
thinning ice shelf given by Eqs. 3.4 and 4.1, as well as by a climate-related change
of the ocean temperature AT,.. The latter is either zero (during initialization)
or, in the following experiment, given by a constant positive offset representing a
warmer ocean with respect to the initial conditions.

The upper surface conditions are also subject to change in the case of a changing
ice thickness and a changing climate. The surface temperature is computed as

Ts =T§° —~ (S = S"P) + AT, (4.2)

where TP and STP are observations of present-day surface temperature (from
Comiso, 2000) and surface elevation (from Fretwell et al., 2013). The consider-
ation of the lapse rate v = 0.008°C/m models the decrease of temperature with
increasing surface elevation in the atmosphere. As for external ocean tempera-
ture changes, the external atmospheric temperature change AT, is zero for AIS
initialization and positive and constant for the simulation of a warming climate.
Eq. 4.2 is applied as boundary condition for the temperature field, but also used
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to update the SMB:
by = BED x o(Ts=T5P)/10°C (4.3)

which models the feedback between SMB and bedrock deformation (Section 1.1.1).
Additional changes of bg arise from meltwater percolation and run-off at warmer
sites. It is modeled by a so-called Positive-Degree-Day (PDD) scheme (e.g. Huy-
brechts and Oerlemans, 1990).

Initialized AIS

The differences between present-day ice thickness and GL and the final steady-
state AIS after 200 kyr of initialization are rather small (Appendix D, Figures D.2
and D.3). Hence, it is assumed that the steady state is a reasonable representation
of the present-day AIS. During the initialization, all feedbacks with the solid Earth
and gravity are neglected, meaning that neither bedrock deformation nor sea-level
variations are allowed.

4.2.2 Solid-Earth set-up

In this study, a radially-symmetric 4-layer solid Earth is assumed, consisting of a
lower mantle (viscosity .y = 2x10% Pa s), an upper mantle (nyy = 5x10% Pas),
a 200 km asthenospheric layer with the potential for low viscosity values between
na = 1x10Y Pa s and 5x10% Pa s, and an elastic lithosphere with practically
infinite viscosity and thickness hy, varying between 40 km and 120 km (summarized
in Figure 4.2). The values for upper and lower mantle viscosity are consistent with
Klemann et al. (2008) and Klemann and Martinec (2011) and lie between the
values which were found optimal to explain geological or space-geodetic data all
over Antarctica as reported by Whitehouse et al. (2012b) and Ivins et al. (2013).
The highest values for asthenosphere viscosity of 74 = 5x10%° Pa s — reducing the
Earth structure to three layers without low viscosities in the asthenosphere — and
lithospheric thickness of h;, = 120 km are chosen to roughly represent the cratonic
setting of East Antarctica. The eight combinations of

na(Pas) € {1x10"% 3x10% 1x10%, 3 x10*} and
hi(km) € {40, 60, 80} , (4.4)

which are given in Figure 4.2, are meant to represent the rifted system of West
Antarctica. The lower bound for the asthenosperic viscosity (1x10' Pa s) equals
the upper bound for other rifts as investigated by Schotman and Vermeersen
(2005); hence, the associated short time scales of solid-Earth relaxation are proba-
bly not underestimated drastically, if at all. It is also in accordance with Kaufmann
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Figure 4.2
Applied one-dimensional viscoelastic settings: The West Antarctic rift system is modeled by

relatively low values for the thickness of the lithosphere between 40 km and 80 km and for
the viscosity in the asthenosphere between 1x10'° Pa s and 3x10%° Pa s. The East Antarctic
continental plate is exemplarily modeled by a 120 km lithosphere and 5x102° Pa s viscosity
for both asthenosphere and the upper mantle. The considered combinations are marked by
a cross in the matrix.

Figure 4.3

Global present-day bathymetry according to
the ETOPO1 data set (Amante and Eakins,
2009) north of the thick black line and the re-
gridded BEDMAP?2 data set (Fretwell et al.,
2013) south of it. The red line includes the
model domain of the ice-sheet model.
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et al. (2005), who apply a viscosity gradient in the upper mantle (100 km to 450 km
depth) from 1x10?! Pa s along the Transantarctic Mountains to ~3x10'® along
the Amundsen Sea coast based on seismic tomography, and with van der Wal et al.
(2015), who find values for the viscosity in the asthenosphere between 1x10'® Pa s
and ~1x10?! Pa s for West Antarctica. The upper bound (3x10* Pa s) yields a
transition to a three-layered Earth with ny = nyy = 5 x 10% Pa s.

Global bathymetry initialization

An initial global bathymetry (5(€2) (Section 2.3.2) has to be provided to the
SLE solver in VILMA. The commonly applied ETOPO1 bathymetry (Amante
and Eakins, 2009) is considered here. The Antarctic region is substituted by the
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BEDMAP?2 data set (Fretwell et al., 2013) after it has been regridded to the SLE
solver’s Gauss-Legendre grid as explained in Section 2.4.1. The respective present-
day bathymetry is shown in Figure 4.3.

4.2.3 Perturbations of the steady state
Atmospheric and oceanic perturbation

The applied forcing consists of instantaneous atmospheric and oceanic warming
by AT, and ATy, respectively, at present day (¢t = 0). Via Egs. 4.3 and 4.1 and
the PDD scheme, this leads to higher rates of snow precipitation and melt water
run-off on the ice-sheet surface (AT,;) and higher rates of ice-shelf melting at the
ice—ocean interface.

The ocean temperature increase AT, is applied to the Amundsen Sea Sector
only, where the WAIS is most vulnerable due to the upwelling of warm circumpo-
lar deep water (e.g. Thomas et al., 2004; Thoma et al., 2008; Jacobs et al., 2011),
and where oceanic warming in the present and in the future is also most likely
(Bindschadler et al., 2013). The definition of the Amundsen Sea Sector in terms
of geographical coordinates (cf. Figure 4.1) follows Pollard and DeConto (2012b).
An equal warming in the strongly protected oceanic caverns under the large Ross
Ice Shelf and Ronne-Filchner Ice Shelf are unrealistic (Bindschadler et al., 2013),
although particularly the temperature of ocean water below the Ronne-Filchner
Ice Shelf may also increase in the future (Hellmer et al., 2012).

Three different forcing scenarios are considered: A weak forcing with AT,. =
1.2°C/ATy = 2.4°C, a medium forcing with AT, = 1.4°C/AT,, = 2.8°C, and a
strong forcing with AT, = 2.0°C/AT,; = 4.0°C. Ligtenberg et al. (2013) report
an increase of the 2 m air temperature over Antarctica by 2.4-5.3°C until 2200
AD obtained from regional climate modeling, depending on the respective IPCC
ARD5 scenario (Stocker et al., 2013), which approximately corresponds to the span
of the chosen values for AT,;. The related change of SMB in this study might
differ, however, as it is simply parameterized by Eq. 4.3 and the PDD scheme.
Timmermann and Hellmer (2013) report ~1°C of ocean warming in the Amundsen
Sea area from 2010 to 2200 under different IPCC AR5 scenarios.

Sea level rise from Greenland and glaciers

The GrlIS stores ~2.96x10% km? of ice or ~7.4 m of equivalent sea level (ESL)
(Bamber et al., 2013). In order to create a deglaciation history of the present GrIS,
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Figure 4.4

GrIS deglaciation history; A-D: ice thickness for a given ice volume loss (in cm ESL). E:
Time series of ice loss according to three deglaciation scenarios. The two fast deglaciation
scenarios (red and blue) are based on the SeaRISE R8 experiments (Bindschadler et al.,
2013). The horizontal dashed lines indicate states of the GrIS as they are illustrated in
A-D. Note the different scale of the time axis after 2 kyr in E.

the present-day mass loss pattern by Sgrensen et al. (2011) obtained from ICESat™
laser altimetry data is applied to the Greenland ice distribution until a given vol-
ume loss is reached. The mass loss naturally occurs mainly at the margins of the ice
sheet. Snap shots of the deglaciation at given volumes are shown in Figure 4.4A-D.

The rates at which the GrIS discharges ice into the oceans are partially taken
from the SeaRISE R8 experiment (Bindschadler et al., 2013) in which e.g. max-
imum and mean ESL contributions at ¢ = 100 yr, 200 yr and 500 yr are listed.
These have been extrapolated until the GrIS has completely vanished (red and
blue in Figure 4.4E). In the case of the maximum contributions (red curve), the
GrlS is gone within the first 850 yr. The mean scenario (blue curve) takes 1600 yr.
A more conservative scenario has been defined which leads to a complete vanishing
of the GrIS after 6450 yr (black curve).

The complete global glacier inventory has been estimated to contain ice of 0.6 m
ESL (Radi¢ and Hock, 2010), 0.43 m ESL (Huss and Farinotti, 2012), or 0.35 m

¥Tce, Cloud and Land Elevation Satellite
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ESL (Grinsted, 2013). Due to data availability, the values of Radi¢ and Hock
(2010) have been used here to create a global glacier ice distribution on the SLE
solver’s Gauss-Legendre grid. This distribution and its genesis on the basis of
Radi¢ and Hock (2010) can be found in Appendix D.3. Note that glaciers in
Antarctica and Greenland are excluded here as they are considered by either the
description above (Greenland) or the explicit ice dynamical modeling (Antarctica).
Consequently, the global glacier volume considered here amounts to ~0.4 m ESL.
In the experiments with sea-level rise from non-Antarctic locations, the glaciers
are assumed to melt with uniform rates within the first 2000 yr of the experiments
or to stay in its present state (i.e. no melting). It is important to note that the
mass loss of the GrIS and the other glaciated regions is not dynamically modeled,
but prescribed as an additional far-field sea-level forcing of the AIS by adding the
respective AH-fields during the coupling procedure (Section 2.4).

4.3 Results

4.3.1 Dependence of the WAIS stability on the solid-Earth
structure

The results discussed in this section are obtained without additional sea-level forc-
ing from the GrIS or the glacier melting, but solely by increasing atmospheric
and oceanic temperatures according to the classifications above (weak, medium,
strong). A preliminary study, in which sea-level or solid-Earth deformation feed-
backs have not been taken into account, showed that the GL dynamics in the
PennState3d model are behaving chaotically if extended GL retreat is involved
as it is in the case of the WAIS collapse. Therefore, the timing of the potential
WALIS collapse cannot be determined by single simulations but rather ensembles
with different initial states (see Appendix D.4 for details of the preliminary study).
In order to keep the computational cost in a reasonable range, the weakly forced
scenarios (AT,. = 1.2°C, AT, = 2.4°C) are computed only once with initialization
time At = 200 kyr. This is justified as the WAIS does not collapse under this
forcing, regardless of the Earth-model parameters. If the WAIS collapse occurs
(medium and strong forcing), the time series of grounded ice volume are com-
puted from such ensembles based on different initialization times.

In the case of the strong forcing, a fast collapse occurs which outweighs the effect
of the chaotic behaviour; therefore, the respective ensembles are small (six sam-
ples). The sample results support the assumption of small scattering in the case
of a fast collapse (cf. Figure D.6J-R in Appendix D). The same argument does
not necessarily hold for the medium forcing. Therefore, the ensemble is chosen
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to be larger (41 samples). The individual results show a broader scattering and
therefore yield a larger formal variability (Figure D.6A-T).

In all simulations, the oceanic and atmospheric warming leads to loss of grounded
ice, specifically in the WAIS. However, a complete collapse of the WAIS does not
necessarily occur in all simulations. Independently from the applied solid-Earth
set-up, the weak forcing does not lead to a collapse of the WAIS in the above
terms, i.e. a break-through from the Amundsen Sea to the Ross Ice Shelf. The
strong forcing leads to the collapse before ¢ = 20 kyr, again independent from the
Earth structure. Under the medium forcing, however, the WAIS reacts differently,
depending on the Earth structure. Figure 4.1B and C illustrate the final states
after 20 kyr in the case of a collapsing or stable WAIS.

Figures 4.5 and 4.6 exemplarily provide a more detailed insight into the sit-
uations before the potential collapse and after 20 kyr in these two simulations
(medium forcing; hy, = 60 km; 74 = 3x10'” Pa s or 1x10' Pa s). The time
'before the collapse’ is defined to be the time at which the ice sheet reaches the
value Virounded = 24.34x10% km? for grounded ice volume. This value is arbitrarily
chosen with the requirement that it is close to the steady-state volume achieved
later in the case of the stable WAIS (here: ny = 1x10* Pa s). The times, at
which the two simulations reach this value, differ by 1.6 kyr. This is (1) due to
the chaotic behaviour (Appendix D.4) and (2) due to the stabilizing effects of the
softer asthenosphere (ny = 1x10' Pa s). For a better comparison and to avoid
misinterpreting the effect caused by the chaotic behaviour, the common value for
Verounded 1S preferred over the same time.

Figure 4.5 shows the differences in ice thickness with respect to the initial state
before the potential collapse (A: 7y = 3x 10 Pasatt =5 kyr; B: gy = 1x10' Pas
at t = 6.6 kyr), and after 20 kyr (D: na = 3x10'% Pa s; E: ny = 1x10' Pa s), as
well as the respective differences between the simulations based on the two Earth
structures (C and F). Figure 4.6 illustrates the changes in RSL at the same times
and the respective differences for the two different asthenosphere viscosities.

The change of ice thickness before a potential collapse (Figure 4.5A,B) does not
differ very much between the simulations with different asthenosphere viscosity
(Figure 4.5C). The larger differences occur along the Transantarctic Mountains,
where also the Ross Ice Shelf GL differs most. In both cases, there is already a
small open-ocean (or ice-shelf) connection from the Amundsen Sea to the Wed-
dell Sea. The respective changes in RSL, however, yield a shallower ocean depth
(~80 m at the peak) in the already collapsed Amundsen Sea embayment in the



94 4 The West Antarctic Ice Sheet in a warming climate
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Figure 4.5

A: Change of ice thickness (AH) in the medium forcing scenario with the hy, = 60 km /
na = 3x10'° Pa s Earth structure at ¢t = 5 kyr. B: The same for ny = 1x10'° Pa s and
t = 6.6 kyr (see main text for the chosen times). In both cases, the WAIS has mainly
retreated from the former Amundsen Sea coastline. C: Difference between the A H-fields in
A and B. D: The same as A at ¢ = 20 kyr; the break-through from the Amundsen Sea to
the Ross Ice Shelf is evident here (WAIS collapsed). E: The same as B at ¢ = 20 kyr; no
break-through (WAIS preserved). F: Difference between the AH-fields in D and E. Please
note that the colors of the GLs in C and F refer to the respective colors for GLs in A and B,
or D and E, respectively. The labels in the upper right corner of A, B, D, and E mark the
specific situations as representatives in the later discussion (e.g. Figure 4.7). The illustrated
region of Antarctica is the same as in Figure 4.1E

case of N = 1x10" Pa s (Figure 4.6C). This is due to (1) the faster asthenospheric
response (lower viscosity) and (2) the advanced timing (6.6 kyr vs. 5 kyr) so that
the respective uplift is strong enough to prevent the WAIS from further collapse.

After 20 kyr, the WAIS has collapsed in the case of 7y = 3x10" Pa s (Figure
4.5D): Allice is lost in Marie Byrd Land. In contrast to that, the ice thickness is al-
most the same as after 6.6 kyr on the ny = 1x10'? Pa s Earth. The respective RSL
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Figure 4.6

The same as Figure 4.5 for RSL change (As,g). Note that negative values in A, B, D, and
E indicate decrease of ocean depth/bedrock uplift. Positive values in C and F indicate a
shallower ocean /higher uplift for na = 1x10'® Pa s. In A and B, the RSL response to the
retreat from the Amundsen Sea coast is evident. The high RSL response spreads all over
Marie Byrd Land in the case of a collapse (D), whereas the RSL pattern does not change
so much from earlier stages in the case of a preserved WAIS (B vs. E). Still, the RSL is
stronger after 20 kyr than after only 6.6 kyr of relaxation.

changes now yield a shallower ocean in Marie Byrd Land for 4 = 3x10'? Pa s, but
this is simply due to the loss of more grounded ice compared to ny = 1x10!" Pa s
and the associated unloading of the Earth.

The (in-)stability is directly related to the magnitude of the RSL response to
the ice retreat in the Amundsen Sea embayment. An important feature within
each ensemble in the mediumly forced scenario is that the WAIS stability depends
solely on the Earth structure as discussed here. Different initial states lead to a
different timing of grounded ice loss but do not affect the general feature of collapse
or stability (cf. Appendix D.5).
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Time series of grounded ice for the various simulations. A: weak forcing; B: medium forcing;
C: strong forcing. The right frames in B and C give the lo-variability of the time to reach
a given volume of grounded ice (see main text). The grey shading indicates the volume at
which the break-through from the Amundsen Sea to the Ross Ice Shelf occurs. The labels in

B refer to the respective exemplary situations shown in Figures 4.5 and 4.6 (black horizontal
line: Vgrounded = 24.34x10° km?3 — see main text).
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Evolution of grounded ice volume

The left frames in Figure 4.7 show the time series of grounded ice volume for the
three forcing scenarios. As an ensemble is created for a given Earth structure in
the cases of the medium forcing (B) and the strong forcing (C), the time series
on the left handside show the mean evolution Viounged(t) of the ensembles. The
break-through from the Amundsen Sea to the Ross Ice Shelf only occurs if the
grounded ice volume drops to ~23.5x10°% km® or below, indicated by the grey
shading in Figure 4.7. Note, however, that the respective loss of ~3x10°% km? of
grounded ice does not only come from the WAIS as the atmospheric warming is
applied to the whole AIS.Y With a collapsed WAIS indicated by this threshold for
grounded ice volume, the general stability in the weakly forced scenario and the
general collapse in the strongly forced one are obvious from Figure 4.7.

The threshold also indicates the dependency of the collapse on the Earth struc-
ture as discussed above under the medium forcing. The WAIS is finally pre-
served in the simulations with h;, = 40 km / na = 3x10Y Pa s, hy, = 60 km
/ na = 1x10" Pa's, and hy, = 40 km / ny = 1x10' Pa s. When passing the
empirical Vyounded = 24.34x10% km?® threshold (see above), the WAIS state is ei-
ther ’stable’ (Figure 4.5B) or 'unstable’ (Figure 4.5A) as marked by the labels in
Figure 4.7B. The final (¢ = 20 kyr) difference in grounded ice volume between the
AIS with the "WAIS preserved’ and the "WAIS collapsed’ is ~0.9x10% km?® or an
additional equivalent sea-level rise by 2.25 m in the "WAIS collapsed’ case. Again,
the ’collapsed’ and ’preserved’ labels refer to the respective situations in Figure
4.5. The combination of hy, = 60 km and ny = 3x10% Pa s yields a slow collapse
towards an ice-free WAIS. Likewise, the hy, = 40 km / ny = 1x10' Pa s Earth
structure (the ’softest’ combination in terms of the thinnest lithosphere combined
with the lowest viscosity in the asthenosphere) exhibits ongoing ice loss under the
strong forcing and thus unfinished collapse even after the illustrated 20 kyr.

On the temporal uncertainty

The right frames in Figure 4.7B and C show the standard deviation in timing for
each Earth structure, which has been calculated from the ensemble as

d‘/grounded (t)

v AVia(2) (4.5)

Atga(t) = '

VIn the most extreme scenario (strong forcing, East Antarctic solid-Earth representation),
2.58 %105 km? of grounded ice are drained from the WAIS and the Antarctic Peninsula.
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with the standard deviation AVf(t) at a given time ¢. The monotonous loss of
grounded ice then yields the inverse relations ¢(Vgroundea) and Atgsid(Varounded)-

The temporal scattering should not be considered at times when the grounded
ice volume already approaches its final value. Then, Eq. 4.5 naturally yields large
values for Atgq due to the low values for the derivative dVgioundea/dt. These are
not of interest because all samples of one ensemble are approaching their new
steady states which do not differ very much in volume. This applies for example
for the Atgq = 2.5 kyr peak in the case of the medium forcing on the A;, = 60 km
/ na = 1x10" Pa s Earth at Verounded = 24.2x10°% km? (red solid line in Figure
4.7B). The spread of the volume loss timing (right frames in Figure 4.7B and
C), are largest in the medium forcing scenario. The respective ensembles (Ap-
pendix D, Figure D.6A-I) show a certain drift into an apparent steady state above
Verounded = 25x10°% km?, from which a larger ice loss with broadly scattered timing
occurs. This leads to first peaks in the Atgq(Viroundea) relation for almost all Earth
structures in the case of the medium forcing. By this, the temporal uncertainty
during the transient ice loss ranges between 0.5 and 1.5 kyr. The timing does
not scatter if the volume loss occurs fast (Atgq < 0.1 kyr in the strongly forced
scenario for all Earth structures before approaching the final state).

Delay of the WAIS collapse by a soft Earth structure

The mere comparison of the timing of the collapse also yields large differences as
it can already be inferred from the time series in Figure 4.7B and C. Here, an ex-
tended analysis for the medium and the strong forcing and two values of grounded
ice is shown in Figure 4.8. These two values are Vgrounded,1 = 24.5X 10% km?, which
is reached long before the collapse and corresponds to an AIS state that is com-
parable to the ones shown in Figure 4.5A and B (depending on whether a collapse
occurs in the future), and Vgounded,2 = 23.5x10% km?, which corresponds roughly
to the break-through from the Amundsen Sea to the Ross Ice Shelf (see above).
The times are taken from the mean time series which are illustrated in Figure 4.7B
and C. The respective variability is indicated by the error bars.

The time to reach the earlier state (Vroundeda,1) spreads much less for different
Earth structures, particularly in the case of the strong forcing (Figure 4.8B), than
the time to reach the break-through Vg iounded,2, wWhich is increasing with softer
Earth structures due to the slow decay of the WAIS in these cases. In the medi-
umly forced scenario, the value Viounded2 = 23.5x10% km? associated with the
WALIS collapse is reached between ~7 and 14 kyr after the onset of the forcing.
Under the strong forcing, this value is reached between 3 and 8 kyr.
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Figure 4.8
Timing incl. 1o variability (error bars) for two values of grounded ice volume

Verounded,1 = 24.5%x10° km? (white background; before the potential collapse, roughly corre-
sponding to Figures 4.5A,B and 4.6A,B) and Virounded,2 = 23.5x10° km? (grey background;
roughly coinciding with the break-through from the Amundsen Sea to the Ross Ice Shelf)
for all Earth structures (indicated as hy, / na along the abcissa) under the medium (A)
and the strong (B) forcing. The larger error bars in the mediumly forced simulation are
due to the broader scattering (see main text). Note the similar timing of Vigroundea,1 for all
Earth structures, especially in B, and the larger spreading towards later times in the case of
softer Earth structures for Vgrounded,2- As the WAIS does not collapse for the three softest

Earth structures in the mediumly forced scenario, the respective times for Viroundea,2 are
not defined (A).

In the following, the temporal delay for a given volume Vigrounded,r (kK = 1,2 — see
above) between two Earth structures ¢ and j, i.e. the difference in time to reach
this value of grounded ice volume, is discussed:

Atgelay,ijk = ti(Varounded,k) — t;(Varounded k) (4.6)

These differences are considered significant, if

Algelay,ijk > \/ (Atstd,i(Vgrounded,k))2 + (Afstd,j(Vgrounded,k))2 (4.7)

with Atgq defined in Eq. 4.5. The respective values for the delay are shown in
Appendix D.6. They can, however, be directly inferred from Figure 4.8. In the
following, only differences, which are significant in the above sense, are discussed.
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Verounded,1 = 24.5x10% km? is reached during the WAIS GL retreat in the medi-
umly forced scenario between 0.7 and 1.5 kyr later in the case of an asthenosphere
viscosity na < 3x10%° Pa s when compared to the 7, > 3x10% Pa s results. A
comparison between simulations with 7y < 1x10%° Pa s is only significant for the
most differing Earth structures in that range: h;, = 40 km / gy = 1x10' Pa s
yields a delay of 0.7 kyr w.r.t the simulations with ny = 1x10%?° Pas. Differences in
the lithospheric thickness do not lead to significant delay for any of the values for
asthenosphere viscosity. In the strongly forced scenario, Vyrounded,1 = 24.5x10° km?
is reached almost at the same time in all simulations with a delay not exceeding
0.2 kyr.

The second illustrated value Virounded,2 = 23.5%x10% km3 (break-through from
the Amundsen Sea to the Ross Ice Shelf; see above) is not reached under the
medium forcing in the simulations featuring the three softest Earth structures
which consequently give no results. For the same forcing, the collapse in the
na = 1x10% Pa s simulations is delayed by 1.1 to 2.4 kyr when compared to a
stiffer asthenosphere. The gradual decay of the WAIS in the case of the h;, = 60 km
/ na = 3x10" Pa s Earth (Figure 4.7B) leads to a delay of the collapse of more
than 4.7 kyr. Again, differences in lithospheric thickness alone do not provide a
significant delay. The strong forcing, which causes the WAIS collapse for all applied
Earth structures, yields temporal delays that are almost all significant in the above
sense. Here, the delay between ny = 3x10%° Pa s and ny = 1x10%° Pa s becomes
very small (< 0.5 kyr), whereas a softer asthenosphere ny < 3x10' Pa s implies
a delay between 0.8 and 5.2 kyr. Within this range of low viscosities, for which
the delay is up to 4 kyr, the values for na are very important for the exact timing
of the WAIS collapse. Here, differences in the lithospheric thickness also provide
significant and rather long delays of the collapse of 0.8 kyr (4 = 3x10' Pa s) or
2.6 kyr (na = 1x10" Pas).

4.3.2 Impact of additional sea-level rise

To this point, all results have been obtained without considering sea-level rise from
the GrIS or glacier melting. Additional experiments are now evaluated, for which
the weak or the medium atmospheric/oceanic forcing is employed together with
an additional sea-level forcing caused by the decay of the GrIS at variable rates
(Figure 4.4E) and the glacier melting. The strong atmospheric/oceanic forcing
is omitted here because the WAIS collapses even without further forcing. The
additional efforts do not aim at a similar analysis of the delay of the WAIS col-
lapse, etc. but only at the general impact of far-field sea-level rise in Antarctica
on the WAIS stability. Therefore, only the Earth structures featuring the 60 km
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Figure 4.9

Time series of the AIS grounded ice volume for different forcing scenarios. In each column,
the forcing from atmospheric and oceanic warming is the same (left: no forcing, center:
weak forcing, right: medium forcing). In each row, the sea-level forcing is the same (top:
no forcing, second: conservative GrIS melting, third: mean R8 SeaRISE melting, bottom:
maximum R8 SeaRISE melting). In the three bottom rows, all glaciers are vanished by
t = 2000 yr. The frames A and B correspond to the times series in Figure 4.7A and B.
Note, however, that only Earth structures with hy, = 60 km are considered here. Frames G
and K show exceptions from the sorting of the forcing scenarios by rows and columns: The
blue lines with cross markers are obtained by applying the row-specific GrIS melting but no
glacier melting. The blue line with diamond markers is obtained without glacier melting and
the GrIS only contributing 6 m ESL instead of a complete melting (7.4 m ESL). Note that all
results except those in A and B have been obtained from single simulations instead of larger
ensembles. As in Figure 4.7, the grey shading indicates roughly where the break-through
from the Amundsen Sea coast to the Ross Ice Shelf occurs.
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lithosphere are considered and the results are not based on larger ensembles but
on single runs. This is justified, as whether there is collapse or not is determined
by one representative sample.

The results are summarized in Figure 4.9. Note that Figure 4.9A,B correspond
to Figure 4.7A,B. The left column in Figure 4.9 shows the results in the case
of sea-level rise but no atmospheric or oceanic warming. It is obvious that the
steady-state AIS is not responding to the sea-level rise — no matter at which rate
it occurs. The right column (medium atmospheric and oceanic warming) shows no
differences with varying sea-level forcing: In each frame, the WAIS is only stable
if na = 1x10' Pa s. The center column (weak atmospheric and oceanic warming)
shows that the WAIS is preserved, independently from the Earth structure, if no
additional sea-level rise occurs (A) or the GrIS decays slowly (D).

If, however, the GrIS decays fast (mean or maximum R8 scenario — frames G
and K), the stiffest asthenosphere considered here (ny = 3x10*° Pa s — thick
blue lines without cross or diamond markers) does not sufficiently compensate
the GL retreat, so that the WAIS collapses. This is not the case for any lower
value of the asthenosphere viscosity. The GrIS amplitude of ~7.4 m is important
for the collapse of the WAIS: The blue diamond markers in K show that the
WALIS is stable if the GrIS contributes only 6 m of ESL, even if at the highest
rate, instead of melting completely. An additional test revealed that the sea-level
contribution from glacier melting beyond Greenland has no impact on the results
with na = 3x10%° Pa s and a fast decay of the GrIS (blue crosses in G and K).

4.4 Discussion

The ice loss after the onset of the perturbation in the first stage of the experiments
is governed by the strength of the forcing: No differences arise from the different
Earth structures in this first stage. If the forcing is weak enough (cf. the weakly
forced scenario), this stage covers rather the whole time span over which the AIS
is studied here, because only little GL retreat is involved. A stronger forcing that
leads to substantial GL retreat in the WAIS shows larger differences in the loss of
grounded ice after ~2 kyr.

In the further evolution, the solid-Earth response to the GL retreat becomes
crucial, as it determines if the WAIS collapse can be prevented by a fast solid-
Earth response. The solid Earth’s potential for prevention of the collapse depends
on the specific Earth structure and the forcing strength: The stronger the forcing,
the softer the Earth is required to provide stability to the WAIS. After exceeding a
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certain threshold, even the softest considered solid-Earth layering cannot prevent
the WAIS from collapsing. Nevertheless, the delay of the WAIS collapse imposed
by a fast solid-Earth response can easily be greater than 4 kyr.

The lithospheric thickness only leads to significant differences in the decay
scheme of the WAIS in the presence of a low asthenosphere viscosity. Then, a thin-
ner lithosphere yields WAIS stability where a thicker does not (ny = 3x10' Pa s
under the medium forcing), or it delays the collapse by 0.8 kyr (na = 3x10" Pa s
under the strong forcing) or 2.6 kyr (ny = 1x10' Pa s under the strong forcing).

If sea-level rise from the GrISY is considered in addition to atmospheric and
oceanic warming, the WAIS becomes more vulnerable if the asthenosphere viscos-
ity is close to the upper limit of the range employed here. This is, however, only
the case if the atmospheric and oceanic warming is too weak to force the WAIS
collapse on its own. The occurence of the WAIS collapse triggered by the GrIS
melting under the preconditioning of a warmer atmosphere and Amundsen Sea
(Figure 4.9G,K) points on the necessity to apply a reasonable representation of
the solid Earth when studying the future of the WAIS. Vice versa, the consider-
ation of a relatively stiff Earth structure calls for an adequate representation of
far-field sea level from possible melt water sources when the future stability of the
WALIS is concerned.

The collapse-triggering effect of the GrlS melting in an otherwise stable WAIS
situation does obviously not occur in the case of a softer Earth structure: The
na = 1x10'Y Pa s Earth under the medium atmospheric and oceanic forcing is
not affected by any rate of GrIS melting (Figure 4.9B,E,H,LL). Such a soft struc-
ture allows an easy compensation of additional increase of the ocean water column.

The main question then is, which solid-Earth structure should be considered to
assess the occurrence or the timing of the WAIS collapse. The relevant region is
of course that which reacts most to the loss of grounded ice as e.g. illustrated in
Figure 4.6D and E, i.e. the hinterland of the Amundsen Sea coast and Marie Byrd
Land. Earlier studies on Antarctic GIA mostly applied a mean one-dimensional
Earth structure suitable for whole Antarctica (e.g. Whitehouse et al., 2012b; Ivins
et al., 2013), or focused on regions which are relatively far apart and tectonically
separated from the West Antarctic rift (e.g. Nield et al., 2012, 2014). Conse-
quently, there is currently no explicit reference for the adjustment of viscoelastic
parameters to GIA-related observations such as long-term trends in GPS-detected

viAccording to Section 4.3.2, the GrIS melting alone has the same effects as GrIS and glacier
melting combined. Therefore, the glacier melting is negligible in this context.
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surface uplift around the Amundsen Sea Coast. Groh et al. (2012) suggest lower
viscosities compared to standard models for Antarctica in the region of interest to
explain the observed high rates of viscoelastic vertical motion along the Amundsen
Sea coast. Based on this suggestion, the range of asthenosphere viscosities in the
present study seems feasible.

Even if the Earth’s softness under Marie Byrd Land was overestimated by the
na < 3x10%Y Pa s asthenosphere, the results from a 1y = 1x10?° Pa s astheno-
sphere would still yield a delay of the collapse of 1.1 to 2.4 kyr compared to an Earth
set-up that fits to a mean parameterization of the whole Antarctic continent. It
should be emphasized, however, that for the applicability of the na < 3x10'® Pa s
results, the respective Earth structure does not have to fit all over Antarctica or
even to the Earth beneath the whole WAIS, but only to the Earth in the hinterland
of the Amundsen Sea coast and the Western parts of Marie Byrd Land in order to
create the RSL response illustrated in Figure 4.6F timely for a stabilization or at
least the respective delay (depending on the strength of the forcing).

4.5 Conclusions

On the basis of the presented results, it can be concluded that the solid Earth
exerts an important control on the possibility and the timing of a WAIS collapse,
as a consequence of the MISI. While the first stage of ice loss is purely governed by
the extent of atmospheric and oceanic warming, the interaction of the ice sheet and
the solid Earth becomes important in later stages: A very soft tectonic structure
below Marie Byrd land might even yield WAIS stability if the climatic warming
does not exceed a certain threshold. If the forcing of the future AIS is strong
enough to cause a collapse, a soft Earth structure still yields a slower decay of the
WALIS. Ignoring this softer setting might lead to up to 5 kyr earlier timing of the
collapse in respective model-based estimations, which is of the order of the time
which it takes for the WAIS to collapse (3 kyr to 14 kyr). Sea-level rise caused
by melt water from the GrIS may induce collapse for stiff Earth structures, even
if the forcing is moderate enough that the WAIS is stable without additional sea-
level forcing. In contrast, softer Earth structures easily compensate the additional
forcing. Finally, a very soft astenosphere, makes the leads to stability unaffected
by the sea-level rise from the GrIS.



5 Antarctic Ice Sheet dynamics through
the last glacial cycle

— Influence of the Earth structure and implications of the
paleo bathymetry state

5.1 On paleo bathymetry initialization

In the experiments in Chapter 4, the prescription of the initial bathymetry (y is
straightforward: The initial time ¢, refers to present-day, for which data sets of
the bedrock topography and ocean bathymetry are available (Section 4.2.2). A
simulation that starts in the past and ends at present-day, however, demands a
more thorough approach, because the (initial) paleo bathymetry is not known.
Typically, a first guess for the paleo bathymetry is applied and then corrected
in an iterative manner (grey cycle in Figure 5.1) so that finally the simulation
ends with the present-day bathymetry (Peltier, 1994; Mitrovica and Milne, 2003;
Kendall et al., 2005). This paleo bathymetry initialization is necessary because the
migrating coastlines change both the oceanic and the glacial loading, and thus the
residual deformation at present-day. Therefore, the initialized paleo bathymetry
depends on the applied viscoelastic structure of the Earth.

Figure 5.1
| Schematic overview over the
Firstguess for the | ! First guess for the Eemian bathymetry bathymetry iteration: The grey
Eemian bathymetry | and for the steady-state ice sheet loop (left of the black dashed

line) corresponds to the initial-
ization as it is common in sea-

New Eemian level modeling (Section 5.1). The
steady-state ice sheet

black loop (right) incorporates
the ice-sheet initialization as de-

[ Glacial cycle: Stationafrv Eemian-like scribed in Section 5.3. (pPD,mod
{ Eemian > present-day orcing refers to the modeled present-
. day bathymetry, whereas (pp ret

. . stands for the reference present-

| C’:‘)’i;"éci?;:'_ag bathy-rzetry day bathymetry (here based on
kL L ETOPO1 and BEDMAP2; Fig-

ure 4.3).
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The initialization of the paleo bathymetry also affects the ice dynamics via
changes in the ocean depth and the bedrock-topography elevation." However,
this initialization was not considered in the ice-dynamics, as long as the SLE was
not involved (as in Gomez et al., 2013; de Boer et al., 2014). There have been
many simulation studies of ice-sheet dynamics over past glacial cycles or parts of
the last glacial cycle, in which the representation of the Earth has been varied in
some sense. For instance, Le Meur and Huybrechts (1996), van den Berg et al.
(2008), and Olaizola et al. (2012) tested several approaches to solid-Earth dynam-
ics. Maris et al. (2014) varied the relaxation time 7, of the ELRA approach (Section
2.3.5). There is, however, no study focussing on the effect of paleo bathymetry
adjustment to the present-day bathymetry.

As stated above, the inferred paleo bathymetry depends on the applied Earth
structure. This study aims at a qualitative understanding of the effect of a con-
sistent paleo bathymetry initialization on the dynamics of the AIS during the last
glacial cycle.

5.2 Experiment set-up

The general set-up of the AIS simulation follows the description in Section 4.2.1.
The prescribed atmospheric and oceanic temperature offsets as well as the sea-
level forcing from the northern hemispheric ice sheets, the initial AIS geometry,
the applied Earth structures and the paleo bathymetry iteration are explained
below. The simulated glacial cycle starts in the last interglacial, the Eemian
(t =to = —123 kyr), and ends at present-day (¢t = 0).

5.2.1 Atmospheric and oceanic forcing

The SMB depends on the atmospheric temperature according to the parameteri-
zation given in Eq. 4.3. As described by Pollard and DeConto (2012b), the tem-
perature offset AT, in Eq. 4.2 is linearly coupled to the isotopic composition
of oxygen in marine sediments in terms of the global §'®O-stack by Lisiecki and
Raymo (2005) and to deviations of the annual insolation at 80°S from the present-
day value (AQgo; from Laskar et al., 2004):

ATy (t) = —10°C 60, (t) + 0.1°C W' m? AQgo(t) (5.1)

ViiFor the sake of an easier reading, the term ’(bedrock) topography’ will not be used in the
following even if changes in the bathymetry correspond to changes in the bedrock topography.
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Figure 5.2

A: Time series of normalized benthic §'*0
(solid line; left ordinate) according to
Lisiecki and Raymo (2005) and insolation
. . . . . . changes relative to present-day at 80°S
'B: atmospheric temperature forcing (dashed line; right ordinate) according to
] I Laskar et al. (2004) during the last glacial
cycle (t = 0 stands for present-day; ¢ =

)
S 4
N | —123 kyr stands for the Eemian interglacial).
< gl | B: Resulting atmospheric temperature forc-
~104 L ing (Eq. 5.1).
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Time (kyr)

where 6180, is the normalized §'%0 value with §'¥0, = 1 standing for Last Glacial
Maximum (LGM) conditions and §'®0, = 0 standing for modern climate condi-
tions. The 680, and AQsg time series as well as the resulting atmospheric tem-
perature forcing AT, according to Eq. 5.1 are shown in Figure 5.2.

The distribution of the oceanic temperature offset, which is applied all around
the AIS (in contrast to the experiments in Chapter 4), follows the temperature
changes at 400 m depth according to Liu et al. (2009): The closest grid point of
their oceanic global circulation model is used to supply ocean temperature in the
parameterization of basal melting rates (Eq. 4.1) at each ice-model grid point. As
Liu et al. (2009) provide data only for the transition from LGM to the Holocene,
the respective changes AT, at times before LGM are chosen according to equal
values of globally stacked 'O (Lisiecki and Raymo, 2005) in this period.

5.2.2 Sea-level forcing by ice-mass variation outside
Antarctica

During the last glacial cycle, the sea-level lowstand exceeded 100 m w.r.t. present-
day (e.g. Rohling et al., 1998; Lambeck and Chappell, 2001) and by that also
affected the evolution of the AIS (e.g. Pollard and DeConto, 2009). These con-
tributions are in principal accounted for by adding ice-thickness changes from the
ICE-5G ice history (Peltier, 2004) at sites remote from Antarctica when hand-
ing over the AH-field to VILMA (Section 2.4). The time series of the ICE-5G
grounded ice volume and the equivalent sea level as well as sampled spatial distri-
butions of ice thickness in the northern hemisphere are shown in Figure 5.3.
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Figure 5.3

A: Time series of grounded ice volume and equivalent sea level in ICE-5G (red) and the
scaled 6'80-stack (blue). The vertical black lines indicate the times for which the ICE-
5G northern hemispheric ice thickness is plotted in B (during glaciation), C (Last Glacial
Maximum), and D (Holocene).

During the global glaciation (from —123 kyr to —40 kyr), the respective ICE-
5G ice thickness changes AH are scaled such that eustatic sea-level contributions
from the dynamically modeled AIS and the remaining ICE-5G ice distribution
coincide with the sea level according to the §'®O-stack by Lisiecki and Raymo
(2005) (scaled to 125 m sea-level lowstand at LGM and 0 m sea-level contributions
at present-day). From —40 kyr to present-day, the ICE-5G non-Antarctic ice
thickness changes are used without scaling them as the obervations of paleo sea-
level evolution, upon which ICE-5G is based, are denser and more reliable during
the global deglaciation.

5.2.3 Earth structure

Four different Earth structures are applied in this study. In accordance with the
chosen values in Chapter 4, two structures represent the East Antarctic continen-
tal plate (labeled ’stiff”’) or the West Antarctic rift system (labeled ’soft’). Two
additional Earth structures, deviating largely from the former ones towards high
viscosities (labeled ’very stiff’) and low viscosities ('very soft’) in the astheno-
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Label | by (km) na (Pas) nuu (Pas) nug (Pas) Label 2
very soft 60 3x 10" 3x10% 1x10% 060 / 0003 / 0030 / 1000
soft 60 1x10% 5x10%° 1x10% 060 / 0010 / 0050 / 1000
stiff 120 5x10%° 5x10%° 1x10%2 120 / 0050 / 0050 / 1000
very stiff 120 1x10% 1x10% 2x10%2 | 120 / 0100 / 0100 / 2000
Table 5.1

Parameters of the four adopted viscosity structures: thickness of the lithosphere (hy,), vis-
cosity of the asthenosphere (14 ), of the upper mantle (nyy) and of the lower mantle (np).
See Section 2.3.4. The ’Label 2’ column summarizes the parameters with the viscosity values
represented by the mantissa w.r.t. 10!° Pa s for later reference in the legends of the graphics.

sphere and the mantle, are also considered. As in the Farth structures considered
in Chapter 4, the asthenosphere extends to 200 km below the elastic lithosphere
in the cases where 15 # num. The respective values are listed in Table 5.1. Note
that the very soft Earth structure is not representative for any larger fraction of
Antarctica, whereas the very stiff Earth structure has been found optimal for the
interpretation of observations in Antarctica by Whitehouse et al. (2012b).

5.3 Initial ice-sheet geometry and paleo
bathymetry initialization

The Eemian sea-level highstand has likely reached ~8 m above today’s mean sea
level (e.g. Kopp et al., 2009). A smaller grounded ice volume in the West Antarc-
tic is assumed to have contributed to this highstand (Mercer, 1968; Scherer et al.,
1998; Dutton and Lambeck, 2012). To account for this contribution, the AIS geom-
etry from a final steady state from Chapter 4 with a collapsed WAIS is considered
as a general initial setting. Likewise, the respective resulting global bathymetry —
featuring shallower oceans under the collapsed WAIS (Figure 4.6D) for example —
is applied as the first guess for the Eemian initial bathymetry (.

The iterative procedure for adjusting the paleo bathymetry is outlined in Fig-
ure 5.1 (black cycle). Starting from the initial setting as discussed above, the
glacial cycle experiment is performed. Consequently, for iteration step 1 the ini-
tial bathymetry and the AIS geometry are the same for all four Earth structures.
The differences between the final bathymetry at ¢ = 0 and the actual present-day
bathymetry (ETOPO1 (Amante and Eakins, 2009) / BEDMAP2 (Fretwell et al.,
2013); cf. Figure 4.3) are considered for correcting the bathymetry for the SLE
solver and the ice-sheet model in the Eemian.
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With this corrected bathymetry, stationary Eemian climate conditions are ap-
plied to the first-guess Eemian AIS without solid-Earth or sea-level response in
order to reach a new steady state after 50 kyr consistent with the new Eemian
bathymetry to start the glacial cycle from. This is done in order to exclude effects
of the sudden change of the bathymetry on the ice dynamics at the beginning of
the glacial cycle in the next iteration step. The new Eemian steady state depends
on the Earth structure as it depends on the bathymetry correction. Therefore,
also the GL positioning differs from one Earth structure to the other.

The alternation of glacial-cycle forcing and stationary forcing with iteratively
corrected bathymetry is repeated in order to achieve a convergence of the final
model bathymetry towards the present-day bathymetry and by that also a con-
vergence of the Eemian paleo bathymetry towards its formerly unknown repre-
sentation. With the Eemian paleo bathymetry converged, the SLE is ultimately
solved consistently with the AIS dynamics during the glacial cycle. In accordance
with Gomez et al. (2013) and de Boer et al. (2014), the Eemian bathymetry in
iteration step 3 is considered to have converged sufficiently. The convergence of
the paleo bathymetry is discussed in detail in Appendix D.7. Here, it shall only
be noted that the overall convergence is given. A certain alternation of the paleo
bathymetry in the cases of the softer Earth structures due to the Eemian steady-
state assumption is restricted to regions that are not of particular interest in this
study.

In order to create an ensemble as in Chapter 4, ten slightly different initial states
to start the glacial cycle simulation from are taken from the stationarily forced run
before iteration step 3. For clarity, the term "first-guess initial bathymetry’ shall be
used to refer to the Eemian initial bathymetry in iteration step 1 (henceforth IS1),
whereas 'corrected initial bathymetry’ shall refer to the Eemian initial bathymetry
in iteration step 3 (henceforth IS3).

5.4 Results and Discussion

Figure 5.4 shows the time series of the ensemble mean of the grounded ice volume
in the ten sample simulations per Earth structure from IS3 (solid lines) and the
respective standard deviations (dashed lines) over the glacial cycle for the com-
plete AIS, as well as the time series of grounded ice volume from IS1 (dotted; no
ensemble but single results).

The general features of the time series are the fast gain of grounded ice from
—123 kyr to —100 kyr, followed by a relative minimum of grounded ice at —90 kyr.
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Figure 5.4

Time series of mean grounded ice volume per Earth structure in Antarctica inferred from the
ensemble runs of iteration step 3 (IS3; solid lines) and from the single results from iteration
step 1 (IS1; dotted lines). The dashed lines illustrate the respective IS3 ensemble standard
deviation, referenced to the base of the frame. The single time series of the ensembles from
1S3 are shown in Appendix D.8.

The subsequent re-gain of grounded ice is interrupted by minima at —82 kyr and
—55 kyr. From —30 kyr to —15 kyr, the grounded ice volume is highest in each
time series (LGM). Then, the substantial loss of grounded ice leads to the present-
day state at t = 0.

In general, the different Earth structures group differently at different epochs
during the glacial cycle. It can already be inferred from the standard deviation
for the ensembles of 1S3 in Figure 5.4 that the differences in one ensemble are
partially larger than the differences between the ensemble means of two different
Earth structures for IS3.

5.4.1 Differences between the iteration steps

The comparison between the single results from IS1 and the ensemble results from
IS3 in Figure 5.4 shows that the iteration procedure inherently leads to a higher
post-Eemian ice volume. The bathymetry characteristics for the two iteration
steps and the averaged ice volumes are listed in Table 5.2. The individual results
from IS1 and 1S3 differ by up to 1.9x10° km?. This maximum value is reached at
—55 kyr, where the ice volumes determined for IS1 drop further than the volumes
determined for IS3. On average, the four volume time series from IS1 and the
fourty from IS3 differ by 0.7x10° km? over the whole glacial cycle.

The reason for the higher ice volumes in IS3 lies in the bathymetry correction:
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Co (Eemian) Cpp (present-day) V groundea (10° km?)
IS1 | equal for all Earth | deviating from observa- 27.8+£1.2
structures (first | tions and depending on
guess) Earth structure
IS3 | depending on Earth | matching present-day ob- 28.5+1.3
structure (corrected) | servations = almost equal
for all Earth structures

Table 5.2

Principal characteristics of the initial bathymetry and present-day bathymetry in iteration
step 1 (IS1) and iteration step 3 (IS3) and the volume of grounded ice ngunded averaged
over the glacial cycle and all simulations of the respective iteration step (regardless of the
Earth structure; 4 simulations for IS1 and 40 simulations for IS3).

Figure 5.5 shows that the corrected initial bathymetry for IS3 implies a shallower
ocean in the Eemian beyond the GL for all Earth structures. This is because
the Earth in today’s ice shelves and oceans around Antarctica has been loaded
by the advancing AIS between the Eemian and the LGM (~100 kyr of loading;
with interruptions) and then unloaded again during the deglaciation after the
LGM (~20 kyr of unloading). The much longer loading period leads to more net
subsidence before the LGM than there is net uplift since the LGM which shifts the
corrected initial bathymetry to shallower oceans so that eventually the modeled
present-day bathymetry matches the observed one.

A: 060 /0003 /0030 / 1000 (very soft) B: 060 /0010 /0050 / 1000 (soft) C: 120 /0050 / 0050 / 1000 (stiff) D:120/0100 /0100 /2000 (very stiff)

Bathymetry correction (m)

Figure 5.5

Corrected initial bathymetry ¢{>® of iteration step 3 (IS3) w.r.t. the first-guess initial
bathymetry ($5! of iteration step 1 (IS1) for the four Earth structures. The convention
is: (152 — ¢®'. This means that positive values around Antarctica stand for shallower ini-
tial oceans in IS3 compared to IS1. The Eemian GL in IS3, which depends on the Earth
structure, particularly in the WAIS (cf. Section 5.3 and Appendix D.7), is also shown as
coloured outlines.
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5.4.2 Regional analysis of the glacial evolution

From here on, all discussed results are representing IS3. For a more regional
evaluation of the results, the AIS is subdivided into four major parts by systemat-
ically combining drainage basins inferred from satellite observations (Zwally and
Giovinetto, 2011) to larger entities. The four chosen areas are shown in Figure
5.6. They are

A the Filchner-Ronne Ice Shelf and its catchment — labeled as Filchner-Ronne
Ice Shelf catchment (although this is imprecise in two senses: firstly, the ice
shelf itself would not belong to its catchment; secondly, all today’s Antarctic
ice-shelf regions were covered with grounded ice at the LGM (e.g. Bentley
et al., 2014) and therefore have been no ice shelves),

B the Ross Ice Shelf and its catchment (with the same imprecision concerning
the label),

C the remaining parts of today’s WAIS (mainly the Bellinghausen and Amund-
sen Sea coasts) and the Antarctic Peninsula, and

D the remaining parts of the East Antarctic Ice Sheet (EAIS), covering Dron-
ning Maud Land, the Amery Ice Shelf and its catchment and Wilkes Land.

The outlines of the drainage basins by Zwally and Giovinetto (2011) have been
extended from the present-day calving fronts such that they cover the continental
shelf. By that, all grounded ice during the glacial cycle except for only a few
grid cells in the outer LGM Peninsula ice sheet and except for the ice cap on the
South Orkney Islands is captured in the four catchment areas. The time series of
grounded ice in these four areas are shown in Figure 5.7. The results for the to-
tal AIS (Figure 5.4) are the sums of the respective results presented in these frames.

4000
10001 Figure 5.6

The four catchment areas (orange) defined
according to the ice divides from Zwally and
Giovinetto (2011) with the AIS surface ele-
vation and ocean bathymetry at LGM. The
catchments’ labels (A-D) are in accordance
with Figure 5.7 and the main text. Here, it
can also be seen that the AIS extends much
farther than in its present configuration (cf.
-6000 0 Figure 4.1 in the previous chapter).
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Figure 5.7

Time series of grounded ice volume of the IS3 ensemble mean (solid lines) and standard
deviation (dashed; referenced to the frames’ base) for each Earth structure in the four
catchment areas outlined in Figure 5.6. The IS3 results in Figure 5.4 are the sums of those
in A-D. The single time series of the ensembles from IS3 are shown in Appendix D.8.

The Filchner-Ronne Ice Shelf catchment (Figure 5.7A) yields very high variabil-
ity between the ensemble members over the whole time span (see also in Figure
D.9 in the Appendix). The size of the considered ensembles is probably too small
for analysing the relations between grounded ice volume and the Earth structures.

The large variability of the results in the Filchner-Ronne Ice Shelf catchment
can be attributed to the quasi-chaotic behaviour, which is also visible in the results
concerning the future WAIS collapse (Chapter 4), and its interplay with the promi-
nent features of the bathymetry in today’s floating portions in this area such as the
deep depression around the present-day GL (white cross in Figure 5.8A) and par-
ticularly the Thiel Trough on the Eastern ice-sheet—shelf boundary. The variability
overlies most grounded ice variations induced by differences in the Earth structure.
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Aside from the initial Eemian state (featuring the collapsed WAIS), the ice
evolution in the Ross Ice Shelf catchment (Figure 5.7B) can be characterized by
two states and relatively fast transitions between these two:

1. The GL is approximately at its present-day location (red line in Figure
5.8A,B), e.g. during the minimum reached around —90 kyr and (of course)
at present-day (t = 0). This state is also reached in 50% of the ensemble
simulations for the stiff Earth (Appendix D.8) around ¢ = —55 kyr, which
leads to the loss of grounded ice in the mean time series (blue in Figure 5.7B)
and the peaking variability (0.53x10° km?).

2. The GL is close to the continental margin (Figure 5.6; black line in Figure
5.8A,B), where further gain of grounded ice via GL advance is not possible.
This state is reached above a threshold of Vyrounded & 7.75 x 10° km?.

This simple and rather stable advance and retreat scheme is probably due to the
smooth ocean bottom beneath today’s Ross Ice Shelf (Figure 5.8A) compared to
the Filchner-Ronne Ice Shelf with its prominent depressions and the associated
rather chaotic GL migration (see above). It manifests in much less variability for
the different Earth structures: The standard deviations are generally low, but peak
whenever the results from the respective Earth deviate from the mean evolution.
Examples are:

1. less grounded ice in the case of the stiff Earth (blue) before the first mininum
at —90 kyr,

2. an earlier re-advance from this first minimum if the very stiff Earth (black)
is considered,

3. the very prominent collapse of large grounded ice portions around —55 kyr
on the stiff Earth (blue), and

4. the delayed loss of grounded ice following the LGM on the soft Earth (green).

The specific behaviour of item 3 will be the main focus of Section 5.4.3.

The ensembles yield a much lower absolute variability (factor 10) in the two
other areas, the remaining WAIS /Peninsula (Figure 5.7C) and the remaining EAIS
(D). The results in the remaining WAIS/Peninsula do not show a clear system-
atical grouping of the Earth structures: During the first 45 kyr, the soft and the
stiff Earth are clustered, whereas the very soft (very stiff) Earth yields a smaller
(larger) grounded ice volume. Then, the soft and the very stiff Earth are clus-
tered, as well as the very soft and the stiff Earth, implying that no unique relation
between the Earth’s stiffness and the evolution of grounded ice volume applies here.
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The evolution of grounded ice in the EAIS is systematically affected by the
structure of the underlying solid Earth: The stiffer the Earth, the higher the
stored volume of grounded ice. The variations of grounded ice volume in this area
over the glacial cycle are, however, rather low compared to the other three regions
where the grounded ice advances over large areas to reach the continental margin.

The positive relation between grounded ice volume in the remaining EAIS and
the stiffness of the Earth can be understood as the superposition of the two fol-
lowing mechanisms.

1. The advancing grounded ice loads the Earth, which leads to subsidence
around the GL. This subsidence acts as a negative feedback on further GL
advance (Section 1.1.3). The negative feedback is less pronounced for stiffer
Earth structures because of the lower amplitudes and longer time scales of
the subsidence.

2. During the glacial cycle, the SMB is reduced due to the colder atmospheric
environment. The subsequent unloading and uplift in central East Antarc-
tica, remote from the GL and the respective sea-level effects, serves as a
positive feedback on the SMB reduction (Section 1.1.1) as the atmospheric
lapse rate (Eq. 4.2) leads to colder surface temperatures for an uplifting ice-
sheet surface. The greater (and faster) crustal uplift of a softer Earth then
leads to a larger SMB reduction, or smaller SMB, for softer Earth structures.

Both effects lead to greater volumes of grounded ice for stiffer Earth structures
compared to softer Earth structures and explain the relation between the stiffness
of the Earth and the ice volume in the remaining EAIS.

5.4.3 The Ross Ice Shelf catchment area around —55 kyr

The vulnerability of the grounded ice in today’s Ross Ice Shelf around —55 kyr on
a stiff Earth can intuitively be attributed to the slow Earth response: Prior to the
collapse, the ocean temperatures and by that the sub-shelf melting rates increase
which leads to thinning of the ice shelf. The weaker ice shelf provides less stability
to the ice sheet, which forces the GL to retreat. This eventually leads to a collapse
of the respective grounded portions in today’s Ross Ice Shelf if the Earth is too
stiff to stop this collapse via a relatively fast fall of RSL. This is in accordance
with the findings in Chapter 4.

In contrast, the very stiff Earth (black) does not feature such collapses in any
of the respective ensemble simulations, although this should be expected from this
argumentation. A comprehensive explanation for this apparent contradiction is
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A: Overview of the present-day bathymetry around Antarctica. The geographical annota-
tions are for reference in the main text. B: Difference in RSL between the very stiff and
the stiff Earth (averaged from ¢ = —60 kyr until ¢ = —56 kyr — i.e. prior to the occasional
collapse in the stiff Earth ensemble) in today’s Ross Ice Shelf (black dashed square in A).
A and B also show the LGM (black solid line) and present-day GL (red solid line) and
an approximated flow line for times at which the ice in today’s Ross Ice Shelf is grounded
(thin black dashed line). C-F: Time series of RSL at the four points along the flow line
indicated in A and B. The data are from one particular member of each ensemble. Grey
background indicates mostly grounded ice (i.e. in the case of three or all Earth structures).
In the same sense, the white background indicates mostly floating ice or ocean. The blue
solid lines shows RSL for a member of the stiff Earth structure ensemble without collapse
around —55 kyr; the blue dashed lines shows the same for a member featuring this collapse.
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the evolution of the bathymetry during the glacial cycle: Figure 5.8B shows that
the RSL in the very stiff Earth simulations is up to 50 m lower than in the stiff
Earth simulations in today’s Ross Ice Shelf prior to the occassional collapse at
—55 kyr on the stiff Earth, i.e. the ocean (or — more generally - the bedrock below
sea level) is deeper in the latter case.

The time series in Figures 5.8C—F show RSL along an approximated flow line in
this area (indicated in Figure 5.8B). At any time, the ocean is deeper for a softer
Earth in the interior of today’s Ross Ice Shelf (C and D). The only exception is
the potential collapse at t = —55 kyr on the stiff Earth (dashed blue) which leads
to significant uplift and consequently RSL fall. In the outer parts (E and F), the
different flexure of the 120 km and 60 km lithospheres also has an effect on the
order of the Earth structures. The sea-level fingerprint of northern hemispheric
ice-mass variations in principle also depends on the applied Earth structure but
has been found to not affect the RSL evolution in the Ross Ice Shelf significantly
(Appendix D.9).

The time series in Figure 5.8 also reveal that these differences are not only due
to slower adjustment to the loading and unloading for stiffer Earth structures, but
that they exist even in the Eemian (¢t = —123 kyr) and therefore are a feature
of the bathymetry initialization. Figure 5.9 shows the deviation of the corrected
initial bathymetry from the present-day bathymetry in Antarctica in terms of the
average from the four Earth structures (A) and the deviations from this mean
for the given Earth structures (B-E). The peak in the difference to present-day
in West Antarctica (frame A) is due to the assumption of the WAIS collapse in
the Eemian. In order to match the present-day bathymetry in today’s shelf re-
gions (Ross, Filchner-Ronne, Amery) as well as in the coastal regions all around
Antarctica after the post-LGM retreat of grounded ice, a softer Earth structure
requires a deeper ocean at the beginning of the experiment in these areas than a
stiffer Earth structure does. Consequently, the very stiff Earth structure yields the
shallowest ocean in today’s shelf and coastal regions in the Eemian (Figure 5.9E).
This shallower ocean, particularly in today’s Ross Ice Shelf, is the reason for the
stability of this area during the glacial cycle in the case of the very stiff Earth,
despite the occasional collapse at —55 kyr on the stiff Earth.

Based on this result, another effect of the solid Earth on GL stability is proposed:
The degree of the Earth’s adjustment to the post-LGM deglaciation determines
the corrected initial bathymetry via the iterative paleo bathymetry initialization,
which in turn affects the past evolution of the ice sheet. By that and by the slower
subsidence following the ice advance, a stiffer Earth can indirectly provide more
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A: Difference between the corrected initial bathymetry (at ¢ = —123 kyr) and the present-
day bathymetry in Antarctica in terms of the mean from the four Earth structures in IS3.
B-E: Deviations from the mean illustrated in A for the four Earth structures. Positive values
beyond the GL (coloured lines) indicate shallower oceans compared to the mean. The initial
Eemian GL positioning depends on the Earth structure, particularly in the WAIS, due to
the assumption of an steady state of the AIS in the Eemian (cf. Section 5.3 and Appendix
D.7).

stability to the GL via shallower oceans. The stability provided to the ice sheet by
these shallower oceans leads to a hysteretic behaviour due to which a softer Earth
is not necessarily providing more stability to the ice sheet.

5.4.4 Further potential stabilization by shallower oceans

The same process as discussed in Section 5.4.3 is likely responsible for the slight
delay of the post-LGM ice retreat in today’s Ross Ice Shelf in the case of the
soft Earth (Figure 5.7B). In accordance with the findings in Chapter 4, the soft
Earth structure allows for a relatively fast response to partial GL retreat and the
associated unloading, which yields more stability than in the case of the stiff and
the very stiff Earth. This argument alone also holds for the very soft Earth. In
the latter case, however, the bedrock lies deeper below sea level prior to the post-
LGM retreat (Figure 5.8C,D,E), which leads to an earlier deglaciation in this area.

It can be hypothesized that the evolution of grounded ice in the remaining
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WAIS and the Peninsula (Figure 5.7C) is also affected by the Earth structure in
the above sense which leads to the grouping of the results as discussed in Section
5.4.2. However, the results in this region are probably affected by the alternation
of the bathymetry during the iterative procedure as discussed in Appendix D.7,
so that a quantification of this effect on the results in this area requires a tighter
convergence of the bathymetry and cannot be carried out here.

Likewise, the prominent loss of grounded ice on the stiff Earth in the Filchner-
Ronne Ice Shelf catchment around —55 kyr (and its absence in the case of the
very stiff Earth; Figure 5.7A) might be attributed to the above mechanism. Here,
however, the high variability within each Earth structure ensemble prevents clearer
conclusions.

5.5 Conclusions

In this chapter, it has been found that the initialization of the paleo bathymetry
does not only affect the reconstruction of sea-level variability but also the paleo ice
dynamics during the glacial cycle: In order to match the present-day bathymetry,
the sequence of pre-LGM loading and post-LGM unloading requires shallower
oceans around Antarctica in the Eemian. These lead to a more effective advance of
the ice sheets into the continental shelf regions during the pre-LGM loading phase.
By that, also the volume of grounded ice is affected during the glacial cycle. This
effect is independent of the Earth structure as shown for the broad range of Earth
models considered in this study. Consequently, a bias towards less grounded ice is
introduced when not adjusting the paleo bathymetry.

In Section 3.2 and Chapter 4, a straightforward relation between the stability of
a marine-based ice sheet and the softness of the underlying solid-Earth could be
verified: The softer the Earth is, the more likely is a prevention of a collapse by the
adjustment of the solid-Earth. However, only GL retreat from a given initial state
was considered there. Here, additional contrary mechanisms have been found,
which relate to the sequence of loading and unloading during the glacial cycle:

1. During the loading phase, the slower and (depending on the lithospheric
thickness) smaller subsidence of a stiffer Earth structure implies shallower
oceans compared to softer Earth structures. This effect also applies if no
iterative initialization of the paleo bathymetry is considered.

2. In the corrected initial bathymetry, the adjacent oceans are shallower for
stiffer Earth structures, as the post-LGM net uplift in the adjacent oceans
is smaller for these stiffer Earth structures.
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The shallower adjacent oceans in the case of stiffer Earth structures provide more
stability to the marine-based ice sheet during the glacial cycle. Consequently, the
evolution of grounded ice in a situation such as the —b55 kyr interim warming
is stabilized by solid-Earth adjustment in the cases of a very stiff or a very soft
Earth rheology. For intermediate rheological structures, both stabilizing mecha-
nisms may be too weak to act.

However, the actual evolution of Antarctic ice dynamics, depends rather on the
climatic forcing than on the solid-Earth response to the ice-mass variations. For
example, the occasional GL retreat at —55 kyr in today’s Ross Ice Shelf in the stiff
Earth ensemble occurs due to a prescribed increase of sub-shelf melting rates. As
in Chapter 4 for the forced collapse of the WAIS, the strength of such a forcing
determines if the stabilizing mechanisms of the coupling to the solid Earth are
sufficient to provide stability to the ice dynamics. However, the evaluation of the
forcing is not within the scope of this study.

The iterative adjustment of the paleo bathymetry as well as a thorough consid-
eration of the determining parameters for the Earth structure must be strongly
recommended for an exhaustive approach to modeling paleo ice dynamics, also
when considering simpler approximations of the Earth response like ELRA (Sec-
tion 2.3.5).






6 Summarizing conclusions and outlook

In this thesis, results from coupled numerical models for ice and solid-Earth dy-
namics including a gravitationally consistent description of sea level have been
presented and analysed. The applied Maxwell-viscoelastic gravitationally self-
consistent solid-Earth model (SGVEM), VILMA, belongs to the class of mod-
els which are commonly applied in GIA studies. Advantage could be taken of
VILMA’s explicit time scheme, allowing to inexpensively couple it to the applied
ice-sheet models — a stand-alone characteristic of the presented coupled model
system. The focus was on evaluating different feedback mechanisms, of which
the relation between grounding-line (GL) positioning and relative sea level (RSL)
proved most important. The significant impact of the solid-Earth representation
on the ice dynamics, especially via the RSL evolution, has been identified for the
various situations studied in this thesis.

Comparison of VILMA and ELRA

The feedback mechanisms were first studied in geometrically simplified situations
in Chapter 3. Here, the results from the fully coupled model, featuring the
SGVEM, have been compared to results from the simpler ELRA (‘elastic litho-
sphere / relaxing asthenosphere’) approach to solid-Earth relaxation. The ELRA
approach assumes a thin-plate lithosphere, represented by its flexural rigidity and
one a priort relaxation time for the viscous flow in the Earth’s mantle instead of
a full spectrum as implied in the continuum-mechanical approach of GIA models.
Additionally, ELRA does not allow to incorporate spatial variations of sea level.
Instead, the evolution of eustatic sea level is prescribed when employing ice-sheet
models on centennial to millenial time scales to model the effect of rising and
falling sea levels on ice dynamics. This rather overestimates the local sea-level
evolution in the vicinity of ice sheets,

Section 3.1 focussed on the crustal deformation in the periphery of radially
symmetric ice sheet. It was found that the Earth response to loading and unloading
as modeled by the ELRA approach does not allow an unbiased interpretation of
observational data from respective peripheral sites. From this, as well as from the
SGVEM-ELRA comparison in Section 3.2, where the focus was on the stabilization
of a retreating GL by falling RSL (see below), it could be concluded that the
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tuning of the ELRA parameters is ambiguous: In general, the ELRA solid-Earth
response can approximate the response by a SGVEM (cf. Le Meur and Huybrechts,
1996); however, this tuning depends on the applied loading, and therefore does not
capture the complexity of the coupled ice/Earth system (cf. van den Berg et al.,
2008). The results in Section 3.2 particularly indicated that the consideration of
eustatic sea level, together with the fixed value for the a priori ELRA relaxation
time, may lead to significant biases for GL retreat.

Stabilization of marine-based ice sheets by the solid-Earth response in
GL retreat scenarios

The scenario in Section 3.2 was designed to particularly study the ice-sheet stabi-
lization during the Marine Ice Sheet Instability (MISI) by the RSL fall associated
with the solid-Earth unloading after the onset of GL retreat (cf. Gomez et al.,
2012). Tt was found that mantle viscosity and lithosphere thickness significantly
influence the extent of GL retreat in this scenario: Lower mantle viscosities imply
faster solid-Earth uplift and hence faster RSL fall, leading to less GL retreat; a
thinner lithosphere allows for higher amplitudes of RSL fall, which also leads to
less GL retreat (’stabilization by RSL fall’).

As presented in Chapter 4, this effect is confirmed to be relevant for realistic
geometries and forcing scenarios. Within a range of moderate atmospheric and
oceanic warming, the response of a soft Earth structure, adequate for the West
Antarctic rift system, may restrain GL retreat in the marine-based portions of the
West Antarctic Ice Sheet (WAIS). The WAIS collapses under the same climatic
forcing if stiffer Earth structures are employed. Prescribing a stronger warming of
atmosphere and oceans forces the WAIS collapse even under the assumption of soft
Earth structures. In such cases, the response of a soft Earth structures still leads
to considerable delay of the WAIS collapse compared to stiffer Earth structures.

Significance of the Earth structure in simulations through glacial cycles

In contrast to the pure GL retreat scenarios in Section 3.2 and Chapter 4, the ice
dynamics of the Antarctic Ice Sheet (AIS) through the last glacial cycle consist
also of extensive GL advance prior to LGM. The alternation of GL advance and
retreat and the resulting solid-Earth loading and unloading lead to a contrary ef-
fect of stabilization depending on the viscosity structure; stiffer Earth structures
yield shallower oceans in the direct vicinity of Antarctica during the loading pe-
riod which stabilizes the growth and maintenance of the ice sheet (‘stabilization
by lower precollapse RSL’). This effect is amplified by the iterative reconstruction
of the paleo bathymetry for the last interglacial (the Eemian), which is necessary
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to match present-day observations of the bathymetry at the end of the simulation:
The post-LGM uplift in today’s ice shelves of Antarctica is smaller for stiffer Earth
structures and therefore requires shallower oceans in the Eemian.

The stabilization by lower precollapse RSL (provided by stiffer Earth struc-
tures) interferes with the stabilization by RSL fall (provided by softer Earth struc-
tures): Both mechanisms naturally imply a destabilization by the respective oppo-
site Earth structure range. Consequently, it depends largely on the strength and
time scales of the forcing whether one of the stabilizing mechanisms applies.

Feedbacks with the solid Earth in view of the actual forcing
mechanisms for ice-sheet dynamics

Ice dynamics are in general driven by changes in the atmospheric and oceanic
environment of an ice sheet. The effects of the solid-Earth response on ice dynam-
ics are of second order. An example is the WAIS collapse discussed in Chapter
4; above a certain threshold of atmospheric and oceanic warming, the collapse
will occur even in the presence of low viscosities in the asthenosphere and a thin
lithosphere. The delaying effect of a soft solid-Earth structure under such climate
conditions, as it is visible in the respective results, will possibly be canceled by
an even stronger forcing (not simulated here): As the WAIS GL could potentially
retreat on shorter time scales, the RSL could presumably not fall fast enough in
response to this retreat, so that significant delay of the GL retreat does not occur
even in the case of softer Earth structures.

As indicated by the analysis in Section 3.2, the feedback between GL migration
and RSL does not only depend on the Earth structure, but also on the rates at
which the GL retreats. Consequently, a quantitative assessment of the second-
order effects (the Earth structure’s stabilizing effect on a marine-based ice sheet)
in general also requires an adequate representation of the first-order effect in the
numerical model (a realistic sensitivity of the modeled GL w.r.t. the applied forcing
mechanisms). This is given for the simulations of the AIS in this thesis according
to the PennState3d model’s performance in the MISMIP benchmarking experi-
ments (Pattyn et al., 2012, 2013).

In the considered forcing ranges, which also include the sea-level rise by GrIS
melt water in Antarctica and its impact on the WAIS stability in Chapter 4 or the
pre-LGM interim warming of oceans in Chapter 5, the ice sheet is situated at a
tipping point where the second-order effects of the time scales and amplitudes of
RSL fall define the tendency of the future evolution.
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6.1 Perspectives for future studies

The findings on the future and past evolution of the Antarctic Ice Sheet (AIS) in
this thesis could be specified or improved in several ways, concerning the initial
states of the model system, the prescription of the driving boundary conditions for
ice dynamics, the inclusion of geological constraints or a more rigorous consider-
ation of the viscosity distribution in the Earth’s interior. Specific suggestions are
given in the following.

The future stability of the WAIS and its relation to the underlying solid Earth
has been studied in terms of the perturbation experiments in Chapter 4 implying
a steady-state AIS at present-day and a parameterized climatic warming, which
forces the AIS out of its equilibrium. An expensive spin-up through one or more
glacial cycles in order to start from non-steady present-day conditions, as well as
the prescription of the future climate conditions such as sub-shelf ocean warming
or changing surface mass balance based on projections by respective numerical
models (e.g. Timmermann and Hellmer, 2013; Ligtenberg et al., 2013), would pro-
vide a more realistic future evolution of the AIS. A more complete approach would
also include a dynamic coupling to an oceanic global circulation model as available
for the ice-sheet model RIMBAY (Barbi et al., 2014). This would allow to clearer
determine the relevance of the WAIS stabilization by solid-Earth deformation.

Geological observations of ice extent for the period before LGM could help to
verify, falsify, or constrain the pre-LGM characteristics in the evolution of the ATS
as discussed in Chapter 5, such as the —55 kyr retreat event in the Ross Sea in
the case of the stiff Earth, or the unsteady pre-LGM evolution in the Weddell Sea.
However, geological data in Antarctica refer rather to the post-LGM deglaciation
(e.g. Bentley et al., 2014) than to the time before LGM, so that an improved
insight into the specified pre-LGM dynamics is unlikely. Additional conclusions
could potentially be drawn w.r.t. the Eemian state of the AIS in relation to the
underlying Earth structure and the existence of the WAIS in the Eemian in par-
ticular by considering longer periods for the simulations, e.g. two or three glacial
cycles instead of only one.

Advancing from the radially varying viscosity distributions 7(R) in the SGVEM
to a three-dimensional distribution of viscosities n({2, R) (Klemann et al., 2008)
would allow to simultaneously consider the relevant tectonic features in Antarc-
tica, mainly the West Antarctic rift system and the East Antarctic craton. This
would allow to assess the significance of the discussed stabilizing effects separately
for the WAIS and the EAIS. In simulations through the past towards present-day,
the consideration of realistic lateral viscosity variations might improve the under-
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standing of today’s observations of GIA in terms of uplift or subsidence rates as
well as horizontal motion of the Earth’s surface.

Beyond the Antarctic Ice Sheet

The Pleistocene ice sheets in the northern Hemisphere are assumed to have inter-
acted extensively with the oceans, just as the AIS. Consequently, the feedbacks
with the RSL should also be an important aspect of their evolution, particularly
in the case of the controversial Barents Sea Ice Sheet (Ingolfsson and Landvik,
2013) or the Laurentide Ice Sheet, from which large amounts of ice have been
discharged into the oceans during Heinrich events (MacAyeal, 1993; Calov et al.,
2002). A more rigorous approach to the glacial /interglacial evolution of ice sheets
could be to dynamically model the major northern hemispheric ice sheets and the
AIS while synchronously coupling their dynamics to the global solid-Earth and
sea-level response modeled by the SGVEM as by de Boer et al. (2014). Together
with a laterally varying viscosity distribution mentioned above, which represents
the global tectonic setting, the connections of the global ice sheets as well as their
interaction with the RSL could be modeled consistently and allowing new insights
on the controls on the ice-sheet evolution.
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A Notation for vector and tensor operations

AT

A’IL

Sl
S

tr A

For a m x n matrix A (m,n: positive integers), the components of
the transposed matrix AT are (AT);; = A;; with ¢ € {1,...,m} and
je{l,..,n}. ATisn xm.

The product of a m x n matrix A and a n X p matrix B is defined for
each component as (A - B);; = > ,_, Aix Byj for i € {1,...,m} and
je{l,...,p}. A-Bism xp.

The above product also defines natural exponents for a quadratic n xn
matrix A: (AQ)ZJ = (A : A)U = EZ:l Alk‘ Ak]; etc.

The scalar product of two vectors @ and b from an n-dimensional vector
space is @ - b= z?’zl a; b;. Tts notation is inconsistent with the above
definition of the matrix product: @ and b are both n x 1 matrices,
so that a consistent notation would be @' - b. The transposition is,
however, dropped for an easier reading.

The trace of a (quadratic) nxn matrix A is defined as trA = 3" | Ay,
i.e. the sum over the diagonal elements.



B Details on the solid-Earth model VILMA

B.1 Weak formulation of solid-Earth dynamics

By formulating the initial boundary value problem for solid-Earth dynamics (Sec-
tion 2.3.1) in a weak sense (Kiizek and Neittaanmiki, 1990), functions U (dis-
placement field), ¢; (incremental gravitational potential), and P (perturbation
pressure) from specific function spaces (here combined in by ((7, o1, P) € V') have
to be found, which fulfil the initial condition in Eq. 2.52 and an appropriate varia-
tional equality. Martinec (2000) showed the equivalence of the weak and the strong
formulation, the existence of the solution and its uniqueness. This section briefly
outlines the approach by Martinec (2000).

The respective variational equality, that has to be fulfilled by the required solu-
tion (U, ¢y, P) at time ', is

§E (T, ¢t P ST 66y, 6P) = 6.F 15U, 6¢1)  V(5U,8¢1,6P) € ¥ . (B.1)

Here, 0& is the variation of the energy functional & that can be written as

8&(U, o1, P,6U,0¢,0P) = 6&,(U, P,6U,6P) + 6&(U,6U)
+68,(U, ¢1,00,6¢1) + 6&,(U,00)  (B.2)

with the respective variations of the functionals for pressure 04, elastic shear
energy 06&;, gravitational energy 04&;, and uniqueness 6&y;:

8&,(U,P,6U,0P) = / 5Pdivﬁdv+/ P div 6U dV (B.3)
BE BE
56,(0,60) = 2 / jtr (£ 0€) AV (B.A)
Bg

58,0, 61,00, 6¢,) = / 00 00 - (go div I — grad (U - go) + orad ¢1> av
Bg

1 .
+/ [ grad ¢1 + po U] -grad d¢, AV (B.5)
By L4TG
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5&,(U,60) = (/B poﬁdv> : (/B Po 5(7dv) (B.6)
+(/B (53 xpoﬁ> dV> - (/B <€R Xpo(sﬁ) dV)

Bg stands for the whole Earth, whereas Sg stands for the Earth’s surface; pg is
the Earth’s density; u is the elastic shear modulus; gy is the initial gravitational
acceleration; € is the unity vector in radial direction; G is Newton’s gravitational
constant. In Eq. B.4, the variation of the strain rate tensor £, &, is defined as

1 . AT
0€ = 5 [grad oU + (grad (5U> } . (B.7)

The right-hand side of the equality B.1 is the variation of the linear functional
F1 which is given by

ST ST, 56) = — / tr (T7 - 0€) AV (B.8)
Bg
+ / (5@“-5[7”1+b§“5¢§“> s .
SE

The first summand on the right-hand side of Eq. B.8 stands for the dissipative
energy, for which the viscous part of the stress tensor at time ¢, 7!, can be

considered as known. The second summand ensures the fulfilling of the surface
boundary conditions given by the surface load o,

—

by = —goer and (B.9)
1 —
b1 = m [grad ¢1]+ cr€p — 0 . (B]_O)

Here, g stands for the scalar gravitational acceleration at the Earth’s surface.

B.2 The spectral-finite-element approach

The usage of spherical coordinates and spherical harmonics is motivated from the
spherical shape of the model domain. The field quantities U, ¢, and P as discussed
in Section 2.3 and Appendix B.1 can be expressed with spherical harmonics (and
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likewise their variations):

U(R,Q,t) = i Z ( Up (R, )S5D(Q) + Vi (R, £)S51)(Q) - (B.11)

m=—1

+Wim(R, t)§<.0>(9))

W
n(R, Q1) Fim(R, 1)
(P(R’m) s Z JmRt Yim(2) . (B.12)
J=0 m=—j
Y;m () is the scalar spherical harmonics of Legendre degree j and order m; 5'](;2(9),
v € {—1,0,1}, are the respective vector spherical harmonics. The tensor quanti-

ties T, T, and & can likewise be expressed in terms of tensor spherical harmonics

ggf,{(sz) with 1 < v < 6. A short overview of spherical harmonics is given in Sec-

tion B.2.2.

The radial (R) dependencies are approximated by finite elements, namely by
piecewise linear basis function Wi (R) in the case of lj, o1, 5(7, and d¢q, and by
piecewise constant basis functions &, (R) for P and § P where the index k enumer-
ates the nodes of radial intervals from 1 to ngp +1: 0 = By < Ry < ... < R, <
R,,+1 = Rg. The linear basis functions are chosen by Uy (R;) = dy; the two
non-zero linear basis functions in the interval [Ry, Ry1] are

Rk+1 — R R— Rk
Ui(R) = —/——— d Yy (R)=—=——"— B.13
«(B) Ryy1 — By o ki (R) Ryy1 — Ry (B.13)
The piecewise constant basis functions are
. 1if Re [Rk;Rk-i-l}
& (R) = { 0 else (B.14)
Then, the respective coefficients are
Ujm(R) Uk
n 1 Jrm
VinB) | _ R~ [V
Wy | = ; Wm U (R) (B.15)
Fim(R) a F’c
nr+1

Pin(R) = Y Ph&(R) . (B.16)
k=1
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By also expressing the surface load o(2,t) by spherical harmonics,

) J

P20 =30 Y aml®) Vinl®) (B.17)

j=0 m=—j

and assuming piecewise constant elastic modulus p(R) and density po(R) analo-
gously to Pj,,(R) in Eq. B.16, the variational equality B.1 can be rearranged so
that the solution can be found in terms of the coefficients U]km, .. Pk in Egs. B.15
and B.16. The numerical solution naturally requires not only a ﬁnlte radial reso-
lution given by ng, but also a finite cut-off degree jn.x for the spherical harmonics

expansion, so that eventually, the numerical solution is:

]max j nR+1

O(RQt) = Y Z Z( w(R) S50(@) (B.18)

7=0 m=—3 k=1

FVE(0) Wa(R) S(Q) + W, (8) Ui(R) S1(Q)

jm
jmax ] TLR—‘,-I

$1(RQt) = Y Z > Ff, R) Y;m(Q) (B.19)
7=0 m=—j k=1
Jmax j nr+1

P(R,Qt) = > Z > Pk, R) Y;m(Q) (B.20)

7=0 m=—3 k=1

B.2.1 Time-differencing scheme for Maxwell-Viscoelasticity

With py and p varying only radially, it is convenient to apply an explicit Kuler
differencing scheme for solving Eq. 2.50. The Cauchy stress tensor is divided
into the elastic part given by Eq. 2.51 and the remaining part related to viscous
deformation T ; then, Eq. 2.51 can be formulated as (Martinec, 2000):

T = TP+ T, with (B.21)
T! = {1 — % (£t — ti)] Tt -2 u% (=) g (B.22)

The upper indices i(+1) stand for the respective quantities at the given time step
i(+1).

Inserting Eq. B.21 in the equation for the linear momentum balance 2.37 yields
a respective equation where 7, and 7T, are also separated:

divT'H — pograd ¢t —div (,00(7”1) Jo+grad (polji“ . go) = —divT" . (B.23)
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At time ¢!, T} is known as it can be calculated via Eq. B.22 from known fields
Tt and £

%

B.2.2 Spherical harmonics

The scalar, vector and tensor spherical harmonics are defined following Varshalovich

et al. (1989). The scalar spherical harmonics for degree j and order m are given
by

Yim(Q) = Yim(, 0) = pjm(cos 0) e™? (B.24)
with § = 7/2 — X being colatitude’, ¢ being longitude, pj,, being the associated

Legendre polynomial of degree j and order m and i being the imaginary unit. It
is

pim(cos 0) = (= sin O)™ \/ 21; ! 8 - :;: - (C;i: g pleos ) (B25)
with the Legendre polynomial p; of order j
1 d 9 j
p;(cos 6) = 27 71 d(cos 07 ((cos 6)* —1)" . (B.26)
The scalar spherical harmonics are orthonormal:
/Q V() Vi (Q) A2 = 6,7 e (B.27)
0

Here, 2y stands for the surface of the unit sphere, * marks the complex conjugate,
and 9;; is the Kronecker Delta, i.e. §;; = 1 if i = 5 and 0 else.

The vector spherical harmonics are defined on the basis of Yj,:

SENQ) = ErYim(Q) (B.28)
SOQ) = VoYim(Q) , (B.29)
SUQ) = LaYim(Q) | (B.30)

ViliNote that for the sake of an easier reading, no difference shall be made between Q = (¢, 6)
and Q = (¢, A), but imply that it is Q@ = (¢, A) = (¢, A\(F)) or vice versa.
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with the angular gradient operator

0 1 0

Va=2é=+¢ — B.31
T +6<Psim 0 Oy ( )
and the operator

With §C1 being parallel to the radial unit vector €, the series

U(R,Q,t):i i Ui (R, ) Vi () (B.33)

j=0 m=—j

yields the radial displacement as it is used in the SLE (Section 2.3.2) and the
coupling with the ice-sheet models (Section 2.4). For the definition of the tensor
spherical harmonics see Martinec (2000) and Hagedoorn (2005).
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Run Tsmin (°C) bsmax (M We/yr) bs.aiv (m we/yr)
RE —-35.7 =275 —=35.710.304 0.376 0.304 | 0.188 0.258 0.188
E1l —30.8 —23.5 —30.8]0.333 0.408 0.333 | 0.228 0.300 0.228
E2 —31.2 —-239 -—-31.2]0.333 0.406 0.333 | 0.225 0.295 0.224
E3 —31.5 —242 -—-31.5(0.332 0.405 0.332 | 0.222 0.292 0.222
V. VM2 | -31.1 —-23.8 —=31.1|0.333 0.407 0.333 | 0.225 0.297 0.226
V.S12 | =31.1 —-23.8 —31.1|0.333 0.407 0.333 | 0.225 0.297 0.226
Table C.1

Additional results from the experiments in Section 3.1: Minimum surface temperature,
maximum surface mass balance (SMB) and SMB at the ice divide at the end of each period
(149 kyr / 299 kyr / 449 kyr); 'we’ stands for water equivalent. RE stands for 'rigid Earth’.
En stands for the ELRA run with D = nx10%° N m. ’V. VM2/S12’ stands for "VILMA
VM2/S12’. The ELRA runs are those with 7, = 5 kyr.

Run Avol Amam ice Amax bed

RE —45 =3.7| =57 —45

El 16 14| 11 08| 90 (9.9 9.0

E2 0.4 01|-06 —-09| —-50 (—-42) -—82

E3 -04 —-05|-16 —-18|—-139 (-13.1) —18.2

V. S12 0.0 0.0 0.0 0.0 0.1 (0.2) 0.0
Table C.2

Additional results from the experiments in Section 3.1: Relative deviation of ice volume A,
maximum ice thickness (Anax ice) and maximum bedrock depression (Apax beq in terms of
deviation from the initial altitude of 2000 m) in steady state from the VILMA VM2 run (in
percent). The first value is for the cold periods, the second for the warm period. In the case
of Amax bed, the first value refers to the first cold period (Period 1) and the bracketed value
to the second cold period (Period 3). Negative signs mean that there is less volume, less ice
at the ice divide, or less depression as in the chosen reference (VILMA VM2). The ELRA
runs are those with . = 5 kyr.
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D.1 Input fields for the AIS

A: Bedrock topography B: Ice thickness C: Surface accumulation

AdEEENTT 0 aaEa a0 2Tl
-2000  -1000 0 1000 2000 1000 2000 3000 4000 05 1.0 15 20 25 3.0 35 4.0
B (m) H (m) Accumulation (m/a)

D: Surface temperature E: Geothermal heat flux F: Basal friction

|, oo— W |
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Ts (°C) Ggeo (MW/m?) C (Pa? m2yr?)

Figure D.1

Present-day geometry and boundary conditions of the AIS. A: BEDMAP2 bedrock topogra-
phy. B: BEDMAP?2 ice thickness (both from Fretwell et al., 2013). C: Surface accumulation
(van de Berg et al., 2006). D: surface temperature (Comiso, 2000). E: Geothermal heat flux
as employed by Pollard and DeConto (2012b). F: Basal friction coefficient C' according to
Pollard and DeConto (2012a) — cf. Eq. 2.21. Note that Pollard and DeConto (2012a,b) for-
mulate the sliding law inversely w.r.t Eq. 2.21. The black solid line indicates the present-day

grounding line. The black dashed line marks the present-day calving front.
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D.2 Initialization of the present-day state

A: Present-Day Observations B: after 200 kyr spin-up C: Difference

[ EEE— dEENSTT T e
0 1000 2000 3000 4000 -750 -500 -250 O 250 500 750
H (m) AH (m)

Figure D.2

A: Observations of present-day ice thickness (Hpp) on the AIS and the surrounding ice
shelves as presented by Fretwell et al. (2013) at the ice-sheet model’s resolution. This data
set serves as input to the initialization run. B: Steady-state ice thickness after 200 kyr of
initialization (Hy). C: Difference in ice thickness (Hy — Hpp). Larger differences occur in
steep regions (Antarctic Peninsula, Transantarctic Mountains) where the sliding law might
yield too low velocities for reproducing the thinner observed ice. In general, GL migration
from A to B covers only few grid points. In the relevant area (WAIS), the major change
is the straightening of the Ross Ice Shelf GL, which is a common evolution (Nowicki et al.,
2013). Note the logarithmic colorscale in A and B and the open linear scale in C. 'PD’
stands for ’present day’; ’SU’ stands for ’after spin-up’.
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Figure D.3

Top: time series of grounded ice during the model initialization of the AIS (200 kyr). Center:
The initialization run from 200 kyr to 200.5 kyr. The vertical dashed lines give the times
which are considered as initial states for studying the capability of timing the collapse
as discussed in Appendix D.4 (red = early collapse branch; black = late collapse branch.
Bottom: The initialization run from 200 kyr to 240 kyr. The vertical lines give the times
which are considered as initial times for the ensemble in the medium and strong forcing
of the AIS as shown in Figures 4.7 and D.6 and discussed in Section 4.3.1. Only the first
six of these samples are used for the strongly forced simulations. Note that no solid-Earth
deformation and sea-level changes are considered in the initialization run.
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D.3 Global glacier ice distribution

No. Region Vieg (km?)  zpeg (m) Hp (m) Grid nodes
1 Svalbard 10260 -65 99.78 349
2 Scandinavia 224 1280 76.78 4
3 Central Europe 194 2280 91.78 2
4 Franz Josef Land 2248 -65  107.43 85
5 Novaya Zemlya 9410 =70 125.17 190
6 Severnaya Zemlya 6046 20 80.84 243
7 Caucasus 88 2700 71.25 1
8 North and East Asia 170 2750 84.86 2
9 High Mountain Asia 12483 5250 78.75 124

10 Alaska 27436 1100 93.11 423
11  Western Canada and U.S. 1892 2650 79.20 21
12 Arctic Canada 80160 200 84.56 2036
13 Iceland 4889 300 71.11 108
14 South America I 344 4780 81.71 3
15  South America II 8116 1500 82.27 79
16 New Zealand 83 1320 75.23 1
17  Sub-Antarctic Islands 363 285 99.54 4
Table D.1

Glacier inventory applied in Section 4.3.2. Ve gives the volume of ice stored in the glaciers
of the respective region according to Radi¢ and Hock (2010). The altitude z..g gives the
threshold above which the ice is assumed to be located. Note that these values are arbitrarily
chosen to constrain the regionally constant ice thickness to values around 100 m. The last
column gives the number of grid nodes that the respective region covers on the 512 x 1024
Gauss-Legendre grid of the SLE solver (cf. Section 2.3.3).

The glacier regions, their ice volumes and the respective coordinates including
the regions are taken from Radi¢ and Hock (2010). For each region, a topographical
threshold z, is defined. All ice is distributed uniformly with ice thickness H, on
all grid nodes of the SLE solver’s Gauss-Legendre grid (Section 2.3.3)

1. that are located in the respective region, and

2. where ( > z,; with ¢ being the present-day bathymetry as described in
Section 4.2.1.

The values for 2., are chosen such that the values of Hj are around 100 m in all
regions and (in the case of 2., < 0) floatation is avoided. The resulting areas
that are covered with ice as well as the respective ice thicknesses H, are shown in
Figure D.4. Table D.1 also summarizes the results of this procedure.
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e —
90 100 110

Ice thickness H, (m)

Figure D.4

Global glacier inventory in terms of mean regional ice thickness based on the data by Radi¢
and Hock (2010) transferred to the Gauss-Legendre grid of the SLE solver (Section 2.3.3).
See main text in Appendix D.3 for details. The numbers of the regions are given in Table
D.1. The present-day topography as also shown in Figure 4.3 is illustrated in very light
colors for better orientation. Note that the ice in some regions is located at only few grid
points (Table D.1) which hinders their visual identification. These are indicated by black
arrows.
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D.4 On the timing of the collapse

After 200 kyr of initialization, the ice-sheet geometry and by that also the ice vol-
ume and the dynamics are still subject to small variations (less than 0.3 percent of
grounded ice volume, cf. Figure D.3 in Appendix D). In order to assess the effect
of these variations, a test ensemble was created from 51 different initial states by
increasing the ocean temperature by AT,. = 1.2°C and the air temperature by
AT, = 2.4°C. In contrast to the experiments discussed in the main text of Chap-
ter 4, the oceanic temperature forcing is applied not only in the Amundsen Sea
Sector but all around Antarctica.

The k-th initial state is obtained as the final state of the above mentioned initial-
ization run over 200 kyr + 0.01 (k—1) kyr so that two 'neighbouring’ initial states
are separated by 10 yr in the unperturbed long-term simulation for initialization.
There is no solid-Earth deformation, sea-level feedback or sea-level rise considered
in these simulations.

The forcing is strong enough to have the WAIS collapsed after 6 kyr at the latest
(corresponding to the state indicated in Figure 4.1B). The respective evolution of
grounded ice volume in time in the 51 test runs is shown in Figure D.5A. The
most prominent feature of these results is the strong scattering of the timing of
the collapse: All simulations yield a similar behaviour for the first ~2 kyr. Then,
a stronger ice loss occurs in most simulations (associated to the WAIS collapse).
A smaller number of the test runs reaches this status of accelerated collapse at
~4 kyr. By that, the simulations form two branches which are separated by more
then 1 kyr during the collapse on average (Figure D.5B). This gives rise to the
conclusion that single simulations cannot provide a reasonable timing of the WAIS
collapse (if it occurs). Instead, the nonlinearities in ice dynamics in general and
probably in grounding line migration in particalur yield this quasi-chaotic be-
haviour, where slight changes in the initial state shift the collapse by more than
1 kyr.

Comparable simulations with a higher spatial resolution of 20 km yield a similar
behaviour. Note that the evident clustering as discussed here and shown in Figure
D.5 is not as prominent when solid-Earth deformation and sea-level feedbacks
are included. Then, the respective ensembles scatter rather uniformly (Appendix
D.5). This might be due to the restriction of oceanic warming to the Amundsen
Sea Sector, or to the feedbacks with the solid-Earth, or to both, but is not further
investigated here.
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A) Time series of grounded ice volume B) Time delay between the two branches
— Mean of the two branches
261 -- 1o of the two branches (between 2 kyr and 6 kyr) | i
£
o 251 : -
o
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£ 241 . -
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Figure D.5

A: Distribution of grounded ice volume in the temporal evolution in the 51 test runs (see
main text in Appendix D.4). The background colouring illustrates the relative frequency,
by which the time series of grounded ice volume in the test runs pass through the respective
segments of the frame. Note the formation of two branches. The red lines represent mean
and 1o variability of the two branches. B: Time delay between the two branches (mean

curves in A) as a function of the grounded ice volume (considered representative for the ice
sheet’s status).
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D.5 Complete ensemble of WAIS collapse
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Figure D.6

Time series of all samples for the medium and strong forcing of the WAIS collapse as
described in Section 4. The grey lines indicate the samples. The colored lines represent the
respective mean and the 1o uncertainty.
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D.6 Temporal delay between the Earth structures

Figure D.7 summarizes the temporal delay (Atgelay) between each two Earth struc-
tures ¢ and j for the named two values of grounded ice volume on the basis of the
data in Figure 4.8. The convention for the temporal differences is:

Atdelay,ijk = ti(‘/grounded,k) - tj(vvgmundedﬁ) with (Dl)
hL,i < hLJ‘ and nA,i S 77ij y OT
hL,i < hLJ' and Nai <7MAj -

The underlines in Figure D.7 indicate that the respective values for Atgely exceed
the respective uncertainties:

Atdelay,ijk > \/(Atstd,i(‘fgr011nded,k))2 + (Atstd,j(‘/érounded,k))2 (D.2)

with Atgq defined in Eq. 4.5. The convention in Eq. D.1 implies that positive values
of Atgelay are expected because a thinner lithosphere and a softer asthenosphere
are expected to provide more stability to the WAIS and thus to delay the ice
loss. Naturally, this should also manifest in a monotonous increase in the timing
of Viroundea,r in Figure 4.8 when proceeding along the abscissa to softer Earth
structures. Some of the results yield the reverse order for the timing and by that
negative values for Atgelay ij5 in contrast to the expectations. These are, however,
not significant in terms of relation D.2.
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Temporal delay Atqelay for given values of grounded ice volume (A and B: Vgrounded,1 =
24.5x10% km?; C and D: Verounded,2 = 23.5%10° km?) between each two Earth structures
(indicated as hy, / na); see Eq. D.1 for the convention for Atgelay. The left frames (A and
C) are for the mediumly forced simulations; the right ones (B and D) for the strongly forced
ones. The number and the colorcoding in each cell both give Atgelay (in kyr). The underlined
numbers indicate a delay which is greater than the respective temporal uncertainties — cf.
relation D.2. Note that Vgroundea,2 is not reached with every Earth structure (no WAIS
collapse — black cells). The temporal delay is computed from the data illustrated in Figure

4.8.
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D.7 Convergence of the present-day bathymetry in the
glacial cycle simulations

As stated in Section 5.3, the paleo bathymetry after two iteration steps is con-
sidered to have converged sufficiently so that the results from iteration step 3
can be used for the analysis. When considering the area-weighted average of dif-
ferences between the final and the observed present-day bathymetry, this seems
feasible: Outside Antarctica (here: latitudes above —60°), the mean differences
are 0 m £ 0 m for all Earth structures. Within Antarctica (latitudes below —60°),
there is only a small mean deviation of —1 m in the case of the very soft Earth
structure (Table D.2).

The maximum deviations, however, are still substantial for some Earth struc-
tures. Outside Antarctica, these are below 7 m, which indicates a reasonable
convergence due to prescribed ice thickness fields which are not dynamically mod-
eled and therefore independent from the iteration.® Within Antarctica, these
deviations exceed 200 m in the case of the very soft Earth structure and 50 m
in the case of the soft Earth structure. The two stiffer Earth structures yield a
tighter convergence. The differences within Antarctica can partially be attributed
to deviations in the ice dynamical evolution close to the end of the experiment.

The largest deviations, however, stem from the initialization procedure: A large
positive correction of the paleo bathymetry in the case of the softer Earth struc-
tures yields ice advance into the collapsed areas in Marie Byrd Land during the
stationary forcing period (Figure 5.1) without coupling to the solid Earth. This
readvance reduces the effective loading towards the LGM in the next iteration step,
which leads to less subsidence at the LGM, and by that to a negative correction of
the paleo bathymetry in the next iteration step. This eventually manifests in an
alternation of the paleo bathymetry in this area. This effect is visualized and quan-
tified in Table D.2 and Figure D.8 (in terms of the deviations of the present-day
bathymetry to respective observations (ETOPO1/BEDMAP2; Figure 4.3), also
for iteration steps beyond the third one. The local alternation could potentially
be forced to a convergence by omitting the stationary forcing to reach a steady
state. However, this would lead to an additional transient response of the ice sheet
following the sudden change of the paleo bathymetry at the start of the simulation.

The discussion on the influence of the viscosity structure on the glacial cycle in

xThe deviations stem from the differences in the surface load o, which does not only depend on
the prescribed AH-fields, but also on the initial bathymetry and the sea-level evolution (cf.
Section 2.3.2).
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Section 5.4.3 focusses on the Ross Ice Shelf area (less than 4 m in total; less than
2 m in the case of the focussed stiff Earth structure; see Table D.2), which is hardly
affected by this alternation, opposed to Marie Byrd Land, where the maximum
values mentioned above (200 m in the case of the very soft Earth structure; 50 m
in the case of the soft Earth structure) are reached. The further discussion of this
issue is left open in the scope of this thesis.

Farth | Step Lat. > —60° Lat. < —60° Ross

Mean Max. Mean Max. Mean Max.

1 -3 £+ 3 242 | =5 £+ 4 145 | —-19 =+ 11 24

2 0 £ 0O 32| -1 £ 1 61| -3 £ 2 3

very 3 0 £ 0 9 1 =+ 0 207 0 £ 0 1
soft 4 0 £ 0O 3| -1 + 1 254 2 + 1 2
5 0 £ 0 1 0 £ 0 122 0 = 0 1

6 0 £ 0 1 0 £ 0 119 0 = 0 1

1 -3 £+ 3 271 | =5 £+ 4 147 | —28 4+ 16 38

2 -1 £+ 0 57 | —1 £ 1 59 -3 £ 2 5

soft 3 0 £ 0 14 0 £ 0 57| —2 £ 1 4
4 0 £ 0 3 0 £ 0 65 0 £ 0 1

5 0 £ 0 1 0 £ 0 61 1 £ 0 1

6 0 £ O 0 0 £ 0 48 0 £ 0 0

1 -3 £ 3 284 | -3 £ 3 129 | =28 + 16 44

stiff 2 -1 £+ 0 40| -2 £+ 1 30 -4 £+ 2 6
3 0 £ O 7 0 £ 0 26 0 £ 0 2

4 0 £ 0 1 0 £ 0 6] -1 £ 0 2

1 —4 + 3 393 | -4 £ 3 135 | —41 £+ 22 68

very 2 -1 + 1 411 -2 £ 1 3 -9 £ 5 13
stiff 3 0 £ 0 3 0 £ 0 8| —2 4+ 1 2
4 0 £ 0 0 0 £ 0 4] -1 £+ 0 1

Table D.2

Convergence of the present-day bathymetry outside Antarctica (latitude > —60°), within
Antarctica (latitude < —60°), and particularly in the Ross Ice Shelf (red in Figure D.8)
in terms of the mean deviation from the Etopol/ BEDMAP2 data set (Figure 4.3) and the
respective standard deviation as well as the maximum absolute deviation in meters. 'Step’
refers to the respective iteration step according to Section 5.3. Note that the maximum
deviations are taken from the absolute differences. The means and standard deviations are

area-weighted.
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Figure D.8

Differences between the modeled present-day bathymetry and the present-day reference
bathymetry (Figure 5.1) within Antarctica for various iteration steps starting at three
(columns) and for the four Earth structures (rows). The black lines indicate the initial
(Eemian) GL. The red outline shows the area which is considered for the values in Table
D.2 labeled with 'Ross’. Note that the four points C, D, E, and F in Figures 5.8 and D.10
are included in this area.
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Figure D.9

Complete ensemble of ten runs per viscosity structure for iteration step 3 as summarized in
Figures 5.4 and 5.7 for the four catchment areas (A-D) and the total AIS (E).
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D.9 Northern hemispheric sea-level fingerprint in the Ross
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Figure D.10

Time series of Asy in the Ross Ice Shelf if only the northern hemispheric contributions
from ICE-5G are considered (solid lines) and for the complete simulation including the AIS
(dashed lines). Note that Asy is referenced to present-day (¢ = 0) here, because the s
time series converge at one value in the complete simulations for all Earth structures due
to the bathymetry iteration (Figure 5.8). The locations C-F are the same as in Figure 5.8.
Frame labels A’ and "B’ are missing for consistency with Figure 5.8. The solid lines are
bundled (mean difference: 0.9 m £+ 0.9 m; maximum difference: 5.4 m) as they roughly
represent the eustatic response, whereas the dashed lines scatter broadly (mean difference:
16 m + 20 m; maximum difference: 127 m). Consequently, the fingerprint from northern
hemispheric ice mass variations is not responsible for the variations seen in the RSL as
discussed in Chapter 5.
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