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INTRODUCTION 

1 INTRODUCTION 

1.1 p53 is a cellular gatekeeper 

The p53 protein was discovered almost forty years ago (DeLeo et al., 1979; Lane and Crawford, 

1979; Linzer and Levine, 1979), and ten years later it was characterized as a tumor suppressor 

(Baker et al., 1989; Finlay et al., 1989). p53 is one of the most studied human genes, as loss of 

its function is a common feature in most tumors (Muller and Vousden, 2013), either through 

mutations in p53 or perturbations by other mechanisms such as DNA tumor viruses (Levine, 

2009). p53 has been called “the guardian of the genome” (Lane, 1992) or “cellular gatekeeper” 

(Levine, 1997) because it is a transcription factor that plays a prominent role in responding to 

a wide range of cellular stress signals that cells could encounter during malignant progression, 

for example genotoxic damage, oncogene activation or hypoxia (Vousden and Prives, 2009).  

 

1.1.1 Functional domains of p53 

The p53 protein consists of 393 amino acids and is divided into three functional domains (Bode 

and Dong, 2004) (Figure 1). The N-terminal transactivation domain interacts with several 

transcription factors and the E3 ubiquitin-protein ligase mouse double minute 2 (Mdm2). The 

DNA binding core domain binds to promoter sites containing two copies of the consensus 

sequence 5´- RRRC(A/T)(A/T)GYYY-3´ (R=A,G; Y=C,T) separated by 0-13 base pairs (bp) 

(el-Deiry et al., 1992). p53 is also capable of binding to half- and three quarter-consensus sites 

(Jordan et al., 2008), but with lower affinity than to its consensus sequence. The C-terminal 

domain contains the tetramerization domain that permits oligomerization of the protein – it is 

in its tetrameric conformation when p53 is active and binds to DNA (Chène, 2001) –, the 

nuclear localization and export signals (NLS and NES, respectively), and a regulatory domain 

that seems to regulate the DNA binding core domain. 

 

Figure 1. Functional domains of p53. Numbers indicate residue number. Modified from (Bode and 

Dong, 2004) 
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1.1.2 p53 is activated upon stress 

In the traditional model of p53 activation, p53 levels are kept low under non-stressed conditions 

by its interaction with Mdm2. Mdm2 ubiquitinates p53 on the C-terminal domain and promotes 

p53 proteasomal degradation (Haupt et al., 1997; Kubbutat et al., 1997). After stress induction, 

p53 is phosphorylated by different kinases on serine residues (e.g. Ser15) within the N-terminal 

transactivation domain. These phosphorylations inhibit the interaction between p53 and Mdm2 

and stabilize p53, which interacts then with target gene promoters in a sequence-specific 

manner and activates transcription together with the general transcription machinery (Kruse 

and Gu, 2009). However, the classical model is not sufficient to completely explain p53 

activation, as p53 stabilization, DNA binding and transcriptional activation steps are actually 

more complex than originally anticipated (Kruse and Gu, 2009). Cellular localization, 

oligomerization and concentration are crucial elements that control p53 activity (Gu and Zhu, 

2012; Rajagopalan et al., 2011). Under non-stressed conditions, p53 levels and activity are 

downregulated by ubiquitin-mediated proteasomal degradation by Mdm2 (Kubbutat et al., 

1997), by a decrease in nuclear p53 levels due to nuclear export by exposure of either p53 or 

Mdm2 NES (Stommel et al., 1999; Tao and Levine, 1999; Zhang, 2001), and by a repression 

of chromatin-associated p53, mediated by p53 key negative regulators, Mdm2 and mouse 

double minute 4 (Mdm4). Under stress conditions, p53 is stabilized and accumulates in the 

nucleus by different means, which include p53 phosphorylation by kinases and acetylation by 

p300-CBP (CREB-binding protein) cofactor on the C-terminal domain, which prevent Mdm2-

p53 interaction; Mdm2 phosphorylation and p300-CBP-mediated acetylation, which inhibit 

Mdm2 activity; suppression of p53 nuclear export, as p53 tetramerization occludes its NES 

(Stommel et al., 1999), and promotion of nuclear import (Marchenko et al., 2010). Apart from 

increasing p53 stability, cellular stress also promotes antirepression (Kruse and Gu, 2009): p53 

is intrinsically active and bound to several gene promoters but continuously repressed by Mdm2 

and Mdm4. p53 post-translational modifications such as phosphorylation and acetylation are 

needed for repression release (Kruse and Gu, 2009) (Figure 2).  

Interaction of p53 with some coactivators, together with antirepression, is enough to activate 

genes highly responsive to p53, which contain high affinity-binding sites (e.g. genes involved 

in reversible cell cycle arrest). On the contrary, promoters of genes involved in terminal cell 

fates, e.g. apoptosis, have lower affinity-binding sites (Weinberg et al., 2005). That´s why, 

antirepression is insufficient to induce expression of apoptotic genes, and promotion of this 

irreversible cell fate actually requires additional stimulation: combinations of specific cofactors 

and coregulators need to be recruited to the target promoters, while Mdm2 and Mdm4 
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corepressors need to be completely removed. These specific cofactors modify p53 at many 

specific sites through acetylation, methylation, neddylation and sumoylation on the different 

domains. Moreover, they also modify the surrounding histones and other transcription factors 

needed for p53 function (Kruse and Gu, 2009). 

Interestingly, depending on interaction with coactivators or corepressors, p53 either activates 

or represses target gene expression (Kruse and Gu, 2009). In addition, various types of stress 

require different modes for p53 regulation. The high number of possible variations of these 

modifications acts like a barcode, promoting DNA specific responses depending on the type of 

damage or stress. 

 

Figure 2. Model for p53 activation. Ub stands for ubiquitylation, P for phosphorylation, Ac for 

acetylation, N for neddylation, S for sumoylation and Me for methylation. Modified from (Kruse and 

Gu, 2009). 

 

1.2 Response to double strand breaks 

p53´s best characterized function is the response to DNA damage. The DNA damage response 

(DDR) is an essential process that protects the integrity of the genome and prevents 

cancerogenic transformations. In mammalian cells, sophisticated mechanisms evolved to sense 

various kinds of DNA damage and adjust cellular physiology by arresting the cell cycle, 

activating repair mechanisms or inducing senescence and apoptosis (Ciccia and Elledge, 2010). 

Among the most dangerous DNA lesions are double strand breaks (DSBs), as they can lead to 

chromosomal aberrations and cellular transformation when left unrepaired. Three kinases 

belonging to the phosphatidylinositol 3-kinase (PI3K)-like kinase family coordinate the 

response to DSBs: ataxia telangiectasia-mutated (ATM) (Harper and Elledge, 2007), ataxia 

telangiectasia and Rad3-related (ATR) (Cimprich and Cortez, 2008) and DNA-dependent 

protein kinase catalytic subunit (DNA-PKcs) (Chiruvella et al., 2013). The activation of these 
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nuclear serine/threonine kinases follows a complex pattern that changes over time and depends 

on the nature of the induced breaks and the repair pathways employed (Ciccia and Elledge, 

2010). ATM is activated immediately upon damage and mediates repair of DSBs by both 

canonical non-homologous end joining (cNHEJ) and homologous recombination (HR) (Lavin 

et al., 2006). DNA-PKcs activation, in contrast, is restricted to breaks repaired by cNHEJ. ATR 

is activated at later stages of the response by the presence of single-stranded DNA, which is 

mainly exposed during HR.  

 

1.2.1 Homologous recombination 

Homologous recombination repair pathway is only available during S and G2 phases. Upon 

DNA damage, the MRE11A-RAD50-NBN or MRN complex is one of the first in being 

recruited to the break sites (Figure 3). Then, this complex activates ATM  (Williams et al., 

2007)  by promoting its autophosphorylation. Active ATM phosphorylates, among other 

substrates, the histone H2A.X adjacent to the breaks forming ɣH2A.X (Fernandez-Capetillo et 

al., 2004). The adaptor protein MDC1 (mediator of DNA damage checkpoint 1) binds to 

ɣH2A.X (Stucki et al., 2005), and a positive feed-back loop is formed through the MDC1 

interaction with NBN and ATM (Lou et al., 2006) that extends H2AX phosphorylation to 

distances up to one to  two megabases around the breaks. The formation of extensive ɣH2A.X 

regions is important for sustaining the DDR and maintaining factors involved in repair at the 

breaks sites, such as NBN, tumor protein p53 binding protein 1 (TP53BP1) or breast cancer 1 

(BRCA1) (Celeste et al., 2002). The maintenance of the response is achieved through 

recruitment of a complex network of chromatin modifying enzymes, such as ubiquitin ligases. 

For example, ATM-dependent phosphorylation of MDC1 is recognized by the ubiquitin ligase 

ring finger protein 8, activating an ubiquitination cascade and finally recruiting BRCA1 (Ciccia 

and Elledge, 2010). The large multi-protein complexes assembled around break sites in a γ-

H2AX- and MDC1-dependent manner are necessary to distribute the damage signal throughout 

the nucleus and to promote appropriate repair mechanisms.  

The next step is DNA repair itself. First, resection of the two 5´ends is performed by the bloom 

syndrome RecQ like helicase and three exonucleases, exonuclease 1, MRE11A – component 

of the MRN complex –, and RBBP8 (retinoblastoma binding protein 8), whose interaction with 

BRCA1 facilitates resection (Cruz-García et al., 2014). Breaks resection forms single-stranded 

DNA regions that activate ATR, kinase that regulates RAD51 recruitment. The RAD51-coated 

nucleoprotein filaments invade the undamaged sister strands (Baumann et al., 1996) forming a 
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displacement loop. There are several models explaining the last steps that lead to damage 

resolution (not shown).  

 

Figure 3. Homologous recombination repair pathway. P stands for phosphorylation. Based on 

(Ciccia and Elledge, 2010; Lopez-Contreras and Fernandez-Capetillo, 2012). 

 

1.2.2 Canonical non-homologous end joining 

cNHEJ is simpler  than HR, it can take place in any cell cycle stage and is more error-prone. 

Upon DNA damage, DSBs are sensed by a heterodimer of Ku70 and Ku80 proteins (Doherty 

and Jackson, 2001), which stabilizes the two DNA ends and attracts DNA-PKcs (Figure 4). 

DNA-PKcs becomes active and phosphorylates Artemis, involved in end-processing. 
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Interestingly, DNA-PKcs phosphorylation by ATM is necessary for Artemis phosphorylation 

and recruitment (Jiang et al., 2015). Upon phosphorylation, Artemis acquires endonuclease 

activity, needed for opening closed hairpins in which the two strands of the break have linked 

together. DNA-PKcs also phosphorylates the complex formed by XRCC4 and ligase IV (LigIV) 

that rejoins the ends (Martin and MacNeill, 2002) with the help of the XRCC4-like factor (XLF) 

(Mahaney et al., 2009). LigIV provides the catalytic activity, while XRCC4 stimulates its 

activity. This complex can access the breaks only upon DNA-PKcs autophosphorylation and 

dissociation from the DNA (Allen et al., 2003; Jiang et al., 2015).  

 

Figure 4. Canonical non-homologous end joining. P stands for phosphorylation. Based on (Ciccia 

and Elledge, 2010; Lopez-Contreras and Fernandez-Capetillo, 2012). 

 

1.2.3 p53 is activated upon genotoxic stress 

In addition to organizing repair of DSBs, PIK3-like kinases relay damage signals to p53. Under 

non-stressed conditions, p53 is kept at low levels by Mdm2-mediated proteasomal degradation. 

When a cell encounters DNA damage, ATM, ATR and DNA-PK phosphorylate p53 and Mdm2. 

In addition, ATR and ATM activate the checkpoint kinases Chk1 and Chk2, respectively, which 

modify p53 as well (Kruse and Gu, 2009). Together, these phosphorylations prevent binding of 

p53 to Mdm2. p53 accumulates in the nucleus and acts as a transcription factor promoting the 

expression of genes involved in several processes, such as DNA repair, cell cycle arrest, 

apoptosis and senescence in order to maintain genome integrity (Vousden and Prives, 2009).   
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p53 accumulation occurs as a series of discrete pulses upon genotoxic stress (Lahav et al., 

2004). The timing of the first pulse maximum occurs approximately two to four hours after 

damage induction, and the timing between maximum of two consecutive pulses is about seven 

hours. Interestingly, genetically identical cells have different number of pulses, but their mean 

duration and height are constant and independent of the degree of DNA damage (Lahav et al., 

2004). However, the mean number of pulses increases with the amount of damage applied.  

What is the molecular mechanism behind this stereotyped nature of p53 pulses? Upon damage, 

p53 starts accumulating and promotes expression not only of genes involved in cell cycle arrest 

or apoptosis, but also of two negative regulators, Mdm2 and Wip1 (wild-type p53-induced 

phosphatase 1). Once Mdm2 protein concentration increases, p53 response is terminated 

through a negative feedback loop. However, this interaction is not sufficient to explain 

sustained p53 oscillations. A second feedback loop exists between p53 and Wip1, phosphatase 

that reverses not only p53 phosphorylation by PI3K-like kinases (Lu et al., 2007), but also 

dephosphorylates ATM (Shreeram et al., 2006) and Chk2 (Fujimoto et al., 2006; Oliva-Trastoy 

et al., 2007) (Figure 5). That´s why, Wip1 is the protein responsible for creating pulses in the 

upstream signaling kinases (phosphorylated ATM and Chk2) that drive p53 pulses (Batchelor 

et al., 2008). When p53 levels go down after the first pulse, phosphorylated ATM levels start 

accumulating again if the damage is still present. ATM activates then p53, which in turn 

promotes Mdm2 and Wip1 expression, leading to a second pulse (Batchelor et al., 2008).  

 

Figure 5. Schematic overview of the p53 network in response to double strand breaks. 

 

In summary, these two interlinked negative feedback loops shape the dynamic response of p53 

to DSBs, resulting in pulsatile protein accumulations or dynamics with uniform amplitudes and 

durations (undamped oscillations), independent of the degree of damage. What is the meaning 

or function of p53 pulses? Activation of p53 is not only depending on increased concentrations, 

but also on post-translational modifications necessary for activating specific sets of genes, as 

previously explained. It could happen that the information encoded by p53 modifications on 
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the first pulse needs to change in the second pulse in order to activate a different group of genes. 

Degradation of p53 is the simplest way for “deleting” the information and allowing synthesis 

of new unmodified p53 (Lahav, 2004). 

 

1.3 Importance of p53 single cell studies 

The fact that p53 pulses show undamped oscillations was first described in single cell studies 

using time-lapse fluorescent microscopy and transgenic fluorescent cell lines (Lahav et al., 

2004). Until that time, p53 was thought to undergo damped oscillations after DNA damage, as 

it was shown that the second p53 pulse showed a smaller amplitude when compared to the first 

one (Lev Bar-Or et al., 2000). In that study, p53 accumulation was analyzed on cell populations 

by western blot. 

The difference observed between population and single cell studies can be explained because 

different cells can exhibit different number of pulses, and because synchronicity upon the first 

p53 pulse is lost (Purvis and Lahav, 2013) (Figure 6).  

 

Figure 6. Cell population studies can obscure dynamics of individual cells. p53 pulses upon 

genotoxic stress have uniform amplitudes and durations. Loss of synchrony and different number of 

pulses among individual cells explain the damped oscillations observed in the population. Modified 

from (Purvis and Lahav, 2013). 

 

The importance of performing studies at the single cell level is highlighted by the recently 

proposed hypothesis that biological information is not only encoded in the structural 

components of a cell, but also in the dynamics of signaling molecules (Behar and Hoffmann, 

2010). Regarding p53, the importance of its dynamics in regulating cell fate decisions has been 

previously described. In Purvis et al., p53 pulsing behavior was transformed into a sustained 

response by adding Nutlin-3, a small molecule that binds to Mdm2 and inhibits p53 degradation 

(Vassilev et al., 2004). This change in dynamics was enough to increase the number of cells 

undergoing senescence upon genotoxic stress due to a higher expression of the p53 target genes 

p21, involved in cell cycle arrest (El-Deiry et al., 1993), and YPEL3 (Kelley et al., 2010) and 
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promyelocytic leukemia (De Stanchina et al., 2004), involved in senescence. In Borcherds et 

al., the binding affinity between p53 and Mdm2 was increased by mutating conserved proline 

residues to alanines on the N-terminal domain. These genetic modifications led to earlier and 

shorter p53 pulses upon DNA damage, provoking reduced levels of p21 expression and a 

subsequent decrease in arresting cells (Borcherds et al., 2014). 

 

1.4 p53 and metabolism 

The role of p53 as a tumor suppressor has been attributed to transcriptional activation of genes 

involved in apoptosis or in a permanent inhibition of cell proliferation (senescence) (Kruiswijk 

et al., 2015), terminal cell fates that eliminate tumor cells and block cancer progression. 

However, in recent years it has become evident that p53 is also involved in regulating 

transcription of genes involved in cellular homeostasis, such as DNA repair and metabolism.  

Nutrients are taken up by cells and metabolized in order to produce energy and increase cell 

biomass to support cell growth. It is therefore not surprising that cancer cells need to adjust 

their metabolism in order to maintain a high rate of cell proliferation (Garber, 2006). In fact, 

reprogramming of cellular metabolism has been recently considered as an emerging hallmark 

of cancer (Hanahan and Weinberg, 2011).  

Glucose is a key nutrient used for energy production (conserved as adenosine triphosphate, 

ATP) and for synthesis of macromolecules. Glucose is oxidized in the cytoplasm by the 

glycolytic pathway to pyruvate, producing two molecules of ATP from one molecule of 

glucose. This process is anaerobic, but in the presence of oxygen, pyruvate enters the 

tricarboxylic acid (TCA) or citric acid cycle in the mitochondria and is further oxidized. This 

oxidation produces nicotinamide adenine dinucleotide (NADH) and flavin adenine dinucleotide 

(FADH2), which carry electrons to the electron transport chain, composed of four complexes 

(I, II, III and IV). There, ATP is produced through oxidative phosphorylation 

(OXPHOS)/mitochondrial respiration. Approximately 36 molecules of ATP are generated per 

molecule of glucose when it is completely oxidized; two are produced during glycolysis, and 

the rest are acquired from OXPHOS. Many cancer cells, even under aerobic conditions, 

primarily use glycolysis for energy production (Warburg effect, (Warburg, 1956)). This 

reprogramming is seemingly counterintuitive, as cells have to compensate the lower efficiency 

of glycolysis in ATP production. In order to deal with that, cancer cells upregulate glucose 

transporters, mainly GLUT1 (glucose transporter type 1), which increases glucose import into 

cytosol (DeBerardinis et al., 2008; Hsu and Sabatini, 2008; Jones and Thompson, 2009). What 

https://en.wikipedia.org/wiki/Adenosine_triphosphate
https://en.wikipedia.org/wiki/Adenosine_triphosphate
https://en.wikipedia.org/wiki/Nicotinamide_adenine_dinucleotide
https://en.wikipedia.org/wiki/Flavin_adenine_dinucleotide
https://en.wikipedia.org/wiki/Flavin_adenine_dinucleotide
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are the advantages conferred by the glycolytic switch? One hypothesis is that an increase in 

glycolysis enables more glycolytic intermediates to be used for nucleotide, amino acid, and 

fatty acid production, needed to produce a new cell (Potter, 1958; Vander Heiden et al., 2009). 

How does p53 control metabolism? Does this regulation contribute to its tumor suppressor 

function? p53 has been reported to downregulate glycolysis by promoting the expression of 

TP53-induced glycolysis regulator (TIGAR) (Bensaad et al., 2006; Jen and Cheung, 2005) 

(Figure 7). TIGAR degrades fructose-2,6-bisphosphate, an allosteric effector of the glycolytic 

enzyme 6-phosphofructo-kinase-1. Moreover, p53 directly downregulates gene expression of 

glucose transporters GLUT1 and GLUT4  (Schwartzenberg-Bar-Yoseph et al., 2004), and 

indirectly of GLUT3 (Kawauchi et al., 2008). It also downregulates pyruvate dehydrogenase 

kinase 2 (PDK2) expression (Contractor and Harris, 2012), which inhibits pyruvate 

dehydrogenase (PDH) complex. This complex transforms pyruvate into acetyl coenzyme A 

(CoA) that feeds into the TCA cycle.  

p53 also controls OXPHOS by promoting the expression of SCO2 (Matoba et al., 2006),  

involved in the biogenesis of one subunit of complex IV, and by upregulating the expression of 

apoptosis-inducing factor, mitochondrion-associated, 2 (AIFM2), needed to maintain the 

integrity of mitochondrial complex I (Stambolsky et al., 2006; Vahsen et al., 2004). Moreover, 

p53 induces the expression of glutaminase 2 (GLS2), a mitochondrial enzyme that catalyzes 

the hydrolysis of glutamine to glutamate. Glutamate is transformed into α-ketoglutarate that 

feeds into the citric acid cycle, promoting OXPHOS and subsequent ATP production (Hu et al., 

2010; Suzuki et al., 2010). p53 also contributes to TCA cycle and OXPHOS maintenance by 

promoting mitochondrial fatty acid catabolism (β-oxidation), which produces acetyl-CoA, 

NADH and FADH2. The carnitine palmitoyltransferase/acyltransferase 1C (CPT1C) is a p53 

target gene (Sanchez-Macedo et al., 2013) involved in the transport of long-chain fatty acids 

into mitochondria. Moreover, conversion of malonyl CoA – a negative regulator of carnitine 

acyltransferase – to acetyl CoA is catalyzed by malonyl-CoA decarboxylase (MLYCD), 

another p53 target (Liu et al., 2014). Finally, lipin 1, positively regulated by p53, acts as a a 

transcriptional co-activator of genes involved in β-oxidation (Assaily et al., 2011; Finck et al., 

2006).  

Inhibition of glycolysis and promotion of OXPHOS by all these means help to curb the 

acquisition of the Warburg effect (Liang et al., 2013; Vousden and Prives, 2009). That´s why, 

metabolic control is considered another way for p53 to execute its tumor suppressor function. 
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Figure 7. p53 regulates cellular metabolism by inhibiting glycolysis and promoting OXPHOS. 

Modified from (Kruiswijk et al., 2015; Liang et al., 2013). 

 

How are the canonical p53 responses – senescence and apoptosis – integrated together with its 

metabolic functions? The emerging model is that p53 is involved in two different mechanisms: 

under stress conditions, it first promotes cell survival by inducing cell cycle arrest to give time 

to the cells to repair the damage (for example DNA breaks). Moreover, metabolism regulation 

further prevents tumor-promoting changes. But if the stress does not resolve or the damage 

cannot be repaired, then p53 drives apoptosis or senescence (Vousden and Prives, 2009) (Figure 

8). 

 

Figure 8. Dual mechanisms of p53. Under low stress conditions or repairable damage, p53 acts as a 

cell protector and promotes survival. It prevents tumorigenic transformations by inducing cell cycle 
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arrest and DNA repair, and by regulating metabolism. Under sustained stress or irreparable damage, p53 

promotes apoptosis or senescence in order to eliminate the cells. Modified from (Vousden and Prives, 

2009). 

 

1.5 Aims of the study 

p53 exerts its tumor suppressive functions acting as a transcriptional factor and promoting or 

repressing hundreds of target genes. Apart from inducing apoptosis and senescence upon 

cellular stress, p53 has recently emerged as a regulator of homeostasis, being control of 

metabolism an example of how p53 inhibits tumor-promoting changes. However, the way p53 

exerts its non-canonical activities is not completely known (Liang et al., 2013). A better 

understanding of p53 homeostatic target genes could show us new targets for a more efficient 

cancer therapy. In fact, targeting cancer metabolism has emerged during the past decade as a 

promising strategy for developing novel antineoplastic agents (Galluzzi et al., 2013). In order 

to understand in a systematic way how p53 controls its downstream response, a combined 

analysis of the cell proteome by liquid chromatography-tandem mass spectrometry (LC-

MS/MS) and the transcriptome by RNA-sequencing (RNA-seq) upon p53 knock down in a 

breast cell line was performed. In addition, it was decided to treat these cells with ionizing ɣ-

irradiation (IR), which causes DSBs, as induction of DNA damage is used as cancer treatment 

during chemo- and radiotherapy, and combination of metabolic modulators with conventional 

therapies is a promising strategy to fight tumor cells (Zhao et al., 2013).  

 

p53 regulates the transcriptional responses of its target genes, and these responses are indirectly 

regulated by the upstream PIK3-like kinases, as they control p53 dynamics. Initial studies using 

in-vitro models, xenografts and first clinical trials have demonstrated that inhibition of ATM, 

ATR or DNA-PKcs could increase cancer treatment efficiency by sensitizing cancer cells 

(Davidson et al., 2013; Weber and Ryan, 2015). However, to gain a deeper understanding of 

the molecular mechanisms underlying the sensitizing effect of these inhibitors, it is necessary 

to understand how the individual kinases regulate p53 and to which extent they function 

independently from each other or modulate each other’s activity in regard to p53 activation, 

which is at present unclear. For this purpose, several fluorescent reporter cell lines were used 

in combination with live-cell time-lapse microscopy and automated image analysis. Cells were 

pharmacologically perturbed, and p53 response was followed upon induction of double strand 

breaks with ɣ-IR in individual cells with high temporal and spatial resolution. 
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2 MATERIALS AND METHODS 

2.1 Cell culture 

All A549 (human non-small cell lung cancer) and U-2 OS (human osteosarcoma) cell lines 

were maintained in McCoy´s 5A (GE Healthcare Life Sciences) + 10% fetal calf serum (FCS) 

(Thermo Fisher Scientific); all MCF10A cells (non-transformed human breast epithelial) in 

Dulbecco's Modified Eagle Medium:Nutrient Mixture F-12 (DMEM/F-12) (Thermo Fisher 

Scientific) + 5% horse serum (HS) (PAN-Biotech) + 20 ng/ml epidermal growth factor (EGF) 

(Peprotech) + 0.5 µg/ml hydrocortisone (Sigma-Aldrich) + 100 ng/ml cholera toxin (Sigma-

Aldrich) + 10 µg/ml insulin (Sigma-Aldrich) (Debnath et al., 2003), and MCF7 cells (human 

breast cancer) in RPMI (Roswell Park Memorial Institute)1640 (Thermo Fisher Scientific) + 

10% FCS at 37 °C. All media contained penicillin and streptomycin (Thermo Fisher Scientific). 

When appropriate, selective antibiotics (400 µg/ml geneticin disulphate (G418) (Carl Roth 

GmbH + Co. KG), 5 µg/ml blasticidin S hydrochloride (Carl Roth GmbH + Co. KG), 50 µg/ml 

hygromycin B (Thermo Fisher Scientific) or 0.5 µg/ml puromycin dihydrochloride (Carl Roth 

GmbH + Co. KG)) were added to maintain transgene expression. 

 

A549, U-2 OS (Chen et al., 2013) and MCF7 (Batchelor et al., 2008) p53-Venus reporter cell 

lines have been described before. Jette Strasen (Löwer lab) generated p53 fluorescent reporters 

in MCF10A by infecting cells with lentiviruses encoding a construct where p53 was fused to 

yellow fluorescent protein Venus (p53-YFP) under the control of the human Ubiquitin C 

promoter (UbCp) (Figure 9).  

 

Figure 9. Scheme of the p53 fluorescent reporter construct. p53 was fused to YFP under the control 

of EF1αp (elongation factor-1 α promoter) for A549, MCF7 and U-2 OS, or under the control of UbCp 

for MCF10A cells. The construct contained a Neomycin selection marker (resistance to G418 

antibiotic). 

 

Nuclear markers were added to reporters by infecting with lentiviruses expressing histone 2B 

fused to cyan fluorescent protein (CFP) under the control of UbCp (U-2 OS, MCF10A and 

A549 – Elena Cristiano (Löwer lab) added the nuclear marker to A549 cells), or expressing 

near-infrared fluorescent protein (iRFP) with a nuclear localization sequence under the control 

of EF1αp (MCF7). Subsequently, stable clonal cell lines were established and validated. 
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Both A549 and MCF10A p53 knock down (p53sh) cells were created by infecting the wild-type 

(p53wt) corresponding cells with lentiviruses expressing small hairpin RNA (shRNA) against 

p53 (pRETRO-SUPER-p53, (Brummelkamp et al., 2002)). They were subsequently selected 

with the corresponding antibiotic and validated. 

 

2.2 Inhibitor and radiation treatments 

In experiments shown in section 3.1, treated samples were irradiated with 10 Gy ɣ-IR, while 

control samples were not irradiated. In experiments shown in section 3.2, media were replaced 

with fresh ones containing DMSO (Sigma-Aldrich) (control condition) or the inhibitors shown 

in Table 1, alone or in combination, 30 minutes before irradiating cells with ɣ-IR (2.5, 5, 10 or 

20 gray (Gy)) or UV (single burst of 4.5 J/m2). 

ɣ-irradiation was applied using a cesium-137 source (rate 8.9 Gy/min). For ultraviolet (UV) 

treatment, cells were irradiated by an ultraviolet lamp (254 nm wavelength). 

 

Table 1. Inhibitors used. 

 

Inhibitor (Abbreviation) Target Final concentration Supplier  

KU-55933 (ATMi) ATM 10 µM Axon Medchem 

VE-821 (ATRi) ATR 2 µM Selleckchem 

NU 7026 (DNA-PKi) DNA-PKcs 10 µM Biomol GmbH 

NU 7441 (DNA-PKi-2) DNA-PKcs 1 µM Axon Medchem 

SCR7 (LigIVi) LigaseIV 100 µM  Xcess Biosciences Inc.  

Chk2 Inhibitor II (Chk2i II) Chk2 10µM Merck Millipore 

 

2.3 Time-lapse microscopy 

Reporter cells were seeded on 3.5 cm poly-D-lysine-coated glass-bottom plates (MatTek 

Corporation) two days before microscope imaging: 

- A549 cells: 1.5exp5-1.75exp5 cells/plate 

- MCF10A cells: 1.5exp5 cells/plate 

- U2OS: 3exp5 cells/plate 

- MCF7: 0.75exp5 cells/plate 

The day of the experiment, medium was changed to RPMI 1640 medium without phenol red 

and riboflavin supplemented with 10% FCS for A549, U-2 OS and MCF7, and 5% HS, 20 

ng/ml EGF, 0.5 µg/ml hydrocortisone, 100 ng/ml cholera toxin and 10 µg/ml insulin for 

http://www.cellsignal.com/
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MCF10A. All media contained penicillin, streptomycin, HEPES buffer (10 mM) and 

GlutaMAX (2 mM) (both from Thermo Fisher Scientific)).  

Cells were imaged on a Nikon Ti inverted fluorescence microscope with perfect focus system. 

Imaging was performed with a Hamamatsu Orca R2 camera, a 20x plan apo objective 

(numerical aperture (NA) 0.75) and appropriate filter sets (Venus: 500/20 nm excitation, 515 

nm dichroic beam splitter, 535/30 nm emission; CFP: 436/20 nm excitation, 455 nm dichroic 

beam splitter, 480/40 nm emission; iRFP: 650/45 nm excitation, 685 nm dichroic beam splitter, 

720/60 nm emission (Chroma)). The microscope was enclosed with an incubation chamber to 

maintain constant temperature (37°C), CO2 concentration (5%), and humidity. Cells were 

imaged every 15 minutes for the duration of the experiment (normally 24 hours) using Nikon 

Elements software.  

 

2.4 Image analysis 

Cells were tracked throughout the duration of the experiment using custom-written MATLAB 

(MathWorks) scripts based on code developed by the Alon lab (Cohen et al., 2008) and the 

CellProfiler project (Carpenter et al., 2006). In brief, flat field correction and background 

subtraction to raw images were applied before segmenting individual nuclei from fluorescence 

images of the nuclear marker using adaptive thresholding and seeded watershed algorithms. 

Segmented cells were then assigned to corresponding cells in following images using a greedy 

match algorithm (Figure 10).  

 

Figure 10. Image analysis example. Cells were segmented according to the nuclear marker; segmented 

cells were assigned to corresponding cells at following time points. 
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Finally, the nuclear fluorescence intensity of p53-Venus for each cell over time was quantified, 

and the resulting single-cell trajectories were computationally analyzed to extract features of 

p53 dynamics, e.g. relative amplitude or full-width at half-maximum (FWHM) of protein 

accumulation pulses, as previously described (Loewer et al., 2010). To determine the effect size 

and its significance for a given treatment, changes of the median pulse width and amplitude 

were calculated, and permutation testing (1000 permutations) was performed to establish 

corresponding 90% confidence intervals.  

For small interfering RNA (siRNA) experiments, cells were considered to show monotonously 

increasing p53 dynamics when mean levels during the last 4 hours were 1.3x higher than levels 

during the first 4 hours. Due to increased noise associated with transfecting cells, an alternative 

measure for pulse duration (width at 10% of maximum peak levels) was considered as well in 

these experiments.  

 

2.5 Western blot analysis 

MCF10A (6exp5 cells) and A549 (2exp5-2.5exp5 cells) were seeded on 5 cm plates two days 

prior to the experiment, and harvested at the indicated time points after treatment. They were 

washed with cold phosphate-buffered saline (PBS), harvested in 2 ml PBS with a cell scraper, 

and centrifuged during 5 minutes at 4000 RPM; supernatant was aspirated. After the harvesting 

procedure, cells were lysed for 20 minutes on ice in 40-70 µl of lysis buffer and centrifuged at 

4°C during 20 minutes at 14000 RPM; lysate was transferred to a new tube. Protein 

concentration was determined in technical duplicates with the Pierce BCA Protein Assay Kit 

(Thermo Fisher Scientific) using a bovine serum albumin (BSA) standard curve (2, 1, 0.5, 0.25, 

0.125, 0.0625 and 0 mg/ml). 25 µl of each standard or 2.5 µl of each sample (diluted to 25 µl 

in H2O) and 200 µl of Working Reagent (50:1, Reagent A:B) were transferred to a 96-well 

plate, followed by incubation at 37°C during 25 minutes. Absorbance was measured at 595 nm 

in a microplate reader (EL800 Universal Microplate Reader, BioTek Instruments, Inc.).  

Equal protein amounts (15-20 µg depending on protein concentration) were denatured in 

sample buffer (NuPAGE LDS Sample Buffer (4X), Thermo Fisher Scientific) and dithiothreitol 

(DTT). Proteins were separated by electrophoresis on precast gels in MES SDS Running Buffer 

(NuPAGE, Thermo Fisher Scientific) (see Table 2 for further details). Next, they were 

transferred to nitrocellulose or polyvinylidene fluoride (PDVF) membranes (Carl Roth GmbH 

+ Co. KG) by electroblotting. 
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Table 2. Electrophoresis and electroblotting conditions depending on protein size. 

 

Protein 

size (kDa) 

Electrophoresis Electroblotting 

Gradient gel Conditions  Membrane Conditions Buffer 

<250 4–12% Bis-

Tris 

35-40 min, 

200 volts 

nitrocellulose 90 min, 

200 mA 

Transfer 

buffer 

>250 3-8% Tris-

Acetate 

150 volts,  

1 h  

PDVF Overnight,  

150 mA 

CAPS 

 

Membranes were blocked for one hour with 5% non-fat dried milk or 5% BSA (Carl Roth 

GmbH + Co. KG) in tris-buffered saline with Tween20 (TBST) according to the antibodies 

manufacturer's recommendations, and incubated overnight with primary antibody (see Table 

3).  

Table 3. Primary antibodies for western blot analysis. 

 

               Target                        Dilution Supplier  

total p53 (FL-393) 1:2500 Santa Cruz Biotechnology, Inc. 

Mdm2 (SMP14) 1:200 Santa Cruz Biotechnology, Inc. 

pp53 (Ser15) 1:1000 Cell Signaling Technology  

pChk2 (Thr68) 1:1000 Cell Signaling Technology  

pChk1 (Ser317) 1:1000 Cell Signaling Technology  

pATM (Ser1981) 1:500 Rockland Immunochemicals Inc. 

pDNA-PKcs (Ser2056) 1:1000 Abcam 

total DNA-PKcs (H163) 1:200 Santa Cruz Biotechnology, Inc. 

GAPDH 1:9000 Sigma-Aldrich 

 

The next day membranes were washed in TBST, incubated for one hour with secondary 

antibody coupled to horseradish peroxidase (HRP, see Table 4) in 5% non-fat dried milk in 

TBST, and washed again.  

Table 4. Secondary antibodies for western blot analysis. 

 

               Antibody                           Dilution Supplier  

Goat anti-Rabbit IgG Secondary 

Antibody, HRP conjugate 

1:10000 Thermo Fisher Scientific 

http://www.scbt.com/
http://www.scbt.com/
http://www.scbt.com/
http://www.cellsignal.com/
http://www.cellsignal.com/
http://www.cellsignal.com/
http://www.scbt.com/
https://en.wikipedia.org/wiki/Horseradish_peroxidase


 

18 

 

MATERIALS AND METHODS 

 

Goat anti-Mouse IgG Secondary 

Antibody, HRP conjugate 

1:10000 Thermo Fisher Scientific 

 

Protein levels were detected using Amersham ECL Prime Western Blotting Detection Reagent 

(GE Healthcare Life Sciences). Chemiluminescent images were captured with ChemiDoc XRS 

System (Bio-Rad Laboratories, Inc.). 

Buffers used (all reagents from Carl Roth GmbH + Co. KG, unless otherwise stated): 

- PBS 

10 mM sodium hydrogen phosphate + 2 mM monopotassium phosphate + 137 mM sodium 

chloride + 2.7 mM potassium chloride, pH 7.4 

- Lysis buffer 

50 mM Tris pH 7.5 + 100 mM sodium chloride + 1% Triton X-100 + 0.5% sodium deoxycholate 

+ 0.1% SDS + 50 mM sodium fluoride + 1 mM sodium orthovanadate + 1:100 Protease 

Inhibitor Cocktail Plus + 1:100 Phosphatase Inhibitor Cocktail (Sigma-Aldrich)  

- Transfer buffer 

25 mM Tris + 192 mM glycine + 20% methanol 

- CAPS buffer 

10 mM CAPS pH 11 + 15% methanol 

- TBST 

50 mM Tris pH 7.5 + 150 mM sodium chloride + 0.1% Tween-20  

 

2.6 RT-qPCR  

MCF10A (6exp5 cells) and A549 (2exp5-2.5exp5 cells; for p21 and YPEL3 expression study, 

0.5exp5 cells) were seeded on 5 cm plates two days prior to the experiment, and harvested as 

indicated in section 2.5 at the corresponding time points after treatment. RNA was extracted 

using either High Pure RNA Isolation Kit (Roche) or InviTrap Spin Cell RNA Mini Kit 

(STRATEC Biomedical AG) following manufacturer´s protocols. RNA concentration was 

measured with the NanoDrop 2000c Spectrophotometer (Thermo Fisher Scientific). Next, 

complementary DNA (cDNA) was generated. The following components were mixed, and 

heated for 5 minutes at 70°C in a thermocycler (PEQLAB, VWR): 

 500 ng or 1 µg of total RNA (depending on RNA concentration) 

 2 µl of Oligo d(T)23 VN (50 µM) (New England Biolabs) 

 1 µl of dNTP solution mix (10 mM) (New England Biolabs) 

http://www.scbt.com/
http://www.scbt.com/
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 Up to 10 µl of DEPC-treated H2O (Carl Roth GmbH + Co. KG) 

Next, the following reagents (all from New England Biolabs) were added, and the resulting mix 

was incubated at 42°C for one hour: 

 4 µl of 5X ProtoScript II Buffer 

 2 µl of DTT (0.1 M) 

 1 µl of ProtoScript II Reverse Transcriptase 

 1 µl of RNase Inhibitor, Murine 

The resulting cDNA was diluted 1:10, and quantitative PCR was performed in triplicates. 3 µl 

of cDNA were mixed with 9.5 µl of primer mix and 12.5 µl of SYBR Green reagent (Roche). 

- Primer mix 

6.4 µl forward primer (100 µM) + 6.4 µl reverse primer (100 µM) + 987.2 µl DEPC-treated 

H2O 

The final concentration of each primer in the reaction mix was 243.2 nM. 

Quantitative PCR was performed on a StepOnePlus PCR machine (Applied Biosystems) with 

the following thermal profile: 

1) 95°C for 10 minutes 

2) 40 cycles: 95 °C for 15 seconds, 60 °C for one minute 

 

Table 5. Primers used in RT-qPCR. Oligonucleotide primers used in SYBR green RT-qPCR for 

several human genes. β-actin was used as reference gene. All primers were from Eurofins Genomics. 

 

Primer  Primer sequence 5'→3' 

p21 forward TGG ACC TGT CAC TGT CTT GT 

 reverse TCC TGT GGG CGG ATT AG 

p53 forward TGA CTG TAC CAC CAT CCA CTA 

 reverse AAA CAC GCA CCT CAA AGC 

RRM2B forward GGT CTT ATG CCA GGA CTC AC 

 reverse CAA TGA TCT CCC TGA CCC TTT C 

SESN1 forward AGA TGA GGC AGT TAC AGG AAT G 

 reverse ATG ACG AGA TAC AGC TCT TGC 

Mdm2 forward AGA TGT TGG GCC CTT CGT GAG AA 

 reverse GCC CTC TTC AGC TTG TGT TGA GTT 

KLK10 forward CTG CCC AGC ATC CAG CTG TCT AC 

 reverse CTG GGC ATC TGG ATC AGC AGG AG 

Wip1 forward ATA AGC CAG AAC TTC CCA AGG 

http://www.scbt.com/
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 reverse TGG TCA ATA ACT GTG CTC CTT C 

YPEL3 forward GTG CCT ACC TCT TCA ACT CAG 

 reverse  TGC TCT CAA AGG CCT GTT C 

DNA-PKcs forward CAG GTG CCA ATC CAG CAG TC 

  reverse CGT GCC ACA GCC ACA TAG TC 

NBN forward ATG GAG GCC ATA TTT CCA TGA C 

 reverse CAA GCA GCC AGA ACT TGG AAG 

MRE11A forward ACG TTT GTA ACA CTC GAT GAA 

 reverse CTG GAA TTG AAA TGT TGA GG 

RBBP8 forward TGC TGG TTC TCA TGA GCC AAT AA 

 reverse   TCT GCT CCC GGA TCT ATA CTC CAC 

RAD50 forward GAG ATT TCC CTC CTG GAA CC 

 reverse ACA TCA CGA AAT TGC AGA CG 

β-actin forward GGC ACC CAG CAC AAT GAA GAT CAA 

 reverse TAG AAG CAT TTG CGG TGG ACG ATG 

 

2.7 Cell proliferation assay 

0.1exp5 cells were seeded 1.5 days before being treated with DMSO or DNA-PKi and irradiated 

with 5 Gy ɣ-IR. Media was changed every day, and the same randomly chosen cells were 

imaged at day 1, 2 and 3 after irradiation by using gridded dishes and a Nikon Eclipse inverted 

microscope with a 4x objective. Initial numbers and fraction of dividing cells were manually 

quantified for each condition. 

 

2.8 Immunofluorescence   

1exp5 cells were seeded on coverslips coated with poly-L-lysine (Sigma-Aldrich) in 6-well 

plates two days prior to the experiment. At the corresponding time points, cells were washed 

with PBS and fixed with 2% paraformaldehyde in PBS for 10 minutes. Cells were washed again 

in PBS, permeabilized with 1 ml of Triton X-100 in PBS during 20 min and blocked with 1 ml 

of 10% goat serum (PAN-Biotech) in PBS for 30 min. Next, cells were incubated with phospho-

histone H2A.X (Ser319, JBW301, Merck Millipore) at 1:500 dilution in 1% BSA/PBS 

overnight at 4°C. Cells were washed with 0.1% Triton X-100/PBS, incubated with secondary 

antibody coupled to Alexa Fluor 647 (Thermo Fisher Scientific) at 1:500 dilution in 1% 

BSA/PBS for 30 min, and washed with 0.1% Triton X-100/PBS. Finally, nucleus was stained 
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with 2 µg/ml Hoechst 33342 (Thermo Fisher Scientific) in 0.1% Triton X-100/PBS for 5 min, 

and cells were washed with PBS. Slides were embedded in Prolong Antifade (Thermo Fisher 

Scientific). Images were acquired with a 60x plan apo objective (NA 0.75) using appropriate 

filter sets (Alexa Fluor 647: 620/60 nm excitation, 660 nm dichroic beam splitter, 700/75 nm 

emission; Hoechst 33342: 387/11 nm excitation, 409 nm dichroic beam splitter, 447/60 nm 

emission (Chroma)). Automated segmentation was performed in MATLAB using algorithms 

from CellProfiler (Carpenter et al., 2006).   

 

2.9 siRNA treatment 

Cells were seeded on 6-well plates (see Table 6 for details; transfection protocol was optimized 

for each siRNA in order to get the best knock down efficiency). The next day, co-transfection 

complexes were prepared by adding the corresponding siRNA and 7.5 µl of TransIT-X2 

Dynamic Delivery System (Mirus Bio LLC) to 250 µl of Opti-MEM I Reduced Serum Media 

(Thermo Fisher Scientific). This mix was incubated for 15-30 minutes at room temperature. 

Then, it was added drop-wise to different areas of the well, and the plate was gently rocked. 

One or two days later, cells were replated onto 5 cm plates (2.5exp5 cells; for RT-qPCR and 

western blot) or onto 3.5 cm poly-D-lysine-coated glass-bottom plates (1.75exp5 cells; for 

microscopy). For RAD50 knock down, a second transfection was done two days after the first 

one; the next day, cells were replated. Two days after seeding the cells in 5 and 3.5 cm plates, 

they were harvested as indicated in section 2.5 or used for time-lapse microscopy, respectively. 

The transfection protocol used for scrambled siRNA varied depending on the protocol used for 

the targeted genes. The sequence of the control siRNA was CGU ACG CGG AAU ACU UCG 

ATT (Zheng et al., 2013). 

 

Table 6. Conditions used for transfection of the different siRNAs. * Two days after the first 

transfection, a second transfection was carried out. One day later, cells were replated. ** Different 

transfection protocols were tried for knocking down NBN. The experiment presented in the results 

section corresponds to the protocol showed here.  

 

siRNA 

target 

Cells/well 

seeded in 6-

well plate 

Number of 

siRNAs 

used 

siRNA final 

concentration 

Repeated 

transfection * 

Days waited after 

transfection and 

before replating  

DNA-PKcs 2exp5 2 25 No 1 

RAD50 1.5exp5 1 50 Yes 1 

MRE11A 2exp5 1 25 No 2 
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RBBP8 2exp5 1 25 No 2 

NBN ** 2exp5 1 25 No 2 

 

RAD50, MRE11A, RBBP8 and NBN siRNAs were from Thermo Fisher Scientific (s791, 

s8960, s11849 and s9291, respectively). Scrambled siRNA, as well as DNA-PKcs siRNAs 

(AGG GCC AAG CUG UCA CUC UTT  and AGA GUG ACA GCU UGG CCC UTT, (Serrano 

et al., 2012)) were from Eurofins Genomics. 

 

2.10 RNA-seq experiment workflow 

3exp5 cells were seeded on 5 cm plates two days prior to the experiment, and harvested as 

indicated in section 2.5 at the corresponding time points after treatment (Figure 11): 

 

Figure 11. Samples harvested for RNA-seq. There were three different conditions for each cell line 

(MCF10A p53wt and p53sh): non-irradiated cells, and irradiated with 10 Gy and harvested 4 and 24 hours 

later. 

 

Next, total RNA was isolated using High Pure RNA Isolation kits (Roche). In order to assess 

RNA quality, Agilent RNA 6000 Nano Kit in combination with Agilent 2100 Bioanalyzer 

(Agilent Technologies) was used as indicated in manufacturer´s protocol. This bioanalyzer is 

based on a combination of microfluidics capillary electrophoresis and fluorescence detection, 

and it is able to record the size distribution of molecules (in this case RNA) in a digital manner. 

The Agilent technology generates a value called RIN that indicates the integrity of the RNA 

analyzed using the electrophoretic tracing (Schroeder et al., 2006). A RIN of 10 indicates a non-

degraded RNA sample, while a value of 1 represents extensive degraded RNA. The RIN 

algorithm takes into consideration several features, such as area under the peaks of 18S 

(svedberg unit) and 28S ribosomal RNA (rRNA) compared to the total area under the curve, or 

the height of the 28S peak (Figure 12).  
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Figure 12. Agilent RNA 6000 Nano Kit data. (a) Typical electropherogram for total eukaryotic RNA 

with two ribosomal peaks, and the assigned RIN value.  (b) Virtual gel representing band intensities of 

18S and 28S rRNAs. 

 

All samples used for this study had at least a RIN of 8.50. Once the quality of the samples was 

checked, RNA concentration was measured with the Qubit 2.0 Fluorometer and Qubit RNA HS 

Assay Kit (Thermo Fisher Scientific), and samples were prepared in a process called library 

preparation. Among the different techniques available to sequence whole transcriptomes in a 

high-throughput manner (Wang et al., 2009), RNA-sequencing on the Illumina platform was 

chosen. The starting amount of total RNA was one microgram. 

Illumina protocol for the TruSeq RNA Library Preparation Kit v2 comprises the following steps 

(“TruSeq RNA Sample Preparation v2 Guide - Illumina,” 2014):               

1. Purification of the polyA messenger RNA (mRNA) molecules using poly-dT attached 

magnetic beads. 

2. Fragmentation and priming (with random hexamers) of the mRNA. 

3. Synthesis of first strand cDNA using reverse transcriptase and random primers. 

4. Removal of the RNA and synthesis of second strand cDNA, generating double strand 

(ds) cDNA. 

5. Repair ends converting the overhangs (from fragmentation) into blunt ends by using a 

3' to 5' exonuclease and a polymerase. 

6. Adenylation of 3' ends: an adenine is added to the 3´ ends to avoid ligation to one 

another during the next step. 

http://www.illumina.com/products/truseq_rna_library_prep_kit_v2.html
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7. Ligation of adapters: distinct indexing adapters are ligated to the 3' ends of each strand 

of the ds cDNA. The adapters contain a thymine on the 3' ends, providing an overhang 

to ligate cDNA strand and adapter.  

The adapter ligation allows DNA fragments to bind to the flow cell for next generation 

sequencing. Moreover, it “barcodes” samples allowing different libraries to be mixed 

and simultaneously sequenced. 

8. Enrichment of DNA fragments: DNA fragments that have adapters on both ends are 

enriched and the amount of DNA is amplified via PCR. 

 

After library preparation, DNA concentration was measured using the Qubit 2.0 Fluorometer 

and Qubit dsDNA BR Assay Kit (Thermo Fisher Scientific). In order to assess library quality, 

Agilent DNA 1000 Kit in combination with Agilent 2100 Bioanalyzer was used (Agilent 

Technologies) according to manufacturer´s protocol, which again uses a capillary 

electrophoresis system. DNA size distribution was examined (Figure 13), and the peak in the 

different samples was centred around 250-300 bp, as expected (“TruSeq RNA Access Library 

Prep Kit Support - Questions & Answers,” 2016). 

 

Figure 13. Agilent DNA 1000 Kit data. Typical electropherogram and size distribution of TruSeq RNA 

Sample Preparation v2 library. 

 

The following procedure was carried out by the Genomics technology platform (Prof. Dr. Wei 

Chen, MDC Berlin). After library validation, cluster generation was performed on the Illumina 

cBot (“Specification Sheet: Sequencing - cBot Illumina,” 2011) according to manufacturer´s 

indications. Samples were pooled together, the ds cDNA was denatured into single strands and 

concentration adjusted to 7 pM. Then, the DNA templates were randomly attached to the 

surface of the Illumina flow cell on the cBot by hybridization to a dense lawn of immobilized 

primers, complementary to the adapters. DNA polymerase was used to copy the templates by 

3' extension from the hybridized primers. The original templates were denatured and the copies 

remained immobilized on the surface (Figure 14a), which were then amplified by isothermal 

bridge amplification, creating millions of clonal clusters inside the flow cell (Figure 14b). Each 
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cluster of ds DNA bridges was then denatured and the reverse DNA strand was removed. The 

bound oligonucleotides and the 3' ends of the forward strands were blocked to avoid any 

interference with the upcoming sequencing. The sequencing primers were hybridized on 

unbound ends to the adapter of each single stranded molecule in the clusters (Figure 14c). 

 

Figure 14. Cluster generation from single-molecule DNA. Modified from (“Specification Sheet: 

Sequencing - cBot Illumina,” 2011). 

 

Finally, the DNA was sequenced on the Illumina HiSeq 2000 by using the sequencing by 

synthesis technology (“Technology Spotlight: Illumina Sequencing - Illumina Sequencing 

Technology,” 2010) (Figure 15). For this experiment, single-read runs and read length of 100 

bp were chosen. 
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Figure 15. Sequencing by synthesis method. This technology uses four fluorescently labeled (F) 

nucleotides in order to sequence the previously generated clusters. (a) During each sequencing cycle, a 

single labeled dNTP is added to each nucleic acid chain. Every dNTP carries a reversible terminator 

(Bentley et al., 2008) that prevents multiple additions in one cycle. The identity of the incorporated base 

is identified after laser excitation. Then, the terminating group and the dye are enzymatically cleaved, 

and the next cycle starts. (b) After laser excitation of the four different dyes, the fluorescence emitted 

by each cluster is captured and the identity of the subsequently added nucleotides determined. Modified 

from (Metzker, 2010). 

 

2.11 RNA-seq data analysis 

The raw reads obtained from the sequencing were mapped to the human reference genome with 

the software STAR (Dobin et al., 2013), identifying 18800 genes. FastQ quality control on raw 

sequence data was performed using FastQC package (“FastQC - Babraham Bioinformatics,” 

2016). Then, data was normalized and transformed into a quantitative measurement for gene 
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expression. For this purpose, the RPKM (reads per kilo base per million mapped reads) 

approach was used. It quantifies gene expression by normalizing according to transcript length 

and the total number of sequencing reads (Mortazavi et al., 2008). Dr. Altuna Akalin 

(Bioinformatics Platform, MDC Berlin) did the mapping, quality control and calculation of the 

RPKM values. 

 

2.11.1 Calculation of the distance score 

Genes were sorted according to the distance between gene expression profiles in the presence 

and absence of p53 across time points (distance score): 

- For each gene and condition log2 (x+1) was calculated, with x = RPKM. 

- The difference between log2 values of p53wt and p53sh for each time point was 

calculated. The reason for not subtracting directly RPKM values from each other is that 

highly expressed genes might have larger distance, and using log2 fold-change gives a 

relative distance.  

- Absolute values of differences were taken, and these three values for each gene were 

summed up, obtaining the distance score. Genes were ranked according to it. 

Distance score was also calculated for only one time point: 

- For each gene and condition log2 (x+1) was calculated, with x = RPKM. 

- The difference between log2 values of p53wt and p53sh for a certain time point was 

calculated.  

- Absolute value of the difference for each gene was taken (distance score). Genes were 

sorted according to it. 

Although absolute values were used for sorting the genes according to their p53 dependency, 

positive and negative values gave information about gene up- or downregulation in p53wt cells. 

 

2.11.2 Functional annotation analysis 

The web-based tool DAVID 6.7 (Huang et al., 2009a, 2009b) was used for functional annotation 

analysis with Gene Ontology as database (Ashburner et al., 2011) and medium classification 

stringency. The analysis clustered functionally similar terms into groups/clusters of biological 

processes and ranked the importance (enrichment) of these groups according to the enrichment 

score (see sections 8.2 and 8.3). This score is the minus log10 transformation of the geometric 

mean of the enrichment p-values of each term in a cluster. A higher score for a group means 

that annotation term members in the cluster are playing more important roles in the user´s gene 
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list. That´s why, the focus was put on groups with enrichment scores ≥ 1.3 (1.3 is equivalent to 

non-log scale 0.05). 

 

2.12 Proteomics  

0.6exp5 cells were seeded on 6-well plates; two days later, they were irradiated, except for the 

control cells (Figure 16). 24 and 48 hours later cells were washed with ice-cold PBS, harvested, 

lysed in urea buffer and frozen first in liquid nitrogen and then at -80°C. 

- Urea buffer 

8 M urea (Carl Roth GmbH + Co. KG) in 100 mM Tris, pH 8.25 

 

Figure 16. Samples harvested for proteomics. There were four different conditions with biological 

triplicates for each cell line: MCF10A p53wt and p53sh cells irradiated with 10 Gy and harvested 24 and 

48 hours later, and non-irradiated cells, harvested at the same time points.  

 

Dr. Guido Mastrobuoni from the technology platform Proteomics/Metabolomics (Dr. Stefan 

Kempa, MDC Berlin) did the next steps – in-solution digestion, LC-MS/MS analysis and data 

processing: 

In-solution digestion 

Cell debris was removed by centrifugation (14000 x g, 5 min). Protein concentration was 

determined by Bradford colorimetric assay using a BSA standard curve with eight dilutions 

ranging from 0 to 2 μg/ml. Absorbance was measured at 595 nm in a plate reader (Infinite 

M2000, TECAN Group). 100 micrograms of proteins were reduced in 2 mM DTT for 30 

minutes at 25 °C in order to convert converts cysteine’s disulfide bond into cysteine’s free 

sulfhydryl groups. Free cysteines were alkylated in 11 mM iodoacetamide for 20 minutes at 

room temperature in the darkness. This step prevents reoxidation of cysteine to form disulfide 

bonds (Gundry et al., 2010). Next, Lysyl Endopeptidase LysC digestion was performed by 

adding LysC (Wako Pure Chemical Industries, Ltd) in a ratio 1:40 (w/w) to the sample and 

incubating it for 18 hours under gentle shaking at 30 °C. After LysC digestion, the samples 
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were diluted 3 times with 50 mM ammonium bicarbonate solution, and then digestion with 

trypsin was done using 7 µl of immobilized trypsin (Applied Biosystems) and incubating the 

samples 4 hours under rotation at 30 °C. Digestion was stopped by acidification (10 µl of 

trifluoroacetic acid per sample), and trypsin beads were removed by centrifugation. Finally, 15 

µg of digest were desalted on STAGE Tips, dried and reconstituted to 20 µl of 0.5 % acetic 

acid in water (Rappsilber et al., 2003). 

  

LC-MS/MS analysis 

5 µl of each sample were injected on a LC-MS/MS system (NanoLC-Ultra, Eksigent (SCIEX) 

coupled to Q Exactive Plus (Thermo Fisher Scientific)) using a 240 minutes gradient ranging 

from 5% to 40% of solvent B (80% acetonitrile and 0.1 % formic acid) with solvent A (5 % 

acetonitrile and 0.1 % formic acid). For chromatographic separation, a capillary of 

approximately 25 cm long and 75 µm inner diameter was packed with 1.8 µm C18 beads 

(Reprosil-AQ, Dr. Maisch GmbH). On one end of the capillary nanospray tip was generated 

using a laser puller (P-2000 Laser Based Micropipette Puller, Sutter Instruments), allowing 

fretless packing. The nanospray source was operated with spay voltage of 2100 volts and ion 

transfer tube temperature of 260 °C.  

Data was acquired in data dependent mode, with a top10 method (survey MS scan with 

resolution 70000 at m/z (mass-to-charge ratio) 200, followed by up to 10 MS/MS scans on the 

most intense ions, intensity threshold 5000). Once selected for fragmentation, ions were 

excluded from further selection for 45 seconds in order to increase new sequencing events. 

 

Data processing 

Raw data was analyzed using the MaxQuant proteomics pipeline (version 1.5.1.2) (Cox and 

Mann, 2008) and the built-in Andromeda search engine (Cox et al., 2011) with the UniProt 

human database. Carbamidomethylation of cysteines was chosen as fixed modification (it 

occurs after treatment with iodoacetamide), oxidation of methionine and acetylation of N-

terminus were chosen as variable modifications. The search engine peptide assignments were 

filtered at 1% false discovery rate and the feature match between runs was enabled; other 

parameters were left as default. Protein intensities are given as “label-free quantification (LFQ) 

intensities”, the final output of the MaxLFQ algorithm (Cox et al., 2014). Raw intensities are 

normalized on different levels to ensure that LFQ intensities across samples reflect the relative 

amounts of the proteins. 
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Figure 17. The LC-MS/MS experiment. Sample preparation included protein extraction, reduction, 

alkylation and digestion. The peptides obtained were first separated by high-performance liquid 

chromatography. They were subsequently ionized by electrospray ionization creating peptide ions in 

gas phase that were guided through the mass spectrometer (Q Exactive Plus) and analyzed. Only the 10 

ions with the highest intensity every duty cycle were selected for fragmentation by an inert gas 

(nitrogen). Resulting mass spectra were uniquely matched to peptides sequences in the database using 

the Andromeda search engine, and relative amounts of proteins were calculated. Modified from (Steen 

and Mann, 2004). 

 

2.12.1 Data analysis 

The total number of proteins identified in at least one sample was 6007. As the lowest non-zero 

value present in the data was 440000, the lower order of magnitude present in the data, 100000, 

was used as a pseudocount. Biological triplicates were combined via mean calculation using 

custom-written MATLAB. Non-irradiated conditions (24 and 48 hours) were considered equal 

and merged together in p53wt and in p53sh cells in order to simplify the number of controls. 

These steps were done with the help of Marcel Jentsch (Löwer lab). 

 

2.12.1.1 Calculation of the distance score 

Proteins were sorted according to the distance score (see section 2.11.1). In this case x = LFQ 

intensity. The score was calculated for individual time points: 24 and 48 hours after irradiation, 

and 24+48 hours together for basal conditions. 

Proteins mapped to the corresponding metabolic pathways must show at least two LFQ intensity 

values bigger than zero (100000) in at least one of the triplicates for the corresponding condition 

(either basal or 24 or 48 hours after irradiation). 

 



 

31 

 

RESULTS 

3 RESULTS                                     

3.1 Upon genotoxic stress, p53 controls energy production through mitochondrial 

respiration and promotes expression of kallikreins 

3.1.1 Analysis of the p53 transcriptional response under basal conditions and upon genotoxic 

stress 

In order to get a systematic view of the p53 transcriptome control regarding its non canonical 

activities, RNA-seq was performed in MCF10A in the presence and absence of p53 (Figure 18) 

under basal conditions and upon irradiation.  

 

Figure 18. p53 was knocked down successfully. (a) mRNA expression of p53 was measured upon 10 

Gy ɣ-IR in MCF10A p53wt and p53sh cells. β-actin was used as an internal control. Error bars indicate 

standard deviation of technical triplicates. (b) Western blot analysis of p53 upon 10 Gy ɣ-IR in MCF10A 

p53wt and p53sh cells. 

 

18800 genes were detected after performing the RNA sequencing experiment and analyzing the 

corresponding data (see section 2.11). The next step was to sort the genes according to their 

p53 dependency, meaning how gene expression is affected by p53 either in a positive or 

negative way. How could p53 dependency be assigned to a number? It was observed that 

canonical p53 target genes – such as p21 (El-Deiry et al., 1993) and ribonucleotide reductase 

M2 B (RRM2B, (Nakano et al., 2000; Tanaka et al., 2000)) – showed time-dependent 

expression patterns that were highly divergent between p53wt and p53sh cells (Figure 19).  
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Figure 19. Expression of canonical target genes is higher in p53wt compared to p53sh cells. RRM2B 

and p21 gene expression was quantified with RPKM in MCF10A p53wt and p53sh cells at basal 

conditions and 4 and 24 hours after 10 Gy ɣ-IR. 

 

Moreover, genes inhibited by p53, such as cyclin B2 (CCNB2, (Krause et al., 2000)), showed 

a higher gene expression in p53sh compared to p53wt cells (Figure 20). 

 

Figure 20. Expression of CCNB2, a p53-repressed gene, is higher in the p53sh compared to p53wt 

cells at all time points. CCNB2 gene expression was quantified with RPKM in MCF10A p53wt and 

p53sh cells at basal conditions and 4 and 24 hours after 10 Gy ɣ-IR. 

 

Based on these observations, genes were sorted according to the integrated distance between 

gene expression profiles for p53wt and p53sh across all time points (distance score, see section 

2.11.1). Time course gene expression patterns that were highly divergent between p53wt and 

p53sh had high distance.   

The distance scores ranged from 9.04 (for the gene on the first position, GDF15, a known p53 

target gene (Tan et al., 2000)), to almost 0 (no difference between p53 presence and absence). 

As a validation of the method for sorting the genes, the distance score of 399 known p53 target 

genes validated in published RNA-seq and ChIP (chromatin immunoprecipitation) data 
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(Menendez et al., 2013; Nikulenkov et al., 2012)) was plotted and compared to the score of the 

remaining genes (Figure 21). As expected, p53 targets showed a significantly higher distance 

score. 

 

Figure 21. p53 target genes have a significantly higher p53 dependency. Distance score of known 

p53 target genes compared to distance score of all genes except p53 target genes was plotted. Red lines 

indicate medians of distributions; boxes include data between 25th and 75th percentiles; whiskers extend 

to maximum values within 1.5x the interquartile range; circles represent outliers. p-value < 2.2e-16 

(Wilcoxon rank-sum test). Plot and statistical test done by Dr. Altuna Akalin. 

 

Moreover, RT-qPCR was performed for several p53 target genes at 0, 4 and 24 hours after ɣ-

IR. These genes, that as expected showed a high divergence between p53wt and p53sh (Figure 

22), also had high distance scores: p21 was sorted to position 7 of 18800 genes, Mdm2 was at 

position 36, RRM2B at position 55 and sestrin 1 (SESN1, (Velasco-Miguel et al., 1999) ) at 

position 94. This further confirmed the validity of the distance score for analyzing the data. 

 

 



 

34 

 

RESULTS 

Figure 22. p53 target genes expression is much higher in the p53wt than the p53sh cell line under 

both basal conditions and irradiation. mRNA expression was measured in MCF10A p53wt and p53sh 

cells under basal conditions or upon 10 Gy ɣ-IR for (a) p21, 0 and 4 hours after irradiation; (b) RRM2B 

0, 4 and 24 hours after irradiation; (c) SESN1, 0 and 4 hours after irradiation; (d) Mdm2, 0 and 4 hours 

after irradiation. β-actin was used as an internal control. Error bars indicate standard deviation of 

technical triplicates.  

   

3.1.1.1 Functional annotation analysis of genes with high p53 dependency highlights an 

enrichment of genes involved in fatty acid metabolism 

In order to facilitate biological interpretation of the differentially expressed transcriptome 

between the presence and absence of p53, gene enrichment analysis for biological process was 

performed for the top 15% of genes (2820) with the highest distance scores (see section 2.11.2). 

The analysis resulted in 233 clusters of biological processes. The focus was put on the first 34 

clusters (enrichment scores ≥1.3, see section 8.2). They were manually grouped in:  

1) Cell fate and DNA damage including terms such as cell cycle, regulation of 

apoptosis, cell cycle checkpoint, DNA repair, regulation of cell growth and 

chromosome segregation (44%); 

2) Others, where diverse unrelated clusters were included. Some of the terms present 

in the clusters were epidermis development, response to hormones, angiogenesis and 

cell adhesion (50%); 

3) 6% of the clusters were related to fatty acid metabolism (Figure 23).  

 

 

Figure 23. Categories obtained after performing functional annotation analysis. The most statistical 

significant clusters obtained by gene enrichment analysis of the top 15% of genes with the highest 

distance scores in MCF10A cells were grouped in three categories: cell fate and DNA damage, fatty 

acid metabolism and others. 
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It was not surprising that a high number of clusters were related to cell fate and to DNA damage, 

as cells were challenged with genotoxic stress and had to respond properly to it; moreover, p53 

is well known to regulate proliferation and apoptosis (Meek, 2004) and is involved in the 

response to DNA damage. 

Although further studies in the clusters related to hormones, angiogenesis, etc. may be 

interesting, it was decided to focus on p53´s role in regulating metabolism first. During the 

1920s, the first indication that cancer cells have a distinct metabolism compared to normal cells 

emerged: Otto Warburg observed that unlike the majority of normal cells which depend on 

oxidation of pyruvate in mitochondria to produce energy (aerobic process), cancer cells 

primarily used glycolysis even under normal oxygen concentrations (Warburg effect, 

(Warburg, 1956)). However, the field of tumor cell metabolism has been largely ignored for 

many decades, as researchers focused on the genetic of tumorigenesis. Nonetheless, in recent 

years there has been a renewed interest in the study of the unique metabolism of cancer, and 

individual links between tumor suppressor genes (such as p53) and cell metabolism have been 

identified. However, there are few studies that systematically investigate this relationship and 

its temporal characteristics. 

 

3.1.1.2 Fatty acid metabolism is controlled by p53 mainly at later time points  

RNA-seq data suggested a role of p53 in controlling fatty acid metabolism. Does this regulation 

happen under both basal conditions and upon genotoxic stress, or only upon DNA damage 

induction? Are there differences on gene expression at different time points after irradiation? 

In order to answer these questions, the distance scores for each time point were separately 

calculated. For example, when calculating the distance scores for PDK2, whose gene expression 

has been reported to be downregulated by p53 (Contractor and Harris, 2012), it showed up 

among the top 15% of genes with highest p53 dependency only 24 hours after irradiation, as 

would be expected from its RPKM values (Figure 24). 
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Figure 24. Expression of PDK2, a p53-repressed gene, is higher in p53sh compared to p53wt cells 

24 hours after irradiation. CCNB2 gene expression was quantified with RPKM in MCF10A p53wt and 

p53sh cells at basal conditions and 4 and 24 hours after 10 Gy ɣ-IR. 

 

Once the individual distance scores were calculated, gene enrichment analysis for biological 

process was performed at individual time points. Under basal conditions, there were no clusters 

involved in fatty acid metabolism with enrichment scores ≥ 1.3. Four hours upon genotoxic 

stress, only 2.5% of the clusters were related to fatty acid metabolism (one out of 40 groups), 

but at later times (24 hours after irradiation) the percent increased up to 11.1% (2 out of 18 

clusters, see section 8.3). 

 

3.1.2 Combination of RNA sequencing and proteomics data points to a role of p53 in 

controlling energy production upon irradiation 

Given the results of RNA-seq suggesting a function for p53 in controlling cell metabolism, it 

was decided to further study this issue by performing a systematic analysis at the protein level 

upon p53 knock down putting the focus on changes in metabolic pathways, and combining the 

resulting data with the previous analysis. 

In the RNA-seq data, fatty acid metabolism seemed to be regulated by p53 mainly 24 hours 

after irradiation. p53-dependent effects on the metabolism may show up also at even later time 

points; therefore, protein levels were measured 24 and 48 hours after irradiation in MCF10A 

p53wt and p53sh cells by proteomics (see section 2.12). There were 6007 proteins identified after 

performing the experiment and analyzing the data. As done before for RNA-seq data, individual 

distance scores for non-irradiated conditions and irradiation (24 and 48 hours) were calculated, 

and the proteins were sorted accordingly. Again, only the 15% of the proteins with the highest 

distance scores for each condition were considered.  
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Fatty acid metabolism is a broad concept that includes different terms such as synthesis of 

eicosanoids, fatty acid catabolism (β-oxidation) and fatty acid synthesis. In both RNA-seq and 

proteomics datasets several genes/proteins involved in the β-oxidation pathway were identified. 

Moreover, it was realized that among the top 15% there were also a high number of genes and 

proteins linked – as the β-oxidation pathway – to energy production. For these reasons, the 

focus was put on the analysis of genes/proteins belonging to the fatty acid catabolism and other 

energy processes, which were manually mapped to the corresponding pathways, either under 

basal or irradiated conditions (Figure 25). The references consulted for plotting the metabolic 

pathways and doing the mapping of genes and proteins are listed in section 6.1.  

The TCA cycle is a key metabolic pathway that takes place inside the mitochondria. It is the 

final common pathway for the oxidation of glucose, fatty acids and amino acids. During this 

series of reactions, electrons are removed from acetyl CoA (coming from the previously 

mentioned glucose and fatty acid carbon fuels) and used to form NADH and FADH2, which 

carry the electrons to the electron transport chain. Electrons pass then through four complexes 

(I, II, III and IV) and are finally transferred to O2, forming H2O (oxidative 

phosphorylation/mitochondrial respiration). During this process, protons are pumped out of the 

mitochondrial matrix. The electrochemical proton gradient generated across the inner 

membrane drives protons back through the ATP synthase, generating ATP. The TCA cycle 

coupled to oxidative phosphorylation provides the most part of energy used by aerobic cells. 

ATP synthase is composed of different subunits, such as mitochondrially encoded ATP 

synthase 8 (MT-ATP8). Regarding the electron transport chain, all NDUFs (NADH 

dehydrogenase (ubiquinone)) depicted, as well as mitochondrially encoded NADH 

dehydrogenase 4 (MT-ND4), are either (accessory) subunits or involved in assembly of 

complex I; succinate dehydrogenase complex assembly factor 1 (SDHAF1) and mitochondrial 

nucleoid factor 1 (MNF1) are involved in complex II or III assembly, respectively, and 

cytochrome c oxidase asembly factor (COX20) is involved in the assembly of complex IV. 

Glycolysis takes place in the cytoplasm, and it is a series of reactions that metabolizes one 

molecule of glucose to two molecules of pyruvate (not shown). This process is anaerobic, but 

in the presence of oxygen, pyruvate is transported inside the mitochondrial matrix and is then 

transformed into acetyl CoA by the pyruvate dehydrogenase complex. This complex is inhibited 

by different pyruvate dehydrogenase kinase (PDK) isozymes, and positively regulated by 

pyruvate dehydrogenase phosphatase catalytic subunit 1 (PDP1).  
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Moreover, proline degradation, which takes place inside the mitochondria and is catalyzed by 

PRODH (proline dehydrogenase 1) and aldehyde dehydrogenase 4 family member A1 

(ALDH4A1), produces glutamate that is converted to α-ketoglutarate and enters the cycle. 

Fatty acids are also connected to the TCA cycle. Hydrolysis of triglycerides and cholesteryl 

esters in the lysosome by lipase A (LIPA) is one way to obtain free fatty acids inside the cell. 

Long-chain fatty acids (more than 12 carbon atoms) require activation by covalent modification 

via acyl CoA synthetases on the outer mitochondrial membrane. The resulting acyl CoAs pass 

through large pores in the outer membrane to the mitochondrial intermembrane space. There, 

they are conjugated to carnitine by carnitine acyltransferase I (CPT1B isoform shown), which 

is inhibited by malonyl CoA. Conversion of malonyl CoA to acetyl CoA is catalyzed by 

MLYCD, and acetyl-CoA carboxylase (ACC) converts acetyl CoA back to malonyl CoA. 

AMP-activated protein kinase (AMPK), which consists of different subunits such as PRKAG2 

and PRKAB1, is positively regulated by SESN1 and SESN2 and it inhibits the activity of ACC. 

Acyl carnitine produced by CPT1 is shuttled by a translocase across the inner mitochondrial 

membrane. Carnitine acyltransferase II converts acyl carnitine back to acyl CoA. Only long-

chain fatty acids need carnitine-mediated transport; medium- and short-fatty acids can enter by 

diffusion and are activated by acyl CoA synthetases in the matrix (not depicted). Acyl CoA 

enters then the β-oxidation/fatty acid degradation pathway. Although the enzymes are different 

depending on the size of the acyl CoA, the reactions taking place are the same: oxidation, 

hydration, oxidation and thiolysis (the depicted enzymes ACADVL and HADHA are involved 

in the metabolism of long-chain fatty acids, and are bound to the inner mitochondrial 

membrane). The last step of the degradation pathway produces acetyl CoA and an acyl CoA 

shortened by two carbon atoms, which undergoes another cycle of β-oxidation. The molecule 

of acetyl CoA produced in each cycle enters the TCA cycle to be further oxidized. Moreover, 

a molecule of NADH - which donates its electrons to the mitochondrial respiratory chain- and 

a molecule of FADH2 are produced. The electrons from FADH2 are transferred to the 

mitochondrial respiratory chain by the electron transfer flavoprotein dehydrogenase (ETFDH). 

During the β-oxidation of unsaturated fatty acids, the action of auxiliary enzymes such as 2,4-

dienoyl-CoA reductase 1 (DECR1) is needed. Lipin 1 is a transcriptional co-activator of genes 

involved in β-oxidation. 

Although most β-oxidation occurs in the mitochondria, oxidation of very long-chain or 2-

methyl-branched fatty acids happens in peroxisomes. The oxidation in these organelles halts at 

octanoyl CoA, which is converted into the corresponding carnitine ester and enters the 

mitochondria to further undergo β-oxidation. One enzyme involved in the oxidation of fatty 
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acids in peroxisomes is 2,4-dienoyl-CoA reductase 2 (DECR2). Peroxisome proliferator 

activated receptor gamma (PPARG) is a nuclear receptor activated by peroxisome proliferators, 

and it positively controls transcription of genes involved in peroxisomal β-oxidation. 
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Figure 25. Fatty acid catabolism and other pathways linked to ATP production. Mapping of the 

15% of genes and proteins in MCF10A cells with the highest distance scores under (a) basal conditions; 

(b) 10 Gy ɣ-IR 24 hours after irradiation for genes, and 24 and/or 48 hours for proteins. Pi stands for 

inorganic phosphate, and PPi for inorganic pyrophosphate.  

 

 

What happens to the metabolism when comparing presence and absence of p53 in cells? Under 

basal conditions, there was not a very clear picture (Figure 25a). On one side, fatty acid 

catabolism could be upregulated in the p53wt cell line since there was an increase in gene or 
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protein expression for HADHA, ACADVL, LIPA, PPARG and DECR1 (its promoter has two 

p53 binding sites (“EpiTect ChIP qPCR Primers - SABiosciences, QIAGEN,” 2016a)). 

Moreover, SESN1 and SESN2, known p53 target genes (Budanov et al., 2002; Velasco-Miguel 

et al., 1999) and positive regulators of AMPK, and the AMPK subunit PRKAG2, were 

upregulated by p53 at the transcriptional and/or protein level. The first step of proline 

degradation (PRODH is a p53 target gene (Polyak et al., 1997)) was also upregulated. However, 

three out of four genes involved in the electron chain were downregulated in the p53wt cells. 

Although NDUFB11 promoter has been reported to have five p53 binding sites (“EpiTect ChIP 

qPCR Primers - SABiosciences, QIAGEN,” 2016b), in this study the gene was downregulated 

by p53. It could be that these binding sites do not regulate NDUFB11, but another gene in the 

vicinity through distant regulatory control. Regarding pyruvate dehydrogenase regulation, it 

was not clear if it was positively or negatively regulated: PDP1 and PDK4 gene expression was 

upregulated in p53wt cells (PDK4 promoter has been suggested  to be p53 responsive (Harris et 

al., 2009)), while PDK2 was downregulated by p53, as previously reported (Contractor and 

Harris, 2012). 

 

After irradiation, the picture was different (Figure 25b). Regarding fatty acid metabolism, the 

lipase LIPA was upregulated at the protein level in p53wt cells 24 and 48 hours after irradiation; 

CPT1B, AMPK subunits PRKAG2 and PRKAB1 (known p53 target gene (Jen and Cheung, 

2005)), as well as SESN1 and SESN2, were transcriptionally upregulated by p53, but MLYCD 

protein was downregulated 24 hours after ɣ-IR. However, MLYCD decreased levels could be 

indirectly compensated by an increased expression of sestrins and AMPK subunits. MLYCD 

has been reported to be positively controlled by p53 in response to nutrient deprivation (Liu et 

al., 2014). It may be that different stresses promote a different MLYCD regulation by p53.  

HADHA and DECR1, enzymes of the β-oxidation, were upregulated at the RNA level by p53. 

Moreover, lipin 1 – a p53 target gene (Assaily et al., 2011)) –, DECR2 and ETFDH proteins 

showed higher levels in the p53wt cell line 48 hours after irradiation.  

Regarding the TCA cycle, pyruvate entry into the cycle was positively controlled by p53, as 

PDK2 gene was inhibited. In addition, proline degradation was also promoted by PRODH and 

ALDH4A1 upregulation, known p53 target genes (Polyak et al., 1997; Yoon et al., 2004). 

Five proteins belonging to the electron transport chain were among the top 15%. From these 

five, three were upregulated in p53wt cells 48 hours after irradiation (NDUFA4, MT-ND4 and 

MNF1); NDUFB7 was downregulated by p53 24 hours after ɣ-IR and COX20 after 48 hours. 

All genes involved in OXPHOS were downregulated. However, these reduced levels could be 
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compensated by the remaining upregulated proteins and by an increase in β-oxidation and in 

fluxes feeding into the TCA cycle. The fact that p53 regulates genes involved in OXPHOS in 

an opposite way in regard to the overall tendency is interesting and needs further investigation, 

as well as the different regulation of MNF1 at the transcriptional and protein level by p53. 

Finally, one subunit of the ATP synthase was positively controlled by p53 48 hours after 

irradiation. 

Interestingly, upregulation by p53 of metabolic proteins happened mainly 48 hours after 

irradiation. It could be that p53 directly promotes gene transcription, as it happens for 

ALDH4A1 (Yoon et al., 2004), but an additional mechanism regulates mRNA translation or 

degradation, which would delay accumulation of proteins. Thus, only 48 hours after irradiation 

significant differences between p53wt and p53sh would appear. In fact, ALDH4A1 gene was 

upregulated by p53 24 hours after DNA damage induction, but protein levels were different 

between presence and absence of p53 only after 48 hours. However, this hypothesis is hard to 

prove with the current data, as most part of the depicted genes were either not detected or out 

of the top 15% in proteomics data, and most part of the depicted proteins were not on the top 

15% in RNA-seq data. 

In summary, RNA-seq and proteomics data together showed that p53 promoted energy 

production through the electron transport chain for days upon genotoxic stress, especially by 

controlling the expression of genes and proteins involved in fatty acid β-oxidation. 

 

3.1.3 Kallikrein expression is p53-dependent 

As explained in section 3.1.1, distance scores for the RNA-seq data were calculated across all 

time points and genes were sorted according to them. Although gene enrichment analysis for 

biological process did not result in any cluster specific for the kallikrein family (probably due 

to the low number of correlated genes present on the top 15%), it was observed that distance 

score of two kallikrein-related peptidases, KLK10 and KLK5, occupied position third and ninth 

of 18800, respectively. Moreover, the serine peptidase inhibitor, Kazal Type 6 (SPINK6), a 

potent inhibitor of KLK5 (Meyer-Hoffert et al., 2010), was at the second position. When the 

distance score was calculated separately for the different time points (explained in 3.1.1.2), 

SPINK6 and KLK10 were the first two genes with highest p53 dependency under basal 

conditions. Four hours after irradiation, they were still within the 15 genes with highest p53 

dependency. More interesting, 24 hours after irradiation, apart from KLK10 and SPINK6, three 

additional kallikreins, KLK5, KLK7 and KLK8, were among the top 15 genes. The absolute 
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values of the distance scores were all positive for the different time points and genes, meaning 

that these kallikreins and SPINK6 were positively regulated by p53 (Table 7). 

 

Genes  

Distance score  

all (rank) 

Distance score 

0 h (rank) 

Distance score 

4 h (rank) 

Distance score 

24 h (rank) 

KLK10 8.17 (3) 2.37 (2) 2.63 (8) 3.17 (5) 

KLK8 5.41 (24) 1.44 (32) 1.57 (65) 2.40 (14) 

KLK7 4.91 (34) 0.89 (161) 1.33 (106) 2.69 (9) 

KLK5 7.05 (9) 1.46 (30) 2.13 (19)  3.46 (3) 

SPINK6 8.23 (2) 2.67 (1) 2.40 (11) 3.16 (6) 

 

Table 7. Kallikrein and SPINK6 expression is p53-dependent. Distance scores and the corresponding 

sorting positions for KLK10, KLK8, KLK7, KLK5 and SPINK6 at the different time points after 

irradiation are shown. The highest distance score at 4 hours was again for GDF15 (4.65), while for 24 

hours the highest distance score was 4.32. 

 

Were these genes upregulated in a p53-dependent manner overtime? To address this question, 

the fold changes of the RPKM values at 4 and 24 hours related to basal conditions were 

calculated in wild-type cells. Interestingly, kallikreins seemed to be highly regulated by p53 at 

later time points, as all of them were more strongly induced 24 hours after irradiation (Table 

8). SPINK6 did not seem to change upon irradiation. 

Genes  p53wt 4 h/p53wt 0 h p53wt 24 h/p53wt 0 h 

KLK10 1.4 3.4 

KLK8 1.2 4.5 

KLK7 1.5 8.6 

KLK5 1.6 6.2 

SPINK6 1.3 1.4 

 

Table 8. Kallikreins are upregulated by p53 at later time points upon genotoxic stress. Fold changes 

for KLK10, KLK8, KLK7, KLK5 and SPINK6 were calculated between their RPKM values 4 or 24 

hours after 10 Gy ɣ-IR and their RPKM values at basal conditions in MCF10A p53wt. 

 

As a validation of the RNA sequencing results, RT-qPCR for KLK10 was performed in 

MCF10A in the presence and absence of p53 at 0 and 24 hours after irradiation, and it confirmed 

a p53-dependent transcriptional activation (Figure 26). 
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Figure 26. KLK10 expression under both basal conditions and irradiation is much higher in the 

p53wt than the p53sh cell line. mRNA expression of KLK10 was measured in MCF10A p53wt and p53sh 

cells under basal conditions or 24 hours upon 10 Gy ɣ-IR. β-actin was used as an internal control. Error 

bars indicate standard deviation of technical triplicates.  

 

The human kallikrein family consists of at least 15 structurally related serine proteases with a 

variety of physiological functions (Borgoño et al., 2004; Yousef, 2001). KLK10 is considered 

a tumor suppressor in breast cells because its gene expression is downregulated in breast cancer 

and the transfection of the KLK10 gene into KLK10-negative breast cancer cells significantly 

inhibits tumor formation in nude mice (Dhar et al., 2001; Goyal et al., 1998; Liu et al., 1996; 

Yousef et al., 2004). Moreover, KLK5 (Avgeris et al., 2011; Feng et al., 2010; Li et al., 2009; 

Yousef et al., 2004), KLK8 (Yousef et al., 2004) and KLK7 (Feng et al., 2010; Li et al., 2009) 

expression is also downregulated in breast cancer.  

The results presented here provide the first evidence for a connection between the kallikrein 

family and p53. Unfortunately, kallikreins were not present in the proteomics data because they 

are secreted proteins. 
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3.2 Hyper-activation of ATM upon DNA-PKcs inhibition modulates p53 dynamics 

and cell fate in response to DNA damage 

Due to the complex pattern of kinase activation upon DNA damage, ATM, ATR and DNA-

PKcs may play a distinct role in controlling the dynamic response of p53. Moreover, it is also 

unclear if this control is independent from each other or if they regulate each other’s activity. 

To systematically address these issues, in this study there were used fluorescent reporters, live-

cell time-lapse microscopy and automated image analysis in combination with kinases 

inhibitors to study the p53 response upon ɣ-irradiation in individual cells. 

 

3.2.1 p53 shows pulsatile dynamics upon induction of DSBs  

In order to follow the p53 response over time, clonal cell lines stably expressing p53-YFP were 

employed. These included the transformed cell lines A549, U-2 OS and MCF7 (Batchelor et 

al., 2008; Chen et al., 2013) as well as the untransformed cell line MCF10A. As previously 

reported (Lahav et al., 2004), p53 protein accumulated in regular pulses upon genotoxic stress 

(Figure 27). 

 

Figure 27. p53 accumulates in uniform pulses upon DSBs induction. (a) Time-lapse microscopy 

images of A549 cells expressing p53-YFP following treatment with 10 Gy ɣ-irradiation. (b) Individual 

A549 reporter cells were tracked and the p53 average nuclear fluorescence intensity was measured in 

cells irradiated with 10 Gy ɣ-IR. 

 

The features used for describing the pulses were width and amplitude (Figure 28), extracted 

after analyzing hundreds of single cell trajectories. 

 



 

46 

 

RESULTS 

Figure 28. Schematic drawing of the dynamic features (relative amplitude and full-width at half-

maximum (FWHM)) of the first p53 pulse. 

 

When p53 dynamics were quantified, the observed constant width and amplitude across pulses 

further confirmed the previous studies (Figure 29). For this reason, the focus was put on the 

first pulse. 

 

Figure 29. p53 width and amplitude are uniform across pulses. Quantification of the relative 

amplitude and FWHM of the first, second and third p53 pulses upon 10 Gy ɣ-IR in A549 reporter cells 

(n > 790 cells per condition). Red lines indicate medians of distributions; boxes include data between 

25th and 75th percentiles; whiskers extend to maximum values within 1.5x the interquartile range; crosses 

represent outliers. 

 

Moreover, feature analysis of the first p53 pulse across increasing doses of ɣ-IR confirmed that 

in all cell lines tested, width and amplitude were constant and therefore independent of the 

number of DSBs induced (Figure 30) (Lahav et al., 2004). 
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Figure 30. Features of the first p53 pulse are independent of the levels of damage. (a-c) 

Quantification of the relative amplitude and FWHM of the first p53 pulse upon 2.5, 5 or 10 Gy ɣ-IR for 

the reporter cells (a) A549 (n > 250 cells per condition); (b) MCF10A (n > 42 cells per condition); (c) 

U-2 OS (n > 250 cells per condition); (d) Quantification of the relative amplitude and FWHM of the 

first p53 pulse upon 5, 10 or 20 Gy ɣ-IR for MCF7 reporter cells (n > 85 cells per condition). Red lines 

indicate medians of distributions; boxes include data between 25th and 75th percentiles; whiskers extend 

to maximum values within 1.5x the interquartile range; crosses represent outliers. 

 

3.2.2 p53 response is controlled by three PI3K-like kinases 

In order to systematically study the role of all three PI3K-like kinases in shaping the p53 

response to DSBs, well-characterized small molecule inhibitors were used (ATMi, ATRi and 

DNA-PKi) (Hickson et al., 2004; Reaper et al., 2011), and their specificity was confirmed using 

western blot analysis. Chk2 phosphorylation at threonine 68 and ATM auto-phosphorylation at 

serine 1981 were used as surrogates for ATM activation; Chk1 phosphorylation at serine 317 

for ATR activation, and DNA-PKcs phosphorylation at serine 2056 for DNA-PKcs activity. As 

observed in Figure 31, ATM was not active when using ATMi or a combination of the three 

inhibitors, but its activation was not affected when using the other two inhibitors alone. The 

same happened for pChk1 and pDNA-PKcs with ATRi and DNA-PKi, respectively. 

 

Figure 31. ATM, ATR and DNA-PKcs inhibitors are specific. Western blot analysis showing 

specificity of ATMi (measured by pATM and pChk2), of ATRi (measured by pChk1) and DNA-PKi 

(measured by pDNA-PKcs) in A549 cells. Cells were treated with 10 Gy ɣ-IR or 4.5 J/m2 UV radiation. 

UV light was used for testing ATRi, as this kind of radiation cross-links consecutive pyrimidine bases 

and leads to the exposure of single-stranded DNA, structure responsible for ATR activation (Cimprich 

and Cortez, 2008). 
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When all three inhibitors were applied together before treating cells with ɣ-IR, a p53 response 

was no longer observed as expected in single cell trajectories examples (Figure 32). 

 

Figure 32. ATM, ATR and DNA-PKcs inhibition abrogates p53 response. Individual A549 

reporter cells were tracked and the p53 average nuclear fluorescence intensity was measured in cells 

untreated or treated with a mix of ATMi, ATRi and DNA-PKi 30 minutes before irradiating cells with 

10 Gy ɣ-IR. 

 

To further confirm these results, p53 fluorescence was quantified in both A549 and MCF10A 

cells at three different time points that approximately define the first pulse: 0, 3 and 5 hours 

after ɣ-IR (Batchelor et al., 2008; Lahav et al., 2004). In both cell lines, the p53 signal was 

dramatically decreased when inhibiting the three upstream kinases if compared to the control 

(Figure 33). These findings further supported the notion that ATM, ATR and DNA-PKcs are 

necessary for a proper p53 response.  

 

Figure 33. ATM, ATR and DNA-PKcs are needed for a regular p53 induction. Quantification 

of the p53 average nuclear fluorescence intensity at 0, 3 and 5 hours upon 10 Gy ɣ-IR in reporter cells 

untreated or treated with a mix of ATMi, ATRi and DNA-PKi for (a) A549 (n > 120 cells per condition); 

(b) MCF10A (n > 430 cells per condition). Red lines indicate medians of distributions; boxes include 
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data between 25th and 75th percentiles; whiskers extend to maximum values within 1.5x the interquartile 

range; crosses represent outliers. 

 

3.2.3 ATM inhibition has minor effects on p53 dynamics  

Next, it was investigated if these kinases act as redundant systems to provide a fail-save relay 

of the damage input to the p53 system, or if each of them performs a distinct function. First 

ATM was inhibited, which has been described as the main kinase inducing p53 accumulation 

upon DSB induction (Ciccia and Elledge, 2010). However, no qualitative differences in p53 

pulses were observed (Figure 34).  

 

Figure 34. Loss of ATM activity does not lead to noticeable changes in p53 dynamics. Individual 

A549 reporter cells were tracked and the average nuclear fluorescence was measured upon 10 Gy ɣ-IR 

in (a) untreated cells; (b) cells treated with ATMi. 

 

When the first p53 pulse was quantified, a small reduction of pulse amplitude was detected, 

while pulse width remained unaltered (Figure 35). This indicated that under the given 

experimental conditions loss of ATM activity was compensated by the other PI3K-like kinases, 

which was consistent with previous studies in ATM-deficient cells (Boehme et al., 2008; Callén 

et al., 2009; Li and Stern, 2005; Tomimatsu et al., 2009).  
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Figure 35. Loss of ATM activity does not greatly alter p53 response. Quantification of the relative 

amplitude and FWHM and the corresponding statistical analysis of the first p53 pulse upon 10 Gy ɣ-IR 

in reporter cells untreated or treated with ATMi for (a) A549 (n > 190 cells per condition); (b) MCF10A 

(n > 570 cells per condition). Red lines indicate medians of distributions; boxes include data between 

25th and 75th percentiles; whiskers extend to maximum values within 1.5x the interquartile range; crosses 

represent outliers. Red dots indicate estimated changes of the median pulse width and amplitude; error 

bars represent 90% confidence intervals. 

 

3.2.4 ATR inhibition has minor effects on p53 dynamics  

Next, ATR was inhibited. Again, regular p53 pulses with only a minor decrease in amplitude 

were observed (Figure 36). This compensation of ATR’s activity was in line with its secondary 

role during the DSB response, where its function in the presence of ATM is restricted to 

contributing to damage repair by HR (Cimprich and Cortez, 2008).  
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Figure 36. Loss of ATR activity does not greatly alter p53 response. (a-b) Individual A549 reporter 

cells were tracked and the average nuclear fluorescence was measured upon 10 Gy ɣ-IR in (a) untreated 

cells; (b) cells treated with ATRi. (c-d) Quantification of the relative amplitude and width and the 

corresponding statistical analysis of the first p53 pulse upon 10 Gy ɣ-IR in reporter cells untreated or 

treated with ATRi for (c) A549 (n > 130 cells per condition); (d) MCF10A (n > 330 cells per condition). 

Red lines indicate medians of distributions; boxes include data between 25th and 75th percentiles; 

whiskers extend to maximum values within 1.5x the interquartile range; crosses represent outliers. Red 

dots indicate estimated changes of the median pulse width and amplitude; error bars represent 90% 

confidence intervals. 

 

3.2.5 DNA-PKcs inhibition induces an amplified p53 response 

When finally DNA-PKcs was inhibited, a strong alteration of p53 dynamics upon ɣ-IR at the 

single cell level was unexpectedly observed (Figure 37). 
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Figure 37. Loss of DNA-PKcs activity changes p53 pulsing behavior. Individual A549 reporter cells 

were tracked and the average nuclear fluorescence was measured upon 10 Gy ɣ-IR in (a) untreated cells; 

(b) cells treated with DNA-PKi. 

 

When the first p53 pulse was quantified in different transformed (A549, MCF7 and U-2 OS) 

and untransformed cell lines (MCF10A), it was confirmed that it was longer and of increased 

amplitude (Figure 38). 
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Figure 38. Loss of DNA-PKcs activity strongly alters first p53 pulse. Quantification of the relative 

amplitude and FWHM and the corresponding statistical analysis of the first p53 pulse upon 10 Gy ɣ-IR 

in reporter cells untreated or treated with DNA-PKi for (a) A549 (n > 790 cells per condition); (b) 

MCF10A (n > 300 cells per condition); (c) U-2 OS (n > 390 cells per condition); (d) MCF7 (n > 85 cells 

per condition). Red lines indicate medians of distributions; boxes include data between 25th and 75th 

percentiles; whiskers extend to maximum values within 1.5x the interquartile range; crosses represent 

outliers. Red dots indicate estimated changes of the median pulse width and amplitude; error bars 

represent 90% confidence intervals. 

 

To validate these results, an alternative DNA-PKcs inhibitor was used (DNA-PKi-2) 

(Hardcastle et al., 2005; Leahy et al., 2004), and a similarly amplified response was observed 

(Figure 39). 

 

Figure 39. p53 response is also amplified by using an alternative DNA-PKcs inhibitor. 

Quantification of the relative amplitude and FWHM and the corresponding statistical analysis of the 

first p53 pulse upon 10 Gy ɣ-IR in reporter cells untreated or treated with DNA-PKi-2 for (a) A549 (n 

> 260 cells per condition); (b) MCF10A (n > 210 cells per condition). Red lines indicate medians of 

distributions; boxes include data between 25th and 75th percentiles; whiskers extend to maximum values 

within 1.5x the interquartile range; crosses represent outliers. Red dots indicate estimated changes of 

the median pulse width and amplitude; error bars represent 90% confidence intervals. 

 

Moreover, endogenous p53 was analyzed by western blot and higher p53 protein levels and a 

longer duration of the first response were observed (Figure 40).  

 

Figure 40. Endogenous p53 confirms amplification of the response upon DNA-PKcs inhibition. 

Western blot analysis of total p53 upon 10 Gy ɣ-IR in cells untreated or treated with DNA-PKi for A549. 
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Interestingly, after a first altered p53 pulse, the consecutives pulses went back to control levels 

(Figure 41). 

 

Figure 41. Consecutive pulses of p53 show regular features. Quantification of the relative amplitude 

and FWHM in A549 reporter cells untreated or treated with DNA-PKi upon 10 Gy ɣ-IR for (a) second 

pulse; (b) third pulse (n > 790 cells per condition). Red lines indicate medians of distributions; boxes 

include data between 25th and 75th percentiles; whiskers extend to maximum values within 1.5x the 

interquartile range; crosses represent outliers.  

 

3.2.6 An increase in unrepaired DSBs is not responsible for changing p53 initial response 

How does inhibition of a kinase involved in relaying the damage signal lead to an amplified 

p53 response? Since DNA-PKcs plays a critical role in cNHEJ and loss of its activity leads to 

a reduced repair rate (Loewer et al., 2013), it was initially hypothesized that the observed 

changes in p53 dynamics may occur due to an increase in the number of DSBs. Therefore p53 

dynamics were measured in the presence or absence of DNA-PKi after damaging cells with 

different irradiation doses. In untreated cells, p53 accumulation was hardly changed, even when 

four times as many DSBs were induced (compare 2.5 Gy to 10 Gy). In contrast, when DNA-

PKcs was inhibited, width and amplitude of p53 pulses increased in a dose dependent manner 

(Figure 42).  
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Figure 42. p53 response is amplified upon DNA-PKcs inhibition in a dose dependent manner. 

(a-c) Quantification of the relative amplitude and FWHM and the corresponding statistical analysis of 

the first p53 pulse upon 2.5, 5 or 10 Gy in reporter cells untreated or treated with DNA-PKi for (a) A549 

(n > 730 cells per condition); (b) MCF10A (n > 28 cells per condition); (c) U-2 OS (n > 250 cells per 

condition). (d) Quantification of the relative amplitude and FWHM of the first p53 pulse upon 5, 10 or 

20 Gy in cells untreated or treated with DNA-PKi for MCF7 (n > 85 cells per condition). Red lines 

indicate medians of distributions; boxes include data between 25th and 75th percentiles; whiskers extend 

to maximum values within 1.5x the interquartile range; crosses represent outliers. Red dots indicate 

estimated changes of the median pulse width and amplitude; error bars represent 90% confidence 

intervals 

 

To further investigate whether p53 dynamics were affected by altered DSBs repair, an inhibitor 

against another component of the cNHEJ pathway was used, ligase IV, which caused a 

decreased repair rate when applied to cells prior to genotoxic stress (Figure 43, (Srivastava et 

al., 2012)).  

 

Figure 43. LigIVi inhibits DNA repair. Quantification at 26 hours of the ɣH2A.X average nuclear 

fluorescence intensity upon 5 Gy ɣ-IR in A549 cells untreated or treated with LigIV inhibitor (n > 340 

cells per condition). Red lines indicate medians of distributions; boxes include data between 25th and 

75th percentiles; whiskers extend to maximum values within 1.5x the interquartile range; crosses 

represent outliers. 

 

However, cells treated with this inhibitor did not show changes in p53 dynamics (Figure 44), 

suggesting that an increase in unrepaired DSBs alone was not sufficient for amplifying the p53 

response. 
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Figure 44. p53 response is not changed upon LigIV inhibition. Quantification of the relative 

amplitude and FWHM and the corresponding statistical analysis of the first p53 pulse in A549 reporter 

cells untreated or treated with LigIVi upon 10 Gy ɣ-IR (n > 170 cells per condition). Red lines indicate 

medians of distributions; boxes include data between 25th and 75th percentiles; whiskers extend to 

maximum values within 1.5x the interquartile range; crosses represent outliers. Red dots indicate 

estimated changes of the median pulse width and amplitude; error bars represent 90% confidence 

intervals. 

3.2.7 Loss of DNA-PKcs activity modulates the p53 response through prolonged activation 

of ATM 

As an alternative hypothesis, it was considered that inhibiting DNA-PKcs altered the interplay 

between the PI3K-like kinases. Therefore pair-wise inhibition of all three kinases was 

performed. When both DNA-PKcs and ATR were inhibited, longer and stronger accumulation 

of p53 compared to untreated cells was again observed, although slightly decreased compared 

to DNA-PKcs inhibition alone (Figure 45).   
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Figure 45. p53 response is still amplified upon inhibition of ATR and DNA-PKcs. (a) Individual 

A549 reporter cells were tracked and the average nuclear fluorescence was measured upon 10 Gy ɣ-IR 

in untreated cells or treated with DNA-PKi and ATRi. (b-c) Quantification of the relative amplitude and 

FWHM and the corresponding statistical analysis of the first p53 pulse upon 10 Gy ɣ-IR in reporter cells 

untreated or treated with DNA-PKi and ATRi alone or in combination for (b) A549 (n > 280 cells per 

condition); (c) MCF10A (n > 450 cells per condition). Red lines indicate medians of distributions; boxes 

include data between 25th and 75th percentiles; whiskers extend to maximum values within 1.5x the 

interquartile range; crosses represent outliers. Red dots indicate estimated changes of the median pulse 

width and amplitude; error bars represent 90% confidence intervals. 

 

 

 

However, combining DNA-PKi and ATMi before damage induction surprisingly reverted the 

phenotype of DNA-PKcs inhibition: when the resulting p53 response in living cells was 

measured, pulse width was reduced from about 200 min for cells treated with DNA-PKi alone 

back to around 100 min as in controls (Figure 46). The amplitude was similarly reduced.  
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Figure 46. p53 width and amplitude are reduced back to control levels upon inhibition of ATM 

and DNA-PKcs. (a) Individual A549 reporter cells were tracked and the average nuclear fluorescence 

was measured upon 10 Gy ɣ-IR in untreated cells or treated with DNA-PKi and ATMi. (b-c) 

Quantification of the relative amplitude and FWHM and the corresponding statistical analysis of the 

first p53 pulse upon 10 Gy ɣ-IR in reporter cells untreated or treated with DNA-PKi and ATMi alone or 

in combination for (b) A549 (n > 260 cells per condition); (c) MCF10A (n > 110 cells per condition). 

Red lines indicate medians of distributions; boxes include data between 25th and 75th percentiles; 

whiskers extend to maximum values within 1.5x the interquartile range; crosses represent outliers.  Red 

dots indicate estimated changes of the median pulse width and amplitude; error bars represent 90% 

confidence intervals. 

 

Inhibiting both ATM and ATR also resulted in a reversion of the increased width and amplitude 

obtained upon DNA-PKcs inhibition alone, albeit dynamics were slightly more irregular 

(Figure 47).  
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Figure 47. p53 width and amplitude are not amplified upon inhibition of ATM and ATR. (a) 

Individual A549 reporter cells were tracked and the average nuclear fluorescence was measured upon 

10 Gy ɣ-IR in untreated cells or treated with ATRi and ATMi. (b-c) Quantification of the relative 

amplitude and FWHM and the corresponding statistical analysis of the first p53 pulse upon 10 Gy ɣ-IR 

in reporter cells untreated or treated with ATRi and ATMi alone or in combination for (b) A549 (n > 

260 cells per condition); (c) MCF10A (n > 110 cells per condition). Red lines indicate medians of 

distributions; boxes include data between 25th and 75th percentiles; whiskers extend to maximum values 

within 1.5x the interquartile range; crosses represent outliers. Red dots indicate estimated changes of 

the median pulse width and amplitude; error bars represent 90% confidence intervals. 

  

These results indicate that ATR and DNA-PKcs alone induced regular p53 dynamics and were 

able to compensate the loss of the other two kinases. In contrast, p53 reacted more strongly to 

DNA damage when ATM was active in the absence of a functional DNA-PKcs kinase, 

independently of ATR’s state.  

It was hypothesized that this amplified p53 response was caused by hyper-activation of ATM 

in the presence of DNA-PKi. To test this, ATM auto-phosphorylation at Ser1981 and Chk2 

phosphorylation at Thr68 were measured as surrogates for ATM’s activation state, and an 
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increase in their levels post damage in the presence of DNA-PKcs inhibitor was observed, 

which was reverted by ATMi treatment (Figure 48).  

 

Figure 48. ATM is hyper-activated upon DNA-PKcs inhibition. Western blot analysis of ATM 

activity in A549 cells untreated or treated with DNA-PKi and ATMi alone, or a combination of both, 

followed by 10 Gy ɣ-IR. * indicates a nonspecific band. 

 

Levels of phosphorylated Chk2 and p53 over time were then analyzed in the presence and 

absence of DNA-PKi, and a dramatic increase in the amount and duration of both modifications 

was observed (Figure 49). At the same time, protein levels of Mdm2, which is auto-degraded 

in an ATM-dependent manner (Stommel and Wahl, 2004), were severely decreased.  

 

Figure 49. Mdm2, pChk2 and pp53 protein levels are altered upon DNA-PKi treatment. Western 

blot analysis of Mdm2, pChk2 (Thr68) and pp53 (Ser15) at the indicated time points upon 10 Gy ɣ-IR 

in cells untreated or treated with DNA-PKi for A549. 

 

In order to verify that lower Mdm2 levels were due to post-translational regulation, its mRNA 

levels were measured. As expected, only minor differences during the first hours post damage 

were observed (Figure 50a). In addition, mRNA levels of Wip1, another negative regulator of 

p53, were measured, obtaining the same result as for Mdm2 (Figure 50b). 
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Figure 50. Transcription of p53 negative regulators is not greatly altered upon DNA-PKcs 

inhibition. mRNA expression of p53 negative feedback regulators (a) Mdm2 and (b) Wip1 was 

measured upon 10 Gy ɣ-IR in A549 cells untreated or treated with DNA-PKi. β-actin was used as an 

internal control. Error bars indicate standard deviation of technical triplicates. 

 

As expected, pChk1 levels were not changed upon DNA-PKcs inhibition, further confirming 

no ATR involvement in ATM hyper-activation (Figure 51). 

 

Figure 51. pChk1 protein levels are not altered upon DNA-PKi treatment. Western blot analysis of 

pChk1 (Ser317) at the indicated time points upon 10 Gy ɣ-IR in cells untreated or treated with DNA-

PKi for A549. 

 

To understand if ATM influences p53 dynamics through Mdm2, Chk2 or both, the p53 response 

in single cells upon simultaneous inhibition of Chk2 and DNA-PKcs was analyzed. As an 

amplified p53 response under this condition was still observed (Figure 52), it was concluded 

that increased Chk2 activity is a secondary effect and not involved in altering p53 dynamics.  
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Figure 52. p53 response is still amplified upon Chk2 inhibition. Quantification of the relative 

amplitude and FWHM and the corresponding statistical analysis of the first p53 pulse upon 10 Gy ɣ-IR 

in A549 reporter cells untreated or treated with DNA-PKi and Chk2i II alone or in combination (n > 150 

cells per condition). Red lines indicate medians of distributions; boxes include data between 25th and 

75th percentiles; whiskers extend to maximum values within 1.5x the interquartile range; crosses 

represent outliers. Red dots indicate estimated changes of the median pulse width and amplitude; error 

bars represent 90% confidence intervals. 

 

3.2.8 There may be a difference between absent DNA-PKcs and catalytically inactive DNA-

PKcs 

What is the molecular basis of the interplay between DNA-PKcs and ATM? Is there a direct 

interaction between DNA-PKcs and ATM, for example by a DNA-PKcs-mediated 

phosphorylation that would inhibit ATM activity? Or is hyper-activation of ATM induced 

indirectly by a failure of DNA-PKcs to perform its function at the break site? To distinguish 

between both possibilities, it was tested whether p53 dynamics were altered the same way in 

the absence of DNA-PKcs as after inhibition of the kinase.  

DNA-PKcs was successfully knocked upon transfection of a pair of siRNAs, with a 70% 

reduction on DNA-PKcs mRNA levels (Figure 53).  
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Figure 53. DNA-PKcs was successfully knocked down. Expression of DNA-PKcs mRNA was 

measured in A549 reporter cells untreated, transfected with scrambled siRNA or with siRNAs against 

DNA-PKcs. β-actin was used as an internal control. Error bars indicate standard deviation of technical 

triplicates.  

 

Then, microscope experiments with the transfected cells were performed, and p53 dynamics 

were studied. Interestingly, in three independent experiments, cells with no DNA-PKcs started 

with much higher p53 basal levels than the control and scrambled cells, and showed much more 

often increasing p53 trajectories overtime after irradiation (Figure 54).   

 

Figure 54. p53 shows altered behavior upon loss of DNA-PKcs. (a-b) A549 reporter cells were 

transfected with DNA-PKcs–specific or scrambled siRNA and the p53 response to 10 Gy ɣ-IR was 

measured by time-lapse microscopy. (a) Quantification of mean basal p53 levels before damage; (b) 

Proportion of A549 cells with monotonously increasing p53. Means of three independent experiments 

are presented; error bars indicate standard deviation of the mean. (Total number of cells > 260 for each 

condition) 

 

Surprisingly, knocking down DNA-PKcs by siRNAs only led to an increase in the amplitude 

of p53 pulses, while the duration of the pulses remained unchanged (Figure 55). 
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Figure 55. Amplitude of the first p53 pulse is increased upon DNA-PKcs knock down. (a-b) A549 

reporter cells were transfected with DNA-PKcs-specific or scrambled siRNA and analyzed by time-

lapse microscopy upon 10 Gy ɣ-IR. Relative amplitude and FWHM of the first p53 pulse were 

quantified. Untreated and DNA-PKi treated cells were included as controls. For this analysis cells 

showing monotonously increasing p53 levels were excluded. (a) (n > 80 cells per condition). Red lines 

indicate medians of distributions; boxes include data between 25th and 75th percentiles; whiskers extend 

to maximum values within 1.5x the interquartile range; crosses represent outliers; (b) Means of three 

independent experiments are presented; error bars indicate standard deviation of the mean. (Total 

number of cells > 260 for each condition) 

 

Moreover, no increased activity of ATM upon DNA-PKcs siRNA treatment was observed 

(Figure 56).  

 

Figure 56. ATM is not hyper-activated upon DNA-PKcs knock down. Western blot analysis of 

pChk2 (Thr68) (surrogate for ATM activity) upon 10 Gy ɣ-IR in A549 cells untreated or treated with 

DNA-PKi, transfected with DNA-PKcs-specific or scrambled siRNA. 

 

This indicates that there may be a difference between the presence of an inactive enzyme at the 

break site and the absence of the protein, suggesting an indirect interaction between ATM and 

DNA-PKcs.  
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3.2.9 MRE11A, RBBP8 and RAD50 are not involved in ATM hyper-activation 

Assuming that the interaction between ATM and DNA-PKcs is indirect, there should be a third 

player that hyper-activates ATM. In order to elucidate the mechanism, several proteins involved 

in the homologous recombination pathway were knocked down using siRNA. Successful knock 

downs (more than 70%) were obtained for RAD50, RBBP8 and MRE11A (Figure 57). 

 

Figure 57. MRE11A, RBBP8 and RAD50 were knocked down successfully. (a-c) Expression of 

MRE11A, RBBP8 or RAD50 mRNA was measured in A549 cells untreated, transfected with scrambled 

siRNA or with siRNA against (a) MRE11A; (b) RBBP8; (c) RAD50. β-actin was used as an internal 

control. Error bars indicate standard deviation of technical triplicates.  

 

When DNA-PKi was applied to the siRNA-treated cells, an ATM hyper-activation was still 

observed (Figure 58), meaning that MRE11A, RBBP8 and RAD50 were not the third player. 

 

Figure 58. ATM is hyper-activated upon DNA-PKcs inhibition despite MRE11A, RBBP8 or 

RAD50 knock down. Western blot analysis of pChk2 (Thr68) (surrogate for ATM activity) upon 10 

Gy ɣ-IR in cells untreated or treated with DNA-PKi, transfected with scrambled siRNA or with siRNA 

against (a) MRE11A or RBBP8; (b) RAD50.  

 

There was no successful knock down obtained for NBN (a component of the MRN complex 

(van den Bosch et al., 2003)) with any of the transfection protocols tried. The highest efficiency 

was obtained twice, where NBN was knocked down to around 40-45%. In one of these 

experiments, an attenuation of pChk2 response upon DNA-PKcs inhibition was observed 
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(Figure 59). However, in the other experiment ATM hyper-activation was still present (data not 

shown). Further experiments are needed to get conclusive results. 

 

Figure 59. ATM activity may be attenuated upon DNA-PKcs inhibition when knocking down -not 

efficiently- NBN. A549 cells were transfected with scrambled siRNA or with siRNA against NBN. 

Untreated cells were included as control. (a) Expression of NBN mRNA was measured. β-actin was 

used as an internal control. Error bars indicate standard deviation of technical triplicates. (b) Western 

blot analysis of pChk2 (Thr68) (surrogate for ATM activity) upon 10 Gy ɣ-IR in cells untreated or 

treated with DNA-PKi. 

 

3.2.10 Modulation of p53 dynamics leads to altered cell fate decision upon DSB induction 

Previous studies have shown that changes in p53 dynamics led to altered expression of target 

genes and cell fate decisions (Borcherds et al., 2014; Purvis et al., 2012). To address whether 

altered p53 accumulation upon DNA-PKcs inhibition modulates how cells react to DSBs, the 

induction of the p53 target genes p21, involved in cell cycle arrest (El-Deiry et al., 1993), and 

YPEL3, involved in senescence (Kelley et al., 2010) was tested. A strongly increased 

expression of both target genes in the absence of DNA-PKcs activity one and two days after 

irradiation was observed (Figure 60).  

 

Figure 60. p53 anti-proliferative targets genes are strongly induced upon DNA-PKcs inhibition. 

mRNA expression of p53 target genes p21 and YPEL3 was measured at day 1 and day 2 in unirradiated 

A549 cells or upon 5 Gy ɣ-IR in cells untreated or treated with DNA-PKi. β-actin was used as an internal 

control. Error bars indicate standard deviation of technical triplicates.  

 



 

   

68 

 

RESULTS 

Is this sufficient to change the fate of damaged cells? If it is sufficient, is the effect p53-

dependent? For answering this last question, a p53sh cell line was created in A549 cells (Figure 

61). 

 

Figure 61. p53 was knocked down successfully. mRNA expression of p53 was measured upon 10 Gy 

ɣ-IR in A549 p53wt and p53sh d cells. β-actin was used as an internal control. Error bars indicate standard 

deviation of technical triplicates. 

 

Control and DNA-PKi treated cells were followed for three days after irradiation. A dramatic 

decrease in the fraction of dividing p53wt cells treated with DNA-PKi was observed, while the 

majority of cells lacking the tumor suppressor due to siRNA-mediated knock down were able 

to grow even in the presence of the inhibitor (Figure 62), meaning that the decrease in cell 

proliferation was mostly driven by p53. 

 

Figure 62. Proliferation upon DNA-PKi treatment is strongly inhibited in p53wt cells. Percentage 

of dividing A549 cells during 3 days post damage (5 Gy ɣ-IR) in wild-type or p53 knock down 

conditions both in the presence or absence of DNA-PKi. Error bars indicate standard error of sample 

proportion. (Initial number of cells > 125 per condition) 

 

In addition, p53wt cells acquired a flattened morphology characteristic for senescence (Figure 

63). 
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Figure 63. p53wt cells show a senescence-like morphology upon DNA-PKcs inhibition. 

Representative images of single A549 cells during 3 days upon 5 Gy ɣ-IR in p53wt or p53sh cells 

untreated or treated with DNA-PKi. Blue boxes highlight the senescence-like phenotype observed in 

p53wt cells treated with DNA-PKi. 
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4 DISCUSSION 

4.1 p53 promotes energy production through mitochondrial respiration upon DNA 

damage 

p53 is a tumor suppressor activated in the presence of cellular stress (Horn and Vousden, 2007; 

Vogelstein et al., 2000). Its most well-understood functions are regulating cell cycle arrest, 

senescence and apoptosis, but p53 has a much broader role, controlling many aspects of cellular 

homeostasis (Kruiswijk et al., 2015). Previous systematic analysis on p53 have been used to 

gain novel insights into its non-canonical functions, such as regulation of cell differentiation 

(Lee et al., 2010) or autophagy (Kenzelmann Broz et al., 2013). In order to further elucidate the 

role of p53 in regulating homeostasis, a combined systematic analysis of the transcriptome and 

proteome was performed in the presence or absence of p53, under basal conditions and upon 

genotoxic stress, in MCF10A, a non-tumorigenic cell line. The RNA-seq analysis revealed, as 

expected, that many (a 44%) of the most significant clusters obtained by gene enrichment 

analysis of the 15% of genes with the highest p53 dependency across time points were related 

to cell fate and DNA damage response. A 6% of the clusters indicated a role for p53 in 

controlling fatty acid metabolism. It was then decided to further study this interesting result by 

performing a proteomics experiment. The 15% of the genes and proteins with the highest p53 

dependency were mapped to the corresponding metabolic pathways. Under basal conditions, 

p53 seemed to upregulate some pathways linked to energy production, but downregulate others. 

This apparent contradiction, together with the low number of proteins present in the data, made 

very difficult to generate a hypothesis. Metabolism upon irradiation showed a clearer behavior: 

p53 promoted a general increase in energy production through oxidative phosphorylation, 

especially by upregulating the expression of genes and proteins related to the fatty acid β-

oxidation. To further confirm an increase in OXPHOS through upregulation of pathways such 

as β-oxidation, an analysis of  the mitochondrial fatty acid catabolism could be carried out by 

using stable isotopically labeled fatty acids, e.g. palmitate (Roe and Roe, 1999; Tyni et al., 

2002). This would allow studying the intermediates generated during β-oxidation by tandem 

mass spectrometry. It is conceivable that p53wt cells would show a higher amount of 

intermediates than p53sh cells. 
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4.1.1 A systematic study of the role of metabolism in the response to genotoxic stress 

The maintenance of mitochondrial oxidative phosphorylation by p53 through different means 

(e.g. upregulation of fatty acid catabolism and OXPHOS) has been previously reported (Liang 

et al., 2013). This can oppose the Warburg effect observed in many cancer cells (Warburg, 

1956), which consists of a dependence on glycolysis instead of OXPHOS for energy 

production. Therefore, metabolic control by p53 has been recently considered as another way 

of exerting its tumor suppressor function (Liang et al., 2013; Vousden and Prives, 2009).  

Although the general functions of p53 in regulating the mentioned pathways were already 

known, this study has provided further insights into the non-canonical functions of p53 by 

presenting novel genes and proteins controlled by p53. In fact, for most of them a relation with 

p53 had never been established. Previous systematic studies showed p53-controlled genes or 

proteins, among which some were related to energy metabolism. However, no further analysis 

or functional descriptions were provided. Daoud et al. studied the impact of knocking out p53 

in human colon carcinoma cells upon treatment with a specific topoisomerase I inhibitor by 

cDNA microarray hybridization (Daoud et al., 2003). A few of the p53 responsive genes 

reported in this study were involved in glucose, fatty acid or amino acid metabolism, but the 

authors did not comment on that. Sun el al. studied the effect of silencing p53 in nasopharyngeal 

carcinoma at the proteome level by LC-MS/MS (Sun et al., 2007). They categorized the 

differentially expressed proteins in groups, and one of them was metabolism. Inside this group, 

they mentioned cytochrome b5 and valosin containing protein, which are not related to energy 

metabolism.  

The present study has documented for the first time how p53 controls metabolism upon DSB 

induction in a systematic way.  

 

4.1.2 Future systematic approaches could be done in a breast cancer cell line 

This study has given more insights into the non-canonical p53 functions in a non-tumorigenic 

breast cell line. As well as repair of occurring DNA lesions can prevent the transformation of a 

normal cell into a cancerous one (Torgovnick and Schumacher, 2015), a change in the 

metabolism upon dangerous DNA breaks can help preventing tumorigenesis. It would be 

therefore very interesting to perform a similar systematic analysis in breast cancer cells upon 

genotoxic stress. It may be that oncogenic signals and induction of DNA damage together could 

lead to a change in the set of target genes activated and to a shift between “p53 protector” and 

“p53 killer”. 
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4.2 Kallikreins are upregulated upon genotoxic stress in a p53-dependent manner 

Kallikreins are a family of 15 secreted serine proteases with either trypsin-like and/or 

chymotrypsin-like specificity (Kalinska et al., 2016). Over the past decade, great advances on 

KLK research have been made (Prassas et al., 2015). Kallikreins are now known to be involved 

in diverse mechanistic pathways regulating for example skin desquamation, tooth enamel 

formation or brain function (Emami and Diamandis, 2007; Lundwall and Brattsand, 2008; 

Pampalakis and Sotiropoulou, 2007). KLK activity is tightly regulated by different tissue-

specific mechanisms and factors, such as endogenous kallikrein inhibitors or micro-

environmental pH  (Goettig et al., 2010).  A disruption in the fine-tuned regulation of KLK 

activity has been linked to several pathologies, including cancer. In fact, several kallikreins are 

used are biomarkers in different tumors (Paliouras et al., 2007). For example, KLK3, which 

encodes prostate-specific antigen (PSA), is extensively used as a biomarker for screening and 

monitoring treatment of prostate cancer due to its increased serum levels during tumorigenesis 

(Kote-Jarai et al., 2011). Strikingly, although dysregulated kallikrein expression is clearly 

associated with cancer (Borgoño et al., 2004), it has not been possible to classify kallikreins as 

tumor suppressors or promoters, as their function seems to depend on several factors like the 

tumor model studied (Lawrence et al., 2010).  

KLK10, KLK5, KLK7 and KLK8 expression is downregulated in breast cancer (Avgeris et al., 

2011; Dhar et al., 2001; Feng et al., 2010; Li et al., 2009; Liu et al., 1996; Yousef et al., 2004). 

This could indicate that in breast they exhibit tumor suppressive functions. In fact, KLK10 is 

considered a putative tumor suppressor in breast cells (Goyal et al., 1998). The means by which 

kallikreins are involved in breast cancer are not always known. For example, both the substrates 

and physiological functions of KLK10 remain unclear (Hu et al., 2015); in the case of KLK5, 

its breast cancer suppressing effects are explained by the inhibition of epithelial to 

mesenchymal transition markers and of the mevalonate pathway (Pampalakis et al., 2014), 

which is upregulated in several cancers (Zahra Bathaie et al., 2016). 

 

The RNA-seq data highlighted an unknown function of p53 in promoting the expression of 

different kallikreins upon DSBs induction. It can be hypothesized that their transcription is not 

directly controlled by p53, but by a downstream transcription factor that is accumulating in a 

p53-dependent manner at late time points, as kallikrein induction in the presence of p53 is not 

happening at 4, but at 24 hours after irradiation. ChIP analysis would allow to study if p53 is 

directly binding to kallikrein promoters.  
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The upregulation of these kallikreins by p53 provides more evidence for a tumor suppressive 

function in breast tissue and may represent a novel way for p53 to fight tumorigenesis, although 

further studies are needed in order to address the mechanistic roles of kallikreins in breast 

cancer.  
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4.3 Hyper-activation of ATM upon DNA-PKcs inhibition modulates p53 dynamics 

and cell fate in response to DNA damage 

Ionizing radiation, such as ɣ-irradiation, is a major inducer of DSBs, one of the most dangerous 

DNA lesions. Defense mechanisms such as cell cycle arrest, apoptosis and DNA repair have 

evolved in order to maintain genomic stability (Gasser and Raulet, 2006). Three PI3K-like 

kinases, ATM, ATR and DNA-PKcs, play a critical role in coordinating damage repair by 

distinct molecular pathways (Chiruvella et al., 2013; Cimprich and Cortez, 2008; Harper and 

Elledge, 2007). Besides repairing the DNA, cells also need to adjust their physiology to the 

presence of genotoxic stress. A central step in this process is the activation by ATM, ATR and 

DNA-PKcs of p53 (Kruse and Gu, 2009), the major tumor suppressor in mammalian cells 

(Lees-Miller et al., 1990). Do the three kinases act as redundant systems to provide a fail-save 

relay of the damage input to the p53 system or does each of them perform a distinct function? 

In order to answer this question, measurement of p53 dynamics in single cells upon 

pharmacological perturbations was performed in different fluorescent cell lines using live-cell 

time-lapse microscopy. 

 

4.3.1 ATM activity is compensated by the remaining kinases 

In the reporter cell lines used, loss of ATM function was compensated by the remaining kinases. 

While ATM has been described as the main kinase inducing p53 accumulation upon DSB 

induction (Ciccia and Elledge, 2010), the observation is consistent with previous reports 

showing p53 activation either by ATR (Tomimatsu et al., 2009) or DNA-PKcs (Boehme et al., 

2008; Callén et al., 2009; Li and Stern, 2005) in ATM-deficient cells.  

 

4.3.2 ATR inhibition has minor effects on p53 dynamics 

The structure responsible for ATR activation is single-stranded DNA (Cimprich and Cortez, 

2008), originating for example from replication stress or ultraviolet irradiation. During 

homologous recombination of DSBs, ATR is activated at later time points in an ATM-

dependent manner, as end resection reveals a large single-stranded region (Cimprich and 

Cortez, 2008). The observed compensation of ATR’s activity is consistent with the fact that it 

is not the main kinase responding to DSBs. 

 



 

   

75 

 

DISCUSSION 

4.3.3 DNA-PKcs inhibition amplifies the p53 response 

DNA-PKcs activation is restricted to breaks repaired by a single arm of the repair process, 

cNHEJ (Chiruvella et al., 2013). It was therefore unexpected to observe severe alterations of 

the p53 response when inhibiting the third PI3K-like kinase. Intuitively, one may hypothesize 

that inhibiting DNA-PKcs attenuates the p53 response. However, previous studies such as 

(Callén et al., 2009; Shaheen et al., 2011; Zhu and Gooderham, 2006) did not report any 

decrease in p53 accumulation. In line with these reports, in this study there was no reduction 

detected; more strikingly, p53 showed an amplification of its response: a higher amplitude and 

a longer duration in the first pulse of p53 accumulation across different cell lines and with two 

different DNA-PKcs inhibitors was observed. Why has this not been reported before? This 

amplification, although most clearly observed in single-cell analysis with high temporal 

resolution (due to cell-to-cell variability and noise), can also be detected in population 

measurements such as western blots, but only when probed at appropriate time points. This may 

explain why the increase in p53 levels has not been noticed in the previous studies: in Zhu and 

Gooderham, p53 levels upon DNA-PKcs inhibition were studied twenty-four hours after 

damaging cells with cryptolepine. At this time point, effect of DNA-PKcs inhibition is not 

present anymore, as p53 amplification occurred during the first pulse, while the consecutive 

ones went back to control  levels. Regarding Shaheen et al., they damaged cells with 

doxorubicin and study total p53 six hours later, which may be a too late time point to observe 

differences on the first p53 pulse. In the same study, they also irradiated cells with 10 Gy and 

checked p53 levels one hour later, which may be too early. 

The present study further confirmed the importance of measurements with high temporal 

resolution in single cells. 

 

4.3.4 Loss of DNA-PKcs activity, but not loss of DNA-PKcs protein, amplifies p53 response 

through ATM hyper-activation 

How does inhibition of DNA-PKcs lead to an amplified p53 response? DNA-PKcs inhibition 

reduces the repair rate (Loewer et al., 2013), so the first hypothesis tested was that an increase 

in unrepaired DSBs could be responsible for the change in p53 dynamics. However, inhibiting 

another component of the cNHEJ did not contribute to increasing the duration and amplitude 

of p53 pulses. The second hypothesis considered was that DNA-PKcs inhibition could affect 

the interplay between ATM, ATR and DNA-PKcs. In fact, in the present study it was shown 

for the first time that DNA-PKcs inhibition promoted a dose-dependent hyper-activation of 

ATM upon DSBs induction, which promoted Mdm2 degradation and an increased 
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accumulation of p53. Altered p53 dynamics clearly depended on this hyper-activation, as 

concomitant inhibition of ATM reverted the observed phenotype. In order to determine if this 

new interplay between the two PI3K-like kinases was direct or indirect, DNA-PKcs was 

knocked down. Cells were clearly stressed under this condition, as an increase in both basal 

p53 levels and fraction of cells showing monotonous accumulation of p53 instead of regular 

pulses was observed. This could be due to the  fact that before performing the experiment, cells 

had for several days decreased levels of DNA-PKcs protein and may have accumulate 

substantial unrepaired damage. Does DNA-PKcs directly interact with ATM to inhibit its 

activity? While this hypothesis cannot be excluded, the observation that downregulation of 

DNA-PKcs by siRNA did not lead to hyper-activation of ATM provided strong evidence 

against it. It seemed as if DNA-PKcs needs to be located at break sites in an inactive form to 

modulate ATM activity. It was previously shown that catalytically inactive DNA-PKcs 

prevents end-joining and resolution of associated DSBs by both cNHEJ and HR, as 

autophosphorylation of the kinase is required for opening access for ligases to the DNA ends 

(Allen et al., 2003; Jiang et al., 2015). It is conceivable that “immature” breaks blocked by 

inactive DNA-PKcs would provide a platform for continuous activation of ATM.  

Such hyper-activation of ATM by unresolved break sites could serve as an important fail-safe 

mechanism in the DDR. While most DSBs are rapidly repaired by cNHEJ, there are some 

insults such as complex break sites consisting of multiple DSBs in close vicinity that cannot be 

repaired by simple ligation of free DNA ends. It has been previously proposed that during class 

switch recombination or repair of irradiation-induced DSBs in lymphocytes, if a lesion takes 

too long to be repaired by cNHEJ, ATM could promote dissociation of DNA-PKcs from the 

break (Callén et al., 2009). Something similar could occur in this case. Although there are no 

conclusive studies yet, it is conceivable that even if the pathway chosen for repairing the 

damage is cNHEJ, the MRN complex could be recruited to the DNA near the Ku- and DNA-

PKcs-bound break. It could be also assumed that either the MRN complex – activator of ATM 

(Lee and Paull, 2005) – or other factors related to MRN could “oversignal” to ATM and hyper-

activate it if the damage persists too long without being repaired. ATM could in turn promote 

autophosphorylation of DNA-PKcs by phosphorylating it at specific sites, and repair could 

continue through HR. At the same time, ATM hyper-activation would ensure that the presence 

of the severe damage is transmitted to response pathways such as p53 (Figure 64). Although 

the results of this study were not conclusive, NBN, one component of the MRN complex, could 

play a role in ATM hyper-activation. In order to further address this hypothesis, a NBN knock 
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out cell line could be created, and assess if ATM amplified response still occurs upon DNA-

PKcs inhibition. 

 

Figure 64. Model proposed for repair of complex break sites. P stands for phosphorylation. 

 

4.3.5 The amplified p53 response in cells treated with DNA-PKi leads to increased cell 

senescence upon DSB induction 

Previous studies have shown that changes in p53 dynamics by genetic or pharmacological 

perturbations lead to altered expression of target genes and cell fate decisions (Borcherds et al., 

2014; Purvis et al., 2012). In Purvis et al., pulsatile behavior of p53 was transformed into a 

sustained response by adding a small molecule inhibitor, and cells underwent senescence with 

a higher frequency upon genotoxic stress. Similarly, in this study cells co-treated with DNA-

PKi and ɣ-IR showed an amplified p53 response and a corresponding p53-dependent increase 

in senescence. No apoptosis was observed in the cell lines used, consistent with the results from 

Purvis et al. What is the molecular mechanism that decodes p53 dynamics in order to decide 

the cell fate? Purvis et al. proposed that p53 pulses periodically exceed a certain threshold 

concentration for transcriptional activation of genes involved in senescence. This would mean 
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that a persistent p53 response would have a higher probability to induce expression of such 

target genes. This hypothesis cannot apply to the results presented here, as the amplified p53 

response occurs only once, in the first pulse.  

In this study, where the amplification of only the first p53 pulse was enough for cells to promote 

senescence, the hypothesis that could be provided is the existence of a low affinity and highly 

stable p53 target gene involved in senescence. In control cells, mRNA levels of a p53 target 

gene involved in senescence would increase slowly when p53 reaches its peak level, then 

decrease or stay constant during the trough of the oscillations (Figure 65), meaning that the 

transcript will only slowly reach levels high enough to induce senescence (threshold level). In 

DNA-PKi treated cells, the first amplified p53 pulse would promote a much larger transcript 

accumulation, as p53 levels are sufficiently high to activate its low affinity promoter for a longer 

time period. Although p53 dynamics normalize during the later response, mRNA expression of 

the senescence-related gene would reach its threshold levels much earlier compared to control 

cells. 

 

Figure 65. Model proposed for induction of senescence. 
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4.4 Conclusions 

p53 exerts its antitumorigenic functions through different ways, including metabolic control. 

p53 inhibits glycolysis and promotes mitochondrial respiration in order to counteract the 

Warburg effect, characteristic of many cancer cells. The present study has documented a 

broader role than previously described for p53 in controlling energy metabolism upon 

genotoxic stress, especially fatty acid catabolism. The genes and proteins described here 

probably contribute to curbing the Warburg effect upon DNA damage induction, and thus could 

be further studied as potential metabolic targets in cancer therapy.  

The induction of terminal cell fates such as senescence is another way for p53 to prevent tumor 

development. In this study, inhibition of the upstream kinase DNA-PKcs sensitized cells for 

radiation by hyper-activating ATM that caused an altered p53 response and promoted 

senescence. Although DNA-PKcs based sensitization to DNA damage is well established, it 

has been mainly attributed to its function in cNHEJ. Only few studies reported that in some 

instance the radio-sensitizing effect to DNA-PKcs inhibition depends on the genotype, for 

example the p53 status (Shaheen et al., 2011). The results presented here have implications for 

the use of DNA-PKcs inhibitors in cancer therapies. While tumors that retained a wild-type 

copy of p53 may respond well to a combination of radiotherapy and DNA-PKi, cells with 

mutated p53 may be less affected. On the contrary, neighboring healthy cells with intact p53 

may be more severely affected in this scenario, increasing the side effects of tumor therapy. It 

will therefore be important to characterize the individual state of a given tumor to devise an 

efficient strategy to specifically kill transformed cells while ensuring survival of neighboring 

tissues.
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5 SUMMARY – ZUSAMMENFASSUNG 

5.1 Summary 

p53 has been called “the guardian of the genome” or “cellular gatekeeper” because of its 

prominent role in responding to a wide range of cellular stress signals. It is a key tumor 

suppressor in mammalian cells and one of the most studied human genes, as loss of p53 function 

is a common feature in the majority of cancers. Upon genotoxic stress, p53 accumulates in the 

nucleus and acts as a transcription factor activating the expression of genes involved in cell 

cycle arrest, apoptosis and senescence in order to maintain genome integrity. Three kinases 

belonging to the PI3K-like kinase family, ATM, ATR and DNA-PKcs, are responsible for p53 

phosphorylation and stabilization. However, it is at present unclear how these kinases act in 

concert to regulate p53. Using specific inhibitors and quantitative analysis at the single cell 

level, the contribution of each kinase for regulating p53 activity upon genotoxic stress was 

characterized. ATM and ATR loss was compensated by the remaining kinases, while DNA-

PKcs inhibition led to an amplification in the p53 response. DNA-PKcs loss caused ATM 

hyper-activation, which was responsible for the increased p53 accumulation that sensitized cells 

for damage-induced senescence. 

Although the role of p53 as a tumor suppressor has been mainly attributed to its ability to induce 

terminal cell fates, such as senescence, in recent years p53 has emerged as a regulator of several 

aspects of cellular homeostasis including cell metabolism. Many cancer cells primarily use 

glycolysis for energy production instead of oxidative phosphorylation (Warburg effect). 

Interestingly, p53 has been reported to inhibit glycolysis and promote mitochondrial respiration 

through different mechanisms, facts that can help cells to curb the acquisition of the Warburg 

effect. However, the way p53 exerts its homeostatic functions is not completely known. In this 

thesis, a combination of genome- and proteome-wide approaches were used to systematically 

investigate how p53 controls metabolism upon double strand breaks  induction. Several novel 

genes and proteins controlled by p53 and involved in pathways related to oxidative 

phosphorylation were discovered, especially from fatty acid β-oxidation. Moreover, in this 

study p53 was described for the first time as a positive regulator of kallikreins, serine proteases 

whose dysregulation is clearly associated with cancer. 
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5.2 Zusammenfassung 

p53 wurde wegen seiner wichtigen Rolle, auf eine Vielzahl von zellulären Stress-Signalen zu 

reagieren, „der Wächter des Genoms” oder „zellulärer Pförtner” genannt. p53 ist ein 

Haupttumorsuppressor in Säugerzellen und eines der am meisten untersuchten menschlichen 

Gene, da der Verlust der p53-Funktion ein gemeinsames Merkmal bei den meisten Krebsarten 

ist. In der zellulären Signalantwort auf genotoxischen Stress akkumuliert p53 im Zellkern und 

reguliert die Expression von Zielgenen, die an Zellzyklusarrest, Apoptose und Senesenz 

beteiligt sind, um die Integrität des Genoms aufrechtzuerhalten. Drei Kinasen, die zur Familie 

der PI3K-like-Kinasen gehören (ATM, ATR und DNA-PKcs), sind verantwortlich für die 

Phosphorylierung und dadurch bedingte Stabilisierung von p53. Allerdings ist es derzeit unklar, 

wie diese Kinasen gemeinsam agieren, um p53 zu regulieren. Unter Verwendung spezifischer 

Inhibitoren und quantitativer Analyse auf Einzelzellebene wurde der Effekt jeder einzelnen 

Kinase zur Regulierung der p53-Aktivität in der Signalantwort nach genotoxischem Stress 

charakterisiert. Der Verlust von ATM und ATR wurde durch die verbleibenden Kinasen 

kompensiert, während DNA-PKcs-Hemmung zu einer Verstärkung in der p53-Antwort geführt 

hat. Der Verlust von DNA-PKcs verursacht eine Hyperaktivierung von ATM, die für die 

erhöhte p53 Akkumulation verantwortlich ist und Zellen für schadensinduzierte Seneszenz 

sensibilisiert. 

Obwohl die Rolle von p53 als Tumorsuppressor hauptsächlich seiner Fähigkeit zur Induktion 

von terminalen Zellschicksalsentscheidungen zugeschrieben wird (wie Seneszenz), hat sich in 

den letzten Jahren p53 als Regulator in mehreren Aspekten der zellulären Homöostase 

einschließlich des Zellstoffwechsels herausgestellt. Viele Krebszellen verwenden statt der 

oxidativen Phosphorylierung (Warburg-Effekt) in erster Linie Glykolyse zur 

Energieerzeugung. Interessanterweise wurde berichtet, p53 würde Glykolyse hemmen und die 

mitochondriale Atmung durch verschiedene Mechanismen fördern. Diese Faktoren können den 

Warburg-Effekt auf zellulärer Ebene eindämmen. Jedoch ist die Art und Weise, wie p53 seine 

homöostatische Funktionen ausübt, nicht vollständig bekannt. In dieser Arbeit wurde durch eine 

Kombination von genom- und proteomweiten Messungen systematisch  untersucht, wie p53 

nach Induktion von DNA-Doppelstrangbrüchen den intrazellulären Stoffwechsel reguliert. 

Mehrere neue Gene und Proteine, die von p53 kontrolliert werden, wurden entdeckt. Diese 

stehen im Zusammenhang mit Signalkaskaden, die an der oxidativen Phosphorylierung beteiligt 

sind, insbesondere an der β-Oxidation von Fettsäure. Außerdem wurde p53 in dieser Arbeit 
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 zum ersten Mal als positiver Regulator von Kallikreins beschrieben, das sind Serinproteasen, 

deren Dysregulation eindeutig mit Krebs assoziiert ist. 
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APPENDIX 

8 APPENDIX 

8.1 List of abbreviations 

ACADVL acyl-CoA dehydrogenase, very long chain 

ACC acetyl-CoA carboxylase 

ADP adenosine diphosphate 

AIFM2 apoptosis-inducing factor, mitochondrion-associated, 2 

ALDH4A1 aldehyde dehydrogenase 4 family, member A1 

AMP adenosine monophosphate 

AMPK AMP-activated protein kinase 

ATM ataxia telangiectasia-mutated 

ATMi ATM inhibitor 

ATP adenosine triphosphate 

ATR ataxia telangiectasia and Rad3-related 

ATRi ATR inhibitor 

a.u. arbitrary units 

Bis-Tris 2,2-bis(hydroxymethyl)-2,2′,2″-nitrilotriethanol 

bp base pair 

BRCA1 breast cancer 1 

BSA bovine serum albumin 

CAPS 3-(cyclohexylamino)-1-propanesulfonic acid 

CBP CREB-binding protein 

CCNB2 cyclin B2 

cDNA complementary DNA 

CFP cyan fluorescent protein 

ChIP chromatin immunoprecipitation 

Chk1 checkpoint kinase 1 

Chk2 checkpoint kinase 2 

Chk2i II Chk2 inhibitor II 

cNHEJ canonical non-homologous end joining 

CoA coenzyme A 

COX20 cytochrome c oxidase assembly factor 

CPT1 carnitine palmitoyltransferase 1 (acyltransferase) 

CPT1B carnitine palmitoyltransferase 1B (acyltransferase 1B) 

CPT1C carnitine palmitoyltransferase 1C (acyltransferase 1C) 

DDR DNA damage response 

DECR1 2,4-dienoyl CoA reductase 1 

DECR2 2,4-dienoyl CoA reductase 2 

DEPC diethylpyrocarbonate 

DMEM/F-12 Dulbecco's modified eagle medium/nutrient mixture F-12 

DMSO dimethyl sulfoxide 

DNA deoxyribonucleic acid 

DNA-PKcs DNA-dependent protein kinase catalytic subunit 

DNA-PKi DNA-PKcs inhibitor 

dNTP deoxynucleotide 

ds double strand 

DSB double strand break 

https://en.wikipedia.org/wiki/Adenosine_diphosphate
https://en.wikipedia.org/wiki/Adenosine_monophosphate
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dT deoxythymidine 

DTT dithiothreitol 

EF1αp elongation factor-1 α promoter 

EGF epidermal growth factor 

ETFDH electron-transferring-flavoprotein dehydrogenase 

FAD flavin adenine dinucleotide 

FCS fetal calf serum 

FWHM full-width at half-maximum 

G2 phase Gap 2 phase 

G418 geneticin disulphate 

GAPDH glyceraldehyde-3-phosphate dehydrogenase 

GDF15 growth differentiation factor 15 

GLS2 glutaminase 2 

GLUT1 glucose transporter type 1 

GLUT3 glucose transporter type 3 

GLUT4 glucose transporter type 4 

Gy gray 

HADHA hydroxyacyl-CoA dehydrogenase/3-ketoacyl-CoA thiolase/enoyl-

CoA hydratase (trifunctional protein), alpha subunit 

HEPES 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 

HR homologous recombination 

HRP horseradish peroxidase 

HS horse serum 

IR irradiation 

iRFP near-infrared fluorescent protein 

KLK3 kallikrein-related peptidase 3 

KLK5 kallikrein-related peptidase 5 

KLK7 kallikrein-related peptidase 7 

KLK8 kallikrein-related peptidase 8 

KLK10 kallikrein-related peptidase 10 

LC-MS/MS liquid chromatography-tandem mass spectrometry 

LDS lithium dodecyl sulfate 

LFQ label-free quantification 

LigIV ligase IV 

LigIVi ligase IV inhibitor 

LIPA lipase A 

MDC1 mediator of DNA-damage checkpoint 1 

Mdm2 mouse double minute 2, human homolog 

Mdm4 mouse double minute 4, human homolog 

MES 2-(N-morpholino)ethanesulfonic acid 

MLYCD malonyl-CoA decarboxylase 

MNF1 mitochondrial nucleoid factor 1 

MRE11A meiotic recombination 11 homolog A 

MRN MRE11A–RAD50–NBN 

mRNA messenger RNA 

MT-ATP8 mitochondrially encoded ATP synthase 8 

MT-ND4 mitochondrially encoded NADH dehydrogenase 4 

m/z mass-to-charge ratio 

n number of cells  
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NA numerical aperture 

NAD nicotinamide adenine dinucleotide 

NBN nibrin 

NDUFA4 NADH dehydrogenase (ubiquinone) 1 alpha subcomplex, 4 

NDUFA5 NADH dehydrogenase (ubiquinone) 1 alpha subcomplex, 5 

NDUFA9 NADH dehydrogenase (ubiquinone) 1 alpha subcomplex, 9 

NDUFA11 NADH dehydrogenase (ubiquinone) 1 alpha subcomplex, 11 

NDUFB6 NADH dehydrogenase (ubiquinone) 1 beta subcomplex, 6 

NDUFB7 NADH dehydrogenase (ubiquinone) 1 beta subcomplex, 7 

NDUFB11 NADH dehydrogenase (ubiquinone) 1 beta subcomplex, 11 

NDUFC2 NADH dehydrogenase (ubiquinone) 1, subcomplex unknown, 2 

NDUFS6 NADH dehydrogenase (ubiquinone) Fe-S Protein 6 

NES nuclear export signal 

NLS nuclear localization signal 

OXPHOS oxidative phosphorylation 

pATM phosphorylated ATM 

PBS phosphate buffered saline 

pChk1 phosphorylated Chk1 

pChk2 phosphorylated Chk2 

PCR polymerase chain reaction 

PDH pyruvate dehydrogenase 

PDK pyruvate dehydrogenase kinase 

PDK2 pyruvate dehydrogenase kinase, isozyme 2 

PDK4 pyruvate dehydrogenase kinase, isozyme 4 

pDNA-PKcs phosphorylated DNA-PKcs 

PDP1 pyruvate dehyrogenase phosphatase catalytic subunit 1 

PDVF polyvinylidene difluoride 

pH2A.X phosphorylated H2A.X 

PI3K phosphatidylinositol 3-kinase 

pp53 phosphorylated p53 

PPARG peroxisome proliferator activated receptor gamma 

PRKAB1 protein kinase, AMP-activated, beta 1 non-catalytic subunit 

PRKAG2 protein kinase, AMP-activated, gamma 2 non-catalytic subunit 

PRODH proline dehydrogenase 1 

PSA prostate-specific antigen 

RBBP8 retinoblastoma binding protein 8 

RIN RNA integrity number 

RNA ribonucleic acid 

RNA-seq RNA sequencing 

RPKM reads per kilobase per million mapped reads 

RPM revolutions per minute 

RPMI Roswell Park Memorial Institute 

RRM2B ribonucleotide reductase M2 B 

rRNA ribosomal RNA 

RT-qPCR real-time quantitative PCR 

SDHAF1 succinate dehydrogenase complex assembly factor 1 

SDS sodium dodecyl sulfate 

Ser serine 
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SESN1 sestrin 1 

SESN2 sestrin 2 

sh shRNA (cells where p53 was knocked down with a shRNA) 

shRNA small hairpin RNA 

siRNA small interfering RNA 

S phase synthesis phase 

SPINK6 serine peptidase inhibitor, Kazal type 6 

STAGE stop and go extraction 

TBST tris-buffered saline with Tween20 

TCA tricarboxylic acid 

Thr threonine 

TIGAR TP53-induced glycolysis regulator 

TP53BP1 tumor protein p53 binding protein 1 

Tris tris(hydroxymethyl)aminomethane 

UbCp ubiquitin C promoter 

UV ultraviolet 

wt wild-type 

w/w weight/weight 

x g times gravity 

XLF XRCC4-like factor 

XRCC4 X-ray repair complementing defective repair in Chinese hamster 

cells 4 

YFP yellow fluorescent protein 

YPEL3 yippee-like 3 
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8.2 List of clusters obtained after gene enrichment analysis for biological process with 

DAVID across time points 

 

 

 

Enrichment score 9.50 

Annotation Cluster 1           

Cell fate 

and 

DNA damage 

 

 

Term Count p-value 

cell cycle 178 3.6exp-15 

cell cycle process 136 2.3exp-13 

cell cycle phase 108 4.3exp-13 

mitotic cell cycle 94 8.0exp-11 

M phase 83 1.6exp-09 

organelle fission 62 1.5exp-08 

nuclear division 60 2.0exp-08 

mitosis 60 2.0exp-08 

M phase of mitotic cell cycle 60 4.0exp-08 

cell division 69 9.4exp-07 

 

 

Enrichment score 6.47 

Annotation Cluster 2           

Others 

 

 

Term Count p-value 

ectoderm development 65 1.0exp-12 

epidermis development 61 2.6exp-12 

epidermal cell differentiation 25 6.2exp-06 

keratinocyte differentiation 23 1.5exp-05 

epithelial cell differentiation 37 1.8exp-05 

epithelium development 50 1.7exp-04 

keratinization 15 6.9exp-04 

Enrichment score 6.14 

Annotation Cluster 3   

Cell fate  

and  

DNA damage 

Term Count p-value 

mitotic cell cycle 94 8.0exp-11 

interphase of mitotic cell cycle 33 1.1exp-06 

interphase 33 2.2exp-06 

G1/S transition of mitotic cell cycle 17 1.4exp-03 

Enrichment score 5.66 

Annotation Cluster 4           

Cell fate 

and 

DNA damage 

Term Count p-value 

regulation of cell growth 54 5.3exp-08 

negative regulation of growth 36 1.8exp-07 

negative regulation of cell growth 31 7.6exp-07 

negative regulation of cell size 31 4.2exp-06 

regulation of cell size 51 5.6exp-06 

regulation of growth 73 1.3exp-05 

regulation of cellular component size 58 1.1exp-04 

Enrichment score 4.68 

Annotation Cluster 5  

Cell fate  

and  

DNA damage 

Term Count p-value 

apoptosis 115 1.2exp-05 

programmed cell death 116 1.4exp-05 

cell death 131 2.9exp-05 

death 131 4.1exp-05 
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Enrichment score 4.60 

Annotation Cluster 6 

Others 

 

Term Count p-value 

angiogenesis 40 7.6exp-06 

blood vessel morphogenesis 50 2.5exp-05 

blood vessel development 55 4.6exp-05 

vasculature development 56 4.6exp-05 

Enrichment score 4.09 

Annotation Cluster 7  

Cell fate  

and  

DNA damage 

Term Count p-value 

DNA metabolic process 104 1.1exp-06 

response to DNA damage stimulus 78 1.5exp-05 

cellular response to stress 99 1.3exp-03 

DNA repair 55 2.0exp-03 

 

 

 

Enrichment score 4.04 

Annotation Cluster 8  

Cell fate  

and  

DNA damage 

 

 

Term Count p-value 

regulation of apoptosis 153 4.2exp-07 

regulation of programmed cell death 153 8.0exp-07 

regulation of cell death 153 9.8exp-07 

anti-apoptosis 47 1.2exp-04 

positive regulation of apoptosis 82 2.5exp-04 

negative regulation of apoptosis 70 2.6exp-04 

positive regulation of programmed cell 

death 82 3.1exp-04 

positive regulation of cell death 82 3.6exp-04 

negative regulation of programmed cell 

death 70 3.9exp-04 

negative regulation of cell death 70 4.2exp-04 

induction of apoptosis 60 2.7exp-03 

induction of programmed cell death 60 2.9exp-03 

Enrichment score 3.85 

Annotation Cluster 9  

Others 

Term Count p-value 

response to wounding 109 5.9exp-07 

inflammatory response 69 3.0exp-05 

defense response 89 1.6exp-01 

Enrichment score 3.23 

Annotation Cluster 10 

Cell fate 

and 

DNA damage 

Term Count p-value 

spindle organization 19 4.9exp-06 

microtubule cytoskeleton organization 36 2.0exp-04 

cytoskeleton organization 76 5.3exp-03 

microtubule-based process 45 2.3exp-02 

Enrichment score 2.83 

Annotation Cluster 11 

Others 

Term Count p-value 

negative regulation of neurogenesis 15 1.1exp-03 

negative regulation of cell differentiation 45 1.3exp-03 

negative regulation of cell development 15 2.3exp-03 
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Enrichment score 2.82 

Annotation Cluster 12 

Cell fate  

and  

DNA damage 

 

 

Term Count p-value 

DNA damage response, signal 

transduction 24 1.3exp-04 

DNA damage response, signal 

transduction by p53 class mediator 11 9.3exp-04 

induction of apoptosis by intracellular 

signals 17 9.4exp-04 

DNA damage response, signal 

transduction resulting in induction of 

apoptosis 12 2.0exp-03 

DNA damage response, signal 

transduction by p53 class mediator 

resulting in induction of apoptosis 6 3.5exp-02 

 

 

Enrichment score 2.81 

Annotation Cluster 13 

Cell fate  

and  

DNA damage 

 

Term Count p-value 

regulation of cell cycle 86 1.7exp-10 

regulation of mitotic cell cycle 40 1.5exp-05 

regulation of cell cycle process 32 3.3exp-05 

positive regulation of cell cycle 15 1.2exp-02 

regulation of mitosis 14 2.4exp-02 

regulation of nuclear division 14 2.4exp-02 

regulation of organelle organization 37 6.7exp-02 

positive regulation of mitosis 7 9.4exp-02 

positive regulation of nuclear division 7 9.4exp-02 

positive regulation of organelle 

organization 14 2.7exp-01 

 

Enrichment score 2.75 

Annotation Cluster 14 

Fatty acid metabolism 

 

Term Count p-value 

fatty acid metabolic process 44 3.6exp-04 

organic acid biosynthetic process 34 2.3exp-03 

carboxylic acid biosynthetic process 34 2.3exp-03 

fatty acid biosynthetic process 20 4.8exp-03 

Enrichment score 2.67 

Annotation Cluster 15 

Cell fate 

and  

DNA damage 

Term Count p-value 

chromosome segregation 26 1.8exp-05 

mitotic sister chromatid segregation 13 1.3exp-03 

sister chromatid segregation 13 1.7exp-03 

establishment of organelle localization 10 5.4exp-01 

 

 

Enrichment score 2.66 

Annotation Cluster 16 

Cell fate 

and 

DNA damage 

 

 

Term Count p-value 

cell cycle checkpoint 29 6.3exp-06 

DNA damage response, signal 

transduction 24 1.3exp-04 

DNA integrity checkpoint 16 1.8exp-03 

DNA damage checkpoint 14 6.4exp-03 

G1 DNA damage checkpoint 6 8.4exp-03 

G1/S transition checkpoint 7 1.6exp-02 

DNA damage response, signal 

transduction by p53 class mediator 

resulting in cell cycle arrest 3 1.8exp-01 
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Enrichment score 2.28 

Annotation Cluster 17 

Cell fate 

and 

DNA damage 

Term Count p-value 

DNA duplex unwinding 8 5.1exp-03 

DNA geometric change 8 5.1exp-03 

DNA unwinding during replication 7 5.5exp-03 

Enrichment score 2.05 

Annotation Cluster 18 

Others 

Term Count p-value 

response to hormone stimulus 66 4.6exp-03 

response to endogenous stimulus 71 6.1exp-03 

response to estrogen stimulus 24 7.0exp-03 

response to steroid hormone stimulus 38 7.7exp-03 

response to organic substance 116 8.4exp-03 

response to estradiol stimulus 13 4.0exp-02 

Enrichment score 2.03 

Annotation Cluster 19 

Others 

Term Count p-value 

iron ion transport 11 2.4exp-03 

transition metal ion transport 18 7.8exp-03 

di-, tri-valent inorganic cation transport 32 4.3exp-02 

Enrichment score 1.98 

Annotation Cluster 20 

Others 

Term Count p-value 

positive regulation of locomotion 24 2.9exp-03 

positive regulation of cell migration 22 4.0exp-03 

positive regulation of cell motion 23 6.1exp-03 

regulation of cell motion 37 1.4exp-02 

regulation of locomotion 35 3.3exp-02 

regulation of cell migration 31 4.2exp-02 

Enrichment score 1.88 

Annotation Cluster 21 

Others 

Term Count p-value 

negative regulation of hydrolase activity 16 7.3exp-04 

negative regulation of peptidase activity 7 4.5exp-02 

negative regulation of caspase activity 6 7.2exp-02 

Enrichment score 1.85 

Annotation Cluster 22 

Fatty acid metabolism 

Term Count p-value 

unsaturated fatty acid metabolic process 17 4.7exp-04 

icosanoid metabolic process 15 1.8exp-03 

prostanoid metabolic process 8 7.2exp-03 

prostaglandin metabolic process 8 7.2exp-03 

prostanoid biosynthetic process 3 4.2exp-01 

prostaglandin biosynthetic process 3 4.2exp-01 
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Enrichment score 1.80 

Annotation Cluster 23 

Others 

 

 

Term Count p-value 

regulation of cell development 47 1.0exp-04 

regulation of neurogenesis 39 2.6exp-04 

regulation of nervous system 

development 40 2.5exp-03 

regulation of neuron differentiation 28 1.1exp-02 

regulation of axonogenesis 14 2.7exp-02 

positive regulation of cell development 16 2.8exp-02 

regulation of cell projection 

organization 19 3.4exp-02 

positive regulation of neurogenesis 14 3.5exp-02 

regulation of cell morphogenesis 25 4.7exp-02 

regulation of neuron projection 

development 15 6.1exp-02 

regulation of cell morphogenesis 

involved in differentiation 16 6.6exp-02 

positive regulation of cell projection 

organization 10 1.4exp-01 

positive regulation of axonogenesis 6 2.1exp-01 

Enrichment score 1.77 

Annotation Cluster 24 

Others 

Term Count p-value 

regulation of blood coagulation 13 1.3exp-03 

regulation of coagulation 14 1.4exp-03 

negative regulation of coagulation 8 4.2exp-02 

fibrinolysis 5 5.8exp-02 

negative regulation of blood 

coagulation 7 6.7exp-02 

positive regulation of coagulation 5 7.6exp-02 

 

Enrichment score 1.69 

Annotation Cluster 25 

Others 

Term Count p-value 

limb morphogenesis 23 6.9exp-03 

appendage morphogenesis 23 6.9exp-03 

appendage development 23 1.1exp-02 

limb development 23 1.1exp-02 

embryonic limb morphogenesis 19 2.8exp-02 

embryonic appendage morphogenesis 19 2.8exp-02 

embryonic morphogenesis  44 3.0exp-01 

Enrichment score 1.57 

Annotation Cluster 26 

Others 

Term Count p-value 

biological adhesion 112 1.2exp-02 

cell adhesion 111 1.5exp-02 

cell-cell adhesion 44 1.1exp-01 
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Enrichment score 1.55 

Annotation Cluster 27 

Others 

Term Count p-value 

regulation of peptidase activity 24 4.2exp-04 

regulation of endopeptidase activity 22 1.4exp-03 

regulation of caspase activity 21 2.0exp-03 

positive regulation of caspase activity 12 1.3exp-01 

positive regulation of peptidase 

activity 12 1.3exp-01 

activation of caspase activity 11 1.5exp-01 

regulation of hydrolase activity 50 2.0exp-01 

positive regulation of hydrolase 

activity 23 6.3exp-01 

Enrichment score 1.48 

Annotation Cluster 28 

Others 

Term Count p-value 

regeneration 19 2.3exp-03 

tissue regeneration 9 4.6exp-02 

developmental growth 14 3.3exp-01 

Enrichment score 1.47 

Annotation Cluster 29 

Cell fate 

and 

DNA damage 

Term Count p-value 

response to UV 17 2.6exp-03 

response to radiation 36 3.6exp-02 

response to light stimulus 20 4.2exp-01 

 

 

Enrichment score 1.40 

Annotation Cluster 30 

Others 

 

 

Term Count p-value 

neutrophil chemotaxis 9 1.0exp-03 

leukocyte migration 15 1.2exp-02 

leukocyte chemotaxis 11 1.6exp-02 

cell chemotaxis 11 2.3exp-02 

chemotaxis 29 5.6exp-02 

taxis 29 5.6exp-02 

macrophage chemotaxis 4 9.9exp-02 

locomotory behavior 44 9.9exp-02 

lymphocyte chemotaxis 3 2.3exp-01 

behavior 65 3.3exp-01 

Enrichment score 1.39 

Annotation Cluster 31 

Others 

Term Count p-value 

wound healing 43 3.2exp-04 

regulation of body fluid levels 25 9.4exp-02 

hemostasis 19 1.5exp-01 

coagulation 18 1.6exp-01 

blood coagulation 18 1.6exp-01 

Enrichment score 1.33 

Annotation Cluster 32 

Cell fate 

and 

DNA damage 

Term Count p-value 

regulation of DNA metabolic process 26 5.0exp-03 

regulation of DNA replication 15 2.4exp-02 

positive regulation of DNA metabolic 

process 13 5.1exp-02 

negative regulation of DNA metabolic 

process  9 1.2exp-01 

positive regulation of DNA replication 6 2.9exp-01 
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Enrichment score 1.33 

Annotation Cluster 33 

Others 

Term Count p-value 

M phase of meiotic cell cycle 21 2.4exp-02 

Meiosis 21 2.4exp-02 

meiotic cell cycle 21 2.9exp-02 

meiosis I 8 2.9exp-01 

Enrichment score 1.32 

Annotation Cluster 34 

Cell fate 

and 

DNA damage 

Term Count p-value 

release of cytochrome c from 

mitochondria 10 6.6exp-04 

apoptotic mitochondrial changes 11 4.2exp-03 

mitochondrion organization 24 1.2exp-01 

regulation of mitochondrial membrane 

permeability 4 1.6exp-01 

mitochondrial membrane organization 6 4.0exp-01 

mitochondrial transport 10 5.4exp-01 
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8.3 List of clusters obtained after gene enrichment analysis for biological process with 

DAVID 24 hours after irradiation 

 

Enrichment Score: 5.49 

Annotation Cluster 1  

Term Count p-value 

ectoderm development 63 7.4exp-12 

epidermis development 58 6.7exp-11 

epithelial cell differentiation 35 9.0exp-05 

epidermal cell differentiation 22 1.8exp-04 

keratinocyte differentiation 20 4.4exp-04 

epithelium development 48 5.2exp-04 

keratinization 14 2.1exp-03 

Enrichment Score: 4.96 

Annotation Cluster 2 

Term Count p-value 

negative regulation of growth 34 1.5exp-06 

negative regulation of cell growth 30 2.1exp-06 

regulation of cell growth 49 3.9exp-06 

negative regulation of cell size 30 1.1exp-05 

regulation of growth 72 1.9exp-05 

regulation of cell size 48 4.7exp-05 

regulation of cellular component size 57 1.7exp-04 

Enrichment Score: 3.90 

Annotation Cluster 3  

Term Count p-value 

angiogenesis 38 3.8exp-05 

vasculature development 54 1.4exp-04 

blood vessel development 53 1.4exp-04 

blood vessel morphogenesis 46 3.4exp-04 

Enrichment Score: 3.07 

Annotation Cluster 4  

Term Count p-value 

apoptosis 105 7.5exp-04 

cell death 122 8.1exp-04 

programmed cell death 106 8.5exp-04 

death 122 1.0exp-03 

Enrichment Score: 2.84 

Annotation Cluster 5  

Term Count p-value 

response to wounding 101 3.3exp-05 

inflammatory response 63 7.5exp-04 

defense response 90 1.2exp-01 

Enrichment Score: 2.53 

Annotation Cluster 6  

Term Count p-value 

release of cytochrome c from 

mitochondria 11 1.1exp-04 

apoptotic mitochondrial changes 12 1.1exp-03 

mitochondrion organization 22 2.3exp-01 

Enrichment Score: 2.31 

Annotation Cluster 7  

Term Count p-value 

regulation of cell cycle 64 7.2exp-04 

regulation of mitotic cell cycle 32 5.4exp-03 

regulation of cell cycle process 23 3.1exp-02 
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Enrichment Score: 2.30 

Annotation Cluster 8  

Term Count p-value 

anti-apoptosis 47 9.7exp-05 

regulation of apoptosis 136 4.5exp-04 

negative regulation of apoptosis 68 5.9exp-04 

regulation of programmed cell death 136 6.8exp-04 

regulation of cell death 136 8.1exp-04 

negative regulation of programmed 

cell death 68 8.7exp-04 

negative regulation of cell death 68 9.4exp-04 

induction of apoptosis 50 1.0exp-01 

induction of programmed cell death 50 1.1exp-01 

positive regulation of apoptosis 65 1.1exp-01 

positive regulation of programmed cell 

death 65 1.2exp-01 

positive regulation of cell death 65 1.3exp-01 

Enrichment Score: 2.12 

Annotation Cluster 9  

Term Count p-value 

regulation of peptidase activity 25 1.4exp-04 

regulation of endopeptidase activity 24 1.8exp-04 

negative regulation of hydrolase 

activity 17 1.9exp-04 

regulation of caspase activity 23 2.7exp-04 

negative regulation of peptidase 

activity 10 6.3exp-04 

negative regulation of caspase activity 9 9.4exp-04 

positive regulation of caspase activity 11 2.2exp-01 

positive regulation of peptidase 

activity 11 2.2exp-01 

activation of caspase activity 10 2.5exp-01 

regulation of hydrolase activity 42 6.6exp-01 

positive regulation of hydrolase 

activity 19 8.9exp-01 

Enrichment Score: 1.92 

Annotation Cluster 10  

Term Count p-value 

induction of apoptosis by intracellular 

signals 16 2.5exp-03 

DNA damage response, signal 

transduction 19 1.1exp-02 

DNA damage response, signal 

transduction by p53 class mediator 9 1.3exp-02 

DNA damage response, signal 

transduction resulting in induction of 

apoptosis 10 2.0exp-02 

DNA damage response, signal 

transduction by p53 class mediator 

resulting in induction of apoptosis 6 3.4exp-02 
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Enrichment Score: 1.72 

Annotation Cluster 11  

Term Count p-value 

regulation of blood coagulation 12 4.1exp-03 

regulation of coagulation 13 4.1exp-03 

negative regulation of coagulation 8 4.1exp-02 

fibrinolysis 5 5.7exp-02 

negative regulation of blood 

coagulation 7 6.4exp-02 

Enrichment Score: 1.65 

Annotation Cluster 12  

Term Count p-value 

negative regulation of neurogenesis 15 1.1exp-03 

regulation of neurogenesis 36 1.8exp-03 

negative regulation of cell 

development 15 2.1exp-03 

regulation of cell development 41 4.0exp-03 

regulation of neuron differentiation 28 9.6exp-03 

regulation of axonogenesis 15 1.1exp-02 

regulation of nervous system 

development 37 1.1exp-02 

regulation of cell morphogenesis 26 2.6exp-02 

regulation of neuron projection 

development 16 3.0exp-02 

negative regulation of axonogenesis 8 3.3exp-02 

negative regulation of cell 

differentiation 38 3.9exp-02 

regulation of cell projection 

organization 18 5.8exp-02 

negative regulation of cell projection 

organization 8 5.8exp-02 

regulation of cell morphogenesis 

involved in differentiation 16 6.2exp-02 

positive regulation of neurogenesis 13 6.8exp-02 

positive regulation of cell 

development 14 9.7exp-02 

positive regulation of axonogenesis 6 2.1exp-01 

positive regulation of cell projection 

organization 8 4.0exp-01 

Enrichment Score: 1.50 

Annotation Cluster 13  

Term Count p-value 

positive regulation of signal 

transduction 54 6.3exp-03 

positive regulation of cell 

communication 57 1.5exp-02 

regulation of protein kinase cascade 43 3.6exp-02 

regulation of I-kappaB kinase/NF-

kappaB cascade 21 5.1exp-02 

positive regulation of protein kinase 

cascade 30 5.3exp-02 

positive regulation of I-kappaB 

kinase/NF-kappaB cascade 18 1.1exp-01 
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Enrichment Score: 1.49 

Annotation Cluster 14  

Term Count p-value 

cell adhesion 110 1.6exp-02 

biological adhesion 110 1.7exp-02 

cell-cell adhesion 43 1.3exp-01 

Enrichment Score: 1.46 

Annotation Cluster 15 

Fatty acid metabolism 

Term Count p-value 

fatty acid metabolic process 41 2.1exp-03 

fatty acid biosynthetic process 17 4.1exp-02 

organic acid biosynthetic process 26 1.3exp-01 

carboxylic acid biosynthetic process 26 1.3exp-01 

Enrichment Score: 1.42 

Annotation Cluster 16  

Term Count p-value 

tissue remodeling 15 9.5exp-03 

bone remodeling 8 1.3exp-02 

bone resorption 6 3.4exp-02 

multicellular organismal homeostasis 18 4.0exp-02 

tissue homeostasis 13 1.0exp-01 

anatomical structure homeostasis 18 1.9exp-01 

Enrichment Score: 1.41 

Annotation Cluster 17  

Term Count p-value 

positive regulation of locomotion 22 1.1exp-02 

positive regulation of cell migration 20 1.6exp-02 

positive regulation of cell motion 20 4.1exp-02 

regulation of locomotion 33 7.0exp-02 

regulation of cell motion 33 7.4exp-02 

regulation of cell migration 29 9.0exp-02 

Enrichment Score: 1.31 

Annotation Cluster 18 

Fatty acid metabolism 

Term Count p-value 

unsaturated fatty acid metabolic 

process 16 1.3exp-03 

icosanoid metabolic process 14 5.0exp-03 

prostanoid metabolic process 8 6.9exp-03 

prostaglandin metabolic process 8 6.9exp-03 

unsaturated fatty acid biosynthetic 

process 8 1.4exp-01 

leukotriene metabolic process 6 1.4exp-01 

cellular alkene metabolic process 6 1.6exp-01 

icosanoid biosynthetic process 6 3.6exp-01 

leukotriene biosynthetic process 4 4.5exp-01 

alkene biosynthetic process 4 4.5exp-01 

 


