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2 Synopsis

2.1 Abstract

The question of the function and meaning of brain rhythms, especially in the
processing of stimuli and generation of stimulus—based (evoked) brain signals,
has long been and still is a topic of great interest and debate. We tested
different aspects of putative interactions between ongoing activity, evoked ac-
tivity, and behavioral performance, using electroencephalography (EEG) and,
partly, simultaneous functional magnetic resonance imaging (fMRI). We em-
ployed novel, online data analysis approaches allowing to maximize the signal
of interest and the difference across conditions in a noisy, artefact—prone en-
vironment.

We discovered interactions between ongoing o and g rhythms and the re-
spective evoked potentials (EPs) in the examined sensory systems, indicating
their involvement in stimulus processing and higher cognitive functions. Fur-
thermore, we found effects of a rhythm power on evoked fMRI responses, both
by linear superposition and by more complex, non-linear relationships, help-
ing to explain the source of trial-by—trial variance in functional neuroimaging
data and cast further light on the origin and nature of these rhythms.

Finally, we observed increased spatial acuity and changes in resting—state
functional connectivity of the p rhythm after a specific form of high—frequency
repetitive somatosensory stimulation, showing that this form of stimulation
changes intrinsic network properties of distant brain regions without the need
for active participation of the subject. These data might provide a neuro-
physiological basis for the previously observed improvements in sensorimotor
training in response to that stimulation, which make it a candidate for reha-
bilitation paradigms for e.g. stroke patients. Importantly, it also shows that
assessment of functional connectivity might be used as a tool to study the
efficacy of different sensory and motor training paradigms.



2.2 Introduction

Since they were first observed in 1929 [1], ongoing, spontaneous brain rhythms
such as the a rhythm have been a subject of constant research and of numerous
theories regarding their origin and functional meaning. They exhibit a number
of striking features: Among others, some of them are visible in the EEG even
to the naked human eye, and a link to intrinsic functional states and behavior
has also already been noted by Berger [1], the most prominent being the so—
called “a blocking” in an eyes—open compared to an eyes—closed condition. For
a detailed overview, please see the book by Shaw [2]. The a rhythm interacts
with components of the visual evoked potential (VEP) [3], and thus shows
involvement with the processing of incoming stimuli and activity evoked by
them.

Another interesting feature of brain—derived signals is the high variance in
evoked signals despite input or stimulus being constant. On a single—cell level,
this has been shown to be, to great extent, due to ongoing activity linearly
superimposed on evoked activity [4]. In whole-brain human fMRI studies,
ongoing activity from the somatomotor cortex of one hemisphere has been
shown to explain much of the variance of motor task responses in the other
hemisphere [5]. However, the blood oxygenation level-dependent (BOLD)
fMRI signal is, as its name suggests, derived from metabolic properties of
blood flow, and the exact origin of response variance is not clear—namely,
whether this variance stems from neuronal sources, or might merely be a
vascular or metabolic “by—product”. Thus, an interesting question here is a
putative neuronal basis of this activity, and whether this can be attributed to
ongoing neuronal activity that is accessible to measurement with EEG, like
the classic a rhythm introduced above.

A specific form of high—frequency repetitive somatosensory stimulation
(RSS), following the Hebbian principle “what fires together, wires together”
has been shown to induce lasting improvement in a somatosensory detection
task [6] and improve outcome of somatomotor training paradigms [7], with-
out active involvement of the participant. This makes this class of paradigms
a likely candidate to supplement e.g. active—participation motor training in
stroke rehabilitation. However, neurophysiological correlates of the latter ef-
fect are not yet clear. We addressed this question, testing functional con-
nectivity of the somatosensory p rhythm, which, given its tight links to the
sensorimotor cortical network [8], seems a good candidate for assessment of
changes in the network’s connectivity properties.

2.3 Aims

The general aim of this thesis was to research the putative functional role of
ongoing brain rhythms and specifically their relationship to the processing of



evoked, stimulus—based activity. More specifically, we wanted to test whether
ongoing « and g rhythms had effects on evoked potentials (EPs) in their
respective sensory domains, and test the o rhythm as one potential source of
stimulus response variance in BOLD fMRI signals.

To achieve this goal, we aimed to develop a setup capable of real-time,
online detection of EEG signatures, and then to methodologically advance it
in combination with an existing EEG—MRI setup to the point where this de-
tection becomes possible in the noisy, complex environment of simultaneous
EEG—MRI. This setup allowed us to design and implement experiments exam-
ining the relationship between ongoing activity in EEG and evoked, stimulus—
based activity in both EEG and fMRI.

Finally, we implemented a setup to reproduce previously reported improve-
ments in behavioral performance after RSS [6], in order to test the effects
of this type of stimulation on resting—state connectivity parameters of brain
rhythms.

2.4 Methods

I will provide an overview of the methods used for the studies carried out in
the context of this thesis. For more detailed descriptions, please refer to the
Methods sections of the attached publications.

From a general point of view, Study 1 and Study 2 deal with the question of
the influence of ongoing (intrinsic) activity on evoked brain signals, and share
much of their EEG-based methodology, even though they were carried out in
a different sensory domain (i.e. on the somatosensory p rhythm in Study 1
and the visual o rhythm in Study 2). Study 2 adds fMRI data acquisition to
the online EEG approach of Study 1.

Study 3 deals with the question of functional connectivity changes in the
somatosensory system after RSS.

Subjects and experimental design

All studies were carried out with healthy volunteers. Prior to the experiments,
subjects gave written informed consent in accordance with the declaration of
Helsinki [9]. All studies were approved by the local ethics committee.

Study 1

Subjects sat in a comfortable chair, wearing earplugs to minimize noise exhibi-
tion, and asked to relaxedly fixate a point 1.5 m in front of them. Vibrotactile
stimuli were applied to their right index and middle finger using a custom-—
made piezoceramic vibrator affixed with adhesive tape. Two experiments were
conducted: A pre—experiment designed to block—wise modulate the p rhythm
and identify blind source separation (BSS) components correlated with this



rhythm, and the main experiment, consisting of a u—triggered vibrotactile
frequency discrimination oddball task.

Study 2

Subjects lying in the bore of the MR scanner were presented with visual stimuli
via a projection screen. Similar to Study 1, two experiments were performed:
A pre—experiment designed to modulate the occipital a rhythm to determine
BSS components correlated with the rhythm, and a main experiment consist-
ing of an a—triggered visual oddball task.

Study 3

Subjects sitting in a comfortable chair in a dimly lit room were instructed to
stay awake and to watch a silent animal documentary on a distant computer
screen. Three sessions of the experiment were conducted: A pre session of
resting—state EEG recording, a RSS session of high—frequency somatosensory
stimulation, and a post session again of resting—state EEG recording.

Data acquisition and online analysis
EEG recording

In all studies, EEG data was recorded using 32—channel MR—compatible EEG
amplifiers (BrainAmp MR, Brain Products, Munich, Germany) and EEG caps
(EasyCap, FMS, Herrsching—Breitbrunn, Germany). Scalp electrodes were
arranged according to the international 10-20 system with the reference elec-
trode positioned at position FCz.

In Study 1 and Study 3, two amplifiers and a corresponding EEG cap were
used for a 64—channel setup. In Study 2, one amplifier and a corresponding
cap were used for a 32—channel setup.

fMRI recording

In Study 2, a combined EEG-fMRI setup was used to study metabolic changes
associated with stimulation during different states of brain rhythms. A 1.5
T scanner was used for fMRI recordings (Magnetom Vision, Siemens, Erlan-
gen, Germany). For this study, a modified T2*~weighted EPI-BOLD sequence
(’stepping stone’) was used, optimized for EEG-MRI and minimization of Im-
age Acquisition Artefacts (IAAs) during simultaneous acquisition [10]. Also,
the clock of the EEG amplifier was synchronized to the MR, gradient system
clock to ensure time—invariant sampling and thus far better artifact removal
using Average Artefact Subtraction [11].
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Online EEG analysis

In Studies 1 and 2, an online analysis approach was used to maximize the
difference between conditions, and to ensure sufficient signal-to—noise ratio
for the signal of interest. This approach consisted of two steps:

First, a spatial filter was determined to maximize the signal of interest and
minimize unwanted artefacts in the EEG (e.g. eye movements and the heart
beat-related ballistocardiogram). This required a pre—experiment in which
the spontaneous rhythm was manipulated. In Study 1, this consisted of a
block—wise eyes—open/eyes—closed task, in Study 2 of block—wise continuous
vibrotactile stimulation vs. rest. Using a computationally effective form of
BSS (TDSEP, [12]), we identified the component that correlated best with
pre—experiment paradigm and hence the rhythm itself.

Second, the EEG time series resulting from this spatial filter was used for
real-time detection of ongoing activity. In Study 2, incoming A A—contaminated
EEG was artefact—corrected in real-time using a vendor—supplied plugin for
the RecView software (Brain Products, Munich, Germany). In both studies,
the EEG was fed to an in—house developed plugin that analyzed frequency
content using a short—term Fast Fourier Transform (FFT), and triggered stim-
ulation based on different parameters set before the experiment. Using this
approach, we maximized the difference between the control condition and a
condition with strong ongoing a or g rhythm, while keeping inter—stimulus
intervals (ISIs) large enough to allow the event-related desynchronization to
fully return to baseline. This was also important in Study 2, since adequate
ISIs had to be ensured for the event-related fMRI BOLD analysis.

Data analysis

EEG data

EEG data analysis was mainly carried out in MATLAB (The Mathworks Inc.,
Natick, MA, USA) using the open—source toolbox EEGLAB [13].

Study 1

The impact of ongoing x4 rhythm power on the somatosensory evoked potential
(SEP) was examined. We compared the SEPs of the two aforementioned
conditions, as well as the topography of different SEP components. We tested
for differences in the SEPs using Student’s t—Test.

Study 2

Raw TAA—contaminated EEG data was first corrected using Vision Analyzer
(BrainProducts, Munich, Germany). Then, we compared the visual evoked
potentials (VEPs) as in [3] and time—frequency analyses of trials to validate
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the online approach in the noisy EEG-fMRI setting. Our analysis then pre-
dominantly focused on the metabolic BOLD changes, as described below.

Study 3

For the RSS session, we used ICA to determine components related to the
somatosensory stimulation, and to exclude artefacts like eye movements, scalp
muscle artefacts and gross movement artefact. For this, we evaluated SEPs
and event—related spectral perturbation. We then used the resulting somato—
IC to determine each subject’s individual p peak frequency. We defined three
sub—bands with respect to this individual frequency: lower higher, and peak
bands, as well as a broad 8 band. Please refer to the attached publication for
their exact definition.

For the pre and post sessions, we calculated resting—state power spectra for
each band using Welch’s method. We then calculated Imaginary Coherency
[14] as a measure of functional connectivity between each possible channel
pair. We tested for differences between pre and post sessions using Student’s
t—Test, after normalizing the data using Fisher’s Z—transformation.

fMRI data

In Study 2, we assessed the effect of o rhythm—dependent stimulation on
evoked BOLD responses. fMRI data preprocessing and analysis was performed
using the open-source analysis suite SPM5 [15].

Using SPM, we built a General Linear Model modeling the expected hemo-
dynamic responses to the experimental paradigm. We analyzed the following
conditions: The high—« state stimulation condition, the state—independent
stimulation condition that served as a control condition, i.e. stimuli were
shown irrespectively of a power, and the high—« inter—stimulus condition,
which identified periods of high « activity in periods without visual stimula-
tion within the second condition. The resulting prediction was correlated to
the fMRI data, yielding a measure of how well the model was able to pre-
dict the actual data. Then, we calculated contrasts showing alpha—dependent
effects on stimulation and baseline.

We then compared stimulus response amplitudes of the different regressors
within significant regions to be able to determine if the o baseline modulation
could account for the stimulus response modulation, i.e. a linear superposition
of o and stimulus effects on the BOLD signal is possible as explanation for
the observed variance.

12



2.5 Results

Study 1

We successfully demonstrated the feasibility of online detection and classifica-
tion of p rhythm states. We found an interaction between p rhythm and late
components of the SEP—mnamely, significantly larger N140 and P260 com-
ponents after stimulation in high—u state. Interestingly, these components
exhibit a largely fronto—central topography, corresponding to their putative
connection to higher cognitive processing and attention [16], whereas the in-
crease in p rhythm power is located unilaterally over the somatosensory cortex,
as expected.

Study 2

Concerning EEG data, we found effects on the late EP component similar to
those in [3], and verified that o rhythm dependent stimulation was properly
achieved despite noise and artefact issues typical for the MR environment.

We were able to observe a—dependent BOLD stimulus response signal de-
creases in posterior, thalamic, and cerebellar areas. Of these areas, a subset
mainly in visual areas showed a corresponding BOLD baseline decrease in cor-
relation with « rhythm power, implying a linear superposition of ongoing and
resting—state fMRI activity. Another subset, mainly comprised of thalamic,
cerebellar and smaller occipital and precuneal areas, exhibited a—dependent
stimulus response modulation, but not baseline modulation, thus indicating
a more complex, non-linear relationship between stimulus variance and «
rhythm.

Study 3

RSS led to an increase in tactile acuity, namely a significant reduction of the
2—point discrimination threshold. These results are closely in line with earlier
studies using the identical protocol [6], ensuring stimulation efficacy as the
basis for further analysis.

Comparing the pre and post sessions, we found significant changes in
functional connectivity measured by Imaginary Coherency in the upper p
frequency band. Significant channel pairs were located over central cortical
areas contralateral to the somatosensory stimulation, i.e. at the site of ex-
pected stimulation effects. We found only isolated single channel pairs in the
other bands.
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2.6 Discussion

Methodologically, we were able to set up a real-time, online EEG analysis
tool capable of detecting EEG signatures and their features during experi-
ment run—time. Using Blind Source Separation and advances in EEG-fMRI
recording techniques, we successfully adapted this setup to the special envi-
ronment of simultaneous EEG-fMRI, dealing with the inherently noisy and
artefact-ridden MRI situation. This existing setup can now be adapted to
new questions, such as analysing not only amplitude, but also the phase of
ongoing activity, to mention one example.

We discovered effects of ongoing p rhythm power on late, cognitive com-
ponents of the SEP. This finding was in line with earlier findings of our group
concerning the occipital o rhythm and the visual evoked potential [3]. Thus,
we postulate that the interaction with late components of the EP might be
a universal feature of ongoing rhythms and the respective EPs in sensory
systems. Interestingly, the topography of the components modulated was not
consistent with the topography of the ongoing rhythm itself—speaking against
a direct causative role of the rhythm’s fluctuation in the EP effect, but rather
for an indirect top—down or bottom—up influence, or a third party driving
both ongoing rhythm and EP component amplitude. It has been suggested
that the p rhythm at least partially represents top—down modulation of so-
matomotor areas by executive areas [17], which fits well with the N140 and
P260 components’ involvement with attention [16] and their fronto—central
topography.

Regarding the fMRI results from Study 2, we provide evidence that, in-
deed, intrinsic neuronal activity as captured by ongoing EEG rhythms is at
least partly responsible for evoked fMRI response variance. We were able to
confirm our linear superposition hypothesis for distinct brain regions, while
also discovering areas where fMRI responses are modulated, but such a direct,
additive link was not found. One explanation for this might be the U-shaped
relations between ongoing activity and behaviour found in certain conditions
such as near—threshold stimuli [18]. In our results, however, linear super-
position was the dominant mechanism in terms of statistical robustness. It
is noteworthy in this context that the concepts of linear superposition and
functional roles of ongoing activity are not mutually exclusive [19].

The RSS paradigm used in Study 3 has been extensively researched, and
has been shown to not only improve tactile acuity [6], but also cause reorga-
nization of cortical maps [20] via a proposed Hebbian-like learning process.
It also improves motor test results in stroke patients and stabilizes training
effects compared to the same training without stimulation [7], indicating an
involvement of different functional areas of the sensorimotor system in the
emergence of these results. We provide neurophysiological evidence of an ef-
fect on the resting—state network properties of the brain in form of altered
functional connectivity between these areas after stimulation. This may ac-
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count for the improvements and functional changes noted above. Assessment
of changes in functional connectivity could prove to be a valuable tool for the
evaluation of both sensory and motor training paradigms in the rehabilitation
not only of stroke patients, but also in physiological, age-related decline of
sensorimotor capabilities [21].

Concluding, we have identified several ways how ongoing brain activity
such as the o and p rhythms, evoked, stimulus—based activity, and behavioral
performance interact. We provide evidence in support of the assumption that
intrinsic, ongoing brain activity is responsible for evoked signal variance in
different sensory and recording modalities, and we show that high—frequency
RSS elicits changes in resting—state functional connectivity and thus in net-
work properties of the brain.

As a general outlook, the research done in the scope of this study could
be extended by taking the experiment done in Study 2 into different sensory
modalities, stressing our hypothesis that ongoing activity accounts for variance
in evoked responses across different sensory systems and recording modalities.
Also, integration of behavioral tests by combining online, rhythm—driven stim-
ulation and more complex tasks and paradigms will provide further, exciting
insights into the relevance of ongoing activity for different aspects of human
performance, and possibly lead to new tools and treatments counteracting the
effects of disease and physiological aging on complex human brain function.
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The question of interaction between ongoing neuronal activity and evoked responses has been addressed
for different species, sensory systems and measurement modalities. Among other findings, there is con-
verging evidence for an interaction of occipital alpha-rhythm amplitude with the visual evoked potential.

Accepted 27 June 2009 Here, we test the hypothesis that the modulatory role of an ongoing rhythm might not be confined to the

visual system and the occipital alpha rhythm, but instead may be generalized to other sensory systems.
IéeJI’W"(lr,dS: vt Using an online EEG analysis approach, we investigated the influence of the Rolandic alpha-rhythm on
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Somatosensory Rolandic alpha-rhythm amplitude. Analysis revealed significant effects of pre-stimulus Rolandic alpha
SEP amplitude on the amplitude of the N140 and P260 components of the SEP, known to be linked to cogni-
EEG tive processing, but not on early sensory components. The N140-P260 complex shows a different focus
Ongoing in topography than the early sensory components and the pre-stimulus Rolandic alpha rhythm. These
Evoked results indicate an involvement of Rolandic alpha-rhythm in higher cognitive processing. In more general

terms - and in the context of similar studies in the visual system - our findings suggest that modulation
of late EP components by ongoing rhythms might be a characteristic and possibly universal feature of
sensory systems.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Ever since their first observation, ongoing brain oscillations
such as the occipital alpha-rhythm (Berger, 1929) and the Rolandic
alpha () rhythm generated in sensorimotor areas (Gastaut, 1952;
Kuhlman, 1978) have been widely investigated with respect to their
cellular origin, sites of generation, and the question whether they
bear functional significance for information processing in the brain
(Niedermeyer and Lopes da Silva, 2004). Numerous phenomena
indicating such significance became evident:

Rhythms are modulated by behavior resulting in well-known
phenomena such as the classic occipital “alpha blocking” dur-
ing eyes opening, the event-related desynchronization (ERD) of
the occipital alpha-rhythm during visual stimulation and of the
Rolandic alpha-rhythm during sensorimotor tasks (Arroyo et al.,
1993; Chatrian et al., 1959; Cheyne et al., 2003; Jasper and Penfield,
1949; Pfurtscheller and Aranibar, 1980; Pfurtscheller and Berghold,

* Corresponding author at: Bernstein Center for Computational Neuroscience,
Berlin and Department of Neurology, Charité Universitaetsmedizin Berlin, Berlin,
Germany. Tel.: +49 30 450560005.

E-mail address: petra.ritter@charite.de (P. Ritter).

0165-0270/$ - see front matter © 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.jneumeth.2009.06.036

1989; Salmelin et al., 1995; Salmelin and Hari, 1994) and the
(re)synchronization (ERS) of these rhythms following an event and
after cessation of a task or stimulation (Neuper et al., 2006). Alpha-
rhythm amplitudes increase during higher memory load (Jensen et
al., 2002) and decrease with higher attentional demand (Ray and
Cole, 1985; Rihs et al., 2007; Sauseng et al., 2005; Thut et al., 2006;
Worden et al., 2000). Sleep deprivation as a method of inducing
fatigue alters both alpha-rhythm and auditory- and motor-evoked
fields (Boonstra et al., 2005).

Specific properties of the alpha rhythms correlate with
behavioral performance measures. For example, good perceptual
(Hanslmayr et al., 2005a) and memory (Klimesch, 1997) perfor-
mance are related to strong alpha-rhythm ERD. Pre-stimulus alpha
power is lower before perceived as compared to unperceived visual
stimuli (Ergenoglu et al., 2004). Intermediate amplitudes of the
Rolandic alpha-rhythm facilitate somatosensory stimulus percep-
tion in near-threshold stimulation conditions (Linkenkaer-Hansen
et al., 2004). Pre-stimulus Rolandic alpha-rhythm predicts detec-
tion of a target stimulus against stronger masking stimuli (Schubert
et al., 2008).

Furthermore, controlled manipulation of the alpha-rhythm
alters behavior. Both rapid-rate transcranial magnetic stimula-
tion (r'TMS) at individual alpha frequency (Klimesch et al., 2003)
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and neurofeedback-mediated increase in alpha-rhythm amplitude
resulting in enhanced ERD (Hanslmayr et al., 2005b) are associated
with improved performance in a mental rotation task.

Combining electroencephalography (EEG) and functional mag-
netic resonance imaging (fMRI), several studies have shown that
higher occipital alpha-rhythm amplitudes (de Munck et al., 2007,
Difrancesco et al., 2008; Feige et al., 2005; Goldman et al., 2002;
Goncalves et al., 2005; Laufs et al., 2003a,b; Moosmann et al., 2003)
as well as higher Rolandic alpha-rhythm amplitudes (Ritter et al.,
2009) are associated with a decreased blood oxygen level depen-
dent (BOLD) fMRI signal in specific cortical areas, indicating less net
neuronal activity. In line with these findings, alpha activity has been
associated with cortical inhibition (Klimesch et al., 2007; Neuper et
al., 2006).

A long-debated question has been the interaction between
ongoing (oscillatory) activity, such as EEG rhythms, and event- or
stimulus-related activity as measured by evoked potentials (EPs).
Several theories on the nature of the relationship between ongoing
and evoked activities have been proposed (see detailed overviews
in Becker et al. (2008), Sauseng et al. (2007) and note the current
debate in Neuroimage (Klimesch et al., 2009; Risner et al., 2009;
Ritter and Becker, 2009).

Prevailing theories are: (1) The evoked response is — at least
partially - generated by the phase alignment of an ongoing rhythm
with respect to the event or stimulus (Makeig et al., 2002; Sayers
et al., 1974). This “phase-reset” theory implies that identical neu-
ronal assemblies generate evoked response and rhythm. (2) The
evoked response is independent of the ongoing rhythm and adds
linearly to the ongoing activity (“evoked” theory) (Arieli etal., 1996),
implying different neuronal assemblies. (3) The evoked response
interacts with (contrary to the evoked theory), but is not generated
by the ongoing rhythm (contrary to the phase reset theory). Possible
scenarios for this “interaction” theory are: The neuronal assembly
generating the rhythm exerts influence over the neuronal assembly
generating the EP and vice versa. A third neuronal assembly mod-
ulates both - neuronal assemblies that generate the rhythm and
neuronal assemblies that generate the EP.

In previous studies, we reported an interaction of the occipital
alpha-rhythm and a late (220-310 ms post stimulus) component of
the visual evoked potential (VEP) in a passive viewing task (Becker
et al., 2008) and in an oddball task (Becker et al., 2009). Since
the late component is composed of frequencies lower than the
alpha-rhythm and arises during maximum ERD, a phase reset as
constituting mechanism (theory 1) is unlikely. A possible expla-
nation has been offered by the magnetoencephalography (MEG)
works of (Nikulin et al., 2007) and (Mazaheri and Jensen, 2008),
proposing non-zero mean characteristics of Rolandic and occipital
alpha-rhythm as a mechanism by which late evoked compo-
nents are generated. Concerning late somatosensory evoked field
(SEF) components, Nikulin et al. (2007) focus on a time window
250-600 ms post stimulus. In their study, both late SEF amplitude
effects and Rolandic alpha-rhythm non-zero mean characteristics
exhibited highly consistent topographies over primary somatosen-
sory areas contralateral to stimulation, supporting the theory that
the observed SEF effects are caused by the rhythm.

So far, processing of supra-threshold somatosensory stimuli
in an oddball task has not been investigated for the relation
between pre-stimulus Rolandic alpha-rhythm amplitude and the
somatosensory evoked potential (SEP).

Hence the goal of this study is two-fold: first, to investigate
whether modulation of EP components in an oddball task by the
pre-stimulus alpha rhythm, as found in Becker et al. (2009), is
restricted to the visual system and the occipital alpha rhythm, or
rather may be a more general phenomenon, being also inherent in
other modalities, such as somatosensation. Second, to investigate
topographies of alpha-rhythm state changes and presumptive EP

amplitude effects, to infer whether the rhythm per se may give rise
to the observed effect.

2. Methods
2.1. Subjects

15 subjects with no history of neurological or psychiatrical
disease (10 female/5 male, mean age 27.1 years + 4.7 years) partici-
pated in the study. All experiments were performed in compliance
with the relevant laws and institutional guidelines. Subjects were
sitting comfortably in a chair, wearing earplugs to minimize noise
exhibition as well as prevent auditory frequency discrimination
due to different vibration-related sounds generated by the stimu-
lus device in the experiment. Subjects were asked to keep their eyes
open, to fixate a point 1.5m in front of them in a relaxed manner
and to avoid excessive eye movements.

2.2. EEG recording

We used a 64-electrode cap (Easy-Cap, FMS, Herrsching-
Breitbrunn, Germany) for EEG recordings, carrying 61 scalp
electrodes placed following the international 10-20 system, with
a hardwired reference at position FCz. Furthermore, two electro-
cardiogram (ECG) electrodes and one vertical electrooculogram
(VEOG) electrode below the left eye were recorded. Electrode
impedances were maintained below 10kS2 by applying an abra-
sive electrode paste (ABRALYT 2000; FMS, Herrsching-Breitbrunn,
Germany). Two 32-channel high dynamic range EEG amplifiers
(BrainAmp MR Plus, BrainProducts GmbH, Munich, Germany) were
used, as well as the BrainVision Recorder and RecView software by
the same company for recording and online analysis of EEG data.
Sampling rate was 5 kHz, recording resolution 0.5 wV with 16 bit
dynamic range. In the analog pre-filter, no highpass filter setting
was used, thus also recording direct current (DC), and a lowpass
setting of 250 Hz.

2.3. Stimulation equipment

We used an in-house built programmable vibrotactile stimu-
lator (Medizinisch-Technische Labore, Charité Universititsmedizin
Berlin, Germany) driving a custom-made piezoceramic vibrator,
measuring 22 mm in diameter. The vibrator was affixed to the
subjects’ right index and middle finger using adhesive tape. The
subjects’ right hands were positioned on a pad on the table in front
of them to avoid stimulation of e.g. upper leg. Stimulation was car-
ried out by a computer using MATLAB (The Mathworks, Natick, MA,
USA) and the Cogent 2000 toolbox (developed by the Cogent 2000
team at the FIL and the ICN and Cogent Graphics developed by John
Romaya at the LON at the Wellcome Department of Imaging Neu-
roscience). Stimulation markers were written in the EEG recording
for each stimulus and subject response.

2.4. Pre-experiment to determine individual Rolandic alpha
topography

All subjects underwent a vibrotactile stimulation paradigm
designed to desynchronize the Rolandic alpha-rhythm prior to the
main experiment, in order to identify blind source separation (BSS)
components maximally correlated with Rolandic alpha-rhythm
ERD and subsequent synchronization. We recorded EEG during a
passive block-wise vibrotactile stimulation task (¢ =8 min, 12 blocks
each consisting of 20s rest and 20s stimulation with f=70Hz,
stimulus duration t=400ms and stimulus repetition rate f=2Hz).
Data was subsequently analyzed using custom MATLAB proce-
dures, partly based on EEGLAB (Delorme and Makeig, 2004). After
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Fig. 1. Stimulation protocol for the alpha-triggered condition of the main experiment. (A) In the pre-experiment a BSS component is identified representing Rolandic alpha
rhythm. (B) In the main experiment, EEG activity is weighted by the BSS component weights. (C) The EEG is time-frequency decomposed using a short time FFT with a sliding
window of 2048 sample points/410 ms. (D) Alpha-band amplitude is compared to a sliding average baseline of one minute and stimulation is triggered when amplitude
exceeds 1.5 SD of the baseline. A trigger dead-time of 4-6 s after stimulation controls for sufficient inter-stimulus interval lengths.

down sampling to 200 Hz, a BSS decomposition using the TDSEP
algorithm was calculated. We chose this algorithm due to its abil-
ity to separate small physiological signals from ‘noisy’ recordings
(Ziehe et al., 2000), its robustness, and its small computational load
compared to iterative procedures. The amplitude of the resulting
BSS components’ alpha band was correlated with the task func-
tion described above, and components exhibiting highest negative
correlation, i.e. those reflecting Rolandic alpha-rhythm ERD/ERS
following the task function, were identified. A semi-automatic
approach to component identification was employed, consisting
of plotting the component topographies alongside their respective
correlation values. Based on their topography, those components
were ignored representing signatures of extracerebral origin, e.g.
eye movements or muscle artifact. After exclusion of those ‘artifact’
components, we chose the component best representing Rolandic
alpha-rhythm based on its topography (i.e. maximal weights in
pericentral areas) and its correlation with the task (reflecting
task-related ERD and ERS). We weighted the topography of the com-
ponent higher than the task correlation, i.e. we chose from those
components exhibiting typical Rolandic alpha-rhythm topogra-
phies the one that correlated best. The chosen component was
then used as a spatial filter for real-time calculation of Rolandic
alpha-rhythm amplitude in the main experiment, as described
below.

2.5. Main experiment

We employed a vibrotactile frequency discrimination oddball
task. Two stimuli were used, a standard stimulus f=40Hz and
t=900ms, and a deviant stimulus differing in frequency, f=70Hz
(f=120Hz in one subject due to excessive error rate). Subjects were
asked to keep their eyes open, to concentrate on their right index
and middle finger, and to quickly press a button on an in-house
built response box with their left thumb as soon as they detected
the deviant stimulus.

Two conditions were used for the main experiment. In the
‘alpha-triggered’ condition, the alpha-band amplitude in the com-
ponent described above is continually measured by an in-house
plug-in to the RecView software, using a short time fast Fourier
transform (FFT) approach. RecView transmits data chunks of
approximately 100 samples, corresponding to 20 ms, to the plug-

in which maintains a buffer corresponding to the FFT window size
of 2048 sample points (410 ms). Each time a data chunk arrives,
the plug-in calculates the amplitude spectrum of the FFT win-
dow in the alpha band, and adds the value to an ongoing moving
average baseline of one minute length. The plug-in sends a signal
to the stimulation computer when the calculated value exceeds
1.5 standard deviations (SD) of this baseline, triggering a stimu-
lus. After stimulation, no triggers were delivered in a window of
4-65, even if the alpha amplitude exceeded the threshold, ensuring
sufficient and jittered minimum inter-stimulus intervals (‘trigger
dead-time’). The plug-in was adjusted to trigger deviant stimuli
independent of ongoing alpha activity in 20% of total stimulations.
See Fig. 1 for a graphical illustration of the process. We chose this
online stimulation approach for the following reasons: It allows
us to increase the difference between conditions, i.e. to create a
“high alpha” condition with a more pronounced alpha activity as
opposed to arandom-stimulation and offline-sorting approach. The
chosen approach is thought to increase the expected effect strength
allowing us to study subtler effects of the rhythm on the EP, and to
keep inter-stimulus intervals (ISIs) large enough to disregard atten-
uation of EP components and expectancy effects due to repetitive
stimulation.

In the control condition, trains of stimuli not dependent of ongo-
ing activity as in the alpha-triggered condition, but with identical
ISIs were delivered by the following procedure: Logs recorded by
the stimulation computer were used as stimulation protocols for
the control condition, “replaying” the earlier stimulation, but with
no relation to ongoing activity.

To control for order effects, we split the experiment in 8 blocks
of 6 min each, and pseudo-randomly assigned ‘alpha-triggered’ and
control runs to the blocks. Also alpha-triggered run logs were ran-
domly assigned to each control run. Constraints were: 1st block had
to be alpha-triggered, each alpha-triggered run to be used no more
than twice and a finally balanced distribution of ‘alpha-triggered’
and control runs.

2.6. EEG preprocessing

EEG data was loaded into BrainVision Analyzer (BrainProd-
ucts GmbH, Munich, Germany), filtered with a bandpass filter
of 0.5-40Hz, down sampled to 1kHz, and exported for fur-
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ther processing in EEGLAB. Artifact rejection was carried out
using an exclusion threshold of 125 .V for EEG/EOG channel data
and improbability of data as estimated by joint-probability and
kurtosis-of-activity analysis using EEGLAB preset defaults. Two
datasets were discarded due to insufficient trial numbers after arti-
fact rejection, resulting in 13 datasets with, on average, 121 +19
trials in the alpha-triggered condition and 125421 trials in the
control condition, with a mean inter-stimulus interval for stan-
dard triggers of 10.29+1.32s and 10.15+ 1.33 s, respectively. For
analysis of EPs, the data was further down sampled to 500 Hz, and
re-referenced to electrodes FT9 and FT10 to allow for better analysis
of signals generated centrally at the vertex. Trials were segmented
in —2 s to 2 s epochs time-locked to the stimulus. A baseline correc-
tion of the data using a time window from —2 s to 0s was applied.
Only standard trials with no errant motor response (false positive
in oddball task) were considered for analysis.

2.7. ICA decomposition

We calculated an ICA decomposition of the segmented, artifact-
rejected data to allow further correction of artifacts, using the
Infomax algorithm as implemented in EEGLAB. The ICA decompo-
sition time courses and topographies were inspected visually, and
components clearly related to stimulus-related artifacts were iden-
tified (1 or 2 components per subject), contributing between 0.01%
and 1.06% to the total variance of the signal (mean 0.26%, SD 0.23%).
These components were removed; the remaining components were
subsequently backprojected and further analysis was carried out in
channel space.

2.8. EEG analysis and statistical evaluation

To assess accuracy of triggering in the alpha-triggered condi-
tion, time-frequency decompositions (using short time fast Fourier
transform) of the data were calculated using the BSS component
used for triggering.

The grand-average EP was calculated for each condition, and
compared in a time window from —300ms to 1300 ms relative
to the stimulus. Channels exhibiting highest baseline-to-peak EP
amplitudes for the different EP components (P50, P100, N140 and
P260) under the control condition were further statistically evalu-
ated.

A one-sample T-test was performed for each data point in the
pre-defined EP window for each channel of interest depending on
the respective EP component. We corrected for multiple compar-
isons by using the false discovery rate (FDR) method. We used this
approach since we only had two conditions in our experiment,
and had specific spatial hypotheses (based on the EP topography
under control condition) for the possible localization of effects for
each EP component. Multivariate approaches such as PCA (Boonstra
et al., 2007) and PLS (McIntosh et al., 1996, 2004; McIntosh and
Lobaugh, 2004) are certainly able to capture information about spa-
tiotemporal brain dynamics in a more data-driven way, and will be
considered for further analyses.

Topography maps for the components of the EP were calculated
from the data, as well as difference maps between conditions.

3. Results
3.1. Evaluation of the pre-stimulus alpha amplitude

In the alpha-triggered condition, a significant increase of pre-
stimulus alpha amplitude over baseline is present in all subjects,
showing that our online amplitude analysis approach has success-
fully identified periods of high Rolandic alpha-rhythm amplitude.
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Fig. 2. The grand-average time-frequency plot of the main-experiment data
weighted with the BSS component weights identified in the pre-experiment. (A)
Alpha-triggered condition; (B) control condition.

The grand-average time-frequency plot of both conditions of the
main-experiment data, weighted with the BSS component used for
stimulation, is shown in Fig. 2. The grand-average topography of the
BSS component weights is shown in Fig. 3A, the difference plot for
the pre-stimulus (—400 ms to —100 ms) alpha-rhythm amplitude
across conditions is shown in Fig. 3B.

3.2. Grand-average EP time courses

Analysis of the grand-average EPs (Fig. 4) revealed a typical
evoked response following vibrotactile stimulation, with distinct
P50, P100, N140, and P260 components as well as a stimulus-offset
EP after cessation of stimulation at 900 ms.

The P50 component for both conditions exhibits maximal ampli-
tude in electrode CP5 located over the contralateral somatosensory
cortex, in accordance with its presumed generation in the primary
somatosensory cortex (SI).

The amplitudes of the P100, N140 and P260 components were
maximal at the central recording sites Cz and FCz for both con-
ditions. A significant (FDR-corrected alpha <0.05) difference across
conditions for the N140 and P260 components was detected in elec-
trode FCz (N140: 14 data points/28 ms, P260: 10 data points/20 ms)
with amplitudes being higher in the alpha-triggered condition.
Further significant differences were found at 548 ms (5 data
points/10 ms), at 632 ms (6 data points/12 ms), and in the offset
EP at 1184 ms (2 data points/4 ms).



M. Reinacher et al. / Journal of Neuroscience Methods 183 (2009) 49-56 53

(A) Pre-experiment component
weights grandaverage

1.5

average
weight

(B) Rolandic alpha pre-stimulus amplitude g '8
difference between conditions

1.6
1.4

1.2

dB

06

amplitude
difference

Fig. 3. Grand-averages of Rolandic alpha-rhythm topographies: (A) mean BSS com-
ponents as identified in the pre-experiment; (B) difference plot for pre-stimulus
(—400 ms to —100 ms) alpha-rhythm across conditions.

3.3. Topography of components and differences

Analysis of EP topographies showed a pericentral, contralateral
topography for the P50 component, a central topography for the
P100, a central-contralateral topography for the N140, and a fron-
tocentral topography for the P260 component (Fig. 5).

The significant amplitude differences in the N140 and P260
components exhibited central and frontocentral topographies,
respectively.

4. Discussion

We have shown that: (1) high pre-stimulus Rolandic alpha-
rhythm amplitudes are associated with increased amplitudes of the
N140 and P260 component but show no interaction with early com-
ponents of the somatosensory evoked response. (2) Topographies
of pre-stimulus Rolandic alpha-rhythm and interaction sites differ.

4.1. Pre-stimulus Rolandic alpha interacts with late (cognitive)
SEP components

The N140-P260 complex of the SEP is related to higher cogni-
tive processing (Kenntner-Mabiala et al., 2008; Miltner et al., 1989).
The somatosensory negative evoked response ‘N1’ (around 100 ms
post stimulus) can be found with varying latencies and hence is
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Fig. 4. Time courses of the grand-average EPs: (A) channel FCz exhibiting largest
effects concerning the difference between conditions; (B) channel CP5 exhibiting
most pronounced early SEP responses.

known under different labels: N120, N130, N140, N145, and N150
(Garcia-Larrea et al., 1995). The component is susceptible to the
attentional state of the subject (Desmedt and Robertson, 1977;
Eimer et al., 2003; Nakajima and Imamura, 2000). Latency and
amplitude increase with the degree of attentional demand, and the
component is not detected in an unattended stimulation paradigm.
It is regarded as a complex response representing different neuro-
physiological processes (Garcia-Larrea et al., 1995) and it is thought
to originate in higher order sensory (e.g. SII) and executive areas,
such as prefrontal cortex (PFC) (Mountcastle, 1984).

The N140 is significantly enhanced for perceived as compared
to unperceived stimuli in near-threshold stimulation experiments
(Schubert et al., 2006; Zhang and Ding, 2009). Concerning the link
between the Rolandic alpha-rhythm and the N140 component, an
inverted-U relationship has recently been shown for the condition
of near perception threshold electrical somatosensory stimula-
tion (Zhang and Ding, 2009). Our study, in contrast, employed
a supra-threshold vibrotactile oddball task and compared a high
pre-stimulus alpha amplitude state with an average pre-stimulus
alpha control condition. Our finding of a high Rolandic alpha ampli-
tude state before stimulation being associated with increased N140
amplitudes as compared to average pre-stimulus alpha activity may
hence not be regarded as contradictory to the results of Zhang and
Ding (2009), who found intermediate pre-stimulus Rolandic alpha
amplitudes to be associated with highest N140 amplitudes.

High pre-stimulus amplitudes are related to larger late EP com-
ponents according to our data, and larger N140 amplitudes are
related to increased attention and improved perception accord-
ing to the results of others (Garcia-Larrea et al., 1995; Zhang and
Ding, 2009). Alpha-rhythm desynchronizes over areas representing
attended receptive fields, and high alpha amplitudes can be found in
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Fig. 5. Topographies of EP components and differences between conditions.

inhibited, i.e. non-active cortex areas (Klimesch et al., 2007; Neuper
et al., 2006; Pfurtscheller, 1992). In the light of the latter findings,
our result of increased cognitive processing — as reflected in an
increased N140-P260 complex - with higher pre-stimulus alpha
amplitudes may seem counterintuitive. However, it is in line with
the theory “that good cognitive performance is related to large rest-
ing power but small ‘test’ power during task performance (i.e. a
large extent of alpha suppression)” (Hanslmayr et al., 2005b). In
other words, the amount of alpha ERD may be most important for
cognitive performance.

Our findings of interaction between the N140-P260 complex
and the Rolandic alpha rhythm, together with the strong known
link of the N140-P260 complex to higher cognitive processing,
suggests the Rolandic alpha-rhythm to be also related to cogni-
tive functions. However, the directions of interaction between the
ongoing rhythm, the cognitive EP components and executive areas
of the brain are not easily identified. Possible models include: (1)
Rolandic alpha-rhythm modulations are controlled in a top-down
manner from executive areas, indicating that the rhythm reflects
“control” or “priming” of primary sensory areas, for example by
altering the balance between inhibition and excitation. Since we
believe the cognitive EP components to be generated in higher
order areas, this would imply a common underlying modulation
by e.g. PFC as the cause for the observed interaction. (2) Rolandic
alpha-rhythm modulates executive areas in a bottom-up man-
ner, resulting in modulation of the cognitive components. This
model, however, is contradicted by the finding of a causal influ-
ence from the PFC on primary somatosensory areas concerning
the alpha band in the pre-stimulus time interval (Zhang and Ding,
2009).

Subjects can learn to volitionally control Rolandic rhythms,
implying control of executive areas over sensorimotor areas.
Accordingly, the Rolandic alpha-rhythm has been suggested to
partially reflect top-down modulation of sensorimotor areas by
executive areas (for a review, see Pineda, 2005), in the sense of
“priming” sensory areas based on task relevance, attention, and
affection.

In contrast to the distinct link to cognitive SEP components, we
did not find a relation between pre-stimulus Rolandic alpha-rhythm
and the early components of the SEP, in line with Nikouline et al.
(2000).

4.2. Role of the alpha-rhythm for EP generation

Similar as in our study of occipital alpha-rhythm and the VEP,
the late SEP is composed of signals lower in frequency than the
alpha band (the main interaction effect is observed around 4 Hz),
and hence a pure phase reset of ongoing Rolandic alpha-rhythm is
unlikely to be the cause for the observed effect. The topographi-
cal distinction between rhythm and effect, and interaction of the
rhythm with two separate EP components of different polarity, also
speak against a pure baseline shift effect for the present data as
proposed by (Mazaheri and Jensen, 2008; Nikulin et al., 2007).
However, alpha-like oscillations are also present at frontocentral
interaction sites, so that a possible contribution of this effect to our
results should not easily be dismissed.

In the light of the different theories on EP generation, we regard
an interaction of ongoing rhythm and late EP components, possibly
by a common modulation from executive areas of the brain, for the
most likely explanation of the effect present in our data.

5. Conclusions

High pre-stimulus Rolandic alpha-rhythm states are associated
with increased amplitudes of the somatosensory evoked cogni-
tive N140-P260 complex. The different topographies of ongoing
rhythm and the components indicate an interaction of rhythm
and late EP components. Our findings support the theory that the
Rolandic alpha-rhythm might reflect top-down modulation from
higher order executive areas. In more general terms, and in the con-
text of similar studies in the visual system, our findings suggest that
modulation of late EP components by ongoing rhythms might be a
characteristic feature of sensory systems.
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How Ongoing Neuronal Oscillations Account for Evoked

fMRI Variability
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Variability of evoked single-trial responses despite constant input or task is a feature of large-scale brain signals recorded by fMRI. Initial
evidence signified relevance of fMRI signal variability for perception and behavior. Yet the underlying intrinsic neuronal sources have not
been previously substantiated. Here, we address this issue using simultaneous EEG-fMRI and real-time classification of ongoing alpha-
rhythm states triggering visual stimulation in human subjects. We investigated whether spontaneous neuronal oscillations—as reflected
in the posterior alpha rhythm—account for variability of evoked fMRI responses. Based on previous work, we specifically hypothesized
linear superposition of fMRI activity related to fluctuations of ongoing alpha rhythm and a visually evoked fMRI response. We observed
that spontaneous alpha-rhythm power fluctuations largely explain evoked fMRI response variance in extrastriate, thalamic, and cere-
bellar areas. For extrastriate areas, we confirmed the linear superposition hypothesis. We hence linked evoked fMRI response variability
to an intrinsic rhythm’s power fluctuations. These findings contribute to our conceptual understanding of how brain rhythms can

account for trial-by-trial variability in stimulus processing.

Introduction
Pronounced trial-to-trial variability is a universal feature of evoked
responses across different species and recording modalities. In-
vasive animal recordings indicate evoked-response variance to be
explained by neuronal background activity superimposed on
fixed evoked responses (Arieli et al., 1996). In case of motor
fMRI, fluctuating coherent background fMRI activity— consti-
tuting resting-state networks (Biswal et al., 1995; Raichle et al.,
2001; Greicius et al., 2003; Beckmann et al., 2005)—Tlinearly su-
perimposes evoked responses (Fox et al., 2006), explaining much
of the trial-by-trial variance. Since fMRI provides indirect mea-
sures of neuronal activity, it is unclear whether fluctuating signal
parts reflect intrinsic neuronal activity. The fact of behavior and
perception being comodulated with ongoing fMRI activity (Fox
et al., 2007; Hesselmann et al., 2008) makes non-neuronal sources,
e.g., respiration or heartbeat, seem unlikely (Birn, 2007); however, a
proof for neuronal sources has not been previously provided.
Thus, while variations of evoked neuronal responses are ex-
plained by intrinsic neuronal-signal fluctuations and variations
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of evoked vascular (fMRI) responses by intrinsic vascular-signal
fluctuations, the key question remains how fluctuations of the
vascular-evoked fMRI-response are related to ongoing fluctua-
tions in the neuronal domain. Although tight links between
evoked neuronal activity and fMRI signal changes (Logothetis et
al., 2001) and between spontaneous coherent fMRI signal fluctu-
ations and intrinsic EEG rhythms (Mantini et al., 2007) exist,
there has been no data available [with the single exception of a
recent study by Scheeringa et al. (2011)] linking variability of
fMRI stimulus responses to intrinsic neuronal signal ampli-
tudes—the latter being noninvasively assessable by EEG. Hence,
we used EEG-fMRI simultaneously (Ritter and Villringer, 2006;
Laufs et al., 2008) to investigate neuronal underpinnings of
evoked fMRI response variability.

In EEG, ongoing activity is related to variability of evoked
responses. For example, the posterior alpha (8-12 Hz) rhythm
covaries with features of the visual evoked potential (VEP)
(Makeig et al., 2002; Becker et al., 2008; Mazaheri and Jensen,
2008). Functional relevance in terms of perception and behavior
has been proposed for the alpha rhythm (Klimesch et al., 2006;
Mathewson et al., 2009). Furthermore, this rhythm is associated
with fMRI signal decreases in occipital areas (Goldman et al.,
2002; Moosmann et al., 2003; Feige et al., 2005; de Munck et al.,
2007) resembling visual resting-state networks (Damoiseaux et
al., 2006; De Luca et al., 2006). Here, we examine whether alpha-
rhythm-dependent fluctuations of fMRI background activity
(fMRI-baseline) are superimposed on evoked fMRI responses. In
case of such a mechanism, the alpha rhythm would represent a
neuronal substrate of fMRI trial-to-trial variability.

Our working hypothesis was that ongoing alpha activity
strength accounts for variance of sensory-evoked fMRI re-
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Figure 1. Scheme of the experimental setup (left) and of the resulting model for analysis (right). 4, First, IAAs were removed online. B, Then we used the demixing matrix obtained from the

pre-experiment as a spatial filter. C, We extracted the posterior alpha-rhythm component and minimized signatures from other sources, such as heartbeat-related BCG. D, On these data, a short-term
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sponses. As linear superposition of ongoing and task-related
brain signals has previously been observed across different
time scales and imaging modalities (Arieli et al., 1996; Fox
et al., 2006), we specifically tested whether linear superposi-
tion also holds true for fMRI responses to spontaneously
fluctuating alpha power (i.e., neuronal activity-related fMRI-
baseline fluctuations) and stimulus-evoked fMRI responses
(hereafter called the superposition hypothesis). Furthermore, we
tested whether ongoing alpha activity, as measured here, has
functional relevance for behavior.

Materials and Methods

Experimental design and procedure

Simultaneous EEG-fMRI was acquired from 16 healthy subjects (seven
females; mean age, 26.8 & 2.9 years), with the final sample consisting of
12 subjects (for exclusion criteria, see BCG reduction, below). Written
informed consent according to the Declaration of Helsinki was obtained
from each subject before the investigation and the study was approved by
the local ethics committee. An overview of the entire experimental setup
and the resulting model is provided in Figure 1.

Pre-experiment

Before the main experiment, all subjects underwent an EEG experi-
ment in the static magnetic field of the magnetic resonance (MR)
system designed to modulate the power of the posterior alpha rhythm
in a controlled fashion. Alpha rhythm was modulated by a blockwise
eyes open/eyes closed task (12 blocks each consisting of 20 s eyes
closed and 20 s eyes open; total duration, 8 min). On these data, we
performed independent component analysis using temporal decorre-
lation source separation (TDSEP) (Ziehe et al., 2000), a computation-
ally efficient method for extraction of independent components
(ICs). This method has been successfully used for the separation of
ongoing EEG rhythms (Ritter et al., 2009b). We examined the degree
of correlation between the alpha band power of each resulting IC and
the experimental protocol. In each subject, we identified the IC best
representing the posterior alpha rhythm, i.e., responsive to eyes open-
ing/closing as indicated by a maximum correlation coefficient. Sub-
sequently, the resulting individual demixing matrices were
transferred to the main experiment and the IC best representing the
posterior alpha rhythm (henceforth termed “alpha IC”) was extracted
to enhance signal-to-noise ratio.
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Main experiment

The main experiment consisted of a visual oddball task, requiring sub-
jects to remain awake with eyes open, pay attention to the stimulus while
focusing on the constantly shown fixation cross, and respond to deviant
stimuli with the right-hand index finger. Visual evoked responses were
elicited by projecting a circular black-and-white checkerboard onto an
acrylic screen in the bore of the MR system. Duration of the stimulus was
900 ms. In 20% of cases, a deviant stimulus was shown, consisting of a
contrast reversal of the circular checkerboard after 500 ms.

We used two experimental conditions in this experiment. In the high
alpha-state stimulation condition, stimuli were applied during a state of
high alpha-rhythm power, achieved by the method described in Real-
time EEG alpha-state classification and stimulus triggering, below. In the
state-independent stimulation condition, stimuli were applied indepen-
dent of alpha-rhythm power, with stimulus timings replayed from con-
dition I (see Single subject analyses and models, below) to maintain
corresponding interstimulus intervals (ISIs) across conditions.

The experiment was split into eight blocks of 7 min each. Stimulus
conditions were pseudorandomly assigned to these blocks to avoid order
effects. Also, the sequences of stimulus triggers from high alpha-state
stimulation runs being replayed in the state-independent stimulation
runs were assigned in a pseudorandom fashion.

Data acquisition

EEG—fMRI

Simultaneous EEG-fMRI poses the challenge that the two major types of
artifacts in the EEG, related to gradient switching during image acquisi-
tion and to heartbeat in the magnetic field, may critically interfere with
real-time alpha-rhythm evaluation. Thus, we carefully minimized those
artifacts in real time via two approaches before alpha-rhythm evaluation
and used strict validation criteria to ensure adequate reduction of arti-
facts. Detailed procedures and validation of the real-time EEG are de-
scribed in EEG system and recording parameters and in Validation of
alpha-state-dependent triggering approach, below.

EEG system and recording parameters

EEG recordings were conducted with a 32-channel MR-compatible EEG
system (BrainAmp MR Plus; Brain Products) and an MR-compatible
EEG cap (EasyCap; FMS), using ring-type sintered silver chloride elec-
trodes with iron-free copper leads. Twenty-one scalp electrodes were
arranged according to the International 10—20 System with the reference
located at electrode position FCz. In addition, one vertical electrooculo-
gram, two horizontal electrooculogram, and two electrocardiogram
channels were recorded. Impedances of all electrodes were kept below 10
k() using an abrasive electrolyte gel (Abralyt 2000; FMS). The EEG am-
plifier’s recording range was *+16.38 mV at a resolution of 0.5 wV, cap-
turing both low-amplitude EEG and high-amplitude image acquisition
artifacts (IAAs) without reaching saturation. EEG sampling rate was 5
kHz. A hardware low-pass filter of 250 Hz was applied. To allow acqui-
sition of the entire frequency spectrum of the physiological EEG as well as
of IAAs, we enabled DC recording (Ritter et al., 2009a). To ensure time-
invariant sampling of the IAA, we synchronized the EEG-sampling clock
to the gradient-switching clock of the MR scanner (Anami et al., 2003;
Freyer et al., 2009).

Real-time EEG alpha-state classification and stimulus triggering. Before
evaluation of alpha states, we removed IAAs in real time using the IAA
correction plug-in from the BrainVision RecView v1.0 software package
(Brain Products), which performs online calculation of an artifact template
based on a number of preceding TAA epochs (here, n = 3) and subsequent
subtraction of this template from each following artifact epoch.

For online reduction of the other major artifact, the ballistocardiogram
(BCG), we extracted the alpha IC from the IAA-corrected raw EEG data by
applying the TDSEP-derived spatial filter from the pre-experiment. This
maximizes sensitivity to the posterior alpha rhythm and reduces contribu-
tion of BCG and other sources of noise to the high alpha-state stimulation
condition.

Next, alpha-band (8—12 Hz) power was calculated in real time by an
in-house-developed RecView plug-in based on a real-time short-term
fast Fourier transform (FFT) approach with a sliding (20 ms steps) time
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window of 4096 sample points/819.2 ms. The resulting value was com-
pared with an adaptive baseline, which was defined as the average alpha
power of the preceding 1 min time window. Visual stimulation was trig-
gered when the current alpha-band power exceeded 2 SDs of the adaptive
baseline. After each stimulus, a dead time (i.e., no stimulation) of 4—6 s
ensured sufficiently long ISIs. The resulting median ISI for both high
alpha-state stimulation and state-independent stimulation conditions
amounted to 10.5 s (median absolute deviation: 4.9 s for high alpha state,
4.7 s for state-independent stimulation). For each stimulus condition,
deviant stimuli (independent of ongoing alpha power) were triggered in
20% of total stimulations.

Behavioral data

To exclude condition-wise shifts in vigilance and attention as possible
confounds for differences between the high alpha-state and state-
independent stimulation conditions, we compared the response times
for deviant stimuli of both stimulation conditions. A paired Student’s ¢
test was used, testing whether there was a within-subject effect of stimu-
lus condition on response times. We also analyzed resulting hit rates for
both conditions.

fMRI data acquisition

For fMRI recordings, we used a 1.5 T Siemens Vision MR scanner with a
modified T2*-weighted BOLD-sensitive echo planar imaging sequence
(stepping stone), which was specifically developed for EEG-fMRI acqui-
sition (Anami et al., 2003). Recording parameters were as follows: repe-
tition time, 3000 ms; acquisition time, 2090 ms; echo time, 39.29 ms; 22
slices covering the whole brain and acquired aligned to the anterior/
posterior commissure; 135 volumes per run (eight runs per subject);
voxel size, 3 X 3X5.5 mm (0.5 mm gap); flip angle, 90° matrix, 64 X 64;
field of view, 192 X 192 mm.

Data analysis

EEG preprocessing

For subsequent analyses, EEG data were offline corrected for IAAs and
filtered (bandpass, 0.5-40 Hz) using BrainVision Analyzer v1.05 (Brain
Products) software. All following analyses were performed in MATLAB
v7.3 (Mathworks) and EEGLAB v5.03 (Delorme and Makeig, 2004). For
handling in EEGLAB, data were down-sampled to 200 Hz.

Movement artifacts were rejected with EEGLAB using an exclusion
threshold of 100 wV and improbability criteria, such as joint-probability
and kurtosis-of-activity, as estimated with EEGLAB preset defaults. Of
105 = 12 (mean * SD) trials for the high alpha-state stimulation and
107 = 11 trials for the state-independent stimulation, an average of 98 *
15and 99 * 14 trials, respectively, were retained after artifact correction.

For all subsequent EEG analyses, we extracted the alpha IC using the
demixing matrix from the pre-experiment. By back-projecting alpha ICs
to occipital electrode position O2, polarity information and scaling in
microvolt was regained. We then performed a time-frequency decompo-
sition using a short-term FFT. The resulting data were used for validation
of our approach (see Validation of alpha-state-dependent triggering ap-
proach, below) and to construct regressors for fMRI analysis (see Single
subject fMRI analyses and models, below).

Validation of alpha-state-dependent triggering approach

To validate our alpha-state-dependent triggering approach, we analyzed
spatial distribution of alpha ICs, evoked potentials, spectral EEG activity
of both stimulus conditions before and after stimulus onset, and effi-
ciency of BCG reduction. If not stated otherwise, all analyses are based on
the individual alpha IC component back-projected to channel O2 as
described above.

Spatial distribution of alpha ICs. For visualization of the spatial distri-
bution of alpha ICs, topographies of single-subject alpha ICs were ana-
lyzed and an average across alpha IC weightings of all subjects was
computed.

Analysis of evoked potentials. A grand-average evoked potential (EP)
was calculated for each stimulation condition. To examine whether pre-
viously reported results of late EP modulations in the visual (Becker et al.,
2008; Mazaheri and Jensen, 2008) and somatosensory (Reinacher et al.,
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our signal, we segmented data in a
dual manner relative to the heartbeat-related
R-peak and relative to high alpha-state stimu-
lation. Event-related spectral perturbations
within the alpha band were calculated using a
short-term FFT time-frequency analysis and
grand averages across all subjects were com-
-2 puted and compared (Fig. 2 D). Ideally, there
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04 0.8 should be no increase in alpha-band power
locked to the BCG (as defined by segmenting
data relative to R-peak). We excluded any sys-
tematic relation between the timing of BCG
and high-alpha state stimulation. This was
achieved by a double-check approach. First, we
calculated subject-wise x? test of deviation
from uniform distribution of R-peaks relative
to high alpha-state stimulation onset (signifi-
cance threshold, p = 0.05). This led to the ex-
clusion of two subjects. Second, we calculated
the power distance between the BCG—alpha re-
sponse and the high alpha trigger and deter-
mined the threshold value up to which a
systematic temporal relation was detected in at
least one subject using the above mentioned x>
test. The limit value turned out to be 3.5 dB.
Two additional subjects who failed to reach
this threshold were also excluded. This highly
conservative double-check approach resulted
in a final sample of 12 subjects (mean, 26.8 =
3.4 years), with an average distance measure of
5.9 dB £ 1.1 (SD), meaning that the average
alpha power increase during the alpha trigger-
ing exceeded the maximum BCG-locked activ-

o
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60 ity by almost 300%.
. === BCG locked a-band === BCG locked a-band

g 55  ===High-a state stimulation === High-a state stimulation fMRI preprocessing
5 The fMRI data were preprocessed and analyzed
2 50t using the software package SPM5 (www.fil.
3 45+ ion.ucl.ac.uk/spm). Preprocessing consisted of
=] realignment for motion correction, normaliza-
2 40 tion to the brain template of the Montreal Neu-
< 35 , , , , , , ) ) rological Institute (MNI) supplied with SPM,
-1 0 1 -1 1 resampling data to a resolution of 2 X 2 X 2
Time to onset of high-alpha state stimulation (s) mm, and subsequent spatial smoothing with a
kernel of 6 mm full-width-at-half-maximum.
Figure 2. Validation of the online EEG-triggered stimulation approach. All analyses are based on the alpha-associated IC. 4, A temporal high-pass filter with a cutoff of

Left, Average posterior spatial distribution of alpha-associated IC. Right, Spatial distribution of alpha ICs for single subjects. Color
bar represents weightings (arbitrary units). B, Grand average EPs of the alpha IC for high alpha-state and state-independent
stimulations reproducing previously reported amplitude increases of a late evoked component for the high alpha-state stimulation
condition (window of analysis in gray, p = 0.05). (, Grand average time-frequency plots of EEG data for stimulation and inter-
stimulus conditions demonstrate proper alpha state-dependent triggering. Top and middle rows, Images depict same data with-
out (top) and with (middle) baseline correction. Bottom row, Significance of time-frequency behavior, tested againsta prestimulus
baseline. Decadic logarithmized p values are color coded (e.q., —2 indicates p < 10 ). Left column, High alpha-state stimula-
tion; Middle column, state-independent stimulation; Right column, difference of time-frequency behavior between high alpha-
state and state-independent stimulation conditions. Right column, middle row, Average prestimulus alpha-power increase (cf.
Fig. 3). D, Validation of alpha-rhythm extraction and efficient BCG reduction. Grand averages of EEG alpha-band power of IAA-
corrected data locked to either high alpha-state stimulation (black) or the heartbeat-related R peak (gray) before (left) and after
(right) applying the spatial filter from the pre-experiment, extracting the alpha IC. Alpha rhythm is maintained in the alpha IC while

BCGis strongly reduced. Note the different time scales for the two averages.

2009) domains could be reproduced, a paired Student’s ¢ test over the
average in the time window of 250-350 ms was performed.

Spectral activity of stimulus conditions. To ensure accuracy of our real-time
stimulus triggering, we analyzed the time-frequency behavior of peristimu-
lus data. To validate our triggering approach, we performed one-sample ¢
test statistics on the time-frequency behavior for our two stimulus condi-
tions and their difference.

BCG reduction. To assess the efficiency of the used spatial filter for the
reduction of heartbeat-related BCG contamination (Debener et al., 2008) in

128 s was applied. The first five scans of each
run were discarded to account for spin-
saturation effects.

fMRI statistical analysis

Single subject analyses and models. We per-
formed a regression analysis based on the gen-
eral linear model for each individual subject
(first-level analysis). For visualization of how
regressors were calculated, see Figure 1. The
model, ie., the design matrix, designed for
condition I sessions consisted of a high alpha-
state stimulation (Regressor Ia) and a response
to deviants (Regressor Ix). For condition II ses-
sions, the design matrix consisted of an alpha
state-independent stimulation (Regressor Ila), a prestimulus alpha
power (Regressor IIb), an alpha baseline (Regressor Ilc), and a response
to deviants (Regressor IIx).

For both stimulus conditions, stimulus onsets were modeled by stick-
like Dirac functions convolved with the canonical hemodynamic re-
sponse function (HRF) exhibiting a delay of 5 s relative to event onset
(Regressors Ia and Ila). Additional temporal and dispersion derivatives
of this response function were added, yielding a basis set. Furthermore,
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for condition II sessions, two different types of fluctuating alpha activity
were examined for their effect on the fMRI signal.

First, the effect of fluctuating prestimulus alpha power on the fMRI
stimulus response was examined (Regressor IIb). Depending on the pre-
stimulus alpha power level, a parametric event-related regressor (z-
scored alpha power was grouped into discrete classes with a range of 1-7
after mean correction from —3 to +3; resulting scaled Dirac functions
were convolved with a basis set of HRFs) was calculated in addition (and
orthogonal) to the standard fixed-amplitude stimulus response regressor
(ITa). In case prestimulus alpha power affects the evoked response, this
parametric prestimulus alpha power regressor will explain a significant
part of the variance of the data.

Second, we were also interested in fMRI correlates of ongoing stimulus-
unrelated alpha-power variations, ie., the alpha-rhythm power-related
fMRI baseline modulations (Regressor IIc). This alpha baseline regressor was
calculated by convolving continuous alpha-band power fluctuations during
condition IT with a basis set of HRFs. The resulting functions were orthogo-
nalized, first to the stimulus regressors and then to the prestimulus alpha
regressors described above.

This model was complemented by adding the set of six translational and
rotational realignment parameters and constant session offsets. It was then
fitted to the fMRI data and, based on the estimated parameter values (effect
sizes), contrast images were calculated as follows: for condition I: high alpha-
state stimulus response (contrast on Regressor Ia); for condition II: state-
independent stimulus response (contrast on Regressor Ila), prestimulus
alpha response modulation (contrast on Regressor IIb), alpha-dependent
baseline modulation (contrast on Regressor Ilc); and the difference between
stimulus responses of the two conditions: the high-alpha state stimulus re-
sponse modulation (Regressor Ia vs ITa).

Group level analyses. Based on these single-subject contrasts, we calcu-
lated a group-level random-effects analysis, allowing inferences on the
whole population.

To analyze alpha-state-dependent effects on the visual-evoked fMRI
activity, regions exhibiting significant responses to visual stimulation
under either stimulation condition were defined as visually responsive
regions-of-interest [ROI; comprising all significantly activated voxels of
both conditions with p = 0.0003, corrected for multiple comparisons
based on false discovery rate (FDR), extent threshold 60 voxels]. This
visual ROI was used as a mask for all further analyses.

For the high-alpha state stimulus-response modulation, the alpha-
dependent baseline modulation, and the prestimulus alpha activity cor-
relation, we used a statistical peak threshold of + > 2.9 and an extent
threshold of 10 voxels, guaranteeing an FDR-corrected threshold of p <
0.04 in all conditions.

To test our linear superposition hypothesis, we looked for areas in
which the alpha-dependent fMRI baseline and stimulus response were
systematically modulated in the same manner. To derive a statistical
measure for the existence and systematic occurrence of brain regions
with such equally directed alpha-dependent baseline- and stimulus-
response modulations, we performed a conjunction analysis that explic-
itly included only voxels found active in both contrasts, using the same
previously defined initial threshold of t > 2.9 for each condition.

fMRI response functions. By using the estimated hemodynamic alpha
impulse response function for the ongoing alpha regressor, we were able
to predict the corresponding hemodynamic baseline modulation for the
high-alpha state that was observed in our alpha-dependent stimulus con-
dition (condition I). This procedure is explained in Figure 3. The result-
ing predicted hemodynamic response curve (comparable to the
difference between high-alpha and average-alpha stimulation responses)
is termed high alpha-state baseline modulation. Its amplitude was com-
pared with the observed high alpha-state stimulus-response modulation.
For the case that the baseline modulations (as predicted to occur during
the high alpha state) account for the complete observed fMRI stimulus
response variability, i.e., in case of linear superposition, both curves are
expected to match. In turn, differences between the observed and the
predicted response give an estimate of the degree of nonadditivity.

Single-trial correlation between prestimulus alpha activity and the
evoked fMRI response. Finally, we tested whether alpha activity affects
stimulus responses also on a trial-by-trial basis. To this end, for the
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alpha-independent stimulation (condition II) we examined those areas
exhibiting both alpha-dependent baseline (Regressor Ilc) and stimulus
response modulations (Regressor Ia—Regressor IIa), as identified by in-
dividual conjunction analysis (using a subject-wise adaptive threshold of
p < 0.05 or smaller to identify individual peak clusters of <450 voxels).
We tested whether prestimulus alpha-based predicted-fMRI signal mod-
ulations (i.e., fitted Regressor IIb) account for the observed fMRI
stimulus-response modulations on a trial-by-trial basis. Time series of
the respective individually determined voxels were collapsed to yield
average time series for each subject using the Marsbar toolbox for SPM
(http://marsbar.sourceforge.net). Then, within subjects, we correlated the
predicted effect of prestimulus alpha power with the observed data (with
realignment parameters regressed out). Data points of 0 to 9 s after stimula-
tion were included in this correlation analysis.

Results

This results section is divided into two parts. The first part, com-
prised of EEG and behavioral data, focuses on the general validation
of our approach from a methodological and experimental-design
perspective. The second part, based on the (EEG-related) fMRI data,
deals with the main results of the study.

EEG and behavioral results

Validation of alpha-state-dependent triggering approach

Spatial distribution of alpha ICs. Figure 2 A, left, depicts the aver-
age distribution of the alpha IC with a clear posterior focus. Fig-
ure 2 A, right, shows the corresponding single subject ICs (please
note that for single IC maps, depicted weightings have arbitrary
polarity).

Evoked potentials. As was previously reported from related
EEG and magnetoencephalography studies (Jasiukaitis and Hak-
erem, 1988; Becker et al., 2008; Mazaheri and Jensen, 2008), late
evoked-component amplitudes were significantly increased in
the high alpha-state stimulation condition (p = 0.05) (Fig. 2 B).

Spectral activity of stimulus and interstimulus conditions. In all
subjects, a pronounced and frequency-specific increase of pre-
stimulus alpha-band activity for the high alpha-state stimulation
condition was observed. Figure 2C, top row, shows absolute mag-
nitudes of spectral activity; the middle row depicts baseline-
corrected data (corrected in a prestimulus window of =2 to —1s
before stimulus onset). For the high alpha-state stimulation (Fig.
2G, left), power increases preceding stimulation were restricted
to the alpha band, verifying that stimulation was effectively trig-
gered by high alpha states. The alpha band increase starts at —800
ms before actual stimulation with a significance of p <1 X 10 >
throughout the prestimulus period (Fig. 2C, bottom). In con-
trast, poststimulus power increases below the alpha band reflect
the EP and decreases in the alpha band reflect the classical alpha
rhythm event-related desynchronization (ERD) due to stimula-
tion, which also occurs for state-independent stimulation (Fig.
2C, middle column). Figure 2C, right, shows the difference be-
tween high alpha-state stimulation and state-independent stim-
ulation, i.e., the increase of prestimulus alpha power.

BCG reduction. How relevant the use of the alpha IC is for
reduction of BCG-locked activity is shown in Figure 2 D. The left
plot shows the relation of BCG-locked and -triggered alpha ac-
tivity without use of the alpha IC (i.e., channel data); the right plot
shows the effect of using the alpha IC for triggering. This indicates
efficient reduction of BCG activity after use of the spatial filter from
the pre-experiment and extraction of the alpha IC.

Consideration of eye movements. Regarding the issue of possible
alpha rhythm-related eye movements, comparing artifact detection
rate in EEG across stimulus conditions did not indicate a systematic
accumulation of eye movement-related responses before the alpha-
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Figure 3.

triggered stimulation. Also, a more specific time-frequency anal-
ysis of frontal electrodes did not reveal any systematic effects
during alpha-triggered stimulation.

Response times

Mean response times for deviant stimuli were 489 ms for the
high alpha-state stimulation condition and 497 ms for the
state-independent stimulation condition. Within subjects, the
average difference was not significant (mean, 9 ms; SD across
subjects, 53 ms; p = 0.59). Hit rate was 95.77% (high alpha-
state condition) and 94.86% (state-independent condition).
This indicates corresponding levels of vigilance and attention
across stimulus conditions.

Deviants differed from nondeviant visual stimuli (consisting of
900 ms black-and-white checkerboard presentations) by a contrast
reversal after 500 ms. Hence, reaction times can be related either to
the alpha-rhythm power before stimulus-response onset or to the
alpha-rhythm power before the response to contrast reversal. In the
latter case, desynchronized alpha activity, i.e., lower alpha-rhythm
power, due to the preceding 500 ms checkerboard stimulus will be
present. In addition, the amount of alpha-rhythm power change,
i.e., ERD, can be related to behavior. We did all three analyses. In
a time window from —250 to 250 ms around the contrast reversal
in the deviant, a subject-wise correlation analysis of alpha power
and reaction times revealed no significant correlation different
from zero [mean correlation coefficient (cc) = —0.04 = 0.05
(SEM), p = 0.45, Student’s ¢ test], whereas a (negative) correla-
tion (mean cc = —0.16 = 0.04, p = 0.001) exists for the time

How we used observed alpha-dependent fMRI baseline modulations to predict high alpha-state fMRI baseline
modulations. A, Ongoing alpha power (condition II). B, Regressor llc (i.e., ongoing alpha power convolved with the canonical
HRF + derivatives, orthogonalized to Regressors Ila and Ilb) is fitted to the data to estimate beta magnitudes. €, Prestimulus alpha
power increase found in the high alpha condition relative to control condition (Fig. 2¢). D, Estimation of the alpha-rhythm power
impulse-response function by scaling HRF+ derivatives with the beta values obtained in B. With the generic hemodynamic
impulse response function, we can predict an fMRI response to any arbitrary alpha-power behavior. E, We predicted fMRI responses
to prestimulus high alpha-rhythm power signals by convolving the curves depicted in Cand D. Resulting predictions were com-
pared with the observed high alpha fMRI stimulus-response modulations (Fig. 6, blue and red curves).

response modulation (condition I vs II)
We first examined whether fMRI stimulus

responses were altered when stimulation
occurred in the high alpha state (condi-
tion I-condition II). Within the visual
ROI (Fig. 4A, gray areas), we identified
reduced stimulus-response amplitudes
for the high alpha state (compared with
the control condition, i.e., alpha state-
independent stimulation) (for response
curves, see Fig. 4 B) in bilateral occipitoparietal cortex, cuneus
[Brodmann area (BA) 18, 19], bilateral thalamus, and left cer-
ebellum (map red; p < 0.04, FDR corrected) (Fig. 4A; Table
1). At the same statistical threshold, no positive high alpha-
state activations were found.

Statistical parametric maps for alpha-dependent baseline

response modulation

Next, we examined the effect of the ongoing alpha activity on the
fMRI baseline (i.e., alpha-dependent baseline modulation). Also
here, we only found regions with significantly reduced fMRI
baseline signal in response to increased alpha activity. They were
observed in bilateral occipital areas (BAs 17, 18, 19) and bilateral
cerebellum (map blue; p < 0.03 FDR corrected) (Fig. 5; Table 1).

Statistical parametric maps for alpha-dependent baseline and
stimulus-response comodulations

At this stage, our results provided evidence of alpha rhythm-
dependent fMRI baseline and stimulus-response alterations—
more precisely, deactivations—however, they did not yet directly
address the superposition hypothesis, which states that fMRI-
baseline modulations related to the alpha rhythm add linearly to
a fixed evoked response and thus are responsible for the observed
stimulus-evoked fMRI response modulations. To this end, we
first examined—on a qualitative basis—to what degree a spatial
overlap exists for areas that are systematically modulated by the al-
pha rhythm in the same way during stimulation and nonstimulation
periods, using a conjunction analysis. Analogous to the resulting
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superposition hypothesis, we extracted
magnitudes of high alpha-state stimulus
and baseline fMRI modulations by estimat-
ing average HRFs. Of particular interest are
the response curves in the areas that exhibit
alpha-dependent comodulations of the
baseline and the stimulus response (Figs.
4A, 5). Here, equal magnitudes of the two
curves would imply the hypothesized linear superposition, i.e.,
alpha-dependent fMRI baseline modulations accounting for the ob-
served alpha-dependent fMRI stimulus-response modulations. In
other words, fMRI stimulus response variability could be explained
by a linear superposition of alpha-dependent fMRI baseline modu-
lations and a fixed visually evoked fMRI response (Fig. 6C). By ne-
cessity, in map purple, the areas exhibiting both high alpha-state
stimulus response modulations and alpha-dependent baseline mod-
ulations—Dboth being deactivations—will only yield negative re-
sponses. However, their amplitudes do not necessarily match each
other. Notably, our results (Fig. 6C, red and blue curves) show that
magnitudes of both types of response curves are highly similar in
map purple. We also analyzed response curves separately for each
cluster in all three maps. For map purple, alpha-dependent baseline
and stimulus-response curves matched for all clusters—so that the
average curves shown in Figure 6C fully reflect what we also see on
single-cluster level. The same results were found for the clusters of
map blue. With respect to map red, we found a differential behavior
(Fig. 7). Those areas of map red that were part of map purple, i.e., the
conjunction result, exhibited response curves that matched in am-
plitude (including the largest statistically significant cluster, ob-
served in the right extrastriate cortex). Those areas, however, that
were located outside of map purple, such as thalamus and cerebellar
areas at the margins of map purple, exhibited a stronger deactivation
to high-alpha stimuli, as predicted by less pronounced (and nonsig-
nificant) alpha-dependent baseline modulations, meaning that here
amplitudes of baseline and response modulations did not match.

Figure4.

Statistical parametric maps for trial-by-trial prestimulus
alpha-dependent stimulus-response modulations

In addition to the observed alpha-triggered stimulus response mod-
ulation, we also investigated whether significant alpha-dependent
stimulus response modulations exist for fluctuating prestimulus al-
pha activity (in condition II). In Figure 8, the resulting areas show-
ing significant deactivations are depicted (p < 0.02, FDR
corrected), comprising bilateral inferior and superior occipital
clusters (map orange). A further conjunction of this prestimulus
alpha analysis with the alpha-triggered stimulus response and the
alpha baseline modulation did not change the outcome in terms
of identified areas (data not shown). This supports the notion
that alpha-triggered response modulations and the trial-by-trial
alpha-dependent response modulations originate from the same
functional network.

t>2.9 (prpr <0.04)

Time (s)

fMRIresults for alpha-dependent stimulus response modulation [t > 2.9; p << 0.04, FDR corrected (p;pg); extent threshold 10
voxels]. A, The observed deactivations (red) within the visual ROI (gray) are projected ontoaglass brain template. For corresponding z-valuesand MNI
coordinates with anatomical labeling, see Table 1. B, The resulting response curves for the identified dlusters, depicting the high alpha-state stimulus
response, the alpha-independent stimulus response, and their difference (error bars indicating SEM across subjects).

Table 1. fMRI results of random-effects group analyses (n = 12) for alpha-
dependent stimulus response modulation, alpha-dependent baseline modulation,
their conjunction, and prestimulus alpha-dependent responses

Coordinates
Cluster t z

Anatomical region Hemisphere  x y z size value value

Alpha-dependent stimulus-response
modulation (map red)

Cerebellum L —4  —66 —28 155 500 429
Middle occipital gyrus/cuneus (BA 18) R 34 -8 20 453 451 3.95
Thalamus R 8§ —10 -2 51 419 373
Thalamus L -10 -8 0 29 370 336
Middle occipital gyrus/cuneus (BA 18) L -20 -9 22 32 3.60 328
Cerebellum L —=10 —64 —4 7 332 3.06
Cerebellum/fusiform gyrus (BA 19) L -2 —66 —12 15 3.06 285
Alpha-dependent baseline modulation

(map blue)

Cerebellum L —28 —78 —16 429 482 416
Middle occipital gyrus/cuneus (BA 18/19) L -2 —% 24 56 452 3.9
Cerebellum/lingual gyrus (BA 18) R 26 —8 —20 186 450 3.9
Cuneus/middle occipital gyrus (BA 18) L —18 —102 —16 69 402  3.60
Cuneus/middle occipital gyrus (BA 18/19) R 24 -9 18 97 3.69 335
Cuneus/lingual gyrus (BA 17/18) R 6 —9% 4120 34 314
Cuneus/lingual gyrus (BA 17/18) R 22 —102 4 12 337 31

Conjunction analysis on alpha-dependent
responses (map purple)

Cuneus/middle occipital gyrus (BA 18

(BA18) 2 —-9% 20 68 360 328
Cuneus/middle occipital gyrus (BA 18)
(BA18)
)

R

L —10 —9% 24 1 341 3713
Cuneus/middle occipital gyrus (BA 18 L -20 —9% 24 3 332 3.06
Cuneus/middle occipital gyrus (BA 18 R
Fusiform gyrus (BA 19)/cerebellum L

Prestimulus alpha response (map orange)

12 —-9% 26 4 3.09 288
-8 —66 —12 8 3.06 285

Cuneus (BA 18) R 2 -8 32 32 506 433
Cerebellum/lingual gyrus (BA 18) L —36 —70 —24 6% 464 404
Cuneus/middle occipital gyrus (BA 18) R 28 -8 24 9% 454 397
Cuneus/middle occipital gyrus (BA 18/19) L =22 -9 24 47 444 391
Cerebellum/fusiform gyrus (BA 19) R 24 =70 —20 298 421 374

Single-trial correlation between prestimulus alpha activity and the
evoked fMRI response

As it became apparent from the conjunction analysis, a close
relation between alpha-dependent stimulus response and
baseline modulations exists. To further support this finding,
we performed additional single-subject analyses correlating
the predicted (i.e., modeled and fitted) fMRI effect of pre-
stimulus alpha and single-trial evoked fMRI responses. For
this analysis, we examined areas exhibiting conjoint effects of
both alpha-dependent stimulus response modulation and
alpha-dependent baseline modulation in single subjects. Re-
sults of all subjects are depicted in Figure 9 (one scatter plot
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per subject). A clear alpha-dependency of the fMRI stimulus
response across the entire continuum of prestimulus alpha
power can be observed (mean cc = 0.30; range across subjects,
0.12—0.48). This provides further positive evidence that vari-

48
~ 38
29
t
Il a-dependent baseline

response modulation
Visual regions of interest

(RO)
t>29 ( PrpRr < 0.03 )

Figure 5.  fMRI results for alpha-dependent baseline response modulation [t > 2.9; p <
0.03, FDR corrected (pgpg); extent threshold 10 voxels]. The observed deactivations (blue)
within the visual ROI (gray) projected onto a glass brain template. For corresponding z-values
and MNI coordinates with anatomical labeling, see Table 1.
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ability of the evoked fMRI response can be explained by the
ongoing alpha power on a trial-by-trial basis.

In summary, our results link fMRI variance and ongoing
neuronal activity. During high alpha-state stimulation, a ro-
bust effect, i.e., a decrease of the fMRI stimulus response com-
pared with state-independent stimulation, is revealed (Fig.
4A,B). A corresponding decrease of the fMRI baseline due to
spontaneous alpha fluctuations can be observed (Fig. 5).
These two alpha-dependent effects appear to share a common
network of regions (Fig. 6 A, B), with their hemodynamic re-
sponses matching in size (Fig. 6C). This supports the idea of
linear superposition of hemodynamic responses to ongoing
alpha and a fixed evoked stimulus response. Further positive
evidence for linear superposition is provided by single-trial
analysis (during state-independent stimulation) identifying a
negative linear correlation of prestimulus alpha power and
fMRI evoked responses in every subject (Figs. 8, 9).

Discussion

In this study, we provide the anticipated and requested (Birn,
2007) evidence for the assumption that intrinsic neuronal activity
is indeed responsible for intrinsic fMRI fluctuations superim-
posed on evoked fMRI responses (Fox et al., 2006).
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Figure6.  fMRIresults of conjunction analysis. A, B, Occipital and occipitoparietal clusters deactivating during high-alpha activity during both stimulation and nonstimulation periods [t > 2.9; p << 0.04, FDR

corrected (pypg); purple] depicted on a typical brain (Colin single-subject MNI brain template) and on a glass brain, together with the visual ROl (gray). C, In these areas, the observed difference in evoked fMRI
responses due to high alpha stimulation (gray line) compared with state-independent stimulation (black line; difference depicted by red line) can be explained by the modulation of the fMRI baseline due to high
alpha during nonstimulation periods (blue). Error bars indicate SEM across subjects. For corresponding z values and MNI coordinates with anatomical labeling, see Table 1.
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Excluding possible confounds A
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EEG-fMRI is an artifact-prone method

potentially leading to erroneous infer-

ences (Ritter et al., 2009a). We imple-

mented several strategies to exclude such

confounds, as detailed in the Materials 0

and Methods and Results, above. Both

kinds of MR-related artifacts were reduced
efficiently by a spatial-filter approach [capa-

ble of identifying even subtle mu rhythm

fMRI correlates (Ritter et al., 2009b) ] and an

optimized EEG-fMRI setup (Freyer et al.,

2009).

Due to relatively short nonstimulation

periods, the ongoing alpha activity assessed

here might differ qualitatively from alpha
activity assessed during continuous rest.
However, by orthogonalizing alpha baseline
regressors to stimulus and prestimulus
alpha regressors, we ensured that the identi-
fied fMRI correlates reflect ongoing nonsti-
mulus-locked alpha power changes. Notably,
observed fMRI correlates of orthogonalized regressors correspond to
previous resting-state findings in terms of location and response
character.

Figure7.

Considerations on neurophysiology
In the cat visual cortex, broadband ongoing membrane potentials
correlate linearly with evoked postsynaptic membrane potentials
(Azouz and Gray, 1999). Without excluding nonlinear scenarios,
our main finding agrees with such linear superposition of ongoing
and evoked activities on the neuronal level and subsequent linear
transformation of summed neuronal signals into hemodynamic re-
sponses. In accordance with previous studies (Goldman et al., 2002;
Moosmann et al., 2003; Feige et al., 2005; de Munck et al., 2007),
intrinsic alpha rhythm negatively correlates with fMRI signals in
extrastriate areas, indicating decreases of net neuronal activity dur-
ing high alpha states (Ritter et al., 2002). This baseline effect seems to
add linearly to fixed visually evoked fMRI responses, finally leading
to the observed decrease of alpha-triggered fMRI stimulus responses.
Regarding the EEG, present and earlier findings also suggest lin-
ear superposition between ongoing alpha rhythm and fixed evoked
responses for early VEP components at ~100 ms poststimulus-time
(P100) (Mazaheri and Jensen, 2006; Becker et al., 2008) and positive
relations between prestimulus alpha-rhythm power and late evoked
components (~300 ms poststimulus). These findings agree well
with the notion that the VEP-P100 component is generated in ex-
trastriate visual cortex (Schroeder et al., 1998) for which our fMRI
data indicate linear superposition. How does the finding of linear
superposition in extrastriate visual areas relate to invasive animal
recordings reporting linear superposition in striate visual cortex
(Arieli et al., 1996; Azouz and Gray, 1999)? One likely explanation is
that alpha-rhythm ICs in our study only contained minor alpha
activity from striate cortex due to this structure’s deep location
and unfavorable potential orientations. Accordingly, many EEG—
fMRI studies report extrastriate fMRI correlates of EEG—alpha
activity (Goldman etal., 2002; Moosmann et al., 2003; Feige et al.,
2005; Gongalves et al., 2006; de Munck et al., 2007). Our findings
do not exclude the possibility of similar effects in primary visual
areas. What they do suggest is that ongoing alpha activity, as
measured here, explains evoked activity in secondary visual areas
best, being in accordance with a recent study of Scheeringa et al.
(2011).
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A, Within the map of suprathreshold high alpha-state stimulus-response modulations, i.e., map red, two kinds of clusters can
be identified. B, In one set of cortical areas (purple rings in A), the observed modulation during high alpha-state stimulation can be
explained by baseline modulations caused by high alpha states (top). In the other set (black rings in 4), including thalamic and cerebellar
areas outside the conjunction map, the observed effect cannot be explained by baseline modulations (bottom).
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Figure8. fMRIresults of single-trial prestimulus alpha correlation analysis, testing the effect
of fluctuating prestimulus alpha power on the single-trial evoked fMRI response [t > 2.9;p <
0.02, FDR corrected (pgpg); extent threshold 10 voxels]. Found deactivations are depicted on a
glass brain (orange; visual ROI, gray). For corresponding z values and MNI coordinates with
anatomical labeling, see Table 1.

Complementary to the latter study, we also analyzed subcor-
tical areas such as thalamus and cerebellum, where we identified
significant alpha-dependent fMRI stimulus-response modula-
tions but no corresponding baseline modulations. Here, the lin-
ear superposition hypothesis does not hold true. The theory of
linear superposition is also linked to the (possibly simplified)
assumption of linear neurovascular coupling. While some studies
report nonlinear neurovascular coupling for specific brain areas
and stimulus conditions (Huettel et al., 2004), less is known
about possible nonlinear couplings of ongoing EEG activity
and fMRI baseline responses. Empirical and theoretical stud-
ies suggest U-shaped, i.e., nonlinear, relationships of ongoing
activity and behavior (Linkenkaer-Hansen et al., 2004) and
between ongoing activity and evoked EEG responses (Rajago-
vindan and Ding, 2011). Such phenomena may account for
some of the nonlinearities we have observed. In terms of sta-
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rhythm and behavior, adding evidence to
the notion of the alpha rhythm’s func-
tional role. Given the low number of trials
and the particularity of deviant stimuli
(the contrast reversal falling into windows

-1 0
Subject 5 with cc= 0.37

-1 0 1 T 2

Subject 4 with cc= 0.36

Subject 6 with cc= 0.40

-1 0 1

where alpha ERD is already present), it
was beyond the scope of this study to fur-
ther identify exact mechanisms underly-
ing the observed behavioral effects (for
related debates, see Klimesch et al. 2006).
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Notably, it supports the notion that
linear-superposition mechanisms, as ob-
served here, and functional roles of ongo-
ing activity are not mutually exclusive, as
also shown previously by fMRI (Fox et al.,

= 0 1 0

Subject 11 with cc= 0.30

1

-2

2007). While spatial attention modulates
alpha-rhythm power (Thut et al., 2006;
Rajagovindan and Ding, 2011) and firing
rates of neurons (Rajagovindan and Ding,
2011), it does not affect early VEPs (Go-
mez Gonzalez et al.,, 1994; Clark and

0

-1
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1

-4 -
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Predicted alpha—dependent fMRI response (a.u.)
Figure 9. Single-trial correlation between prestimulus alpha power-based predictions of fMRI signal modulations (x-axis) and

actually observed evoked fMRI responses ( y-axis) for all individual subjects. The inverse relation between alpha power and fMRI
signal is accounted for by model fitting. Hence the fitted model yields a positive correlation with the fMRI signal. A clear alpha
dependency of the fMRI stimulus response across the entire continuum of prestimulus alpha power can be observed.

tistical robustness, our prevailing finding is linear superposition of
ongoing and evoked fMRI responses.

Functional implications

Linear superposition occurs mainly in secondary visual (extra-
striate) cortex, including occipitoparietal visual association areas
important for visuospatial attention (Yantis et al., 2002; Tuch et
al., 2005). As information passes through visual hierarchies from
striate via extrastriate to the visual association cortex, increasing
levels of specialization of processing occur (Haxby et al., 1991).
The areas identified here (extrastriate occipitoparietal cortex, in-
cluding cuneus), of which the stimulus-response behavior is
modulated by ongoing alpha activity, point to alpha-dependent
modulations of higher visual functions.

A proposed mechanism linking alpha band oscillatory activity
and modulation of visual processing is gating by inhibition (Jen-
sen and Mazaheri, 2010). Accumulating evidence supports this
theory. For example, power of prestimulus alpha band oscilla-
tions is inversely related to cortical excitability (Romei et al.,
2008). Spatial attention is tightly related to alpha-rhythm power
and the latter to cortical excitability. Spatial attention-related
top-down regulations of stimulus-related excitability have re-
cently been shown for somatosensory areas (Schubert et al.,
2008). Other studies demonstrated that high prestimulus alpha-
rhythm power in somatosensory cortex reduces perception of
somatosensory (Schubert et al., 2009) and painful (Babiloni et al.,
2006) stimuli. This is in line with findings in the visual system,
where spontaneous power fluctuations of prestimulus alpha
rhythm are inversely related to perceptual performance (Ergeno-
glu et al., 2004; van Dijk et al., 2008; Busch et al., 2009).

While the present study was not conceived to investigate rela-
tions between alpha-rhythm power and behavior, it is worth
mentioning that even for the sparsely inserted deviant trials re-
quiring behavioral responses, we found a relation between alpha

Hillyard, 1996; Noesselt et al., 2002). At-
tention may be mediated through modu-
lation of synchrony of neuronal
oscillations (Mitchell et al., 2009). In hu-
mans, nonrelevant neurons coding non-
attended receptive fields presumably
synchronize in the alpha band. With their
increasing engagement in oscillatory net-
works, responsiveness of neurons to external inputs decreases
(Buzsaki and Draguhn, 2004) along with reduced synaptic
transmissions and decreased fMRI activity. In case of stimula-
tion, the thus modulated baseline would add linearly to visu-
ally evoked responses. How can this be reconciled with the fact
that later components of the VEP covary with prestimulus
alpha-rhythm power (Becker et al., 2008) and also with atten-
tion (Noesselt et al., 2002)? These effects were expected to
introduce deviations from linear superposition given the tem-
poral low-pass filtering properties of fMRI and hence blurring
of early and late responses. Possible explanations are differ-
ences in location and the recently proposed origin of such late
components, i.e., alpha-rhythm amplitude asymmetry
(Nikulin et al., 2007; Mazaheri and Jensen, 2008). This would
represent a mechanism probably not associated with hemody-
namic responses (other than prestimulus alpha-related fMRI
activity) and hence poses one possible scenario reconcilable
with our present findings [and the recent findings of Scheer-
inga et al. (2011)].

Another functional role of ongoing oscillations with re-
spect to state-dependent processing may be the integration of
bottom-up and top-down processes in line with the theories of
predictive coding and hierarchical inference (Friston, 2003).
In real life, we often have feature-based and spatial foreknowl-
edge. These sources of information are presumably used in
concert to optimize the allocation of attention and eye move-
ments (Egner et al., 2008). The finding of state-dependency of
evoked responses is also compatible with the theory of preferred
cortical states (Tsodyks et al., 1999), implying the existence of
intrinsic facilitative neuronal modes.

Outlook
We demonstrated the role of the posterior alpha rhythm for vari-
ability of fMRI stimulus responses. Our findings, however, do not
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exclude the presence of additional intrinsic sources of evoked-
response variability as proposed, for example, in Truccolo et al.
(2002). Apart from the alpha rhythm, we expect other neuronal
signatures already known to contribute to fMRI signal variability
under resting condition (Laufs et al., 2003; Giraud et al., 2007;
Mantini et al., 2007; Nir et al., 2007) to further explain fMRI
evoked-response variability. Also, complementary to our results
on amplitude-dependent effects, a link between alpha-rhythm
phase and fMRI stimulus-evoked responses has recently been
revealed (Scheeringa et al., 2011). Thus, in the wake of future
multimodal studies, we may appreciate additional forms of inte-
gration of intrinsic neuronal context, sensation, and action con-
stituting the foundation of adaptive behavior.

From a theoretical perspective, large-scale neural-systems mod-
els indicate the importance of local dynamics, anatomical connec-
tivity, and noise for the emergence of resting-state patterns in general
(Deco et al., 2011) and the alpha rhythm in particular (Freyer et al.,
2011). By illuminating underlying physiological parameters that are
otherwise inaccessible to noninvasive recordings, those modeling
approaches may contribute to a deeper understanding of state-
dependent information processing in humans.
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INTRODUCTION

Neurological disorders and physiological aging can lead to a decline of perceptual
abilities. In contrast to the conventional therapeutic approach that comprises intensive
training and practicing, passive repetitive sensory stimulation (RSS) has recently gained
increasing attention as an alternative to countervail the sensory decline by improving
perceptual abilities without the need of active participation. A particularly effective type
of high-frequency RSS, utilizing Hebbian learning principles, improves perceptual acuity as
well as sensorimotor functions and has been successfully applied to treat chronic stroke
patients and elderly subjects. High-frequency RSS has been shown to induce plastic
changes of somatosensory cortex such as representational map reorganization, but its
impact on the brain’s ongoing network activity and resting-state functional connectivity
has not been investigated so far. Here, we applied high-frequency RSS in healthy
human subjects and analyzed resting state Electroencephalography (EEG) functional
connectivity patterns before and after RSS by means of imaginary coherency (ImCoh),
a frequency-specific connectivity measure which is known to reduce overestimation
biases due to volume conduction and common reference. Thirty minutes of passive
high-frequency RSS lead to significant ImCoh-changes of the resting state mu-rhythm
in the individual upper alpha frequency band within distributed sensory and motor cortical
areas. These stimulation induced distributed functional connectivity changes likely underlie
the previously observed improvement in sensorimotor integration.

Keywords: EEG, resting state, functional connectivity, sensory stimulation, plasticity, sensorimotor, mu-rhythm,
ongoing activity

A highly efficient alternative approach consists of passive

Pathological changes in neuronal functioning lead to a decline
of perceptual and sensory abilities. The most obvious cause
is a damage of sensory brain areas due to trauma or stroke
(Carey et al., 1993; Feys et al., 1998; Rosamond et al., 2007), but
also a variety of neurological disorders such as Parkinson’s dis-
ease (Koller, 1984; Sathian et al., 1997) or dystonia (Tinazzi et al.,
2003; Stamelou et al., 2011) can affect perceptual and sensory
function, possibly by a dysfunction of the sensorimotor network
(Silberstein et al., 2005; Tamura et al., 2009; Litvak et al., 2011).
In addition, a more natural but progressive decline of percep-
tual and sensory capacity develops with increasing age, not only
in the visual and auditory, but also in the somatosensory system
(Kalisch et al., 2009). Therapeutic strategies to treat the decline
of perceptual abilities, which often impacts also motor function,
usually comprise intensive and repeated mass training of the
respective sensory modality (Sawaki et al., 2003; Kornatz et al.,
2005).

repetitive sensory stimulation (RSS), which has been shown to
enhance sensory abilities in chronic stroke patients (Powell et al.,
1999; Conforto et al., 2002, 2007; Sawaki et al., 2006; Smith
et al., 2009). RSS is a form of repetitive stimulation, follow-
ing the idea of Hebbian learning: synchronous neural activity
that is instrumental to drive plastic changes, is evoked by tac-
tile “co”-activation of the skin, or electrical co-activation of the
peripheral nerves of the fingers. Several studies have shown that
after such type of stimulation, tactile discrimination abilities were
improved and cortical representation of the respective skin area
was enlarged (Godde et al., 2000; Pleger et al., 2001, 2003; Dinse
et al., 2003). Evidence for the Hebbian nature of coactivation-
related learning comes in addition from the fact that, when using
a modified version of the coactivation protocol consisting of a sin-
gle, small stimulation site instead of one large area, no changes
in perception or cortical maps occur (Pleger et al., 2003; Ragert
et al., 2008). This implies that spatial summation requirements
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indicative of cooperative processes need to be fulfilled to drive
behavioral changes.

High-frequency RSS enhances sensory and motor abilities in
post-stroke patients suffering from sensory loss (Smith et al.,
2009), and counteracts age-related declines of perceptual discrim-
ination abilities (Dinse et al., 2006) and sensorimotor perfor-
mance (Kalisch et al., 2008, 2010). Several studies have related
the effectiveness of RSS to an induction of neural plasticity in
the somatosensory system (Pleger et al., 2001, 2003; Dinse et al.,
2003). However, these findings focus predominantly on corti-
cal representations of evoked sensory neuronal activity (e.g., an
altered representation of the stimulated hand area in primary
somatosensory cortex). Less is known about the impact of RSS
on global connectivity features of the involved neuronal network
during the resting state. Illuminating this relationship would be
particularly helpful in order to account for the improvement
of sensorimotor integration observed in chronic stroke patients
(Smith et al., 2009) and elderly subjects (Kalisch et al., 2008,
2010), since changes in sensorimotor integration most likely cor-
respond to changes of long-range interactions between sensory,
motor, and association areas (Diamond et al., 2008; Aronoff et al.,
2010; Mao et al., 2011).

One way to assess the functional interactions between these
distant but coordinated brain areas is to analyze resting state
functional connectivity, which reflects a measure of correlations
between spatially distant ongoing neuronal dynamics. To investi-
gate the impact of RSS on resting state functional connectivity
was the aim of this study. We applied high-frequency RSS in
healthy subjects and recorded resting state activity by means of
non-invasive Electroencephalography (EEG) before and after the
RSS procedure. As a measure of functional connectivity we ana-
lyzed changes in EEG imaginary coherency (ImCoh), which can
be used to assess frequency-specific interactions between distinct
brain areas and unlike the conventional measure of (magnitude
squared) coherence has the advantage to reduce overestima-
tion errors due to common references, volume conduction, and
cross-talk (Nolte et al., 2004; Guggisberg et al., 2008). The sensori-
motor system is known to exhibit dominant resting state rhythms
(Salmelin and Hari, 1994b) that peak in the alpha (8-12Hz)
and beta (13-29 Hz) band, the former known as mu-rhythm or
rolandic alpha rhythm (Gastaut, 1952; Kuhlman, 1978), the lat-
ter as rolandic beta rhythm (Pfurtscheller, 1981, 1992; Salmelin
and Hari, 1994a). While the rolandic beta rhythm has a stronger
link to the precentral motor cortex, the mu-rhythm is more
tightly related to the somatosensory postcentral cortex (Salmelin
et al., 1995; Ritter et al., 2009). Given the previously reported
positive impact of high-frequency RSS on the sensorimotor abil-
ities in stroke patients (Smith et al., 2009) and elderly subjects
(Kalisch et al., 2008, 2010), we hypothesized that RSS might
induce changes of functional connectivity within the respective
sensorimotor cortical network, and therefore, focused analysis on
the alpha and beta frequency bands.

MATERIALS AND METHODS

SUBJECTS AND EXPERIMENTAL SCHEDULE

Thirty-three healthy, right-handed subjects (three male, 26.1 &
4.0 years) participated in the study. The study was performed

in compliance with the relevant laws and institutional guidelines
and approved by the ethics committee of the Charité University
Medicine Berlin. In the pre-session, 15 min of resting state EEG
was recorded using a 64-channel EEG system (BrainAmp, Brain
Products, 0.1-250 Hz hardware bandpass filter, 59 scalp channels
arranged according to the International 10-20 System, two ECG
channel, and one vertical EOG channel, all referenced against
FCz, impedances <5 k€2, sampling rate 5kHz). During the whole
session subjects were sitting in a quiet and dimly lit room and
were instructed to stay awake and watch a silent animal documen-
tary on a distant computer screen, which allowed maintaining
a high state of vigilance while still minimizing eye movements.
During the RSS-session high-frequency somatosensory stimuli
were delivered for 30 min to the right index finger (IF) of the
subject (see section “High-frequency RSS” for details of the stim-
ulation protocol). EEG was continuously recorded during RSS
and was used to identify EEG somatosensory signal components
(see section “EEG pre-processing”). In the post-session, 30 min
after RSS terminated, another 15min of resting state EEG was
recorded, with all settings identical to the pre-session.

HIGH-FREQUENCY RSS

Two types of previously reported somatosensory RSS stimuli were
used (electrical or vibrotactile). In 21 subjects, two disposable sur-
face electrodes with an area of 15 x 20 mm were attached to the
palmar skin of the right IF, with the positive electrode applied
to the distal and the negative electrode applied to the proximal
phalanxes (Smith et al., 2009; Kalisch et al., 2010). In 12 subjects,
a small loudspeaker diaphragm with a diameter of ~8 mm was
mounted to the tip of the right IF and was used to transmit the
tactile stimuli to the skin (Godde et al., 2000; Pleger et al., 2001;
Dinse et al., 2003). Stimulation trains consisted of 20 single pulses
within 1 s (i.e., a repetition rate of 20 Hz) with an inter-train inter-
val of 5s. Duration of the RSS protocol was 30 min, resulting in
a total number of 6000 pulses. RSS stimuli were applied at 50%
above perception threshold.

PSYCHOPHYSICAL MEASUREMENTS

Behavioral impact of RSS was assessed by testing tactile discrim-
ination performance via a two-alternative forced-choice simul-
taneous spatial two-point-discrimination (2PD) paradigm. This
data was in fact acquired in the context of another study and not
used for any further analysis, but is reported here for the sake of
completeness. In every subject, 2PD was performed before and
after RSS, for the right stimulated and left control IE. For details
of the 2PD procedure please refer to previous studies using the
identical protocol (Godde et al., 2000; Pleger et al., 2001; Dinse
et al., 2003).

EEG—PRE-PROCESSING

All EEG data analysis was carried out using MATLAB v7.6.0 and
the EEGLAB toolbox (Delorme and Makeig, 2004). EEG was
down-sampled to 100 Hz and filtered (1-40 Hz) to remove slow
drifts and line-noise and to improve the frequency specificity of
subsequent post-processing techniques. EEG data were visually
inspected and segments containing gross artifacts (due to move-
ments or bad electrode impedances) were excluded. In all datasets
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such segments constituted less than 2% of the data, indicating
an overall sufficient data quality. For each subject, EEG datasets
of all three sessions (Pre, RSS, Post) were merged and submit-
ted to an independent component analysis (ICA). ICA linearly
unmixes the original EEG channel data into a sum of maxi-
mally temporally independent and spatially fixed components
(Bell and Sejnowski, 1995; Makeig et al., 1996). Characteristics
of the resulting independent components (ICs) were obtained
by the following analyses: for pre- and post-sessions, we calcu-
lated resting state power spectra using Welch’s methods, where
the time series is divided into overlapping, Hamming-windowed
segments, the squared magnitude of the discrete Fourier trans-
form is computed for all segments and then averaged. Segments
had 50% overlap and a window length of two seconds (i.e., twice
the number of data points sampled every second), resulting in
a frequency resolution of 0.5Hz. For the RSS session, we cal-
culated two types of activity: stimulus-locked activity, i.e., the
somatosensory-evoked potentials (SEP), reflecting evoked activ-
ity, and the event-related spectral perturbation (ERSP), reflecting
frequency-resolved induced oscillatory activity [please refer to
(Delorme and Makeig, 2004) for a detailed description of ERSP
calculation]. ICA was used for further identification of artifacts.
Time-courses, spectra, and topographic distributions of all ICs
were inspected to identify components that reflected eye move-
ment, scalp muscle artifacts and movement artifacts. These ICs
were removed from the data. Furthermore, in each subject an
IC was identified that represents activity related to sensorimo-
tor activity and in particular to the somatosensory processing
of the high-frequency RSS stimulus (further termed somato-IC).
The somato-IC was identified by four criteria: (1) a somatosen-
sory topography of the component map, (2) an alpha (8-12 Hz)
frequency peak in the component spectrum (a beta peak is usu-
ally expected, but was not obligatory), (3) a significant SEP, and
(4) a significant event-related desynchronization in the alpha fre-
quency band of the ERSP images. If more than one somato-IC
was identified in one subject, the first in order (explaining the
most variance) was chosen.

For each subject, the individual alpha peak frequency of the
rolandic rhythm was determined (further termed Iaf) as the
frequency in the power spectrum of the somato-IC showing
the maximum value within the broad alpha (8-12Hz) band
(Klimesch, 1996; Klimesch et al., 2006). We defined three sub-
bands with reference to Iaf: peak (Iaf — 0.5Hz-laf 4+ 0.5 Hz),
lower (Iaf — 1.5 Hz-Iaf), and upper (Iaf-Iaf 4 1.5 Hz) alpha fre-
quency band. This subdivision was motivated by previous studies
showing that the broad alpha band can be divided into a lower
and an upper sub-band, which exhibit different functional prop-
erties (Klimesch et al., 1994, 1997, 2006; Rohm et al., 2001;
Doppelmayr et al., 2002). Additionally the beta band was defined
as 13-29Hz (since a beta peak was not identifiable in every
subject, no individual beta peak frequency was calculated). Our
approach to identify components extracted by the ICA related to
somatosensory processing had the primary goal of ensuring that
the RSS was conducted correctly. However, we performed all sub-
sequent analyses in channel space and not in component space
because we did not want to bias our analysis a priori only to ongo-
ing activity related to the somatosensory system. A considerable

fraction of rhythmic brain activity relevant to our hypothesis
might be hidden in other components that were not categorized
as somato-ICs.

EEG—IMAGINARY COHERENCY

Functional connectivity was assessed by means of ImCoh.
Introduced by Nolte et al., this connectivity estimate is known
to reduce overestimation biases inherent in many other mea-
sures of EEG functional connectivity, such as absolute coherence,
phase locking, or synchronization likelihood (Nolte et al., 2004;
Guggisberg et al., 2008). In these measures, spurious interactions
with zero time lag arise due to common references, cross-talk,
and volume conduction. In contrast, InCoh only captures “true”
interactions that occur with a certain time lag, omitting all spuri-
ous zero time lag interactions. ImCoh is defined as the imaginary
part of coherency Cj;(f), which is a complex measure of the linear
relationship between two time series X;(t) and 5cj(t) at a certain
frequency f. Cj;(f) is defined as the normalized cross-spectrum
between the two signals (which in our case are the time series of
two EEG channels 7 and j):

Sii(f)
(Si(NHSH)*

where S;;(f) = (xi( f)x;"( f)) is the cross-spectrum, * is the com-
plex conjugate, () is the expectation value, and x;(f), xj(f) are
the complex Fourier transforms of %;(t), X;(t).

With n = 59 scalp channels available, there are @ = 1711
possible ImCoh values, since C is antisymmetric with vanish-
ing diagonal. ImCoh was calculated separately for each subject,
recording session, and channel pair combination. The 15 min
EEG time series was partitioned into overlapping (50%) segments
with a window length of 2 s, which resulted in a frequency resolu-
tion of 0.5 Hz. ImCoh values for each of the four frequency bands
(three alpha sub-bands and beta band) were calculated by aver-
aging the ImCoh of the respective frequencies. For each channel
pair, changes of ImCoh between pre- and post-session were tested
for significance using Student’s t-tests. In order to allow appropri-
ate use of a parametric statistical test, Fisher’s Z-transformation
was used to normalize the distribution of ImCoh data (see
Nolte et al., 2004 for details on the transformation of complex
coherency). After transformation normality of the distribution
was confirmed by an Anderson—Darling test.

Ci(f) =

CORRECTION FOR MULTIPLE COMPARISONS
The large number of tested channel pairs increases the proba-
bility that one or more null hypotheses are mistakenly rejected,
also known as the family-wise error rate (FWER). Thus, a correc-
tion for multiple comparisons is needed before a statement with
respect to statistical significance can be made. Due to the possible
redundancy between neighboring channels, a classical Bonferroni
correction is a too conservative approach. An established alterna-
tive is the false discovery rate (FDR), which is a less conservative
and more powerful method for controlling the FWER (Benjamini
and Hochberg, 1995).

FDR calculates the expected proportion of false positives
(type I error) among all significant hypotheses Hj...Hy,.
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Their corresponding P-values P; ... P, are sorted in increasing
order and for a given threshold « the largest P(7) such that P(i) <
#a, is identified. Then all hypotheses H; ...H; are rejected.
Here, we used the generalized Benjamini—-Hochberg—Yekutieli
procedure which controls the FDR under arbitrary dependence

assumptions by using P(i) < ma and thus is guaranteed to
=1

be accurate for any test dependency structure, i.e., even if the tests
are positively or negatively correlated (Benjamini and Yekutieli,
2001).

RESULTS

EEG—IDENTIFICATION OF SENSORIMOTOR COMPONENTS

We aimed to investigate the impact of high-frequency RSS on
resting state functional connectivity in the sensorimotor sys-
tem. As a first step we used ICA to identify EEG components
in each subject that reflect sensorimotor activity (somato-ICs),
including the response to the RSS (for definition of criteria see
Materials and Methods section “EEG—pre-processing”). Figure 1
shows the properties of a somato-IC in a representative sub-
ject. The distribution of the component’s weights shows a clear
sensorimotor topography (Figure 1A). Its resting state frequency
spectrum exhibits distinct peaks in the alpha and beta frequency
bands, which reflect the ongoing rolandic rhythms (Figure 1C).

The component shows both an evoked and an induced response
to the RSS (Figures 1B and D).

In seven subjects we could not identify any somato-IC. Neither
did they show any somatosensory features (SEP, ERD, spectral
alpha peak) in channel space. In fact all subjects that showed an
EEG response to the RSS in channel space yielded at least one
somato-IC. There might be several reasons why these subjects did
not respond to stimulation, at least in terms of a measurable EEG
response. The stimulation amplitude was set to 50% above per-
ception threshold, which was determined in an iterative manner
via the subjects’ feedback. It is conceivable that in some cases, the
amplitude of the stimulation might have been too low to induce
any EEG response (and also any perceptual learning). Another
possibility is a malfunction of the stimulation device. Since we
could not exclude technical failure or a bad setting of the stim-
ulation amplitude we excluded these subjects. Importantly the
exclusion was based on the absence of their EEG response, not
on the basis of their behavioral results. Nevertheless, these sub-
jects did not show any behavioral improvement (mean + SD
two-point-discrimination threshold changes of the right stimu-
lated IF were —1.03 & 7.27%, p < 0.8125, Wilcoxon-Signed Rank
test).

The final subject group was still large enough to per-
form proper group analyses and statistics (26 subjects, 3 male,
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FIGURE 1 | Properties of a somato-IC reflecting sensorimotor activity in a
representative subject. (A) Scalp map projection of IC weights (dots display
channel locations, color-coding as in panel B, but unitless). The projection
shows a lateralized somatosensory topography with a peak contralateral to
the stimulation site. (B) Time-frequency image showing ERSP which is the
relative change in event-related power at different frequencies, time-locked to
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the high-frequency RSS which starts at time point zero and is sustained for
one second. Note the pronounced ERD in the alpha and beta frequency band
during stimulation. (C) Mean log power spectrum with distinct peaks in the
alpha and beta frequency band. Individual alpha frequency la f indicated as
dotted lines, lower/upper alpha bands relative to laf are indicated as dark/light
gray areas. (D) Corresponding time-locked average SEP.

Frontiers in Human Neuroscience

www.frontiersin.org

May 2012 | Volume 6 | Article 144 | 4



Freyer et al.

Stimulation changes resting-state connectivity

26.1 £ 4.0 years). All remaining subjects exhibited a clear alpha
peak in the resting state spectrum of their primary somato-IC.
The group mean (£SD) peak frequency in the alpha band was
9.9 +1.35Hz.

Prior to further analysis, ICs representing eye movement, scalp
muscle artifacts, and movement artifacts were removed from the
data. The mean + SD number of ICs removed from data was
2.19 £ 0.89, which corresponds to 3.7 £ 1.5% of the total 59 ICs
per subject. Although the total number of discarded ICs limits
the maximum number of independent coherencies, the removal
of these non-physiological and non-neuronal ICs increases the
overall sensitivity for coherencies based on neuronal processes.

EEG—FUNCTIONAL CONNECTIVITY CHANGES

To assess the impact of RSS on resting state functional con-
nectivity, we analyzed ImCoh before and after the RSS pro-
cedure. Figure2 shows an overview of the frequency-resolved
(1-40 Hz, resolution 0.5Hz) statistical dispersion of ImCoh-
spectra. Depicted are the standard deviations (SD) across all
subjects and all channel pairs for pre- and post-sessions and for

the difference spectra post-pre indicating the change between
the two sessions. Before calculating the SD, spectra of all sub-
jects were shifted so that their alpha peak frequencies coincide
at 10Hz (e.g., if a subject exhibits an alpha peak frequency of
11.5Hz, the spectrum is shifted 1.5Hz to the left). This visu-
alization corresponds to the band-specific analyses, which we
performed based on individual peak frequencies (Klimesch, 1996;
Klimesch et al., 2006). The original alpha peak frequencies of
all subjects are indicated in Figure 2A as black dots. The most
pronounced change of ImCoh is clearly visible in the alpha
frequency band (8-12Hz). A first hint to the location of the
alpha ImCoh change is given when looking at the SD of ImCoh
spectra of channel pairs in specific regions-of-interest (ROIs).
A separate display for frontal, central, and occipital channels
reveals that the main effect originates from central channels,
with maximal changes in the alpha and beta frequency bands
(Figure 2D). This fits to the sensory modality of the RSS stim-
ulation, since the sensorimotor system is known to exhibit oscil-
latory activity in these bands (Kuhlman, 1978; Pfurtscheller, 1981,
2006).
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FIGURE 2 | Statistical dispersion of InCoh-spectra for (A) pre- and
(B) post-sessions and for (C, D) difference spectra post-pre,
indicating the change between the two sessions. (A-C) Standard
deviations (SD) across all subjects and all scalp channels. Before
calculating the SD, spectra of all subjects were shifted so that their alpha
peak frequencies coincide at 10 Hz. Original alpha peak frequencies of all
subjects are indicated as dots in panel A. (D) SD of ImCoh difference

spectra from panel C, but separately for three sub-groups of channels,
indicated in the head plot (magenta: frontal, yellow: central, cyan:
occipital). Since ImCoh is antisymmectric (im (Cjj(f)) = —im(Cji(f))) only
the upper off-diagonal elements of the imaginary part of the coherency
matrix are shown. Normality of distributions was confirmed by
Anderson-Darling tests, allowing the use of SD as a measure of statistical
dispersion.
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Please note that Figure 2 is purely illustrative and does not
allow for any statistical interpretation. Therefore next, we ana-
lyzed which of the changes of ImCoh between pre- and post-
sessions were statistically significant. Given the sensory modality
of the applied RSS, we focused on the ongoing oscillatory activ-
ity in the alpha (8-12 Hz) and beta (13-29 Hz) frequency bands.
Also, given the known distinct functional roles of different alpha
sub-bands (Klimesch and Doppelmayr, 1997; Pfurtscheller et al.,
2000; Klimesch et al., 2003; Sadaghiani et al., 2010), we addi-
tionally defined three alpha sub-bands (peak, lower and upper
band), which were determined in each subject according to their
individual peak frequencies (see Materials and Methods section
for details). Of all analyzed frequency bands, we found the max-
imum connectivity change in the upper alpha frequency band.
Figure 3 shows the group results for this band. A pronounced
change of ImCoh can be seen over central cortical areas con-
tralateral to the somatosensory stimulation. This change is highly
significant (Figures 3B and C). Figure 3D shows significant chan-
nel pairs after FDR-correction for multiple comparisons, which
were: C1-C3, C1-C5, C1-CP5, CP1-CP3, CP1-CP5, CP3—-Cl,
FC1-FT7. In the other analyzed alpha and beta frequency bands,
we also found significant changes of ImCoh, but they were

only marginal and after FDR-correction for multiple compar-
isons confined to isolated single channel pairs (lower alpha band:
no significant changes, peak alpha band: C1-C3, beta band:
FC3-TP7).

Although our data allows only limited claims regarding the
exact cortical source of the change in resting state functional
connectivity, they indicate that the main change is possibly related
to activity in the sensorimotor cortex. First, the peak of change is
located over central electrodes contralateral to the somatosensory
stimulation site, indicating that the change in functional connec-
tivity is produced by the repetitive somatosensory stimulation.
Secondly, the main change in functional connectivity is reflected
in a change of ImCoh in the alpha band, which, due to the loca-
tion, most certainly corresponds to mu-rhythm activity, which
is the dominant resting state rhythm of the sensorimotor sys-
tem. The observed connectivity changes exhibited a predominant
medio-lateral orientation and are distributed over frontopari-
etal sensorimotor cortex (Figure 3E). According to Koessler et al.
(2009), who estimated the cranio-cerebral correlations between
surface EEG channel positions and the underlying cortical fis-
sures, our main effect reflects connectivity changes between pre-
central gyrus and postcentral/inferior parietal gyrus (channel C1

A ImCoh

FIGURE 3 | Change of resting state functional connectivity after
high-frequency RSS. (A) ImCoh difference between pre- and post-session
(before and after RSS). Dots: Channel relative to which ImCoh is shown.
(B) Corresponding p-values indicating statistically significant changes of
ImCoh. A cluster of significant connectivity changes is located over
contralateral central areas. (C) Different visualization of data shown in
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panel B. Dots indicate channel locations, lines indicate channel pairs with
statistically significant ImCoh changes (color coding as in panel B). (D) Same
as panel C, but only significant ImCoh changes after FDR-correction for
multiple comparisons. (E) Outline of typical locations of cortex gyri and sulci,
indicating that the main change of ImCoh is located over pre- and post-central
cortical areas.
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to channels C3, C5, Cpl), and within postcentral/inferior parietal
gyrus (channel CP1 to CP3, CP5).

INCREASED TACTILE ACUITY AFTER RSS

RSS led to a significant reduction of the 2PD threshold (post-
hoc difference post-pre = —0.24mm, p < 4.67 x 107°, paired
Student’s t-test) for the stimulated right IE, while threshold of
the left control IF remained unchanged (difference post-pre =
—0.0058 mm, p < 0.906). These results are closely in line with
earlier studies using the identical stimulation protocol as used in
our current study (Godde et al., 2000; Pleger et al., 2001; Dinse
et al., 2003). While 2PD data was measured here to ensure stim-
ulation efficacy and for further analysis in the context of another
study, we do not believe it is an effective test for changes in func-
tional connectivity between distant brain regions, and hence did
not further analyze behavioral data in the scope of this study.
We plan to follow up on the link between functional connectiv-
ity changes and behavior by testing e.g., sensorimotor integration
by means of motor tasks (Smith et al., 2009).

DISCUSSION

We investigated the impact of a specific form of intermittent high-
frequency RSS on the network characteristics of the brain. In
particular, we analyzed resting-state functional connectivity and
found effects within sensorimotor areas which are known to be
relevant for sensorimotor processing and integration (Diamond
et al., 2008; Aronoff et al., 2010; Mao et al., 2011). The here-used
RSS paradigm is known to evoke Hebbian-like learning processes
and as a consequence causes both an improvement in tactile
acuity (Godde et al., 2000) and a cortical reorganization of the
somatosensory representational maps (Pleger et al., 2001, 2003;
Dinse et al., 2003).

Similar improvements in tactile discrimination as well as in
cortical representation can be induced by repetitive transcranial
magnetic stimulation (rTMS). The approaches of RSS and of
rTMS share a common conceptual idea: to adapt stimulation
protocols typically used in studies of synaptic plasticity at a cel-
lular level in order to alter perception and behavior in human
individuals. Crucial to this approach is the observation that
changes induced in this way are bidirectional depending on stim-
ulation frequency. Both low frequency repetitive stimulation as
well as low frequency rTMS have been shown to reduce corti-
cal excitability in parallel to impairment of behavior. In contrast,
high-frequency, intermittent stimulation enhances excitability,
which is associated with improvement of performance (Siebner
and Rothwell, 2003; Ragert et al., 2004; Tegenthoff et al., 2005;
Reis et al., 2008; Dinse, 2011). What makes exposure-based learn-
ing different to rTMS is the fact that in contrast to rTMS, the
use of sensory stimuli employs the natural sensory pathway to
reach a particular cortical area, and that this allows application
of highly specific stimulus features such as orientation or lumi-
nance, which has been shown to induce specific learning effects
for those features (Beste et al., 2011), an option not possible for
rTMS.

Please note that we referred to the effects of passive stimula-
tion as “learning processes.” The rationale for this is based on
previous studies showing that the effects of repetitive stimulation

depend on NMDA-receptor activation (Dinse et al., 2003), thus
demonstrating that the effects of passive stimulation are mediated
by very basic mechanisms underlying synaptic plasticity, and on
empirical findings showing facilitation of intracortical excitabil-
ity (Hoffken et al., 2007). We therefore argue that the effects of
passive stimulation are based on modifications of synaptic effi-
cacy and transmission, both fundamental principles underlying
“learning”. In a more general view, learning is defined as the
acquisition of new knowledge, behaviors, skills, values, prefer-
ences or understanding, and may involve synthesizing different
types of information. Apparently, the term “learning” is rather
broadly defined. Given such a broad definition, in our view the
outcome of persistent improvement observed following passive
stimulation qualifies as learning.

High-frequency RSS was previously proposed as therapeutic
approach to treat the decline and loss of sensory abilities (Kalisch
et al., 2008, 2010; Smith et al., 2009). Additionally, high fre-
quency RSS has been shown to improve sensorimotor abilities
such as haptic and fine motor performance in elderly subjects
(Kalisch et al., 2008, 2010). It has, therefore, successfully been
applied in stroke patients to improve motor test results and to
stabilize motor training effects over a longer time course (Smith
et al., 2009). These data implicate that a purely passive sensory
repetitive stimulation protocol has a pronounced impact on the
network characteristics of the sensorimotor system, and point to
the importance of sensory input and sensorimotor integration for
the outcome of motor-training rehabilitation paradigms. Here,
we provide neurophysiological evidence supporting these recent
behavioral results. We show that high-frequency RSS not only
changes sensory function and evoked activity in somatosensory
areas (Pleger et al., 2001, 2003; Dinse et al., 2003), but also signif-
icantly affects resting-state functional connectivity between brain
areas engaged in sensorimotor integration processes.

As a means of assessing functional connectivity, we examined
coherency changes of ongoing oscillatory activity in human EEG.
Although the approach of using ImCoh as a measure of functional
connectivity is fairly new (Nolte et al., 2004), it has been applied
in a wide variety of studies of different clinical and neuroscientific
context (Guggisberg et al., 2008; Cole et al., 2010; Hinkley et al.,
2010, 2011; Gonzalez et al., 2011; Martino et al., 2011; Nicolas
et al., 2011; Sander et al., 2011).

Our results show that a brief application of RSS alters func-
tional connectivity of the sensorimotor system. Connectivity
changes had a mainly medio-lateral orientation, which princi-
pally is in line with earlier findings indicating a change of the
center of gravity of somatosensory-evoked activity in medio-
lateral direction in EEG and fMRI data (Pleger et al., 2001,
2003). In contrast to those previous results, however, the here-
reported changes of functional connectivity were present during
the resting state, i.e., in the absence of any explicit sensorimo-
tor stimuli and are distributed over EEG channels which are
located over pre- and post-central cortex (Koessler et al., 2009)—
suggesting an involvement of not only sensory but also motor
areas.

Hence, the here reported connectivity changes might be
related to the findings by Smith et al. (2009) and Kalisch et al.
(2008, 2010), who observed enhanced sensorimotor integration,
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enhanced information transfer, and enhanced learning after RSS.
Furthermore, our findings might not only be related to these
studies on stroke rehabilitation and physiological aging, but pos-
sibly apply to a variety of pathologies associated with sensory loss
and motor function impairment.

The observed effect is based on changes in oscillatory cou-
pling of ongoing EEG rhythms, with the main finding being in
the upper alpha band (~10-12 Hz). The alpha rhythm is one of
the most prominent oscillatory hallmarks of the resting human
brain. The amplitude of alpha-band oscillations exhibits tempo-
ral correlations and spatial coherency, over long-range distances
(Nunez et al., 2001; Freyer et al., 2009a, 2011), which makes them
eligible for the investigation of the brain’s network characteristics.
The most prominent alpha rhythm is related to the visual system
and plays a strong functional role in the processing of visual stim-
uli (Makeig et al., 2002; Kirschfeld, 2005; Hanslmayr et al., 2007;
Becker et al., 2008, 2011; Ritter and Becker, 2009; Scheeringa
et al., 2011). However, the changes in functional connectivity in
the present study relates to alpha activity that is distinct from
the “classic” occipital alpha rhythm, which dominates the EEG
when the subject is at rest with eyes closed. In the present case,
the subjects had their eyes open, which leads to a strong attenu-
ation of the occipital alpha rhythm. As can be seen in Figure 2D,
alpha band ImCoh changes in occipital electrodes were much less
pronounced than in central electrodes. In fact, the change in the
alpha band is not stronger than in any other of the investigated
frequencies indicating that it does not exceed noise level. Given
the clear peak in central channels and the modality of the stimu-
lus, the present finding most likely reflects the alpha band activity
of the sensorimotor system, i.e., the mu-rhythm (Gastaut, 1952;
Kuhlman, 1978).

Evidence for a functional role of the mu-rhythm is plenty.
For example, intermediate amplitudes of the rhythm facilitate
somatosensory stimulus perception in near-threshold stimula-
tion conditions (Linkenkaer-Hansen et al., 2004). Pre-stimulus
mu-rhythm amplitude predicts detection of a target stimulus
against stronger masking stimuli (Schubert et al., 2009). The
rhythm is also involved in higher cognitive processes, as indi-
cated by studies showing a modulation of the mu-rhythm by
attention (Jones et al., 2010; Anderson and Ding, 2011) and by
the numerous application of mu-rhythm-based brain computer
interfaces (Blankertz et al., 2007; Muller et al., 2008; Yuan and He,
2009; Pfurtscheller et al., 2010; Boulay et al., 2011). Combined
EEG-fMRI studies have shown the mu-rhythm to be nega-
tively correlated to the BOLD signal in primary somatosensory

and motor cortex (Ritter et al., 2009), indicating less net neu-
ronal activity, which is well in line with the recently proposed
theory that alpha band rhythms serve a “gating-by-inhibition”
(Klimesch et al., 2007; Jensen and Mazaheri, 2010). Finally, mu-
rhythm has been shown to exhibit a functional connection to
stimulus-induced brain signals in remote brain areas, thus pro-
viding evidence for long-range connectivity (Reinacher et al,
2009). But what might be the role of this rhythm in sensorimo-
tor integration? Here, we speculate that the observed RSS-induced
change in oscillatory coupling between distant sensorimotor areas
reflects enhanced effectiveness of neuronal information transfer
and sensorimotor integration, possibly via a modified feedback
loop between motor and sensory areas, which in turn lead to
the observed improvement of behavioral sensorimotor abilities.
In order to provide a more detailed account of the mechanisms
that link changes in oscillatory resting-state dynamics, altered
connectivity, and improved somatosensory capabilities, compre-
hensive approaches combining advanced multimodal empirical
data acquisition capable to also monitor ultrahigh frequency
activity (Ritter et al., 2008; Freyer et al., 2009b), spatiotempo-
ral nesting analysis (Schultze-Kraft et al., 2011), multivariate
approaches (McIntosh et al., 1996; Boonstra et al., 2007; Krishnan
etal.,2011), and computational modeling will be employed in the
future.

CONCLUSIONS

Here we provide evidence for the impact of passive sensory
stimulation on the resting state functional connectivity in the
human brain. We show that 30 min of RSS leads to significant
coherency changes of the ongoing mu-rhythm, the dominant
resting state rhythm of the sensorimotor system. These changes
might constitute a neurophysiological substrate for the previously
observed improvements in sensorimotor training in response to
RSS (Kalisch et al., 2008, 2010; Smith et al., 2009). Functional
connectivity measures provide tools for assessing network inter-
actions in the human brain, and may thus be used to study efficacy
of different sensory and motor training paradigms.
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