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Abstract

In recent years, dilute quantum degenerate gases interacting through the long-range and anisotropic

dipole-dipole interaction have attracted much attention. At first, magnetic dipolar effects have been

unambiguously demonstrated in atomic Bose-Einstein condensates of 52Cr, 87Rb, and 7Li. In addi-

tion, further fascinating possibilities have been recently opened, as fermionic 40K87Rb molecules with

an electric dipole moment of about 0.5 Debye were brought close to quantum degeneracy by using

stimulated Raman adiabatic passage to efficiently convert these heteronuclear molecules into their

rovibrational ground state. Due to a large electric dipole moment, the dipole-dipole interaction be-

tween such molecules might be up to 10, 000 times larger than in magnetic atomic systems. In this

thesis we theoretically investigate the static and the dynamic properties of polarized dipolar quantum

gases at zero temperature. The first part deals with dipolar Bose-Einstein condensates, while the

second part is dedicated to dipolar Fermi gases in the non-superfluid phase.

Concerning dipolar condensates, we calculate beyond-mean-field corrections to the physical quanti-

ties of interest for both homogeneous and harmonically trapped systems by working out the Bogoliubov-

de Gennes theory. In the homogeneous case, we determine the Bogoliubov amplitudes and use them to

evaluate the condensate ground-state energy beyond the mean-field approximation, the condensate de-

pletion due to interactions, and the corresponding Lee-Huang-Yang correction to the equation of state.

The corrected chemical potential is, then, used to obtain the Beliaev term for the sound velocity. In

the trapped condensate, we derive the Bogoliubov excitation spectrum analytically within the local

density approximation. By calculating the beyond-mean-field correction to the ground-state energy,

we determine the corresponding equations of motion for the Thomas-Fermi radii of the condensate. In

equilibrium, we obtain from these equations the quantum correction to the mean-field Thomas-Fermi

radii. In addition, we also discuss the influence of quantum fluctuations on the mean-field stability

diagram. Since dynamic properties constitute a key diagnostic tool for ultracold gases, we also con-

sider the quantum corrections to the low-lying oscillation frequencies as well as to the time-of-flight

expansion of the condensate. Due to the interplay between the dipolar interaction and the condensate

geometry, we find that the influence of quantum fluctuations is strongly affected by the trap aspect

ratio so that future experiments should be able to detect them.

In order to investigate the physical properties of dipolar Fermi gases in a harmonic trap, we derive

a variational time-dependent Hartree-Fock theory within the Wigner representation. We focus on the

hydrodynamic regime, where collisions assure the equilibrium locally. This is appropriate for strong

interactions. After deriving the equations of motion for the Thomas-Fermi radii in phase space, we first

explore their static solutions and discuss the aspect ratios in both real and momentum space as well

as the stability diagram. In the case where the polarization direction coincides with one of the trap

axis, we find that the momentum distribution remains cylindrical, even for a triaxial trap. Afterwards,

we study the hydrodynamic excitations. Thereby, we show that the corresponding oscillations in

momentum space are anisotropic due to the presence of the dipole-dipole interaction. Finally, we

study the time-of-flight dynamics and find that the real-space aspect ratios are inverted during the

expansion, while the one in momentum space becomes asymptotically unity. All these results could be

particularly useful for future experiments with strong dipolar fermionic molecules deep in the quantum

degenerate regime.
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Kurzzusammenfassung

In den letzten Jahren erregten verdünnte Quantengase mit der anisotropen und langreichweitigen

Dipol-Dipol Wechselwirkung viel Aufmerksamkeit. Zunächst wurden dipolare Effekte bei atomaren

Bose-Einstein Kondensaten aus 52Cr, 87Rb und 7Li nachgewiesen. Ein weiterer Fortschritt wurde

vor kurzem dadurch erzielt, dass fermionische 40K87Rb Moleküle mit einem Dipolmoment von etwa

0.5 Debye in die Nähe der Quantenentartung gebracht wurden. Dies gelang durch Einsatz von der

sogenannten STIRAP-Methode (Stimulated Raman Adiabatic Passage), um solche Molekülen in den

Rotations- und Vibrationsgrundzustand zu bringen. Wegen des hohen Dipolmomentes kann die Dipol-

Dipol-Wechselwirkung zwischen heteronuklearen Molekülen bis zu 10.000 Mal stärker als in magnetis-

chen Systemen sein. In dieser Arbeit werden die statischen und dynamischen Eigenschaften polar-

isierter dipolarer Quantengase am absoluten Temperaturnullpunkt theoretisch untersucht. Der erste

Teil behandelt dipolare Bose-Einstein-Kondensate, während der zweite Teil dipolaren Fermi-Gasen in

der nichtsuperfluiden Phase gewidmet ist.

Bei dipolaren Kondensaten untersuchen wir sowohl das homogene als auch das in einer harmonis-

chen Falle gefangene Bose-Gas im Rahmen der Bogoliubov-de Gennes Theorie. Dabei berechnen wir

die Quantenkorrekturen der physikalisch interessierenden Größen, die über die Molekularfeldtheorie

hinausgehen. Im homogenen Fall bestimmen wir die Bogoliubov-Amplituden und gewinnen aus diesen

die Grundzustandsenergie des Kondensates jenseits der Molekularfeldtheorie, die durch die Wechsel-

wirkung entstehende Entleerung des Kondensates, und die entsprechende Lee-Huang-Yang-Korrektur

zur Zustandsgleichung. Danach erhalten wir aus dem korrigiertem chemischem Potenzial den Beliaev-

Term der Schallgeschwindigkeit. Für das harmonisch gefangene Kondensat leiten wir das Bogoliubov-

Anregungsspektrum im Rahmen der lokalen Dichte-Näherung analytisch her. Durch die Berechnung

der Quantenkorrekturen zur Grundzustandsenergie bestimmen wir die Bewegungsgleichungen für die

Thomas-Fermi-Radien des Kondensates. Aus den entsprechenden Gleichgewichtslösungen bestimmen

wir dann die Thomas-Fermi-Radien jenseits der Molekularfeldtheorie. Außerdem diskutieren wir den

Einfluß der Quantenfluktuationen auf das Stabilitätsdiagramm. Weil dynamische Eigenschaften ein

wichtiges experimentelles Hilfsmittel darstellen, Quantensysteme zu charakterisieren, untersuchen wir

auch die niederenergetischen Anregungen sowie die Flugzeit-Expansion. Dabei ergibt sich, dass die

von der dipolaren Wechselwirkung erzeugten Quantenfluktuationen so stark vom Verhältnis der Fall-

enfrequenzen abhängen, dass sie in künftigen Experimenten beobachtbar sein müßten.

Als nächstes behandeln wir die polarisierten dipolaren Fermi Gase in einer allgemeinen tri-axialen

harmonischen Falle. Um die physikalischen Eigenschaften solcher Systemen zu untersuchen, leiten wir

als erstes ein zeitabhängiges Hartree-Fock-Variationsverfahren her. Dabei beschränken wir uns auf das

hydrodynamische Regime, bei dem häufige Stöße zu einem lokalen Gleichgewicht führen. Nachdem wir

die Bewegungsgleichungen für die Thomas-Fermi-Radien im Phasenraum hergeleitet haben, betrachten

wir zuerst deren statische Lösungen und diskutieren dabei das Längenverhältnis sowohl im Orts- als

auch im Impulsraum sowie das Stabilitätsdiagramm. Für den Fall, dass die Dipolmomente parallel

zu einer der drei Achsen der Falle orientiert sind, ergibt sich, dass die Impulsverteilung auch dann

zylindersymmetrisch ist, wenn die harmonische Falle keine Symmetrie aufweist. Danach untersuchen

wir die hydrodynamischen Anregungen des Gases und finden dabei, dass die entsprechenden Oszilla-

tionen im Impulsraum wegen der Dipol-Dipol-Wechselwirkung anisotrop sind. Zum Schluß studieren

4



wir die Flugzeit-Dynamik. Es stellt sich heraus, dass die Längenverhältnisse im Ortsraum im Laufe

der Expansion invertiert werden, während das im Impulsraum asymptotisch gegen eins strebt. All

diese Resultate könnten für künftige Experimente mit stark dipolaren fermionischen Molekülen tief im

quantenentarteten Regime nützlich sein.
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1 Introduction

This chapter provides a broad overview on the physics of ultracold quantum gases. Here, we will

discuss in an approximate chronological order the main experimental and theoretical advances which

laid the ground for the emergence of the research field of cold atoms and molecules. Starting from the

experimental discoveries, which triggered some of the major developments in physics in the last 100

years, we present a historical account containing the concepts and advances introduced in the context

in which they were involved. Special attention is given to the achievements in the scientific research

of bosonic and fermionic gases featuring the long-range and anisotropic dipole-dipole interaction.

1.1 Low-Temperature Physics

Low-temperature phenomena have enchanted many generations of physicists and its history involves

some of the greatest minds of the last century. As its very beginning, one could possibly refer to the

discovery of superconductivity in solid mercury by Heike Kammerlingh Onnes in 1911 [1], only three

years after he had started to perform experiments with cooled helium. For this discovery, Onnes was

awarded the 1913-Nobel Prize in physics, one of the many that the low-temperature physics community

would receive in the following decades.

The next marking event would be the prediction by A. Einstein in 1924 of the phenomenon that is

now known as Bose-Einstein condensation [2]. Satyendra Nath Bose was a talented Indian physicist

who discovered that identical quantum particles are actually indistinguishable, as opposed to classical

objects, which have distinguishable trajectories. This was the missing part of the puzzle which provided

a clean derivation of Planck’s formula of black body radiation. Bose wrote a paper containing this

derivation and sent it to Einstein [3]. Recognizing its importance, Einstein translated Bose’s paper

into German and had it published in the prestigious Zeitschrift für Physik [4]. Shortly after that, by

generalizing Bose’s reasoning to the case of a gas of non-interacting massive particles, Einstein realized

that there should be a critical temperature Tc, under which the number of particles in the one-particle

ground state should become of the order of the total number of particles N [2]. At first, not many

people took this idea seriously and this phenomenon was regarded as a pathology exhibited by the

non-interacting Bose gas.

The physics community remained skeptical with respect to Bose-Einstein condensation as a phe-

nomenon which could ever be realized in the real world of interacting particles. This initially well-

spread viewpoint started to faint in 1937 with the discovery of the lambda transition for superfluidity

in 4He at T = 2.17 K by P. Kapitza [5], J. F. Allen, and D. Misener [6]. Immediately after that,

F. London put forward the hypothesis that superfluidity in liquid helium should "be regarded as the

condensation phenomenon of Bose-Einstein statistics, distorted, of course, by the presence of molecular

forces..." [7]. London’s hypothesis had support, for example, from the fact that the critical temperature
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1 Introduction

for Bose-Einstein condensation for a non-interacting gas of helium atoms is TC = 3.13 K, remarkably

close to the actual lambda-transition temperature. In addition, the fermionic isotope, 3He, did not

seem to show the same phenomenon. Nonetheless, it should be remarked that the highly successful

Landau theory of helium did not mention the word condensation and that Laszlo Tisza’s phenomeno-

logical two-fluid model, equally well tested and confirmed by experiments on transport properties of

helium, did not seem to need such an assumption, although it is mentioned as a possible microscopic

model [8].

Even though other theoreticians pushed further the consequences of London’s hypothesis, such as R.

P. Feynman [9] and T. Matsubara [10], it was not until 1956 that a common criterion for Bose-Einstein

condensation was formulated [11]. In that work, O. Penrose and L. Onsager showed that the previous

theoretical approaches to Bose-Einstein condensation, including the famous paper by N. N. Bogoliubov

[12], are all closely related and possess the same underlying criterion for that phenomenon, formulated

in terms of the emergence of long-range order. In particular the paper by Bogoliubov became well

known and the ideas and methods contained there became the standard procedure in order to treat

beyond mean-field effects in Bose-Einstein condensates.

The next important contribution to the theoretical description of low-temperature phenomena is the

construction of the pseudo-potential for the Van der Waals forces in 1957 in two seminal papers by

K. Huang, and C. N. Yang [13] and T. D. Lee, Huang and Yang [14]. The pseudo-potential approach

had a significant simplification as the effective potential at low-temperatures is governed by a single

parameter: the s-wave scattering length as. Those authors calculated the interaction corrections to

the ground-state energy of homogeneous dilute Bose and Fermi gases. The impact of their work is still

large nowadays, where the theory has been applied, for example, to inhomogeneous Bose gases [15].

In the 1950’s a theory was devised which could explain superconductivity microscopically. The first

step in that direction was given by L. N. Cooper, who showed in 1956 that two electrons in the presence

of a filled Fermi sea will form a pair if the interaction between them is attractive, no matter how weak

the interaction might actually be [16]. Building on that observation, which is known as the Cooper

instability, J. Bardeen, Cooper himself, and J. R. Schrieffer derived the theory of superconductivity [17].

In the BCS theory, the superfluidity of the electrons has its origin in the Bose-Einstein condensation

of Cooper pairs. For that contribution, the three authors were awarded the Nobel prize in physics in

1972.

In 1961 L. Pitaevskii and E. P. Gross derived the most important equation for Bose-Einstein con-

densation, which was named after them. While it was initially used to investigate vortices in weakly

interacting Bose gases, the Gross-Pitaevskii equation has since then been applied to a quite broad

range of phenomena, specially after the experimental realization of Bose-Einstein condensation in di-

lute trapped gases, where the Gross-Pitaevskii theory is most successfully employed.

Following the course of history in this brief overview on low-temperature physics, it now becomes time

to turn our attention to a great experimental discovery dealing with fermionic particles: superfluidity

in the fermionic isotope of helium, i.e. 3He. In 1972, D. Osheroff and colleagues were performing

experiments on the melting curve of the fermionic helium and found that, at the temperature 2.7 mK,

the derivative of the pressure with respect to the temperature revealed a sudden change [18]. Further

evidence for the new phase was found shortly after by nuclear magnetic resonance measurements [19].
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1.2 Bose-Einstein Condensation in Trapped Gases

In the very same year, A. J. Leggett disclosed the BCS nature of the transition in superfluid 3He

[20]. For this discovery D. Lee, Osheroff, and R. C. Richardson were awarded the Nobel Prize for

physics in 1996 and Leggett received part of the Nobel Prize of 2003 for the corresponding theoretical

explanation.

Although low-temperature phenomena appeared to be abundant and rich in new physics, as we

have just seen, much was still to come which depended on the development of techniques capable of

allowing to reach even lower temperatures. One of these techniques is the laser cooling method, which

was developed in the 1980’s by the combined efforts of many physicists. Particularly remarkable are

the contributions of C. Cohen-Tannoudji, S. Chu, and W. D. Phillips, which were honored by the

Nobel Prize of the year 1997. The impact of this technique is hard to overestimate, since it allowed

for the first time to achieve temperatures in the µK range. In the same decade, a theoretical paper

appeared which was written by experimentalists of the Massaschusetts Institute of Technology (MIT).

They studied quantities such as the critical temperature for condensation and the condensate fraction

in the case of trapped ideal gases [21]. Besides the fact that these results were strikingly confirmed

by the experiments to come, the importance of that study lies on the guidance that it provided to the

following experimental investigations which were soon to be realized.

The race for Bose-Einstein condensation became more and more intense, pushed by many devel-

opments in related fields. An interesting detail to be considered here is that the internal degrees of

freedom play a decisive role in the cooling schemes, making the success of the cooling methods species

dependent. The race was finally won in 1995 by rubidium, condensed by C. Wieman and E. Cornell

at the University of Colorado at Boulder, and sodium, condensed by W. Ketterle at the MIT. The

experimental realization of the phenomenon of condensation, predicted 71 years before by Einstein, is

considered to be one of the greatest breakthroughs in physics of the last century. For their achievement,

Wieman, Cornell, and Ketterle were awarded the Nobel Prize for Physics of the year 2001.

In the last 15 years since the first achievement of Bose-Einstein condensation the field of atomic

and molecular physics (AMOP) has become a robust and fast growing branch of low-temperature

physics. Meanwhile, in addition to sodium [22] and rubidium [23], other elements in the first column

of the periodic table, i.e., hydrogen [24], lithium [25], potassium [26], and cesium [27], have been Bose-

condensed. The first two-electron atom to be Bose condensed was the rare-earth element ytterbium in

2003 [28], but recent developments have also made possible the condensation of alkaline earth metals

such as calcium [29] and strontium [30,31]. In addition, other elements of special interest due to their

large magnetic interactions have either been condensed, such as chromium [32], or are promisingly

close to it, as dysprosium [33]. We will consider these two elements in some detail, when we come to

introduce the reader to the dipolar subbranch of AMOP which is of direct interest to this thesis. In

this context, it is also important to remark that Bose-Einstein condensation has also been achieved in

metastable helium [34,35] and quasi-equilibrium magnon systems at room temperature [36].

1.2 Bose-Einstein Condensation in Trapped Gases

As predicted by Einstein, condensation corresponds to the accumulation of a macroscopic number of

particles in the one-particle ground state. This phenomenon is brought about by a peculiar charac-
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1 Introduction

teristic of bosonic particles: they tend to occupy states which are already occupied instead of empty

ones. It, therefore, reflects the quantum nature of the gas particles and is expected to play a crucial

role at low temperatures. By lowering the temperature, one eventually achieves TC , the critical tem-

perature for condensation, and a transition from a gas of bosonic particles to a new state of matter

occurs. This transition links, on the higher temperature side T > TC , a state in which the particles

have random velocities and positions according to their thermal distribution to another state, for lower

temperatures T < TC , in which also an aggregate of coherent particles is present. This aggregate

is called the condensate. The quantum coherence of the condensate implies, for example, that the

particles constituting it can by no means be individually distinguished. It is important to remark that

the condensate, being a macroscopically occupied single-particle state, offers a unique visual demon-

stration of quantum mechanics. In particular the concept of wave functions acquires a "new level of

reality", to quote a popular paper by the Ketterle group [37]. In the meantime, many experiments have

probed this character of Bose-Einstein condensates. Emblematic examples of such investigations are

double-well interferometry experiments [38] as well as the presence of vortices [39] and vortex lattices

in a rotating condensate [40].

The critical temperature for condensation in a gas of non-interacting particles can be estimated based

on the following reasoning. Condensation should appear when the quantum nature of the particles

becomes non-negligible. Consider a homogeneous system of volume V containing N bosons with mass

M . We are interested in the thermodynamic limit, i.e., in the regime for very large N and V such

that the ratio n = N/V , which represents the density of the particles, remains constant. Therefore,

we estimate the average distance between the particles to be n−1/3. In addition, for particles in an

ensemble at temperature T , we can assign to them a wave length measuring their quantum properties:

the thermal de-Broglie wave length λdB(T ) =
√

2π~2/MkBT , where ~ represents Planck’s constant

divided by 2π and kB the Boltzmann constant. We, then, expect quantum effects to be important

when these two lengths become comparable, i.e., the critical temperature should satisfy

nλ3
dB(TC) ≈ 1. (1.1)

Indeed, more sophisticated calculations lead to a critical temperature for condensation which is given

by the relation [3]

nλ3
dB(TC) = ζ(3/2) ≈ 2.612, (1.2)

where the Riemann zeta function ζ(x) is defined according to

ζ(x) =

∞
∑

k=1

k−x. (1.3)

Equation (1.2) implies that, in order to reach condensation, one has either to reach low temperatures

or high densities. However, a high density gas would suffer from many drawbacks which make conden-

sation under such circumstances unachievable. Three-body recombinations, for example, are a major

obstacle because it leads to chemical reactions and atom losses. In addition, at high densities the

ground states of most chemical elements is a solid rather than a gas. It could also be a liquid, as in

the case of helium, but no element is known to have a gaseous ground state at high densities. For
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1.2 Bose-Einstein Condensation in Trapped Gases

these reasons, preference was given for dilute, low-temperature samples in order to reach Bose-Einstein

condensation.

The typical route followed by the atoms on their way to condensation starts at an atom beam oven,

from which they are emitted at temperatures of several hundred Kelvins. Then they go through a

Zeeman slower, where laser cooling combined with applied inhomogeneous magnetic fields allow for

reducing the temperature down to the few-Kelvin range. In the Zeeman slower, a counterpropagating

radio-frequency laser beam imparts momentum to the atoms slowing them down in the propagation

direction. Since the absorbed photons are reemitted spontaneously in a random direction, the net effect

is that of cooling the atoms. As the velocities are lowered, the laser frequency no longer corresponds

to that of the atomic transition due to the Doppler effect. Therefore, an inhomogeneous magnetic field

is applied along the slower and uses the Zeeman effect to compensate the Doppler shift. At this point,

the atoms come into a magnetic trap where further cooling by other optical methods bring the sample

to temperatures of about 100 mK.

Magnetic trapping of neutral atoms relies on the Zeeman effect and can be roughly explained as

follows. In an inhomogeneous magnetic field, the atoms "feel" a spatially varying potential, which can

be used to confine them. Depending on whether the magnetic moment of the atom in a given Zeeman

substate is positive or negative, atoms in that state are forced to occupy regions of high or low magnetic

field, respectively. These states are, therefore, called high- and low-field seeking states. According to

a general theorem [41], which is a partial analogon to the Earnshaw’s theorem for electric fields [42],

no configuration can lead to a local maximum in a magnetic field in a current-free region. Thus, the

trap must be implemented by configurations which lead to a local minimum, and only low-field seeking

states can be trapped.

It is also possible to trap neutral atoms purely by optical means. This has the advantage of allowing

for studies of the Zeeman substates, as these traps cannot distinguish them [43]. Indeed, since the

seminal experimental studies of the Ketterle group realizing an optical confinement for the first time

[44] and the paper by T.-L. Ho deriving the low-energy Hamiltonian of cold atomic systems in an

optical trap [45], spinor quantum gases have become an important subbranch in cold-atoms physics

(see, e.g., the Nature News and Views by N. Bigelow [46]). To name just two major achievements

made possible by optical traps, we mention the realization of a multi-component condensate of sodium

atoms with the total spin F = 2 [47] and the observation of itinerant magnetism in fermionic 6Li-atoms

[48]. In this thesis, we will work on bosonic and fermionic quantum systems with their spin degree of

freedom completely frozen out, i.e., with a single Zeeman substate present. Therefore, we restrict the

discussion to magnetic traps. Furthermore, we will consider harmonic trapping potentials of the form

Utrap(x) =
M

2

(

ω2
xx

2 + ω2
yy

2 + ω2
zz

2
)

, (1.4)

where ωi are trapping frequencies in the i-direction. At this point, it is convenient to introduce the

trap aspect ratios

λx =
ωz

ωx
, λy =

ωz

ωy
. (1.5)

In case of cylinder symmetric traps, i.e., for ωx = ωy, one has λx = λy = λ. Moreover, let us also

15



1 Introduction

Figure 1.1: Observation of Bose-Einstein condensation through absorption imaging from the MIT-
group [37]. After a few milliseconds of time-of-flight expansion, the cloud is illuminated
by resonant light and its shadow is recorded in a CCD-camera. The absorption is shown
as a function of two spatial directions (1mm × 1mm). The left-hand side picture shows a
sample cooled just above the critical temperature for condensation and one sees the broad
Gaussian distribution. The middle picture was taken at temperatures just below the critical
temperature. It is possible to identify clearly the presence of a peak in the distribution in
addition to the Gaussian cloud. The peak representing the condensate appears essentially
alone in the picture of the right-hand side.

define for future reference the geometric average of the trap frequencies

ω = (ωxωyωz)
1/3. (1.6)

For the densities which can be obtained in usual experimental setups without significant losses

from the trap due to three-body encounters, the temperature range reached through laser cooling is

still prohibitively large for Bose-Einstein condensation. The decisive step is the so called evaporative

cooling, which addresses the most energetic atoms in the sample and throws them out of the trap,

thereby lowering considerably the temperature of the remaining atoms [49]. The evaporative cooling

process meant here has little to do with the liquid helium experiments performed at the beginning of the

experimental studies in low-temperature physics, where a mechanical pump was used to evaporatively

cool the helium samples. This is not what happens here, because such a pump would completely

evacuate the condensate away. For cold atomic systems, evaporative cooling is performed by applying

a radio-frequency pulse at the frequency of the Zeeman shift for flipping the spins of the atoms. This

transfers the atoms from low- to high-field seeking states and, thus, removes them from the trap. This

step leads to the appearance of the condensate, as demonstrated in Fig. 1.1: after evaporative cooling,

the system becomes a bimodal distribution where a Gaussian cloud contains the thermal atoms and

a peak distribution suddenly shows up representing the condensate. Further evaporative cooling with

lower frequencies eventually removes the thermal component leaving the condensate alone.

The onset of Bose-Einstein condensation has also consequences for the expanded cloud after release

from the trap. The non-condensate, thermal component of the system has an isotropic momentum

distribution. As a result of this spherical symmetry, the cloud becomes spherical after a large expansion

time. For the condensate, on the other hand, the aspect ratio at large times approaches the inverse
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1.2 Bose-Einstein Condensation in Trapped Gases

aspect ratio of the trap, due to the fact that the condensate momentum distribution is broader in the

direction of tighter trapping and vice-versa, due to the Heisenberg uncertainty relation. Therefore,

after release from the trap, the acceleration is larger in the direction in which the cloud was more

strongly squeezed.

We have restricted the discussion until now on non-interacting Bose-Einstein condensates, because

they essentially represent the first realized condensates. It is now time to introduce the effects of

interactions and we will focus on the topics of interest for what we shall describe later as our own work.

Interactions change considerably both the density profile and the dynamical properties of Bose-Einstein

condensates. We consider at first condensates interacting through the isotropic and short-range contact

interaction. In the course of this thesis, we shall have more to say about the mathematical description

of the contact interaction. For the moment, it suffices to know that, at the low temperatures of

interest, the interaction can be characterized by a single parameter, the s-wave scattering length as,

which we assume to be positive. Then, the s-wave scattering length as can be interpreted as the radius

of the particles. For a large number of particles the interaction energy becomes the dominating energy

contribution and the zero-point energy can be neglected. This is the Thomas-Fermi approximation,

which turns out to be fullfilled for the majority of current experiments. The first consequence of the

interaction mean-field energy is that, since the interaction is repulsive, it tends to spread the condensate

over larger regions and this effectively weakens the trap confinement. In the Thomas-Fermi regime,

the condensate acquires well-defined borders in the three directions of space, known as Thomas-Fermi

radii, and the condensate aspect ratios turn out to be the inverse of the trap aspect ratio (1.5).

An important tool to characterize interacting condensates is displayed by the collective oscillations.

Indeed, already for helium, where the low-lying excitations possess a phonon-nature, they played a

crucial role in determining its superfluid properties [50]. For trapped quantum gases, the excitations

are characterized according to their energy and angular momentum, rather than according to linear

momentum (see Section 2.4.). The analysis of the collective modes also offers a possibility to study

interactions, since the frequencies are affected by them [51]. Consider the case of a spherically sym-

metric trap, i.e., ωx = ωy = ωz = ω. In the absence of interactions the oscillations behave according

to the harmonic oscillator model and their dispersion is given by

ΩHO (n, l) = ω (2n+ l) , (1.7)

where n and l are the principal and the angular momentum quantum numbers, respectively. In the

Thomas-Fermi limit of strong interactions and large number of particles, on the other hand, instead of

the harmonic oscillator behaviour discussed previously, the excitations for an interacting condensate

acquire a hydrodynamic nature and the dispersion relation reads [51]

ΩHD (n, l) = ω
(

2n2 + 2nl + 3n+ l
)1/2

, (1.8)

It is illustrative to compare in both regimes the so called surface modes, for which n = 0. While the

frequency of these modes is given by ΩHO (0, l) = ωl in the harmonic oscillator regime, the hydrody-

namic model predicts ΩHD(0, l) = ω
√
l, which is smaller for l 6= 1. The case of l = 1 corresponds

to the dipole mode and is of special interest. As is known from Kohn’s theorem [52], the frequency
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of the dipole mode is not affected by any two-particle interaction, since it corresponds to the motion

of the center of mass. In addition, it coincides with the trapping frequency, providing a mechanism

for calibrating the trap. In the hydrodynamic regime, the interaction is large and dominates over

the kinetic energy and this is the opposite of what happens in the harmonic oscillator model, where

interactions are negligible. For completeness, let us mention that, in order to study regimes between

these two limits for given modes, one can use the sum rules approach [51].

The differences from the harmonic oscillator regime to the hydrodynamic one also show up in the

time-of-flight analysis. Here the asymptotic aspect ratio is larger than unity, if the aspect ratio of the

condensate in the trap is smaller than one and vice-versa, but these two quantities turn out not to be

the inverse of each other anymore, as in the absence of interactions.

1.3 Degenerate Fermi Gases

After the realization of Bose-Einstein condensation in dilute quantum gases, the attention of the

scientific community turned to fermionic gases since they exhibit obvious analogies with ordinary

condensed matter systems. Unlike their bosonic counterpartners, fermionic atoms are not allowed to

scatter into occupied states due to the Pauli exclusion principle. As the temperature is lowered and the

states inside the Fermi sea are gradually occupied, the efficiency of the previously mentioned cooling

processes is dramatically reduced. This constitutes a major challenge in obtaining quantum degenerate

Fermi gases.

In order to increase the thermalization of fermionic gases, one can include more than one Zeeman

substate in the trap. In addition, the evaporative cooling has to be performed in such a way as to

maintain the balance between the populations of both substates. This was achieved by B. deMarco and

D. Jin at JILA in 1999 [53]. They applied an evaporative cooling strategy which selectively removes

atoms from both states called forced evaporative cooling to bring N = 7×105 40K atoms to about half

the corresponding Fermi temperature. The quantum nature of the sample became evident through

clear deviations from classical values of quantities such as the internal energy and the particle density

as functions of temperature, which were in agreement with the predictions for a degenerate Fermi gas.

The next major step in the investigation of Fermi gases was the implementation of Feshbach res-

onances as a mean to control interactions in these systems. We will discuss Feshbach resonances in

some detail in the context of the BCS-BEC crossover. For the moment, it suffices to know that they

are a unique knob for controlling the interactions in ultracold quantum gases, which was initially im-

plemented in a 40K-gas in JILA [54] and subsequently in a 6Li gas at the MIT [55]. As an immediate

consequence the first unambiguous observation of a strongly interacting Fermi gas followed in which

collisional hydrodynamics through the time-of-flight technique could be detected [56]. Collisional hy-

drodynamics had been predicted to be present even at zero-temperature Fermi gases as a consequence

of the effect of the stretching of the Fermi sphere [57]. The importance of that prediction lies at

the heart of the quest for fermionic superfluidity. Indeed, in a Bose-Einstein condensate, hydrody-

namic behaviour had been used as a criterion for condensation itself, as the normal gas is collisionless.

Therefore, it was an important point to define the role played by collisions in the Fermi case.

All these developments pointed to a single goal: to achieve superfluidity in fermionic quantum
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Figure 1.2: a) Schematic interaction potentials versus the interparticle distance r for the open (red)
and closed (blue) channel. b) Schematic representation of the s-wave scattering length as

as a function of the applied magnetic field B−B0 near a Feshbach resonance described by
Eq. (1.9).

gases. This milestone of atomic physics still had to wait a while but a further step was given with

the achievement of Bose-Einstein condensation in molecules composed of two fermionic atoms. The

experimental groups from JILA [58], Innsbruck [59], and MIT [60] managed to produce molecules

out of potassium (JILA) and lithium (Innsbruck and MIT). The JILA experiment was particularly

impressive because, unlike the other two experiments, in which the molecules were produced during

the forced evaporative cooling process, it started from a highly degenerate quantum gas with two

Zeeman substates present at the trap and tuned the interactions in such a way to form weakly bound

condensed molecules. This was completely different from Bose-Einstein condensation of bosonic atoms.

Indeed, these also possess fermionic constituents but they are so tightly linked that the fermionic nature

is lost and they can be considered as point-like bosonic particles in contrast to weakly bound molecules.

At this point of the narrative it is just impossible not to think about Cooper pairs in the BCS theory

of superconductivity. In the famous and quite successful microscopic BCS theory, superconductivity

arises as a consequence of the condensation of Cooper pairs, which are loosely bound pairs of electrons.

Indeed, superfluidity of loose Cooper pairs, on the one hand, and Bose-Einstein condensation of tightly

bound molecules, on the other hand, are the two extremes of one and the same physical phenomenon

called BEC-BCS crossover [61–65], which can be experimentally accessed in cold atomic systems by

means of a so called Feshbach resonance. Let us briefly discuss how this can be done. Consider

the inter-particle potential as a function of the relative distance r, as depicted in Fig. 1.2a). If the

potential is independent of the atomic internal degrees of freedom, an incoming low-energetic particle

will approach the well in the potential with enough energy to be scattered back by the barrier at r = 0

and nothing interesting happens. This is usually referred to as the open scattering channel. If, on the

other hand, the inter-particle potential does depend on the internal degrees of freedom and provides

a coupling between different sub-states due to the hyperfine interaction, for example, atoms colliding

in the open channel might be scattered into a bound state of the closed channel, from which they

do not have enough energy to escape. A Feshbach resonance occurs when the asymptotic energy of

the open channel is equal to the energy of a bound state of the closed channel. In the case of the

hyperfine interaction, one can tune the energy difference between these states with the help of an

external magnetic field, thereby varying the s-wave scattering length.

Detailed scattering theory calculations [66–68] show that for a Feshbach resonance taking place at
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the value B0 of the magnetic field B, the scattering length is given by

as = abg

(

1 − ∆B

B −B0

)

, (1.9)

where abg denotes the background value of the s-wave scattering length and ∆B represents the width

of the resonance.

Consider the s-wave scattering length as as a function of the applied magnetic field B − B0, as

measured from the resonant value B0, for a negative background value, as shown in Fig. 1.2b). For

large magnetic fields the scattering length is negative and its absolute value is small. Therefore, this

regime of weakly interacting attractive fermions is called the BCS regime. Despite the absence of

a bound-state, superfluidity occurs due to the formation of Cooper pairs. As the magnetic field is

reduced towards the resonance, the attraction between the particles becomes larger and the pairs

become smaller. Passing through the resonance, the interaction becomes repulsive and, at the same

time, loose molecules are formed in the bound state of the closed channel. These molecules, known

as Feshbach molecules, can form a Bose-Einstein condensate and are responsible for superfluidity at

that side of the resonance. Reducing the magnetic field further, the size of the molecules decreases and

eventually reaches the BEC-regime of repulsively interacting Bose-condensed point-particles.

The characterization of the BCS-BEC crossover was a far-reaching achievement but the question of

superfluidity remained unanswered until 2005 when it was unmistakably observed in a gas fermionic

lithium atoms by the MIT group [69]. The characterization of superfluidity in that system was striking:

by using a laser beam to rotate the sample around its own axis with varying angular velocity the

formation of the Abrikosov lattice of vortices was observed on both the BEC- and the BCS-side of the

Feshbach resonance.

1.4 Quantum Fluctuations in Trapped Gases

The role of quantum fluctuations in ultracold systems has been experimentally investigated in dif-

ferent contexts [70,71], but we will restrict ourselves to discussing the case of trapped Bose-Einstein

condensates and degenerate Fermi gases.

The stage was first set for studying of quantum fluctuations in dilute quantum gases, or, put in

another way, the very concept of quantum fluctuations in the modern form was introduced in the

seminal paper by Bogoliubov presenting a quantum field theoretical approach in terms of a canonical

transformation of the Bose fields to describe weakly interaction Bose gases [12]. In that work, the

quantum fields were split into a mean-field contribution plus a quantum fluctuation around the mean

field, the latter being considered as small. Shortly afterwards, S. T. Beliaev introduced a Greens

function approach [72] and extended Bogolioubovs theory to include the quadratic fluctuations as

corrections, thereby deriving the quantum corrected sound velocity [73].

In trapped quantum gases the investigations of quantum fluctuations were triggered by the obtention

of Bose-Einstein condensation and focused on the spatial dependence of the condensate depletion [74]

and on the shift of the low-lying excitation frequencies [15,75]. In particular, the work of Pitaevskii

and Stringari [15] argued that the low-lying excitation frequencies would have much better perspectives
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in typical experimental setups to provide signatures of quantum fluctuations than measurements of

the condensate depletion. They found that the frequency correction would amount to as much as 1%,

being, therefore, possible to resolve from usual experimental errors in frequency measurements, which

in some experiments were not larger than 0.4% [76].

The measurement of the quantum corrected oscillation frequencies as suggested in Ref. [15] seemed

to be quite realistic, as interaction tunability by means of a Feshbach resonance was implemented in
85Rb-samples [77]. Indeed, in that system, the shift of the collective excitations were expected to be

about 10%. However, these measurements in atomic alkali never took place, mainly due to the fact

that these condensates are short lived at large values of the s-wave scattering length as. Nonetheless,

the results of Refs. [15,75] were supported by Monte-Carlo simulations [78] and the corresponding

measurements of the breathing mode in the BEC side of a Feshbach resonance [79].

1.5 Dipolar Quantum Gases

The experimental realization of Bose-Einstein condensation in dilute quantum gases triggered further

developments in cold-atoms physics besides those related to the realization of quantum degeneracy in

Fermi gases. Attracted by the possibility of studying the long-range and anisotropic dipole-dipole inter-

action in a controlled way, many theorists dedicated themselves to develop the appropriate framework

for investigating dipolar systems and set the stage for the experimental studies which would follow. In

this section, we will give a broad overview on the properties and techniques involved in the study of

dipolar quantum gases focusing on the experimental realizations. For detailed information, we refer to

recent review articles [80–82].

Let us start the description of dipolar quantum gases by commenting on the construction of the

corresponding pseudo-potential by L. You and coworkers [83–86]. Assuming that the van der Waals

forces between the atoms can be approximated at low energies by and effective contact interaction, the

interaction potential in the presence of a dc-field takes the form

V(x) = gδ(x) + Vdd(x), (1.10)

where the strength of the contact interaction reads

g =
4π~

2as

M
(1.11)

and the second term in Eq. (1.10) is given by

Vdd(x) =
Cdd

4π|x|3
(

1 − 3 cos2 θ
)

. (1.12)

Here the constant Cdd is related to the atomic electric polarizability and θ is the angle between the

direction of polarization and the relative position of the dipoles. Due to the anisotropy in the dipolar

interaction potential (1.12), dipolar quantum gases tend to be stretched along the polarization direction,

since this leads to a lower interaction energy. This effect is depicted in Fig. 1.3 which was produced

by the group of T. Pfau in order to illustrate their results on a 52Cr condensate [87]. Nonetheless, the
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Figure 1.3: Schematic representation of the effect observed on Bose-Einstein condensates due to the
anisotropy of the dipole-dipole interaction. From top to bottom the relative importance
of the long-range and anisotropic dipole-dipole interaction is increased with respect to the
isotropic and short-range contact interaction. The resulting condensate elongation along
the polarization direction of the dipoles, represented by the sizes of the spheres relative to
the arrows, is shown in the corresponding experimental images. The picture was obtained
from the homepage of research group of T. Pfau [87], which contains a brief explanation of
their experimental results obtained with 52Cr-atoms [89].

same reasoning remains valid for fermionic dipoles. Soon after that, the first study involving magnetic

dipoles appeared [88].

For definiteness, we will not stick to the notations and particular considerations of the many authors

involved but will, instead, adopt a notation which became later on more or less standard. Therefore,

troughout this thesis, the dipole-dipole interaction of magnetic origin, i.e., for particles with magnetic

dipoles m, is characterized by Cdd = µ0m
2, with µ0 being the magnetic permeability in vacuum.

Magnetic moments are expressed in units of the Bohr magneton µB. In the case of electric dipole

moments, the interaction strength is Cdd = 4πd2, with the electric dipole moment d being expressed

in the unit of Debye.

As a result of a sophisticate multi-channel scattering theory, the s-wave scattering length becomes a

function of the dipolar interaction strength and the interaction potential (1.10) can be written as

Vint(x) =
4π~

2as(Cdd)

M
δ(x) + Vdd(x). (1.13)

Thus, in general, the dependence of the s-wave scattering length on the dipole moment has to be taken

into account. This is particularly important if an external electric field is used to modify the dipole

moment close to a shape resonance [86]. Away from these resonances the s-wave scattering length

can be approximately considered as independent of the dipolar interaction strength Cdd. Since it is

not possible to single out the contribution of the Van der Waals forces from that of the dipole-dipole

interaction in experiments, we will leave in this thesis the separation implicit and refer to the s-wave

scattering length as as the length occurring in the coefficient of the delta distribution function in the

interaction potential.

22



1.5 Dipolar Quantum Gases

It is useful to define the relative interaction strength for single-component quantum gases according

to

ǫbdd =
Cdd

3g
, (1.14)

in the case of bosonic dipoles and, correspondingly

ǫfdd =
Cdd

4π

(

M3ω

~5

)
1
2

N
1
6 , (1.15)

for fermionic dipoles, where the geometric averaged trap frequency ω is defined in Eq. (1.6).

The main difference between the two definitions lies in the Pauli exclusion principle. While Bose

gases are allowed to collide in the s-wave scattering channel, this is forbidden for fermions. Furthermore,

while bosons can accumulate in the one-particle ground-state, fermions can only occupy empty energy

levels. As a result, in the case of particles with frozen spin at low temperatures, bosonic gases are

stabilized by a repulsive contact interaction and fermionic ones by the Fermi pressure. This explains

why ǫfdd in Eq. (1.15) depends on both the mean trapping frequency ω and the particle number N .

In the next subsections we will outline the experimental and the theoretical situation concerning

both bosonic and fermionic systems where the dipole-dipole interaction is important.

1.5.1 Dipolar Bose-Einstein Condensates

Let us start the discussion about dipolar condensates by stating what this expression means. In

this thesis, we will call a dipolar condensate all Bose-Einstein condensates in which the dipole-dipole

interaction plays a measurable role. To date, the condensate where the dipole-dipole interaction is

most important is the one of Chromium 52Cr, which possesses a magnetic dipole moment of six Bohr

magnetons µB and was first realized by the Pfau group in Stuttgart back in 2005 [32]. In the mean-

time, condensation of chromium has also been achieved by the group of O. Gorceix in Paris [90]. The

Paris group also investigates the fermionic isotope 53Cr which they were able to trap simultaneously

with the bosonic one [91].

Following the construction of the pseudo-potential for the dipolar quantum gases, other studies

were performed that considered Bose-Einstein condensation in dipolar systems. Either by solving the

Gross-Pitaevskii equation numerically [88] or by considering a Gaussian trial wave function [85,92,93],

static and dynamic properties of dipolar condensates were investigated. Among these investigations,

the exhibition of a roton in the excitation spectrum of a dipolar condensate is a remarkable property

because of the link to the physics of helium [94,95].

A major development in the theoretical description of dipolar condensates was achieved by C. Eber-

lein and coworkers in 2003, who proved that the exact density profile of a dipolar condensate in the

Thomas-Fermi regime remains parabolic, as in the contact case, but is stretched by the presence of

the dipole-dipole interaction along the polarization direction. These authors used the exact static

Thomas-Fermi solution of the Gross-Pitaevskii equation [96] to investigate the hydrodynamic excita-

tions in these systems [97].

The first observable signature of the dipole-dipole interaction was obtained in 52Cr using the time-of-

flight technique in a well suited trap configuration [98]. Indeed, due to the anisotropy of the interaction

23



1 Introduction

the condensate aspect ratio as a function of time after release from the trap behaves differently de-

pending on whether the dipoles are aligned along or perpendicular to the trap symmetry axis. By

exploring this feature, the Stuttgart group was able to characterize the presence of the dipole-dipole

interaction unambiguously in chromium samples away from Feshbach resonances, where the relative

interaction strength (1.14) takes the value ǫbdd = 0.16. The measurement of this small effect was just

the first of a series of far-reaching experiments in 52Cr.

The relative importance of the dipole-dipole interaction can be enhanced by using a Feshbach res-

onance to tune the s-wave scattering length to smaller values, thereby enhancing ǫbdd according to

Eq. (1.14) [99]. This was the crucial step which made many important studies of dipolar interactions

in chromium possible. For example, this technique allowed for exploring the stability diagram in the

λ − ǫbdd-plane [100], where a purely dipolar condensate was stabilized, as well as the observation of a

strongly dipolar condensate [89], in which the characteristic inversion of the aspect ratio in the course

of time was suppressed.

The most astonishing experiment on the dipolar nature of chromium was the observation of the

d-wave Bose-nova [101,102]. By using a Feshbach resonance to tune the contact interaction, which is

the source of stabilization against the attractive part of the dipole-dipole interaction, below a critical

limit, the famous Bose-nova experiment in 7Li by C. A. Sackett et al. [103] could be reedited, this time

featuring an explosion with d-wave character. The experiment also exhibited remarkable agreement

with simulations of the Gross-Pitaevskii equation once an additional term was included, which takes

into account three-body losses.

As a matter of fact, the control of interactions in atomic system has achieved such a high level

of precision that the dipolar effects were shown to exist even in gases of alkali atoms, which possess

m = 1µB. Indeed, a helical spin structure in a 87Rb condensate with total spin F = 1 has been shown

to decay in favor of spontaneous spin textures due to the presence of the dipole-dipole interaction [104].

Furthermore, tuning the s-wave scattering length in 7Li also provides evidence for the anisotropy of

the dipole-dipole interaction as it affects the geometry of the sample [105].

1.5.2 Dipolar Degenerate Fermi Gases

The experimental developments in dipolar Bose-Einstein condensates triggered much theoretical effort

in understanding and exploring the properties of dipolar Fermi gases. The first theoretical study of

dipolar Fermi gases dates back to 2001 and considered a semiclassical theory of normal fermionic

dipoles [106]. This was shortly afterwards applied to the investigation of hydrodynamic excitations

in that system [107]. To this end a Gaussian ansatz for the particle density was considered under

the assumption that the momentum distribution is isotropic. The next step was the consideration

of anisotropic pairing in polarized dipolar gases in both homogeneous [108] and harmonically trapped

samples [109]. In addition, a few other remarkable predictions have been made for trapped dipolar gases

such as fractional quantum Hall states [110] and Wigner crystallization in rotating two-dimensional

systems [111].

The initial investigations of dipolar Fermi gases had overseen an important point: the fact that the

momentum distribution of a Fermi gas is deformed by the presence of the dipole-dipole interaction. This

was only recently clarified by H. Pu and coworkers [112]. Since then, many theoretical investigations
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have followed, which took this effect into account. Concerning homogeneous gases, the Kosterlitz-

Thouless phase transition [113] and the existence of nematic phases [114,115] have been considered.

Moreover, Fermi liquid theoretical studies have been carried out [116,117] and the existence of density

wave ordering has been investigated in two-dimensional systems [118].

From the experimental point of view there are different possibilities of realizing dipolar Fermi gases.

One of them is to use atoms which have large permanent magnetic dipole moments m, such as the

isotope 53Cr of chromium, which has already been magneto-optically trapped [91]. In addition, recent

developments in laser cooling of the isotope 66Dy of dysprosium, which has a magnetic dipole moment

of the order m ∼ 10 µB, promises to increase the variety of highly magnetic atomic gases in the

quantum degenerate regime [33]. A few other elements could be used to investigate magnetic dipolar

interactions such as ytterbium and erbium. The former has been brought to quantum degeneracy and

possesses a metastable state with a magnetic moment of m = 3 µB while the latter element has a

dipole moment of m = 7 µB and has been recently magneto-optically trapped [119].

A further exciting possibility is displayed by samples of heteronuclear polar molecules because they

possess large electric dipole moments. For them, prospects for collisional control through applied elec-

tric fields [120] indicate that dipolar gases could be explored all the way from the weak- (collisionless) to

the strong-interaction (hydrodynamic) regime, since this may lead to interaction strengths changing by

orders of magnitude depending on the applied electric field [121]. This is in close analogy to the use of

Feshbach resonances to tune the contact interaction to unitarity as has been carried out with success to

observe hydrodynamic behavior in the normal phase of atomic Fermi gases [122]. Experimentally this

is very promising and, recently, 4×104 fermionic 40K87Rb molecules with an electric dipole moment of

about 0.5 Debye have been brought close to quantum degeneracy by using stimulated Raman adiabatic

passage (STIRAP) to efficiently convert the molecules into the rovibrational ground state [123]. After

that, further progress towards probing quantum degeneracy has been made by bringing this system into

the hyperfine ground state as well [124]. Later on, 40K87Rb-samples at the temperature T = 1.4 TF,

where TF is the Fermi temperature, have become available, where thermodynamic measurements led

to the observation of the anisotropy which is the characteristic feature of the dipole-dipole interaction

[125]. Further studies of this molecular system close to quantum degeneracy have made it possible

to measure the momentum and spatial distribution by direct absorption imaging combined with the

time-of-flight technique [126].

As we have seen, quantum degenerate heteronuclear polar molecules possess strong dipolar interac-

tions which might lead to a collisional regime combined with an anisotropic momentum distribution.

For this reason, we have recently developed a complete theory for normal dipolar Fermi gases in the

hydrodynamic regime in the presence of a cylinder-symmetric harmonic trap [127]. A subsequent ex-

tension of our theory to the general case of a triaxial trap was carried out in Ref. [128], which allowed to

study important aspects of the physics of dipolar Fermi gases such as the radial quadrupole excitation

as well as to sort out the different anisotropic effects of the dipole-dipole interaction.
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1.6 This Thesis

The present thesis deals with the physical properties of quantum degenerate gases - both bosonic and

fermionic - interacting through the anisotropic and long-range dipole-dipole potential. In order to

increase clarity in the exposition of the topics, this thesis is divided into two parts. Part I is dedicated

to dipolar Bose-Einstein condensates while Part II is devoted to dipolar Fermi gases.

In Chapter 2 we present the basic techniques involving the study of Bose-Einstein condensed gases

in a general and concise form. Starting from the definition of Bose-Einstein condensation and follow-

ing the Bogoliubov prescription, we investigate both the Gross-Pitaevskii mean-field theory and the

first corrections due to quantum fluctuations. We show that the mean-field description of a conden-

sate is carried out through the analysis of the Gross-Pitaevskii equation, from which we develop the

corresponding hydrodynamic equations. To investigate the quantum fluctuations, we generalize the

Bogoliubov-de Gennes approach to include non-local interactions and devise explicit expressions for

the physical quantities of interest such as the ground-state energy and the spectrum of excitations. In

the following three chapters we explicitly apply this theory to investigate Bose-Einstein condensates

including the effects of the dipole-dipole interaction.

The physical properties of homogeneous dipolar Bose-Einstein condensates are considered in detail

in Chapter 3. Despite the fact that homogeneous quantum gases are not available experimentally,

analyzing them is quite often of great help for understanding the properties of their trapped coun-

terpart. In the present case, the Bogoliubov theory of homogeneous condensates with pure contact

interaction is extended to dipolar condensates. With the help of a Bogoliubov transformation, we

derive analytical expressions for the physical quantities of interest such as the condensate depletion

as well as the ground-state energy. In addition, having calculated the equation of state beyond the

mean-field approximation, we apply the hydrodynamic theory in order to obtain the Beliaev correction

to the speed of sound.

The properties of harmonically trapped dipolar Bose-Einstein condensates is the main object of

investigation of the first part of this thesis. For this reason, their discussion is presented in two chapters

so that Chapter 4 contains the mean-field description of trapped dipolar condensates, where we revisit

the problem once solved through the effort of many authors by using our own original approach.

Chapter 5, on the other hand, contains original results concerning beyond mean-field corrections to

the properties of dipolar Bose-Einstein condensates, which are being prepared for publication [129].

In the beginning of Chapter 4, an original proof is provided for the exact result that the Thomas-

Fermi density profile of a dipolar condensate remains an inverted parabola as in the case of pure contact

interaction. We then use this result as an input of a time-dependent variational approach which is able

to deal adequately with the mean-field physics of the system, thereby using the Thomas-Fermi radii as

variational parameters. This procedure is the starting point for investigating the static as well as the

dynamic properties of the system by means of the corresponding equations of motion for the Thomas-

Fermi radii. Then, we are able to study in detail quantities such as the equilibrium values of the

Thomas-Fermi radii and the stability diagram. In addition, we also consider the low-lying oscillations

and the time-of-flight dynamics of the system.

In Chapter 5, we specialize the Bogoliubov-de Gennes formalism to the case of a harmonically

trapped dipolar condensate. As the Bogoliubov-de Gennes equations are very hard to solve due to
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the non-locality of the dipole-dipole interaction, we resort to the local density approximation for the

exchange interaction between the condensate and the excited particles. In this way we are able to

derive analytical expressions for the condensate depletion and for the ground-state energy. The latter

expression, in turn, allows us to derive the quantum corrected equations of motion with which the effects

of quantum fluctuations in trapped dipolar Bose-Einstein condensates are investigated. Thereby, we

identify the anisotropy of the dipole-dipole interaction as a key feature, which allows to switch from

regimes where quantum fluctuations play no role into other regimes where quantum corrections cannot

be neglected, by changing the trap aspect ratio. This offers a unique way to tune the effects of quantum

fluctuations in cold atomic systems.

We present, in Chapter 6, the Hartree-Fock theory of strongly interacting normal Fermi gases.

Starting from the quantum field theoretical approach to fermionic gases in the Hartree-Fock approxi-

mation, we derive the equations of motion for the creation and annihilation fields. Subsequently, we

combine them to obtain the equation governing the time-evolution of the one-body density matrix, from

which we derive the hydrodynamic equations for a Fermi gas by means of the center-of-mass expan-

sion. By switching to the Wigner representation, we show that the classical limit of the Hartree-Fock

equation is the Boltzmann-Vlasov equation without collision term and discuss general scaling solutions

of that equation. In order to derive a variational approach for the dipolar Fermi gas in the collisional

regime, we show that the hydrodynamic equations can be derived from an action principle in terms of

one-particle orbitals together with the assumption that the phases of all these orbitals coincide. We

then adapt this variational approach to the Wigner representation, where it can be implemented most

directly.

In Chapter 7, we treat one-component fermionic dipolar quantum gases semi-analytically by as-

suming that the gas is in the hydrodynamic regime. By applying the variational time-dependent

Hartree-Fock method, we obtain a complete description of strongly interacting normal dipolar Fermi

gases which encompasses their static as well as dynamic properties. At first, we write down the action

governing the dynamics of the system in the case of three different trapping frequencies and extremize it

with respect to the widths in spatial and momentum distributions, obtaining, thus, the corresponding

equations of motion. Having the Thomas-Fermi radii and momenta for the non-interacting degenerate

Fermi gas as the units measuring theses quantities in the dipolar gas, we obtain dimensionless vari-

ables which make the physical interpretation of the results more enlightening. Then, we derive the

equilibrium properties such as the momentum and real-space aspect ratios as functions of the dipolar

strength and the trap anisotropies. We also investigate the low-lying oscillations around the equilib-

rium, where we show that the dipole-dipole interaction gives rise to anisotropic momentum oscillations.

Following that, we address the time-of-flight dynamics and discuss the large-time asymptotic values of

the momentum and the spatial aspect ratios.

The thesis is concluded in Chapter 8, where an overview on the discussed topics is presented

which includes a detailed account of the achieved results in both dipolar Bose-Einstein condensates

and dipolar degenerate Fermi gases.
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Part I

Dipolar Bose Gases
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2 Theoretical Description of Bose-Einstein

Condensation

In this chapter, we will present the fundamental concepts and theoretical methods involved in the

physical description of Bose-Einstein condensates. Starting from the very definition of Bose-Einstein

condensation, we will present the field-theoretical formulation of the problem. At first, we will inves-

tigate the mean-field approximation through the Gross-Pitaevskii theory. Subsequently, will describe

how to take into account the contribution of quantum fluctuations within the Bogoliubov-de Gennes

theory, which includes the inhomogeneity due to trapping potential. This chapter settles down the

basic formalism to be applied in the first part of this thesis, which is dedicated to bosonic dipoles.

For this reason, the theoretical considerations presented here will have a general character in the sense

that they apply to different types of interaction and trapping potentials. In the following chapters, we

will, therefore, continuously refer to the results derived here.

2.1 Definition of Bose-Einstein Condensation: Long-range Order

We start the discussion of Bose-Einstein condensation by considering a system with N bosonic particles.

The particles are supposed to be distributed statistically over the one-particle states of an arbitrary

Hamiltonian. We denote these states with an index ν and order them according to the values of their

energies εν so that the ground-state energy is ~ω0. At temperature T , the average occupation number

for each single-particle state in the grand-canonical ensemble is, according to statistical mechanics,

given by the Bose-Einstein distribution

nν =
1

e(εν−µ)/(kBT ) − 1
, (2.1)

where µ represents the chemical potential, which is used to fix the number of particles, and kB represents

the Boltzmann constant.

From the physical point of view, only a positive average number nν makes sense, thus, imposing

the constraint εν − µ ≥ 0. It is then clearly seen that, if µ is allowed to equal the energy εν of a

given single-particle state, the average population of that state diverges and becomes comparable to

the total particle number. This can only happen in the ground-state, otherwise some states would

acquire a negative occupation number. This macroscopic occupation of the ground-state is precisely

the definition of Bose-Einstein condensation.

We would like to remark that, depending on factors such as the existence of internal degrees of

freedom like spin or natural labels for the types of bosons such as the two wells of a double well potential,

more than one condensate might occur [130]. This phenomenon receives the name of fragmentation of
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condensates and will not be treated in this thesis.

In fact, for the one-component systems we are interested in, the chemical potential is obtained by

summing the number of particles over all states and requiring the sum to give the total particle number

N . In this way, one gets the chemical potential µ as a function of temperature. At high temperatures,

the particles are expected to be spread in many high energetic states. From Eq. (2.1), one obtains that

a chemical potential µ consistent with this picture for every energy εν should be large and negative.

But as the temperature is lowered, the particles will be distributed over the states in such a way that,

below a certain critical temperature TC, µ becomes equal to ~ω0 and Bose-condensation starts to occur.

The implications of the condensation over the whole system are astonishing. For example, the sample

becomes quantum coherent even in the long-range limit. To appreciate that, consider the one-body

density matrix, defined through

n(1)
(

x,x′) = 〈Ψ̂†(x)Ψ̂(x′)〉, (2.2)

where the symbol 〈•〉 denotes the grand-canonical average of the operator • constructed over many-

particle states. In addition, the quantum field operators Ψ̂†(x) and Ψ̂(x) create and annihilate one

particle at position x, respectively, and obey the bosonic commutation relations

[

Ψ̂(x), Ψ̂†(x′)
]

= δ(x − x′),
[

Ψ̂†(x), Ψ̂†(x′)
]

= 0,
[

Ψ̂(x), Ψ̂(x′)
]

= 0. (2.3)

In second quantized language, one can write the bosonic fields as

Ψ̂(x) =
∑

ν

âνφν(x), Ψ̂†(x) =
∑

ν

â†νφ
∗
ν(x), (2.4)

where {φν(x)} denotes a set of orthonormal one-body wave functions. For the one-body states labeled

by ν, the creation and annihilation operators âν and â†ν satisfy

[

âν , â
†
ν′

]

= δν,ν′ ,
[

â†ν , â
†
ν′

]

= 0, [âν , âν′ ] = 0. (2.5)

Due to the special role played by the ground state, it is illustrative to separate it in Eq. (2.5). By

doing so, one has

Ψ̂(x) = â0φ0(x) +
∑

ν

′
âνφν(x), (2.6)

where the prime after the summation sign indicates that the ground state should be excluded.

Now, the one-body density matrix (2.2) with Eq. (2.6) becomes

n(1)
(

x,x′) = 〈n0〉φ∗0(x)φ0(x
′) +

∑

ν

′
〈nν〉φ∗ν(x)φν(x′), (2.7)

where the average of the crossed terms vanishes. For the excited states ν 6= 0, the occupation numbers

〈nν〉 are of the order one. As a consequence, in the thermodynamic limit, the sum involved in the

second term becomes an integral which vanishes for a large value of |x−x′| due to the completeness of

the one-body orbitals. The first term, on the contrary, might stay finite provided the system is Bose
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condensed. In a homogeneous system with volume V , for example, one has

lim
|x−x′|→∞

n(1)
(

x,x′) =
N0

V
, (2.8)

where the condensate density

〈n0〉 = N0 (2.9)

does not vanish in the thermodynamic limit because it is of the order of the particle number N . In the

absence of the condensation, however, N0 is negligible. Thus, the one-body density matrix vanishes at

large distances

lim
|x−x′|→∞

n(1)
(

x,x′) = 0 (2.10)

and no long-range order is present.

In case of an inhomogeneous systems, the correlations do not extend all over to infinity but the one-

body density matrix remains finite in the presence of the condensate over a range which is determined

by the orbitals φ0(x).

2.2 Order Parameter and Bogoliubov Prescription

In the previous section we have seen that the one-body ground state plays a special role and, at

very low temperatures, carries most of the physical information about a Bose-condensed gas. This

led Bogoliubov to suggest that one could describe a weakly interacting Bose gas at low temperatures

through the following substitution

Ψ̂(x) = Ψ(x) + δψ̂(x), (2.11)

where Ψ(x) is a classical field and δψ̂(x) represents the contribution to the bosonic field coming from

quantum or thermal fluctuations.

The field Ψ(x) does not possess any operator character and behaves like a wave function for the

condensate. Above the critical temperature TC, it vanishes while it becomes nonzero if the temperature

is lower than TC. For this reason, Ψ(x) is called the order parameter of the phase transition from an

ordinary Bose gas to a condensate.

Referring to the expansion in Eq. (2.4) and the one-body density matrix (2.7), one can identify the

order parameter as

Ψ(x) =
√

N0φ0(x), (2.12)

which is normalized to contain N0 particles. In general, the interaction has the effect that the spacial

distribution of the order parameter has little to do with the one-particle ground-state wave function

of the non-interacting Hamiltonian and, therefore, we will work preferentially with the function Ψ(x).

Nonetheless, the picture of a wave function for the whole condensate remains valid.

We would like to remark that the Bogoliubov prescription Eq. (2.11) can also be expressed as the

substitution of the operators by numbers â0 →
√
N0 and â†0 →

√
N0. The error committed in doing

so is of the order of the commutator [â0, â
†
0] = 1. This is much smaller than the size of the average

values of these operators in the many-particle ground-state, that is of the order N , and can, therefore,
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be neglected.

The additional term in Eq. (2.11), given by

δψ̂(x) =
∑

ν

′
âνφν(x), (2.13)

is assumed to be small and takes fluctuations in the system into account. Of course, for higher

temperatures and stronger interactions the role of the fluctuations cannot be neglected and a significant

fraction of the system could be excited away from the condensate. Indeed, for strongly interacting

systems, such as liquid 4He, the condensate fraction amounts only to about 8% of the particles [11]. But,

in contrast to that, Bose-Einstein condensates realized to date have been mostly very well described

by the mean-field theory, which amounts to setting δψ̂(x) = 0. Indeed, for current condensates, the

demonstration of quantum fluctuation effects is an interesting task both from a theoretical and an

experimental point of view [15,77,131].

2.3 Gross-Pitaevskii Theory

In this section, we describe the mean-field theory of Bose-Einstein condensates. At zero temperature

and when the interaction is not too strong, one can consider the Bose gas to be governed by a single

wave function, which plays the role of an order parameter, as discussed above. These conditions seem,

at first, to be quite restrictive, but they apply to the condensates commonly produced in the labs

worldwide.

Let us remark that, since we are also interested in the dynamical aspects of the problem, we have

to take into account the Heisenberg picture with an explicitly time-dependent field operator Ψ̂(x, t)

and start the analysis by considering the second quantized Hamiltonian which can be divided into two

parts

Ĥ = Ĥ0 + Ĥint. (2.14)

The first part is the one-particle Hamiltonian, which reads

Ĥ0 =

∫

d3x Ψ̂†(x, t)

[

−~
2∇2

2M
+ Utrap(x)

]

Ψ̂(x, t). (2.15)

The subscript 0 stands for the fact the this Hamiltonian is free of interactions. In addition to the kinetic

energy operator −~
2∇2/2M , the Hamiltonian Ĥ0 includes also the effects of an external trapping

potential Utrap(x). The interaction Hamiltonian, in turn, is given by

Ĥint =
1

2

∫

d3x

∫

d3x′ Ψ̂†(x, t)Ψ̂†(x′, t)Vint

(

x − x′) Ψ̂(x′, t)Ψ̂(x, t) (2.16)

with a general interaction Vint (x) between two bosons with relative coordinate x. Due to the diluteness

of the ultracold quantum gases, three- and higher-particle interactions can be safely neglected.

The most significant interactions realized experimentally until now in Bose-Einstein condensates

are the short-range and isotropic contact interaction and the long-range and anisotropic dipole-dipole

interaction. For the former, a pseudo-potential has been constructed for low energies which reads
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[13,14]

Vδ(x) = gδ(x), (2.17)

with g = 4π~
2as/M . Indeed, the contact interaction works as an effective model for the more realistic

van der Waals potential. If the van der Waals potential is approximated by a hard sphere with

diameter as, Eq. (2.17) is the pseudo-potential which reproduces the true s-wave scattering length as

at low temperatures [13,14]. As for the dipolar interaction, a pseudo potential was constructed by Li

You and coworkers [83,85,86]. For magnetic dipole moments m, for example, the long-range part of

the dipolar pseudo-potential reads

Vdd(x) =
∑

i,j

µ0mimj

4π|x|3
[

δij −
3xixj

|x|2
]

. (2.18)

In this thesis, we will treat the dipolar interaction irrespective whether it is of magnetic or electric

nature. In addition, we will consider dipoles polarized along one of the trap symmetry axes, which we

assume to be along the z-direction, for definiteness. This corresponds, at present, to the most common

experimental situation. Thus, the dipolar interaction potential reads

Vdd(x) =
Cdd

4π|x|3
(

1 − 3
z2

|x|2
)

. (2.19)

For magnetic dipole moments m the dipole-dipole interaction is characterized by Cdd = µ0m
2, with

µ0 being the magnetic permeability in vacuum, whereas for electric dipole moments the interaction

strength is Cdd = 4πd2, with the electric dipole moment d expressed in units of Debye.

Here, we shall be interested in systems where both the contact and the dipolar interaction are

relevant. Therefore, the total interaction potential is given by

Vint(x) = Vδ(x) + Vdd(x). (2.20)

Having in mind the type of two-body interaction we will work with, let us consider the equations of

motion for the field operators, but still keep the interaction unspecified to make the notation succinct,

on the one hand, and to highlight the generality of the results, on the other hand. The motion of the

field operator Ψ̂(x, t) is governed by the Heisenberg equation

i~
∂

∂t
Ψ̂(x, t) =

[

Ψ̂(x, t), Ĥ
]

, (2.21)

which leads together with Eqs. (2.14)–(2.16) to

i~
∂

∂t
Ψ̂(x, t) =

[

−~
2∇2

2M
+ Utrap(x) +

∫

d3x′ Ψ̂†(x′, t)Vint

(

x− x′) Ψ̂(x′, t)

]

Ψ̂(x, t). (2.22)

At this point we return to the Bogoliubov prescription (2.11) and retain only the leading term in

that expression

Ψ̂(x, t) → Ψ(x, t), Ψ̂†(x, t) → Ψ∗(x, t). (2.23)
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Proceeding in this way, we obtain the equation of motion for the order parameter

i~
∂

∂t
Ψ(x, t) =

[

−~
2∇2

2M
+ Utrap(x) +

∫

d3x′ Ψ∗(x′, t)Vint

(

x− x′)Ψ(x′, t)

]

Ψ(x, t). (2.24)

This is the time-dependent Gross-Pitaevskii equation, which has become the main tool for theo-

retical studies of Bose-Einstein condensates. It was derived independently by E. P. Gross [132] and

L. P. Pitaevskii [133] in 1961 and was first used to investigate the presence of vortices in weakly

interacting Bose gases.

2.3.1 Gross-Pitaevskii Equation from an Action Principle

The Gross-Pitaevskii theory is a classical field theory for the order parameter Ψ(x, t). As such, it can

be derived from an action principle and it will turn out to be very instructive to do so. Indeed, as will

be shown in Chapter 4, it is sometimes easier to investigate the properties of the condensates at the

action level with the help of a suitable variational ansatz than to solve the Gross-Pitaevskii equation

itself.

To derive the equation of motion for the condensate wave function Ψ(x, t), consider the action

principle

δA[Ψ,Ψ∗] = 0, (2.25)

where the action A[Ψ,Ψ∗] takes the form

A[Ψ,Ψ∗] =

∫

d3x

t2
∫

t1

dtΨ∗(x, t)

[

i~
∂

∂t
−H(x, t)

]

Ψ(x, t). (2.26)

For practical purposes, it is useful to maintain the decomposition of the Hamiltonian H(x, t) according

to

H(x, t) = H0(x, t) +Hint(x, t). (2.27)

The first component in Eq. (2.27) includes the one-particle energies corresponding to the kinetic and

trapping energies and reads

H0(x, t) = −~
2∇2

2M
+ Utrap(x), (2.28)

while the two-particle interaction is given in the Hamiltonian

Hint(x, t) =
1

2

∫

d3x′ Vint(x− x′)|Ψ(x′, t)|2. (2.29)

The Gross-Pitaevskii equation (2.24) can now be derived by extremizing the classical action (2.26)

with respect to the complex conjugate of the order parameter Ψ∗(x, t) by considering the Hamilton

functions expressed through equations (2.27)–(2.29):

δA [Ψ,Ψ∗]
δΨ∗(x, t)

= 0. (2.30)

This equation is a very powerful tool for describing the statics and dynamics of weakly interacting
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Bose-Einstein condensates at zero temperature. In the following we will use it to derive general

conservation laws which apply for interacting trapped Bose-Einstein condensates and correspond to

superfluid hydrodynamics.

2.3.2 Time-independent Gross-Pitaevskii Theory

In order to study static properties of Bose-Einstein condensation such as the equilibrium density, for

example, one uses the time independent version of the Gross-Pitaevskii Eq. (2.24). To obtain this

equation, we insert into Eq. (2.24) the factorization ansatz

Ψ(x, t) = Ψ(x)e−iµt/~, (2.31)

where µ denotes the chemical potential. The justification for this comes from the spontaneous sym-

metry-breaking formalism of Bose-Einstein condensation. There, the order parameter is given by

Ψ(x, t) = 〈N |Ψ̂(x, t)|N + 1〉, (2.32)

with Ψ̂(x, t) being the annihilation operator in the Heisenberg picture. If one considers the states

involved in the average to evolve in time like eiE(N)t/~, where E(N) denotes the energy of a state with

N particles, Eq. (2.31) follows from the relation µ = E(N)−E(N − 1). This equation shows that the

chemical potential µ, i.e., the amount of energy needed to add a particle to the condensate, governs

the time evolution of the condensate wave function. For future reference, let us remark that in the

thermodynamic limit N → ∞, this leads to the common thermodynamic relation [134]

µ =
∂E

∂N
(2.33)

Then, Eq. (2.24) takes the form

Ψ(x)µ =

[

−~
2∇2

2M
+ Utrap(x) +

∫

d3x′ Vint(x − x′)|Ψ(x′)|2
]

Ψ(x), (2.34)

which is a non-linear partial differential equation and can also be non-local, depending on the type of

interaction.

The first term on the right-hand side of Eq. (2.34) is responsible for the quantum mechanical pres-

sure, which is reflected as a curvature of the particle density. This term is usually negligible under

typical laboratory conditions and can be safely neglected in both static and dynamical problems if the

interaction is strong enough [135,136]. This neglection of the kinetic energy is defined as the Thomas-

Fermi approximation, which is opposite to the case of non-interacting condensates, where this term

represents an important contribution.

Since the Thomas-Fermi limit is characterized by a negligible kinetic energy, if compared to the

interaction energy, the parameter governing the transition from one regime to the other is the ratio

between these two energies. In the case of a pure contact interaction, one can estimate the parameter

region where the Thomas-Fermi approximation holds. Consider a Gaussian density characterized by

a width of the order ∼ aho, with the oscillator length aho =
√

~/Mω and the geometric mean of
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the trap frequencies (1.6). Then, the kinetic energy goes with N~
2/
(

2Ma2
ho

)

, while the interaction

energy goes with N2
~

2as/
(

Ma3
ho

)

, so that the dimensionless parameter governing the transition to

the Thomas-Fermi regime is Nas/aho, which is typically of the order of a few hundred. Concerning

the case of a dominantly or even pure dipolar condensate, the picture just described does not apply

anymore. This is due to the fact that the dipole-dipole interaction is partially attractive, which renders

the condensate unstable. Indeed, experimental studies, in which the s-wave scattering length of 52Cr

was reduced, have shown that such a condensate explodes, so to speak, featuring thereby a d-wave

pattern, which is characteristic for the dipole-dipole interaction [101,102].

In the Thomas-Fermi regime, the time-independent Gross-Pitaevskii Eq. (2.34) becomes an integral

equation from which the condensate density

n(x) = Ψ∗(x)Ψ(x) (2.35)

can be obtained from the integral equation

∫

d3x′ Vint(x− x′)n(x′) = µ− Utrap(x). (2.36)

If the interaction is given by the contact potential (2.17), Eq. (2.36) is easily solved and the density

reads

n(x) =







µ−Utrap(x)
g ; µ− Utrap(x) ≥ 0

0; otherwise
. (2.37)

The value of the chemical potential is obtained by normalizing the density (2.37) to N particles.

We emphasize that the Thomas-Fermi solution of the harmonically trapped condensate with contact

interaction alone, given in Eq. (2.37), differs in many aspects from the non-interacting case. Particularly

worth mentioning is the fact that the gas acquires well defined borders given by the Thomas-Fermi

radii

RTF
i =

√

2µ

Mω2
i

. (2.38)

One can also write the mean Thomas-Fermi radius in terms of the s-wave scattering length as and the

oscillator length aho and finds

RTF = aho

(

15Nas

aho

)1/5

. (2.39)

Indeed, investigations of the condensate shape have been carried out theoretically and confirmed (2.39)

experimentally [137]. Also the measurement of the energy of the condensate after release from the trap,

the so called release energy, is consistent with this picture [138].

In the case of a non-local interaction, like the dipole-dipole (2.18), the solution of Eq. (2.36) is much

more involved. In Section 4.1 we will solve Eq. (2.36) exactly for a Bose-Einstein condensate featuring

the dipole-dipole interaction by showing that the condensate density retains the parabolic character as

in solution (2.37) but the anisotropy of the dipolar interaction has to be carefully taken into account.
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2.4 Hydrodynamics of Bose-Einstein Condensates

Solving the time-dependent Gross-Pitaevskii Eq. (2.24) is not always the most adequate way to study

the properties of Bose-Einstein condensates. When it comes to the low-lying excitations, for example,

it is often useful to switch to an equivalent treatment which is provided by the hydrodynamic equations

[51].

In a homogeneous system, the hydrodynamic excitations are sound waves, i.e., density fluctuations

in the sample. For trapped gases the excitations are not plane waves anymore and have to be classified

according to the symmetries present in the trap geometry. Besides the low-lying excitations, which are

studied by shaking the gas out of the ground state into the lowest excited states, it is also important to

consider time-of-flight experiments, in which the sample is released from the trap, and expands freely

in space. Both type of phenomena can be investigated within the hydrodynamic formalism, which we

derive now starting from the time-dependent Gross-Pitaevskii Eq. (2.24).

Suitable manipulations of Eq. (2.24) and of its complex conjugate lead to the continuity equation

∂n(x, t)

∂t
+ ∇ · j(x, t) = 0, (2.40)

with the current density defined as

j(x, t) =
~

2Mi
[Ψ∗(x, t)∇Ψ(x, t) − Ψ(x, t)∇Ψ∗(x, t)] , (2.41)

and the particle density

n(x, t) = Ψ∗(x, t)Ψ(x, t). (2.42)

Building on the fact that the order parameter Ψ∗(x, t) is a complex field, we factorize the condensate

wave function according to the Madelung transformation [139]

Ψ(x, t) =
√

n(x, t)eiS(x,t), (2.43)

where the phase S(x, t) is a real quantity. Moreover, we consider that the phase S(x, t) does not

contain any singularity. Inserting (2.43) into (2.24) one gets two independent equations corresponding

to its real and imaginary part. The latter delivers again the continuity equation Eq. (2.40), provided

one uses the definition j(x, t) = n(x, t)v(x, t) and identifies the velocity field as

v(x, t) =
~

M
∇S(x, t). (2.44)

Correspondingly, the real part yields the Euler equation

M
∂v(x, t)

∂t
= −∇

[

− ~
2

2M

∇2
√

n(x, t)
√

n(x, t)
+
M

2
v(x, t)2 + Utrap(x) +

∫

d3x′ Vint(x − x′)n(x′, t)

]

, (2.45)

which together with Eq. (2.40) forms a closed system of equations for n and v which is completely

equivalent to the Gross-Pitaevskii Eq. (2.24).
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2 Theoretical Description of Bose-Einstein Condensation

It is also enlightening to write down the Euler equation (2.45) in the Thomas-Fermi regime

M
∂v(x, t)

∂t
= −∇

[

M

2
v(x, t)2 + Utrap(x) +

∫

d3x′ Vint(x − x′)n(x′, t)

]

, (2.46)

since this is the form in which this equation is mostly employed.

Indeed, the static properties of the condensate studied in the previous section can be investigated by

setting ∂n/∂t = 0 and v = 0 in Eqs. (2.40) and (2.45). Notice that, in this thesis, we restrict ourselves

to condensates which have v = 0 in the ground state.

Despite the fact that they can be used to study static properties, the best application of the hy-

drodynamic equations is the investigation of the low-lying excitations. Since these are low energetic

excitations, their study can be carried out by considering small density fluctuation around the equilib-

rium δn(x, t) so that the total density is n(x, t) = n(x)+ δn(x, t). In addition, the velocity field is also

small in this range of the excitations. Therefore, one can linearize equations (2.40) and (2.46) around

the equilibrium values of the density n(x) and the velocity v = 0. Combining the equations one gets

−M∂2δn(x, t)

∂t2
= ∇ ·

{

n(x)∇
[∫

d3x′ Vint(x − x′)δn(x′, t)

]}

. (2.47)

The wave equation (2.47) is well suited to investigate the hydrodynamic oscillations in the case of

pure contact interaction, where it reduces to

−M∂2δn(x, t)

∂t2
= ∇ · {[µ− Utrap(x)]∇δn(x, t)} . (2.48)

For an uniform system with volume V and density n = N/V , the plane wave character of the excitations

allows to determine the sound velocity c =
√

gn/M from Eq. (2.48). For a non-homogeneous gas,

though, momentum is not a good quantum number anymore, due to lack of translation invariance.

The symmetries of the trapping potential determine the type of excitations which are present. In

spherical traps, i.e., for ωx = ωy = ωz, for example, angular momentum is a good quantum number

and the excitations are characterized by the indexes n,m, and l, characterizing a density deformation

of the form [51]

δn(x, t) = P 2n
l (x/RTF)|x|lYl,m(θ, φ)eiΩt, (2.49)

where RTF is the Thomas-Fermi radius Eq. (2.38). By inserting the density fluctuation Eq. (2.49) into

Eq. (2.48), one can obtain the dispersion relation (1.8).

For condensates in cylinder-symmetric traps, i.e., for ωx = ωy 6= ωz, only the the z-component

of the orbital angular momentum remains a good quantum number and excitations can be classified

accordingly. In this case, excitations possessing the same eigenvalue m of the angular momentum in

the z-direction become coupled. The two modes corresponding to lowest frequencies are coupled for

m = 0. They are called the monopole(+) and the quadrupole (−) correspond to in- and out-of-phase

oscillations in the z-direction and the z = 0-plane, respectively. Their frequencies are given by

Ω
(0)
± = ωx

√

1

2

[

4 + 3λ2 ±
√

9λ4 − 16λ2 + 16
]

, (2.50)
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2.5 Quantum Fluctuations

a result which was first derived by Sandro Stringari [51] and has been verified experimentally by the

Ketterle group in MIT [76].

It is interesting to remark that, even in the case of a triaxial trap, where no two frequencies coincide,

non-trivial symmetries are present. These symmetries are responsible for the fact that the linearized

hydrodynamic equations also admit exact solutions, which separate in elliptic coordinates [140].

It remains to mention the scaling approach to the hydrodynamic equations derived above. It is

commonly used to study dynamical properties of cold atomic systems and consists of applying a

scaling ansatz of the form

nsc(x, t) =
n(X)

V(t)
, (2.51)

where the scaling variables read Xi = xi/bi(t) and the volume V(t) is given by V(t) = bx(t)by(t)bz(t).

In particular, the scaling ansatz satisfies the initial condition nsc(x, 0) = n(x), i.e., bi(0) = 1. Inserting

Eq. (2.51) into the continuity equation (2.40), one obtains for the velocity

vi =
ḃixi

bi
. (2.52)

Combining the scaled versions of the corresponding contributions to the Euler Eq. (2.46), one can derive

an equation of motion for the scaling parameters bi, such that, in equilibrium, one obtains bi = 1 as a

solution, as required. The low-lying collective excitations can then be investigated by linearizing this

equation around its equilibrium value, as performed in Ref. [141]. In addition, it can also be employed

to study the time evolution of Bose-Einstein condensates after release from the harmonic trap. To that

end, one should solve these equations in the absence of the term which accounts for the harmonic trap,

under the initial conditions bi(0) = 1 and ḃi(0) = 1 [136].

This scaling approach has been widely used to investigate Bose-Einstein condensates with both short-

range and long-range interactions [97]. In the following, we shall concern ourselves with long-range

interactions, where we find it to be more appropriate to apply a variational method instead.

2.5 Quantum Fluctuations

In this section, we discuss beyond mean-field effects on Bose-Einstein condensates by applying the

Bogoliubov formalism, which was initially devised to study homogeneous systems, to non-uniform

condensates [12]. In this case, it is called Bogoliubov-de Gennes theory and we refer to the book

by P.-G. de Gennes, where it was developed for non-uniform superconductors [142]. Here we will be

concerned with the corresponding formalism for a condensate with a general two-particle interaction.

In the framework of the Bogoliubov-de Gennes theory, the time dependence of the fields is not taken

explicit account. Nonetheless, we will still be able to study the excitations of the system. This is done

by diagonalizing the Hamilton operator by means of a canonical transformation and, thereby, deriving

the spectrum of the excitations. The starting point is the grand-canonical Hamilton operator, which

takes the form

Ĥ ′ = Ĥ − µN̂, (2.53)

where the Hamiltonian Ĥ is given in Eqs. (2.14)–(2.16) with the time arguments dropped. In addition,
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2 Theoretical Description of Bose-Einstein Condensation

µ is the Lagrange parameter responsible for the conservation of the total number of particles, which is

described by the operator

N̂ =

∫

d3x Ψ̂†(x)Ψ̂(x). (2.54)

Once more, we make use of the Bogoliubov prescription Eq. (2.11), but this time we consider both

the mean value of the quantum fields Ψ(x) and Ψ∗(x) as well as their fluctuations δψ̂(x) and δψ̂†(x)

up to second order in the fluctuations. Replacing the field operators Ψ̂(x) and Ψ̂†(x) by Ψ(x)+ δψ̂(x)

and Ψ∗(x) + δψ̂†(x), respectively, the grand-canonical Hamilton operator Ĥ ′ can be written as

Ĥ ′ = E
(0)
G

′ +
∫

d3x δψ̂†(x)HFl(x)δψ̂(x) +
1

2

∫

d3x

∫

d3x′ Vint

(

x − x′)
[

δψ̂†(x)δψ̂†(x′)Ψ(x′)Ψ(x)

+2δψ̂†(x)δψ̂(x′)Ψ∗(x′)Ψ(x) + δψ̂(x)δψ̂(x′)Ψ∗(x′)Ψ∗(x)
]

+ · · · , (2.55)

where we have assumed that the interaction possesses the symmetry Vint (x− x′) = Vint (x′ − x). The

first term in Eq. (2.55), which is of zeroth order in the fluctuations, is related to the ground-state

energy of the Gross-Pitaevskii theory

E
(0)
G =

∫

d3xΨ∗(x)H(x)Ψ(x). (2.56)

according to

E
(0)
G

′ = E
(0)
G − µN0. (2.57)

The terms in Hamiltonian (2.55) which are of first order in the fluctuations vanish due to the fact that

the order parameter obeys the Gross-Pitaevskii theory. In addition, we have introduced the short-hand

HFl(x) = H0 − µ+

∫

d3x′ Ψ∗(x′)Vint

(

x− x′)Ψ(x′) (2.58)

for the part of the Hamiltonian which is diagonal in the fluctuations δψ̂† and δψ̂ . It is interesting

to remark that the fluctuation Hamiltonian (2.58) contains a Hartree interaction potential, which is

represented by the third term in the right-hand side of Eq. (2.58).

In order to diagonalize the Hamiltonian above, we follow de Gennes [142] and introduce the expansion

of the quantum fluctuations

δψ̂(x) =
∑

ν

′ [
Uν(x)α̂ν + V∗

ν (x)α̂†
ν

]

, δψ̂†(x) =
∑

ν

′ [
U∗

ν (x)α̂†
ν + Vν(x)α̂ν

]

, (2.59)

where the creation and annihilation operators α̂†
ν and α̂ν also satisfy bosonic commutation relations.

The Bogoliubov-de Gennes transformation in Eq. (2.59) is a canonical transformation if the functions

Uν(x) and Vν(x) satisfy the condition

∫

d3x [U∗
ν (x)Uν′(x) − V∗

ν (x)Vν′(x)] = δν,ν′ . (2.60)

To determine the amplitudes Uν(x) and Vν(x), we first calculate the commutators of the Hamiltonian
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(2.55) with the fluctuations δψ̂(x) and δψ̂†(x)

[

Ĥ ′, δψ̂(x)
]

= −HFl(x)δψ̂(x) −
∫

d3x′ Vint

(

x− x′)
[

Ψ(x)Ψ(x′)δψ̂†(x′) + Ψ∗(x′)Ψ(x)δψ̂(x′)
]

,

[

Ĥ ′, δψ̂†(x)
]

= HFl(x)δψ̂†(x) +

∫

d3x′ Vint

(

x− x′)
[

Ψ∗(x)Ψ(x′)δψ̂†(x′) + Ψ∗(x′)Ψ∗(x)δψ̂(x′)
]

.

(2.61)

Since we will diagonalize the Hamiltonian (2.55) through the transformation Eq. (2.59), it will have

the final form

Ĥ ′ = E′
G +

∑

ν

′
εν α̂

†
να̂ν , (2.62)

where E′
G represents the corrected ground-state energy. As a consequence of Eq. (2.62), the creation

and annihilation operators α̂†
ν and α̂ν satisfy the following commutation relations

[

Ĥ ′, α̂ν

]

= −ενα̂ν ,
[

Ĥ ′, α̂†
ν

]

= ενα̂
†
ν . (2.63)

Inserting (2.59) into (2.61) and comparing the coefficients of the corresponding operators with the ones

in Eq. (2.63), one arrives at the Bogoliubov-de Gennes equations for a Bose-Einstein condensate:

ενUν(x) = HFl(x)Uν(x) +

∫

d3x′ Vint

(

x− x′) [Ψ(x′)Ψ(x)Vν(x′) + Ψ∗(x′)Ψ(x)Uν(x′)
]

,

−ενVν(x) = HFl(x)Vν(x) +

∫

d3x′ Vint

(

x− x′) [Ψ∗(x′)Ψ∗(x)Uν(x′) + Ψ(x′)Ψ∗(x)Vν(x′)
]

. (2.64)

Notice that besides the direct interaction between the condensate and the excited particles, which is

contained in the fluctuation Hamiltonian (2.58), the Bogoliubov-de Gennes equations (2.64) also con-

tain exchange terms. In case of a contact interaction, the integrals become trivial and the exchange

terms do not represent a major difficulty. In the presence of a long-range interaction, however, evalu-

ating the corresponding convolutions requires knowledge of both the condensate wave function Ψ(x)

as well as of the Bogoliubov amplitudes Uν(x) and Vν(x).

Let us examine the energy εν , which emerges as a solution of the Bogoliubov-de Gennes Eqs. (2.64).

We are interested in solutions for which the energy εν is real and this is guaranteed by the normalization

condition Eq. (2.60). To see it better, let us consider the following equation

(εν − ε∗ν)

∫

d3x [U∗
ν (x)Uν(x) − V∗

ν (x)Vν(x)] = 0, (2.65)

which is obtained from suitable manipulations of the Bogoliubov-de Gennes Eqs. (2.64). By using the

normalization condition (2.60), it follows from Eq. (2.65) that the energy εν must be real. Moreover,
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by proceeding along the same lines, one finds that the energy εν is given by

εν =

∫

d3x

{

HFl(x) [U∗
ν (x)Uν(x) + V∗

ν (x)Vν(x)] +

∫

d3x′ Vint

(

x− x′) [Ψ(x′)Ψ(x)U∗
ν (x)Vν(x′)

+Ψ∗(x′)Ψ(x)U∗
ν (x)Uν(x′) + Ψ∗(x′)Ψ∗(x)V∗

ν (x)Uν(x′) + Ψ(x′)Ψ∗(x)V∗
ν (x)Vν(x′)

]

}

, (2.66)

which is explicitly real.

It is also important to consider some properties of the Bogoliubov-de Gennes equations Eq. (2.64).

For example, if

(

Uν

Vν

)

is a solution with energy εν , then

(

V∗
ν

U∗
ν

)

corresponds to a solution with

energy −εν . Since these two solutions must be orthogonal to each other, one obtains the important

identities

∫

d3x [Uν(x)Vν′(x) − Uν′(x)Vν(x)] =

∫

d3x [U∗
ν (x)V∗

ν′(x) − U∗
ν′(x)V∗

ν (x)] = 0, (2.67)

where ν and ν ′ might be equal or not. In fact, these identities are responsible for the Hamiltonian

(2.53) actually assuming the diagonal form given by Eq. (2.62).

Let us now return to the Hamiltonian (2.53) and explore the physical content of the diagonalized

form (2.62). By definition, the ground state |0〉 of the diagonalized Hamiltonian Eq. (2.62) is a state

which does not contain any excitation and, therefore, can be found from the equation

α̂ν |0〉 = 0. (2.68)

Since the operators α̂ν and α̂†
ν are superpositions of the creation and annihilation operators for the

real particles â† and â, this state is called a quasiparticle vacuum. In addition, the excitations are

described in terms of quasiparticles, which exist in a space generated by the α̂-operators.

It is interesting to consider the number of particles in the many-body ground state |0〉, which can

be obtained by letting the number operator (2.54) act on it by taking into account the Bogoliubov

prescription (2.11) and the transformation (2.59). The final result is

〈0|N̂ |0〉 = N0 +
∑

ν

′
∫

d3xV∗
ν (x)Vν(x). (2.69)

We conclude that the total number of particles is a sum of the condensed particles, which occupy

the one-particle ground state, and excited particles, which are moved due to the interaction from the

one-particle ground-state to one-particle excited states. This phenomenon is called depletion of the

condensate. For future reference, we shall like to have the condensate depletion ∆N = N −N0 defined

through the expression

∆N =
∑

ν

′
∫

d3xV∗
ν (x)Vν(x) (2.70)

as well as the corresponding depletion density

∆n(x) =
∑

ν

′
V∗

ν (x)Vν(x). (2.71)
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In order to obtain the ground-state energy, one must evaluate the expectation value of Hamiltonian

(2.53) with respect to the ground state |0〉, provided one writes the fluctuation operators according to

the canonical transformation (2.59). This leads to

〈0|Ĥ ′|0〉 = E
(0)
G

′ +
1

2

∑

ν

′
{

εν −
∫

d3x [U∗
ν (x)HFl(x)Uν(x) − V∗

ν (x)HFl(x)Vν(x)]

−
∫

d3x ′
∫

d3xVint

(

x− x′)Ψ∗(x′)Ψ(x)
[

U∗
ν (x)Uν(x′) − V∗

ν (x)Vν(x
′)
]

}

. (2.72)

In this way, we see that the ground state obtained under consideration of the quantum fluctuations

differs from that of the Gross-Pitaevskii theory. More precisely, we see that the ground-state energy is

shifted by

∆E =
1

2

∑

ν

′
{

εν −
∫

d3x [U∗
ν (x)HFl(x)Uν(x) − V∗

ν (x)HFl(x)Vν(x)]

−
∫

d3x ′
∫

d3xVint

(

x − x′)Ψ∗(x′)Ψ(x)
[

U∗
ν (x)Uν(x

′) − V∗
ν (x)Vν(x′)

]

}

. (2.73)

The corrected ground-state energy (2.72) is an important result in what concerns the effects of

quantum fluctuations upon Bose-Einstein condensates. Indeed, differentiating the total energy with

respect to the number of particles according to Eq. (2.33) allows one to obtain the corrected chemical

potential and, therefore, the corresponding equation of state µ(n) with the chemical potential as a

function of the density. Using this new equation of state in the hydrodynamic formalism discussed in

Section 2.4 leads to measurable effects in the frequencies of the low-lying modes [15].

The Bogoliubov-de Gennes equations (2.64) are a very powerful tool for describing the excitations of a

Bose-Einstein condensate over the whole range from the one-particle regime, where the spectrum is that

of a harmonic oscillator (1.7), until deep in the collective, or hydrodynamic regime, where the spectrum

has the form (1.8) [143]. Of special interest is the Thomas-Fermi approximation, where the kinetic

energy can be neglected and the condensate density is given by Eq. (2.36). In this approximation, the

Bogoliubov-de Gennes equations reduce to

ενUν(x) = −~
2∇2

2M
Uν(x) +

∫

d3x′ Vint

(

x− x′) [Ψ(x′)Ψ(x)Vν(x′) + Ψ∗(x′)Ψ(x)Uν(x′)
]

,

−ενVν(x) = −~
2∇2

2M
Vν(x) +

∫

d3x′ Vint

(

x− x′) [Ψ∗(x′)Ψ∗(x)Uν(x′) + Ψ(x′)Ψ∗(x)Vν(x′)
]

. (2.74)

Notice that the Thomas-Fermi approximation implies neglecting the kinetic energy of the ground state,

not the one of the excited states. On the one hand, equations (2.74) represent a restriction since they

do not contain the one-particle character anymore. On the other hand, they are now much simpler to

solve in most cases of interest and allow one to access the low-lying excitations even analytically.
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Condensates

Homogeneous cold atomic systems cannot be realized experimentally. Nonetheless, it is important

to study them carefully because such studies quite often provide a reasonable starting point for the

description of the corresponding trapped system, which, in turn, is of experimental interest. In this

chapter, we consider a homogeneous gas of bosonic particles interacting both through the contact and

the dipole-dipole interaction beyond the mean-field approximation [129]. To this end, we apply the

the Bogoliubov theory of weakly interacting condensates to evaluate the quantities of physical interest.

Of particular importance are the depletion of the condensate and the correction to the ground-state

energy due to the quantum fluctuations. The latter provides the correction to the equation of state

of the condensate and is, therefore, employed to evaluate the sound velocity beyond the mean-field

approximation.

3.1 Bogoliubov Theory

Let us consider N interacting bosonic particles which occupy a volume V . We are interested in the

thermodynamic limit, where both N and V are very large but the ratio n = N/V , which defines the

particle density, remains finite. Due to the homogeneity of the system, the condensate order parameter

does not depend on the position and the grand-canonical energy can be written as

H ′ =

∫

d3xΨ∗
[

−~
2∇2

2M
− µ+

1

2

∫

d3x′ Ψ∗ΨVint

(

x − x′)
]

Ψ, (3.1)

where the interaction potential contains both the short-range isotropic contact term and the dipole-

dipole term:

Vint (x) = gδ (x) + Vdd (x) , (3.2)

with the parameter g being related to the s-wave scattering length as through

g =
4π~

2as

M
(3.3)

and the dipolar potential having the form (1.12), given by

Vdd(x) =
Cdd

4π|x|3
(

1 − 3 cos2 θ
)

. (3.4)

The s-wave scattering length as is assumed to be repulsive, otherwise the system becomes unstable. In

addition, the contact term is also considered to be the dominant interaction. This is necessary due to
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3 Homogeneous Dipolar Bose-Einstein Condensates

the fact that the dipole-dipole interaction is partially attractive, which renders a purely, or dominantly

dipolar homogeneous condensate unstable.

In a homogeneous system the one-particle wave functions are plane waves. Therefore, the one-

particle quantum number is provided by the wave vector k and the fluctuation Hamiltonian (2.58) of

the last chapter can be identified as

HFl =
~

2k2

2M
. (3.5)

In this way, the grand-canonical Hamiltonian (3.1) becomes a function of the density of particles in

the ground state n0 = Ψ∗Ψ. Recalling that the condensate carries zero momentum and extremizing

the Hamiltonian with respect to the density, one obtains the mean-field equation of state

µ = n0 lim
|k|→0

Ṽint (k) . (3.6)

This equation corresponds to the time-independent Gross-Pitaevskii Eq. (2.36) and relates the chemical

potential to the density and the value of the interaction potential in momentum space at the origin.

We remark that this limit is not unique in the presence of dipolar interactions. In the following, we

denote it through

lim
|k|→0

Ṽint (k) = Ṽint (|k| = 0) . (3.7)

Due to the convenience of working in Fourier space when dealing with a homogeneous gas, let us

consider the corresponding representation of the interaction potential. For a contact term in Eq. (3.2),

the Fourier transformed is quite simple and reads

Ṽδ(k) = g. (3.8)

As for the Fourier transformed of the dipolar potential, given by

Ṽdd(k) =

∫

d3xVdd(x)eik·x =
∑

i,j

µ0mimj

3

(

3kikj

k2
− δij

)

, (3.9)

it was first evaluated in Ref. [88] by introducing a cutoff in the lower limit of the radial integral. In

addition, a detailed derivation is given in Appendix B of Ref. [144]. For the case of interest for this

thesis, where the polarization is along the z-direction, Ṽdd(k) can be written as

Ṽdd(k) =
Cdd

3

(

3 cos2 θ − 1
)

, (3.10)

with θ being the angle between the vector k and the polarization direction.

With the explanations given before, we can now pass to the Bogoliubov equations of a homogeneous

condensate with general two-particle interactions, which are the homogeneous versions of Eqs. (2.64)

and read

εkUk =
~

2k2

2M
Uk + n0Ṽint (k) [Uk + Vk] ,

−εkVk =
~

2k2

2M
Vk + n0Ṽint (k) [Uk + Vk] . (3.11)
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Figure 3.1: Left: Bogoliubov spectrum as given by Eq. (3.15) for ǫbdd = 1 and different values of the
angle: θ = 0 (blue), θ = π/6 (green), θ = π/4 (orange), and θ = π/2 (red). Right: Sound
velocity in units of the contact value cδ as a function of the angle θ for ǫbdd = 0 (blue),
ǫbdd = 0.3 (green), ǫbdd = 0.8 (orange), and ǫbdd = 1 (red).

Without loss of generality, we restrict the solutions of this equation to be real and remark that they

satisfy the normalization condition

U2
k − V2

k = 1, (3.12)

which stems from Eq. (2.60). An algebraic manipulation of the Bogoliubov Eqs. (3.11) together with

the normalization condition (3.12), then leads to the values of the Vk and Uk functions

U2
k − 1 = V2

k =
1

2εk

[

~
2k2

2M
+ n0Ṽint (k) − εk

]

(3.13)

as well as to the energy spectrum

ε2k =

[

~
2k2

2M
+ n0Ṽint (k)

]2

− n2
0Ṽ

2
int (k) , (3.14)

which can be brought to the explicit form

εk =

√

~2k2

2M

{

~2k2

2M
+ 2gn0

[

1 + ǫbdd (3 cos2 θ − 1)
]

}

. (3.15)

The parameter ǫbdd in the equation above denotes the relative interaction strength of the dipole-dipole

interaction with respect to the contact interaction and was introduced in Eq. (1.14) according to

ǫbdd =
Cdd

3g
. (3.16)

To the best of our knowledge, the Bogoliubov spectrum given in Eq. (3.15) has been first calculated

by Santos et al. [92] and is plotted in the left-hand side of Fig. 3.1 as a function of the momentum for

different values of the angle θ. The energy is given in units of n0g and the absolute value of the wave

vector |k| is given in units of
√

2Mn0g/~2. One sees that it possesses interesting properties in the
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3 Homogeneous Dipolar Bose-Einstein Condensates

presence of the dipole-dipole interaction. The sound velocity c, for example, is obtained by considering

the limit of the spectrum at small wave vector |k| and is defined by

c = lim
|k|→0

εk
~|k| . (3.17)

For the dipolar interaction, the limit above is not unique and we obtain the sound velocity as a function

of the angle θ according to

c(θ) = cδ

√

1 + ǫbdd (3 cos2 θ − 1), (3.18)

with the sound velocity in the case of pure contact interaction cδ defined according to

cδ =

√

gn0

M
, (3.19)

Notice that the sound velocity c(θ) becomes imaginary for ǫbdd ≥ 1 and cos2 θ < 1/3. This is a sign of

the general instability present in homogeneous gases with attractive interactions.

The right-hand side of Fig. 3.1 shows the speed of sound in units of cδ, given in Eq. (3.19), as a

function of the angle θ (in radians) for different values of the relative interaction strength ǫbdd. One

sees that the speed of sound decreases with increasing ǫbdd and θ and vanishes for ǫbdd = 1 and θ = π/2.

3.2 Sound Velocity from Hydrodynamic Equations

It is instructive to observe that the sound velocity as given by Eq. (3.18) can also be derived from the

mean-field equation of state Eq. (3.6). This can be done by considering the hydrodynamic equations

obeyed by the condensate, which have been discussed in Section 2.4. Indeed, these equations are even

more general and are still valid in the presence of a non-condensed component [15]. In this case, one

should replace the condensate density n0(x, t) by the total density n(x, t). Consider first the equation

for the velocity field (2.46), as written in the form

M
∂v(x, t)

∂t
= −∇

[

M

2
v(x, t)2 + µ (n(x, t))

]

, (3.20)

ant then the continuity equation (2.40), written as

∂n(x, t)

∂t
+ ∇ · [n(x, t)v(x, t)] = 0. (3.21)

The speed of sound can be calculated by linearizing these two equations around the equilibrium values

for the density and the velocity according to

n(x, t) = n(x) + δn(x, t), (3.22)

v(x, t) = 0 + δv(x, t). (3.23)
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3.3 Condensate Depletion

Combining the linearized equations, one obtains

M
∂2δn(x, t)

∂t2
= ∇ ·

{

n(x)∇
[

∂µ

∂n
δn(x, t)

]}

. (3.24)

In a homogeneous gas, the density does not depend on position and that the low-energy excitations

have the form of plane waves

δn(x, t) ∝ ei(k·x−Ωt). (3.25)

Inserting the density fluctuation (3.25) into the wave equation (3.24) leads to

MΩ2 = n
∂µ

∂n
k2, (3.26)

which together with the definition for the sound velocity (3.17) yields

c =

√

n

M

∂µ

∂n
. (3.27)

Along these lines, using the mean-field equation of state (3.6) in the definition for the sound velocity

(3.27) leads to the same expression (3.18) as we found by means of the Bogoliubov spectrum Eq. (3.15).

Notice that there is no contradiction in identifying the total density n of the hydrodynamic equations

with the condensate density n0 at the mean-field level because they are identical in this approximation.

This distinction becomes necessary only when one considers corrections to the mean-field expressions.

Indeed, as we have remarked before, the Euler Eq. (3.20) and the continuity Eq. (3.21) are valid in

general and that the equation of state µ(n) has to be given as an additional source of information. In

particular, this means that the sound velocity can be obtained beyond the mean-field approximation if

one has determined the corresponding equation of state. In the rest of this chapter, we shall implement

this possibility for a homogeneous dipolar Bose-Einstein condensate.

3.3 Condensate Depletion

As we have seen in the previous chapter, the presence of the interaction expels particles from the

one-particle ground state into excited states and, thus, causes a depletion of the condensate even at

zero temperature. The number of excited particles can be found according to the Bogoliubov theory

in Eq. (2.70). For a homogeneous gas, the Bogoliubov amplitudes have been evaluated in Eq. (3.13)

and, therefore, the condensate depletion is given by

∆n =
∑

k

′
V2

k =
∑

k

′ 1

2εk

[

~
2k2

2M
+ n0Ṽint (k) − εk

]

, (3.28)

where the prime once more means exclusion of the lowest energy level, i.e., the k = 0-state in the present

case. As emphasized at the beginning of this chapter, we are concerned with the thermodynamic limit

in which the quantum numbers become continuous variables and the summations can be replaced by
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3 Homogeneous Dipolar Bose-Einstein Condensates

integrals according to
∑

k

′
→ V

∫

d3k

(2π)3
. (3.29)

The resulting integrals appearing in the general expression for the depletion are separately ultraviolet

divergent. Combined together, however, they do converge but only slowly. One possible method to

deal with these integrals is a dimensional regularization [145]. Another procedure relies on introducing

a large |k|-cutoff, which may be let to infinity after the integrals have been calculated. Indeed, we

have performed the calculation through both methods obtaining the following result for the condensate

depletion

∆n =
8

3
√
π

(nas)
3/2 D(ǫbdd). (3.30)

Thereby, the prefactor

∆nδ =
8

3
√
π

(nas)
3/2 (3.31)

corresponds to the standard expression for the depletion of a condensate with short-ranged interactions

(see, for example, Ref. [146]), while the influence of the dipole-dipole interaction on the condensate

depletion is expressed through the function D(ǫbdd). The depletion function D(ǫbdd) stems from the

dependence of Ṽint (k) on the direction in k-space and is defined according to

D(x) =

1
∫

0

du
(

1 − x+ 3xu2
)3/2

. (3.32)

Performing the elementary integration, an analytical result for D(x) is obtained according to

D(x) = −
√

3(x− 1)2 log [3x(x− 1)]

16
√
x

+
(5 + x)

√
1 + 2x

8
+

√
3(x− 1)2

8
√
x

log
[

3x+
√

3x
√

1 + 2x
]

.

(3.33)

For a fixed value of the contact interaction strength g the condensate depletion is found to be a

monotone increasing function of the relative strength ǫbdd, which varies from D(0) = 1 to D(1) =

3
√

3/4 ≈ 1.30 (see Fig. 3.2). It should be emphasized that, for ǫbdd = 0, the usual result (3.31) is

recovered, while for ǫbdd larger than 1, the dipolar depletion (3.30) becomes imaginary, as a sign of the

instability already mentioned in the discussion of the excitation spectrum.

To our knowledge, the condensate depletion due to contact interaction (3.31) has never been mea-

sured due to difficulties in measuring the condensate density with sufficient accuracy. Little hope can

be brought by the inclusion of the dipole-dipole interaction, as the condensate depletion as given by

formula (3.30) does not strongly depend on the relative interaction strength ǫbdd. For ǫbdd ≈ 1 it can be

about 30% larger than in the case pure of contact interaction but the most important quantity remains

the s-wave scattering length as. Nonetheless, the establishment of Eq. (3.30) is an important result

from the theoretical point of view since it establishes the dependence of the depletion on the relative

interaction strength ǫbdd [129].
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Figure 3.2: Left: Function D(x) from Eq. (3.33), which governs the dependence of the condensate

depletion on the relative dipolar interaction strength x = ǫbdd given in Eq. (3.30). Right:
Function I(x) from Eq. (3.38), which characterizes the ground-state energy correction
Eq. (3.36).

3.4 Ground-state Energy

The ground-state energy of the condensate is also corrected, when one considers the effects of quan-

tum fluctuations. In the framework of the Bogoliubov theory, this correction is, in general, given by

Eq. (2.73). In the case of a homogeneous gas, the Bogoliubov amplitudes satisfy the normalization

condition (3.12) and are given in Eq. (3.13). Accordingly, the ground-state energy shift reads

∆E =
1

2

∑

k

′
{

εk −
[

~
2k2

2M
+ n0Ṽint (k)

]}

. (3.34)

Performing the passage to the thermodynamic limit leads again to slowly converging integrals which

can be evaluated in the same way as the depletion integrals in Eq. (3.28). In the case of a Bose gas

with contact interaction only, the energy correction reads

∆Eδ = V
2π~

2asn
2

M

128

15

√

a3
sn

π
, (3.35)

which is a textbook expression [146]. In the presence of the dipole-dipole interaction, the correction

to the ground-state energy is given by

∆E = V
2π~

2asn
2

M

128

15

√

a3
sn

π
I(ǫbdd), (3.36)

where the function I(ǫbdd) is defined according to

I(x) =

1
∫

0

du
(

1 − x+ 3xu2
)5/2

. (3.37)
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We remark that the function I(x) can be brought to the following analytical form

I(x) =
1

96
√
x

{

−5
√

3(x− 1)3 log [3x(x− 1)] + 2
[

3
√
x
√

1 + 2x
(

11 + 4x+ 9x2
)

+5
√

3(x− 1)3 log
[

3x+
√

3x
√

1 + 2x
]]}

. (3.38)

The function I(ǫbdd) is also a monotonic increasing function, which becomes imaginary for ǫbdd > 1. It

assumes the value I(0) = 1 for a non-dipolar gas and increases until I(1) = 3
√

3/2 ≈ 2.60 (See Fig.

3.2). Since it increases more rapidly than D(ǫbdd), we see that the ground-state energy with dipolar

interaction departs from the pure contact-interaction case much more strongly, as ǫbdd becomes nonzero,

if compared to the condensate depletion [129].

3.5 Beyond Mean-field Sound Velocity

Now that we have calculated the correction to the ground-state energy of a homogeneous dipolar

condensate due to quantum fluctuations, we can also obtain the corrected equation of state. Indeed,

by using the thermodynamic relation (2.33) we obtain

µ = nṼint (|k| = 0) +
32gn

3

√

a3
sn

π
I(ǫbdd), (3.39)

which represents the generalization to a dipolar condensate of the famous Lee-Huang-Yang relation

[14]. Interestingly, the correction represented by the second term in Eq. (3.39) is uniquely defined and

does not depend on the direction in momentum space.

We can now apply the general formula stemming from the hydrodynamical derivation for the sound

velocity (3.27) together with the equation of state (3.39) to obtain the quantum corrected sound

velocity. A direct calculation yields

c(θ) = cδ

√

1 + ǫbdd (3 cos2 θ − 1) +
16
√

a3
snI(ǫbdd)√
π

. (3.40)

Since the last term in the square root contains the gas parameter a3
sn, it can be consider small. For

this reason, one has

c(θ) ≈ cδ

√

1 + ǫbdd (3 cos2 θ − 1)

{

1 +
8
√

a3
snI(ǫbdd)√

π
[

1 + ǫbdd (3 cos2 θ − 1)
]

}

, (3.41)

which represents the dipolar version of Beliaev’s result for the speed of sound in a Bose-Einstein

condensate with contact interaction [73].

In Fig. 3.3, we plot the corrected sound velocity (3.40), represented by the solid curves, for ǫbdd = 0.8

and ǫbdd = 1, and compare it with the corresponding curves for the mean-field value given by Eq. (3.18),

represented by the dashed curves. For these plots, we took the value of the gas parameter for a

chromium condensate at the center of the trap in typical experiments [89]. This quantity assumes

small values, such as n(0)a3
s ≈ 4× 10−7, but the correction involved in Eq. (3.40) for ǫbdd = 1 amounts
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Figure 3.3: Comparison between the sound velocities in the mean-field approximation (3.18), plotted
in dashed curves, and its quantum corrected version (3.40), represented here in solid curves.
The orange and the red curves are for ǫbdd = 0.8 and ǫbdd = 1, respectively. The difference
between the corresponding ones for the same value of ǫbdd is very small. It is most appreciable
for ǫbdd = 1. Notice, for example, that the slope of the sound velocity vanishes at θ = π/2
for the quantum corrected expression but not for the mean-field one.

to
16
√

a3
snI(ǫbdd = 1)√

π
=

16
√

4 × 10−7

√
π

3
√

3

2
≈ 0.015, (3.42)

which makes a considerable difference, when the first term inside the square root in Eq. (3.40) vanishes.

Notice that the derivative of the quantum corrected sound velocity with respect to the angle is zero

at θ = π/2 for ǫbdd = 1. In addition, also for θ = π/2 and ǫbdd = 1, the speed of sound itself does not

vanish. Nonetheless the threshold for a stable dipolar condensate is still ǫbdd = 1. For values of the

relative interaction strength ǫbdd slightly larger than unity, the function I(ǫbdd) becomes imaginary and

so does the whole expression (3.40). This result is a consequence of the fact that quantum fluctuations

only have physical consequences when the mean-field ground state around which they are considered

is itself a stable ground state.
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4 Harmonically Trapped Dipolar Bose-Einstein

Condensates

The physics of Bose-Einstein condensation is directly affected by the presence of external trapping

potentials. In particular, the interplay between the trap and the interaction shapes the condensate

into different forms. This effect is further enhanced by the anisotropy of the dipole-dipole interaction.

In this chapter, we explore the Gross-Pitaevskii mean-field theory of trapped dipolar condensates. At

first, we provide an original proof that a parabolic density is an exact solution of the Gross-Pitaevskii

equation in the Thomas-Fermi regime. Then, we use such a parabolic density profile as a variational

ansatz to investigate the static as well as the dynamic properties of such a dipolar condensate. The

results presented here have been derived before in the literature and the corresponding authors are

listed throughout the chapter.

4.1 Exact Thomas-Fermi Solution of the Gross-Pitaevskii Equation

In this section, we will obtain an exact class of solutions for the time-independent Gross-Pitaevskii

equation (2.34) within the Thomas-Fermi approximation, i.e., neglecting the kinetic energy in com-

parison with the interaction and trapping energies. The conditions for the validity of this assumption

represent the current experimental situation and have been widely verified experimentally (see Ref.

[81] for a review from experimental point of view).

The parabolic solution we shall present here for the static and dynamic properties of a dipolar

condensate was first found by Eberlein et al. [96] and was used to study the hydrodynamics of

a cylinder-symmetric dipolar condensate [97]. Those studies proved the exactness of the parabolic

solution by reducing the problem of finding the self-consistent dipolar mean field of a condensate to

an electrostatic analogon, where the corresponding electrostatic potential is calculated starting from

a parabolic "charge" density. In fact, that calculation has the advantage of coping also with the

dipolar potential outside the condensate, which allows, for instance, to study Saturn-ring instabilities.

Nevertheless, this approach is unnecessarily complicated from a mathematical point of view. Recently,

an alternative calculation has appeared in the literature which relies on calculations of the gravitational

potential in astrophysics [148]. In this thesis, however, we do not follow any of these methods but

present our own analytic calculation of the dipolar mean-field potential of a dipolar condensate. It

will be based on the assumption of a parabolic density distribution, in resemblance to the other two

calculations found in the literature, but is considerably simpler.

In the Thomas-Fermi regime, the time-independent Gross-Pitaevskii Eq. (2.34) takes the form

Ψ(x)µ =

[

Utrap(x) +

∫

d3x′ Vint(x − x′)|Ψ(x′)|2
]

Ψ(x), (4.1)
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4 Harmonically Trapped Dipolar Bose-Einstein Condensates

which is that of a non-linear integral equation, due to the dipolar contribution.

Solving Eq. (4.1) in general is very difficult. Nonetheless, as we mentioned before, a parabolic density

profile has been found to be an exact solution of this integral equation. Initially, the problem was solved

for a cylinder-symmetric trap [96] and then, the solution was extended to the case of a triaxial trap

[149]. In this section, we restrict ourselves to a cylinder-symmetric trap (ωx = ωy = ωρ) and, therefore,

adopt an ansatz for the condensate wave function with explicit cylinder symmetry

Ψ(x) =







√
n0

[

1 − ρ2

R2
ρ
− z2

R2
z

]
1
2
; 1 − ρ2

R2
ρ
− z2

R2
z
≥ 0

0; otherwise
, (4.2)

where the constant

n0 =
15N

8πR2
ρRz

(4.3)

assures the normalization and ρ2 = x2+y2. Here, the parameters Rρ and Rz, which will be determined

self-consistently in the following, denote the spatial extension of the dipolar condensate in the radial

and axial directions, respectively. The dipolar term in Eq. (4.1) can be calculated with the help of

the Fourier transform of the dipole-dipole interaction, which was discussed in Section 3.1, and of the

condensate density n0(x) = |Ψ(x)|2, which reads

ñ0(k) =

∫

d3xn0(x)eik·x =
n0R

2
ρRz(2

√
π)3√

2

J 5
2

(

(

R2
ρk

2
ρ +R2

zk
2
z

) 1
2

)

(

R2
ρk

2
ρ +R2

zk
2
z

) 5
4

. (4.4)

Here Jν(x) denotes a Bessel function of the first kind [176]. Now, we must calculate the dipolar

potential, which is given by the convolution

Φdd(x) =

∫

d3xVdd(x − x′)n0(x
′). (4.5)

Due to the depence of the interaction potential Vdd(x−x′) on the relative position x−x′, it turns out

to be more convenient to perform the calculation of the potential (4.5) in Fourier space, where it reads

Φdd(x) =

∫

d3k

(2π)3
Ṽdd(k)ñ0(k)e−ik·x. (4.6)

Using Eq. (3.10) and Eq. (4.4) yields

Φdd(x) =
n0Cdd

3

[

ρ2

R2
ρ

− 2z2

R2
z

− fs

(

Rρ

Rz

)(

1 − 3

2

ρ2 − 2z2

R2
ρ −R2

z

)]

. (4.7)

In this equation we have introduced the definition of the cylinder-symmetric anisotropy function

fs(x) = −1

2

π
∫

0

dθ sin θ

(

3x2 cos2 θ

sin2 θ + x2 cos2 θ
− 1

)

, (4.8)

which is valid for all x (see Fig. 4.1). For actual calculations, it is useful to put the anisotropy function
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Figure 4.1: fs(x) as a function of x. Notice that fs(x) changes its sign at x = 1.

(4.8) in the form [86,150,97]

fs(x) =
1 + 2x2 − 3x2 Ξ(x)

1 − x2
, (4.9)

together with the abbreviation

Ξ(x) ≡







1√
1−x2

tanh−1
√

1 − x2; 0 ≤ x < 1

1√
x2−1

tan−1
√
x2 − 1; x ≥ 1

. (4.10)

Inserting the result for the dipolar potential (4.7) and the harmonic trap (1.4) with ωx = ωy = ωρ into

Eq. (4.1), and comparing the respective coefficients of 1, ρ2, and z2, we obtain three coupled equations

involving the parameters µ, Rρ and Rz. The constant term, for instance, leads to an expression for

the chemical potential

µ = gn0

[

1 − ǫbddfs

(

Rρ

Rz

)]

, (4.11)

where the dipolar interaction strength is the same as in the case of homogeneous condensates (1.14)

and reads

ǫbdd =
Cdd

3g
. (4.12)

It is interesting to notice that the dipolar contribution to the chemical potential µ is governed by the

anisotropy function fs(κ) and depends only on the condensate aspect ratio

κ =
Rρ

Rz
. (4.13)

The Thomas-Fermi radii Rρ and Rz have to be obtained as a function of the interaction strength

ǫbdd from the coupled equations involving the coefficients of ρ2 and z2. First, one finds the equation

Rρ =

{

15Ngκ

4πMω2
ρ

[

1 − ǫbdd

(

1 +
3

2

κ2fs(κ)

κ2 − 1

)]}
1
5

, (4.14)

which gives the Thomas-Fermi radius in the radial direction Rρ for given aspect ratio κ and interaction
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4 Harmonically Trapped Dipolar Bose-Einstein Condensates

strength ǫbdd. Secondly, the following transcendental equation is obtained

3κ2ǫbdd

[(

λ2

2
+ 1

)

fs(κ)

1 − κ2
− 1

]

+
(

ǫbdd − 1
)

(

κ2 − λ2
)

= 0, (4.15)

which relates the condensate aspect ratio κ to the trap aspect ratio λ = ωz/ωρ and the dipolar

interaction strength ǫbdd.

Equations (4.14) and (4.15) allow to calculate the Thomas-Fermi radii as functions of the interaction

strength and the trap aspect ratio λ. They are precisely the ones originally found by Eberlein et al.

in a more involved way [96].

Although we have proved that the ansatz Eq. (4.2), which represents an inverted parabola for the

particle density, is an exact solution of the Gross-Pitaevskii equation in the Thomas-Fermi regime, we

will not explore the physical properties of these solutions yet but postpone this discussion for a while.

Instead, in the next section, the same equations are derived variationally. The main advantages of the

variational approach are the mathematical simplicity and the straightforward inclusion of dynamical

effects.

4.2 Variational Approach to Dipolar Bose-Einstein Condensates

In this section, we consider dipolar condensates in the Thomas-Fermi approximation through a vari-

ational approach. By adopting the parabolic density as an ansatz and specifying the phase of the

condensate wave function, we are able to derive the equations of motion for the Thomas-Fermi radii

of dipolar condensate.

The starting point of the present study is the least action principle (2.25) with the action (2.26)–

(2.29). Instead of deriving an equation of motion for the condensate wave function Ψ(x, t), we adopt

the factorization ansatz

Ψ(x, t) = eiMχ(x,t)/~Ψ0(x, t), (4.16)

which can be done for a general complex function with real functions χ(x, t) and Ψ0(x, t). Inserting

the ansatz (4.16) into (2.26)–(2.29) and requiring that the number of particles is conserved, a partial

integration leads to

A[n0, χ] = −M
t2
∫

t1

dt

∫

d3x
√

n0(x, t)

[

χ̇(x, t) +
1

2
∇χ(x, t) · ∇χ(x, t) +H0(x, t)

]

√

n0(x, t) (4.17)

with the condensate density n0(x, t) = Ψ∗
0(x, t)Ψ0(x, t) and the Hamiltonian

H0(x, t) = −~
2∇2

2M
+ Utrap(x) +

1

2
gn0(x, t) +

1

2

∫

d3x′ Vdd(x − x′)n0(x
′, t). (4.18)

The identification

v(x, t) = ∇χ(x, t) (4.19)

together with extremization of the action (4.17) with respect to the phase χ(x, t) and the condensate
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density n0(x, t) would give the continuity Eq. (2.40) as well as the Euler Eq. (2.45), respectively. But

we shall follow an even simpler approach to study dipolar condensates by assuming that the particle

density is given by

n0(x, t) = n0(t)

[

1 − x2

R2
x(t)

− y2

R2
y(t)

− z2

R2
z(t)

]

(4.20)

whenever the right-hand side is positive and vanishes otherwise. Due to normalization, the Thomas-

Fermi radii are related to the quantity n0(t) through

n0(t) =
15N

8πRx(t)Ry(t)Rz(t)
. (4.21)

The lengths Ri(t), which correspond to the Thomas-Fermi radii, are, in general, time dependent and

are treated as variational parameters. In addition, an explicit ansatz for the condensate phase is made

χ(x, t) =
1

2
αx(t)x2 +

1

2
αy(t)y

2 +
1

2
αz(t)z

2, (4.22)

where αi(t) are the variational parameters responsible for the dynamics of the system. Notice that,

contrary to the procedure in Section 4.1, we do not presume that the trap possesses any kind of

symmetry.

Let us proceed and evaluate the components of action (4.17) as functions of the variation parameters.

The first term can be immediately calculated and gives

−M
∫

d3xχ̇(x, t)n0(x, t) = −MN

14

[

α̇x(t)R2
x(t) + α̇y(t)R

2
y(t) + α̇(t)R2

z(t)
]

. (4.23)

Consider now the kinetic energy. Under the Thomas-Fermi approximation, we neglect the term

∇Ψ0(x, t) · ∇Ψ0(x, t). Despite that, the contribution for the kinetic energy coming from the phase

survives. Indeed, identifying the velocity field (4.19), the corresponding flow energy is defined as [3]

Eflow(t) =
M

2

∫

d3xn0(x, t)∇χ(x, t) · ∇χ(x, t). (4.24)

Then, with the help of ansatz (4.22), the flow energy becomes

Eflow(t) =
MN

14

[

α2
x(t)R2

x(t) + α2
y(t)R

2
y(t) + α2

z(t)R
2
z(t)

]

. (4.25)

Before we evaluate action (4.17), let us discuss each of the energy contributions separately. To this

end, it is convenient to define the mean-field energy density according to

EMF(x, t) =
√

n0(x, t)

[

Utrap(x) +
1

2
gn0(x, t) +

∫

d3x′ Vdd(x − x′)n0(x
′, t)

]

√

n0(x, t) (4.26)

and the corresponding mean-field energy

EMF(t) =

∫

d3xEMF(x, t). (4.27)

Notice that this definition neglects the kinetic energy. This is justified since we will be interested in
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4 Harmonically Trapped Dipolar Bose-Einstein Condensates

the Thomas-Fermi regime. In this way, the mean-field energy EMF can be decomposed according to

EMF(t) = Etrap(t) + Eδ(t) + Edd(t). (4.28)

The trapping energy Etrap(t), for example, is proportional to the particle number N and reads

Etrap(t) =

∫

d3xn0(x, t)Utrap(x) =
MN

14

[

ω2
xR

2
x(t) + ω2

yR
2
y(t) + ω2

zR
2
z(t)
]

. (4.29)

The contact interaction energy Eδ(t), in turn, carries a factor N2 and is given by

Eδ(t) =
1

2

∫

d3x

∫

d3x′ n0(x, t)gδ(x − x′)n0(x
′, t)

=
15gN2

28πRx(t)Ry(t)Rz(t)
. (4.30)

Let us turn to the term which is responsible for the dipole-dipole interaction. Indeed, to obtain the

energy as a function of the variational parameters, one does not need the dipolar potential Ψdd(x),

calculated in Eq. (4.7), which is the hardest part of that computation. In fact, we find

Edd(t) =
1

2

∫

d3x

∫

d3x′ n0(x, t)Vdd(x − x′)n0(x
′, t)

=
1

2

∫

d3k

(2π)3
ñ0(k, t)Ṽdd(k)ñ0(−k, t). (4.31)

The Fourier transform of the density (4.4), which reflects the cylinder symmetry assumed in the last

section, can be immediately extended to the case of three different Thomas-Fermi radii. This leads to

ñ0(k, t) =
n0Rx(t)Ry(t)Rz(t)(2

√
π)3√

2

J 5
2

(

(

R2
x(t)k2

x +R2
y(t)k

2
y +R2

z(t)k
2
z

) 1
2

)

(

R2
x(t)k2

x +R2
y(t)k

2
y +R2

z(t)k
2
z

) 5
4

. (4.32)

Together with the Fourier transform of the dipolar potential (3.10), we readily obtain

Edd(t) = − 15gǫbddN
2

28πRx(t)Ry(t)Rz(t)
f

(

Rx(t)

Rz(t)
,
Ry(t)

Rz(t)

)

. (4.33)

The anisotropy function f(x, y), which reflects the geometrical properties of the dipole-dipole interac-

tion, is defined according to (see Fig. 4.2)

f(x, y) = 1 + 3xy
E(ϕ, k) − F (ϕ, k)

(1 − y2)
√

1 − x2
, (4.34)

where F (ϕ, k) and E(ϕ, k) are the elliptic integrals of the first and second kind, respectively, with

ϕ = arcsin
√

1 − x2 and k2 = (1 − y2)/(1 − x2). This function has appeared often in the literature

of dipolar Bose-Einstein condensates and its properties are discussed in detail in Appendix A. Notice

that f(x, y) is bounded between 1 and −2 passing through 0 at x = y = 1. This reflects the fact that

the dipole-dipole interaction is both partially attractive and partially repulsive, depending on whether
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Figure 4.2: Anisotropy function f(x, y) from (4.34), which is bounded between 1 for small values of
either x or y and −2 for large values of both arguments. Notice the symmetry f(x, y) =
f(y, x) and that f(x, y) reduces to fs(x) (black curve) in the case of cylindrical symmetry
[151,149].

the dipoles are head-to-tail or side-by-side to one another, respectively. In a cylinder symmetric system

and for polarization along the symmetry axis, the interaction is, therefore, dominantly attractive in

cigar- (prolate) and repulsive in pancake-shaped (oblate) systems. We remark that the anisotropy

function f(x, y) obeys the identity

f(x, x) = fs(x), (4.35)

with fs(x) being defined in equation (4.9).

Let us go back to the complete action, which can now be written as a function of the variational

parameters

A (R,α, α̇, t) =

t2
∫

t1

dtL (R,α, α̇, t) , (4.36)

where the Lagrangian function is given by

L (R,α, α̇, t) = −MN

7

{

∑

i

R2
i (t)

2

[

α̇i(t)+α
2
i (t)+ω

2
i

]

+
15Ng/(4πM)

Rx(t)Ry(t)Rz(t)

[

1−ǫbddf

(

Rx(t)

Rz(t)
,
Ry(t)

Rz(t)

)]

}

.

(4.37)

The corresponding equations of motion are then obtained from the Euler-Lagrange equations

d

dt

(

∂L
∂q̇

)

− ∂L
∂q

= 0, (4.38)

with q being one of the variational parameters.

Concerning the variational parameters for the condensate phase, their equations of motion read

αi(t) =
Ṙi(t)

Ri(t)
(4.39)
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and serve as auxiliary relations in order to eliminate the variational parameters αi(t) from the equations

of motion for the Thomas-Fermi radii. The final equations of motion for the Thomas-Fermi radii are

NM

7
R̈i(t) = − ∂

∂Ri
EMF (Rx, Ry, Rz) . (4.40)

For future reference, let us write Eqs. (4.40) explicitly

R̈x = −ω2
xRx +

15gN

4πMR2
xRyRz

{

1 − ǫbdd [1 −Rx∂Rx ] f

(

Rx

Rz
,
Ry

Rz

)}

,

R̈y = −ω2
yRy +

15gN

4πMRxR
2
yRz

{

1 − ǫbdd

[

1 −Ry∂Ry

]

f

(

Rx

Rz
,
Ry

Rz

)}

,

R̈z = −ω2
zRz +

15gN

4πMRxRyR2
z

{

1 − ǫbdd [1 −Rz∂Rz ] f

(

Rx

Rz
,
Ry

Rz

)}

. (4.41)

Equations (4.41) describe the physics of dipolar Bose-Einstein condensates in triaxial traps and were

first derived by Giovanazzi et al., who used them to investigate the time-of-flight dynamics in those

systems. Indeed, a triaxial time-of-flight analysis provided the first experimental proof of the presence

of the dipole-dipole interaction in chromium [98]. It is convenient to observe that the dynamics of

the Thomas-Fermi radii can be studied as the Newtonian problem of a fictitious particle moving in a

potential which is given by the mean-field energy EMF (Rx, Ry, Rz).

It should be emphasized that in the particularly interesting case of cylinder-symmetric traps, where

dipolar condensates were initially investigated, Eqs. (4.41) reduce to

R̈ρ(t) = −ω2
ρRρ(t) +

15gN

4πMRρ(t)3Rz(t)

{

1 − ǫbdd

[

1 +
3

2

R2
ρ(t)fs(Rρ(t)/Rz(t))

R2
ρ(t) −R2

z(t)

]}

, (4.42)

R̈z(t) = −ω2
zRz(t) +

15gN

4πMR2
ρ(t)R

2
z(t)

{

1 + 2ǫbdd

[

1 +
3

2

R2
z(t)fs(Rρ(t)/Rz(t))

R2
ρ(t) −R2

z(t)

]}

. (4.43)

In deriving Eqs. (4.42) and (4.43), we have employed the mathematical identities

lim
y→x

x
∂f(x, y)

∂x
= lim

y→x
y
∂f(x, y)

∂y
=

1

2
xf ′s(x) = −1 +

2 + x2

2(1 − x2)
fs(x) (4.44)

for the anisotropy function f(x, y), where the prime denotes derivative with respect to the argument.

Equations (4.42) and (4.43) give the exact properties of cylinder-symmetric dipolar condensates

in the Thomas-Fermi regime. They were first obtained by O’Dell et al., who used the hydrodynamic

formalism to study the oscillations of a chromium condensate around the parabolic equilibrium solution

[97,96]. Here, we will employ these equations to study the static properties like the condensate aspect

ratio as well as dynamic properties like the low-lying oscillations and the time-of-flight expansion.

4.3 Static Properties

In this section, we discuss the static solutions of the equations of motion for a dipolar condensate

obtained by setting R̈i = 0 in Eq. (4.41). We will initially present a brief discussion of the non-dipolar

64



4.3 Static Properties

condensate, in order to establish the background for the specific effects of the dipole-dipole interaction.

In addition, this discussion will also provide appropriate unities for expressing the main quantities

of interest throughout this chapter. When we come to the static properties themselves, we will first

concentrate on the case of a cylinder-symmetric trap, thereby revisiting the most important known

results. Then we will analyze a few aspects of the triaxial case with focus on the changes in the stability

diagram that were not yet discussed in the literature.

Combining Eqs. (4.42) and (4.43), we could reproduce precisely the equations for the Thomas-Fermi

radius in the radial direction, Eq. (4.14), and the equation for the condensate aspect ratio, Eq. (4.15),

from the exact solution in Section 4.1. These equations allow for calculating the static properties of the

dipolar condensate, but it should be remarked that they represent extrema, not necessarily minima.

Therefore, the behavior of the mean-field energy, supplemented by physical intuition, will help us to

identify the different types of equilibrium solutions.

Let us start the discussion of the static properties with the case of a non-dipolar condensate. To

that end, we set ǫbdd = 0 and denote non-dipolar quantities with the superscript (0). In this case, the

Thomas-Fermi radii are given by

R
(0)
i =

(

2µ(0)

Mω2
i

)1/2

, µ(0) = gn0, (4.45)

and define clear borders for the condensate. This is in contrast with Bose-Einstein condensation in

trapped ideal gases, for which the wave function is Gaussian and, therefore, the condensate density

falls fast but not abruptly.

The Thomas-Fermi radii of condensates with pure contact interactions will provide us with the

physical unities for describing the dipolar condensate. The dimensionless radii are denoted by

R̃i =
Ri

R
(0)
i

. (4.46)

Before we discuss the stationary solutions of Eqs. (4.42) and (4.43), let us consider the mean-field

energy in equilibrium. In units of the non-interacting energy

E(0) =
5

14
NMω2

ρR
(0)
ρ

2
, (4.47)

the mean-field energy is given by the following expression

EMF

(

R̃x, R̃y, R̃z

)

E(0)
=

2

5

{

1

2

∑

i

R̃2
i +

1

R̃xR̃yR̃z

[

1 − ǫbddf

(

R̃xλx

R̃z

,
R̃yλy

R̃z

)]}

, (4.48)

which outlines the role of the trap frequency ratios λx and λy, defined in Eq. (1.5) according to

λx =
ωz

ωx
, λy =

ωz

ωy
.

Let us first discuss the cylinder-symmetric situation, in which λx = λy = λ. In this case, the
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symmetry of the mean-field energy (4.48) implies R̃x = R̃y, the function f
(

R̃xλx

R̃z
,

R̃yλy

R̃z

)

reduces to

fs

(

R̃ρλ

R̃z

)

, and we recover the energy of Ref. [96], where this problem was first solved exactly.

Since the maximum value of fs(x) is 1, taken at x = 0 (see Fig. 4.1.), the mean-field energy is

bounded from below whenever ǫbdd < 1. Therefore, for these values of the dipolar interaction strength,

the energy EMF

(

R̃ρ, R̃z

)

possesses a global minimum and equilibrium is always stable. Another

interesting feature of fs(x) is that it is positive for x < 1, passes through zero at x = 1, and is negative

for x > 1. This is responsible for stretching the condensate along the polarization axis, which leads

to a lower total energy. In the following we discuss how these dipolar effects show up in the static

properties of Bose-Einstein condensates by considering the aspect ratio and the stability diagram as

concrete examples.

In Fig. 4.3a), we have plotted the condensate aspect ratio as a function of the dipolar interaction

strength ǫbdd for different trap aspect ratios λ. The corresponding values of λ for each curve can be

read off by noticing that, in the non-dipolar case, condensate and trap aspect ratios coincide, i.e.,

κ(ǫbdd = 0) = λ. For an interaction strength ǫbdd < 1, a single aspect ratio emerges, which corresponds

to an absolute minimum of the mean-field energy (4.48). This configuration is, therefore, stable. As

ǫbdd eventually becomes larger than one, the upper branch ceases to be a global and becomes only a

local minimum. It is, therefore, called metastable. In addition, for ǫbdd > 1, another branch appears,

which is unstable, since it does not correspond to a minimum. Stable or metastable branches of the

aspect ratio are depicted with continuous curves while the unstable branches are represented by broken

ones. The mathematical criterion to distinguish a metastable from an unstable configuration is the

analysis of the Hessian matrix corresponding to the total energy Eq. (4.48). Nonetheless, a simple

physical criterion is also available. Polarized dipoles can either attract or repel each other, depending

if they are aligned head-to-tail or side-by-side, respectively. Thus, a head-to-tail configuration along

the Oz-axis lowers the total energy and this lowering is stronger the stronger the interaction strength

is. Based on these grounds, one expects a physically acceptable solution to have a negative derivative

of the aspect ratio κ with respect to the interaction strength ǫbdd, explaining the behavior found in

Fig. 4.3a).

Considering the stability diagram, shown in Fig. 4.3b), interesting features of Bose-Einstein conden-

sates can be explored. The region in gray is given by ǫbdd < 1 and represents a stable region, where

only one solution is available. The green area, in which two solutions coexist, is called metastable.

This area is bounded by 1 < ǫbdd < ǫb,crit
dd but, for values λ ' 5.17 on, ǫb,crit

dd becomes infinite, explaining

why the stable and unstable aspect ratios for λ = 6 in Fig. 4.3a) do not meet each other. This has

the important experimental implication that a dipolar condensate can always be stabilized by a suffi-

ciently flat trap, no matter how strong the interaction is. This important observation was first made

in Ref. [96].

Now we consider the case in which the cylinder symmetry is not present. Let us first study the

aspect ratios in the x and y directions, denoted by

κx =
Rx

Rz
, κy =

Ry

Rz
, (4.49)

respectively. To this end, it is convenient to investigate the case of a varying λy, while λx is kept
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Figure 4.3: a) Aspect ratio κ = R̃ρλ/R̃z as a function of the dipolar interaction strength ǫbdd for different

values of λ = κ(ǫbdd = 0). For ǫbdd < 1, the transcendental equation (4.15) gives a single
condensate aspect ratio κ, which corresponds to a stable configuration and is depicted in
solid curves. For ǫbdd > 1, a second, unstable branch, depicted in broken curves, shows up

for the aspect ratio, which meets the stable one at ǫbdd = ǫb,crit
dd . For ǫbdd > ǫb,crit

dd , no solution
is available. b) Stability diagram of a cylinder-symmetric Bose-Einstein condensate. The

blue line depicts the critical value of the interaction strength ǫb,crit
dd , above which no solution

is available for Eqs. (4.42) and (4.43). The colored area represents stable configurations, in
which an additional unstable solution is present (light green) or not (gray).

constant. Indeed, the symmetry of the problem allows to understand by analogy the properties of

the system in the inverse case, i.e., when λy is hold fixed and λx changes. We show in Fig. 4.4a) the

aspect ratio κx as a function of the dipolar interaction strength ǫbdd for λx = 4 and λy = 2, 3, 4, 5, 6.

The solid lines represent the stable solutions of the stationary versions of Eqs. (4.41) while the broken

ones mark the unstable solutions. The orange curve depicts the cylinder-symmetric case for λx =

λy = 4. As λy increases to λy = 5 (purple) and λy = 6 (gray), the maximum value of the interaction

strength supporting a stable solution increases, the contrary being true for decreasing λy. This can be

understood as a consequence of the fact that a larger trap aspect ratio implies a more pancake-shaped

cloud, which favors the repulsive part of the dipolar interaction.

The absence of the cylinder symmetry can be displayed in a more dramatic way by considering the

stability diagram of a dipolar condensate. Fig. 4.4b) shows the value of the critical interaction strength

as a function of the trap aspect ratio λx. In addition to the cylinder-symmetric curve λy = λx (black),

the stability diagram is also calculated and shown for λy = 2λx (red) and λy = λx/2 (blue). We omit

the classification of the corresponding regions in order to highlight the importance of the asymmetry

for the stability diagram.

4.4 Low-Lying Excitations

The study of the low-lying excitations is a very important diagnostic tool for the physics of cold

atoms. In this section, we will discuss these excitations in a dipolar condensate by giving a general

description of the eigenvectors as well as semi-analytic expressions for the frequencies of oscillation in

the cylinder-symmetric dipolar condensate.

Let us start by considering the equations of motion for the Thomas-Fermi radii (4.41). For the
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Figure 4.4: a) Aspect ratio κx = R̃xλx/R̃z as a function of the dipolar interaction strength ǫbdd for
fixed λx = 4 and λy = 2, 3, 4, 5, 6. The solid curves depict stable solutions while the
broken ones correspond to unstable configurations. b) Stability diagram of a triaxially
trapped Bose-Einstein condensate. The black curve reproduces the results in Fig. 4.3b) of
a cylinder-symmetric trap (λy = λx), while the red and the blue curves stand for the cases
λy = 2λx and λy = λx/2, respectively.

lowest excitations, it is useful to look for solutions which represent small deviations from equilibrium.

Therefore, we assume the Thomas-Fermi radii to oscillate with frequency Ω in the form

Ri(t) = Ri(0) + ηi sin (Ωt+ ϕ) , (4.50)

where Ri(0) is the equilibrium value of the radius, ηi represents a small oscillation amplitude, and

ϕ is a phase determined by the initial conditions. We then insert Eq. (4.50) into the equations of

motion (4.41) and expand them around the equilibrium values, keeping terms which are of first order

in the amplitudes. The frequencies of the oscillations are then given by the solutions of the eigenvalue

problem

Oijηj = Ω2ηj, (4.51)

where the matrix elements in Eq. (4.51) are given by

Oij =
7

NM

∂2

∂Ri∂Rj
EMF (Rx, Ry, Rz)

∣

∣

∣

∣

Rk=Rk(0)

(4.52)

and the index k is summed over the directions x, y, and z.

For a cylinder-symmetric trap, the eigenvectors of oscillation have a well defined behavior and their

frequencies can be expressed in semi-analytic form. Therefore, we will restrict ourselves to present

the results for this case. A broad discussion of the lowest excitation modes of a dipolar Bose-Einstein

condensate in a triaxial trap can be found in Ref. [152].

At first, we recover the expressions for the three-dimensional monopole and quadrupole oscillation

frequencies, denoted by the sub-indexes + and −, respectively. The indexes stand for the fact that

monopole (quadrupole) oscillations are characterized by the radial and axial variables Rρ and Rz

varying in (out of) phase. The monopole mode is, therefore, also known as the breathing mode. The
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Figure 4.5: a) Frequencies of the low-lying modes in units of ωx as functions of the dipolar in-

teraction strength ǫbdd for λ = 4. The blue (red) curve corresponds to the monopole
(quadrupole) mode, while the broken lines represent the non-dipolar values of the frequen-

cies Ω
(0)
+ = 6.98 ωx and Ω

(0)
− = 1.81 ωx. The inset schematically shows the shape of the

length oscillations. The amplitudes are identical. b) Excitation frequencies in units of the
corresponding non-dipolar values as functions of the trap aspect ratio λ for ǫbdd = 0.15
(dashed) and ǫbdd = 0.42 (continuous).

frequencies are given by the general expression,

Ω± =

√

1

2

[

Oxx +Oxy +Ozz ±
√

(Oxx +Oxy −Ozz)
2 + 8O2

xz

]

, (4.53)

where the cylinder-symmetric limits of the corresponding matrix elements (4.52) can be evaluated with

the help of the identities, which are derived in Section A.5, and read

lim
y→x

(Oxx +Oxy) = ω2
ρ + 3ω2

ρ

1 + ǫbdd

[

2R2
ρ−R2

z

R2
z−R2

ρ
− R2

ρ(R2
z+4R2

ρ)fs(Rρ/Rz)

2(R2
z−R2

ρ)
2

]

1 + ǫbdd

[

3
2

R2
ρfs(Rρ/Rz)

R2
z−R2

ρ
− 1
] ,

lim
y→x

Ozz = λ2ω2
ρ + 2ω2

ρ

R2
ρ

R2
z

1 + ǫbdd

[

5R2
z−2R2

ρ

R2
z−R2

ρ
− 3R2

z(4R2
z+R2

ρ)fs(Rρ/Rz)

2(R2
z−R2

ρ)
2

]

1 + ǫbdd

[

3
2

R2
ρfs(Rρ/Rz)

R2
z−R2

ρ
− 1
] ,

lim
y→x

Oxz = ω2
ρ

Rρ

Rz

1 + ǫbdd

[

−R2
z+2R2

ρ

R2
z−R2

ρ
+

15R2
ρR2

zfs(Rρ/Rz)

2(R2
z−R2

ρ)
2

]

1 + ǫbdd

[

3
2

R2
ρfs(Rρ/Rz)

R2
z−R2

ρ
− 1
] . (4.54)

It is worth remarking that, in the case of vanishing dipolar interaction ǫbdd = 0, Eq. (4.53) yields

the frequencies found for a condensate with contact interaction in the Thomas-Fermi regime, already

discussed in Eq. (2.50).

Assuming a priori that the harmonic trap is a triaxial one and applying later on the cylinder sym-

metry makes it also possible to derive an expression for the radial quadrupole frequency. It is given
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4 Harmonically Trapped Dipolar Bose-Einstein Condensates

according to

Ωrq =
√

lim
y→x

(Oxx −Oxy) = ωρ

√

√

√

√

√

√1 +

1 − ǫbdd

[

(2R2
z−5R2

ρ)
2(R2

z−R2
ρ)

+
(6R2

ρR2
z+9R4

ρ)fs(Rρ/Rz)

4(R2
z−R2

ρ)
2

]

1 + ǫbdd

[

3
2

R2
ρfs(Rρ/Rz)

R2
z−R2

ρ
− 1
] (4.55)

and reproduces the corresponding non-dipolar value Ωrq =
√

2ωρ for ǫbdd = 0 [51].

Let us discuss the physical aspects brought about by the dipole-dipole interaction on Bose-Einstein

condensates. In Fig. 4.5a), we show the dependence of the frequencies on the interaction strength ǫbdd

for λ = 4 in units of ωρ. The upper curves represent the monopole frequencies Ω+: The blue curve

shows the dependence on the dipolar interaction strength ǫbdd, while the dashed line stands for the

non-dipolar frequency Ω
(0)
+ = 6.98 ωρ. The presence of the interaction leads to a monotonic increase

of the monopole frequency. As ǫbdd approaches the critical value, above which no solution exists,

the derivative with respect to the interaction strength becomes very large. The inverse behavior is

observed for the quadrupole frequency, which is a monotonically decreasing function of ǫbdd. This mode

clearly characterizes the mechanical instability of the system, since its frequency approaches zero as

the interaction strength gets closer to the critical value.

In what concerns the eigenvectors of the oscillation, we will not present a detailed discussion and

focus on the relative phases of the amplitudes because they determine the physical character of the

mode. In the inset of Fig. 4.5a), the vibration modes are displayed. Part I corresponds to two-

dimensional quadrupole mode (ηx = −ηy, ηz = 0) while II depicts the monopole mode (ηx ∼ ηy ∼ ηz)

and part III the three-dimensional quadrupole mode (ηx = ηy ∼ −ηz).

Concerning the dependence on the trap aspect ratio λ, typical anisotropic effects can be observed.

Fig. 4.5b) shows the oscillation frequencies in units of their non-dipolar values as functions of λ for

ǫbdd = 0.15 (broken) and ǫbdd = 0.42 (continuous). For example, the monopole frequency is smaller in the

presence than in the absence of the dipole-dipole interaction for λ / 1, but the situation changes when

the relation λ ' 1 holds. For the quadrupole frequency, precisely the opposite is true. The black curves

mark the two-dimensional quadrupole frequency, which is lowered by the interaction for 0 < λ < ∞.

The broken curves, for which the interaction strength is ǫbdd = 0.15, already show effects of about 2%

to 3% and correspond to a typical sample of chromium without using a Feshbach resonance [149]. If,

instead, bosonic dysprosium atoms are considered with the same particle number and assuming the

same s-wave scattering length, one obtains the value ǫbdd = 0.42, due to the larger magnetic dipole

moment m = 10 µB [33]. In that case, a difference of about 7% appears for λ ≈ 0.5 and λ ≈ 2.4.

4.5 Time-of-flight Expansion

The importance of time-of-flight experiments in the area of ultracold atoms can hardly be overem-

phasized. For example, this technique was responsible for the first demonstration of Bose-Einstein

condensation back in 1995, where the atoms were allowed to expand after turning off the trap and

were imaged by absorption methods showing the characteristic central peak in the momentum distri-

bution [22,23,153]. Since then, it has become standard to use time-of-flight measurements of the aspect

ratio to observe the difference between the superfluid hydrodynamic expansion of a condensate from
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Figure 4.6: a) Thomas-Fermi radii as functions of time (ω−1
ρ ) in units of R

(0)
ρ for ǫbdd = 0 (broken),

ǫbdd = 0.42 (continuous), and trap aspect ratio λ = 2. The blue (red) curve represents the
radius in the radial (axial) direction. Notice that the presence of the dipolar interaction
(continuous curves) enhances the faster expansion of the axial radius. b) Aspect ratio
κ = R̃ρλ/R̃z as function of time (ω−1

ρ ) for ǫbdd = 0 (blue), ǫbdd = 0.15 (black), and ǫbdd = 0.42
(red) with λ = 2.

the collisionless one of a normal weakly interacting Bose gas. Indeed, this technique also provided the

first observation of the dipole-dipole interaction in chromium condensates. Initially, a small deviation

was measured in the expansion dynamics of a condensate, which was due to the weak magnetic dipole-

dipole interaction [98]. Then, strong dipolar interactions were obtained by using a Feshbach resonance

to decrease the s-wave scattering length exposing for the first time the nature of a quantum ferrofluid

[89].

In this section we will study this important topic of the physics of dipolar bosons by solving the

equations of motion (4.42) and (4.43) without the first term, which represents the trap. Indeed, in

units of the non-dipolar condensate, given by Eq. (4.45), these equations read

d2R̃ρ(t)

dt2
=

ω2
ρ

R̃ρ(t)3R̃z(t)







1 − ǫbdd



1 +
3

2

R̃2
ρ(t)λ

2fs

(

R̃ρ(t)λ/R̃z(t)
)

R̃2
ρ(t)λ

2 − R̃2
z(t)











,

d2R̃z(t)

dt2
=

ω2
z

R̃2
ρ(t)R̃

2
z(t)







1 + 2ǫbdd



1 +
3

2

R̃2
z(t)fs

(

R̃ρ(t)λ/R̃z(t)
)

R̃2
ρ(t)λ

2 − R̃2
z(t)











. (4.56)

The initial conditions needed for solving Eqs. (4.56) are obtained from the equilibrium values of the

Thomas-Fermi radii and their derivatives at t = 0, i.e.,

dR̃ρ(t = 0)

dt
= 0,

dR̃z(t = 0)

dt
= 0. (4.57)

Without the dipolar interaction, one expects from Eqs. (4.56), that both radii will expand with the

time scale given by their respective inverse trap frequency. For weak enough dipolar interaction, the

general picture remains the same, but the expansion rate of the different radii will be slightly affected,

since the dipole-dipole interaction retains the tendency to stretch the condensate along the z-direction.
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Figure 4.7: a-c) Configurations of the external aligning field with respect to the symmetry axis of
cylinder-symmetric condensates. Part a) has λx = λy = 0.5 with B = Bẑ. For part b) the
trap is the same, λx = λy = 0.5, but with B = Bŷ, which is equivalent to configuration c),
which has λx = 1, λy = 2, with B = Bẑ. d) Radial aspect ratio R̃yλy/R̃z as functions of
time (in units of ω) for ǫbdd = 0.42 in configurations a) and b).

We show the time-of-flight dynamics of a dipolar condensate including the dipole-dipole interaction

in Fig. 4.6 for trap aspect ratio λ = 2. In part a), we plot the Thomas-Fermi radii in units of the

non-interacting radius R
(0)
ρ as a function of ωρt. While the broken curves are for ǫbdd = 0, the solid

ones were obtained for ǫbdd = 0.42. It becomes clear that, in this case, the hydrodynamic characteristic

of the expansion, where the radius with the tighter trap expands faster, is enhanced by a polarization

along that direction.

With respect to the condensate aspect ratio, the usual inversion, which is a hydrodynamic char-

acteristic, is also influenced by the dipole-dipole interaction, as can be seen from Fig. 4.6b), where

the aspect ratio as a function of time is plotted for ǫbdd = 0 in blue, for ǫbdd = 0.15 in black, and for

ǫbdd = 0.42 in red. Indeed, the larger the dipolar interaction strength the smaller the asymptotic value

of the condensate aspect ratio, as already anticipated by the plots in Fig. 4.6a).

In addition to the effects of the dipole-dipole interaction over the time-of-flight dynamics of cylinder-

symmetric Bose-Einstein condensates, that we have explored so far, we would like to point out a way

to evidence the anisotropic character of the expansion. Suppose, we have a cylinder-symmetric trap

with the dipoles pointed out along the symmetry axis, as in Fig. 4.7a), where we have λx = λy = 0.5.

It is an interesting question, to investigate the influence of the polarization direction upon the aspect

ratio Ry/Rz as a function of time. More precisely, we would like to know how this aspect ratio changes

if we would have, instead, the external field perpendicular to the symmetry axis, according to Fig.

4.7b). Changing the orientation of the external field might not be an easy task. Nevertheless, this

configuration can be studied by noticing that the aspect ratio Ry/Rz in the latter situation is equivalent

to Rz/Ry, if the trap is characterized by λx = 1 and λy = 2 with the external field kept along the z-

direction, as in Fig. 4.7c). Indeed, both situations are cylinder symmetric but they require nonetheless

the triaxial formalism. Therefore, we have solved Eqs. (4.41) and present the results in Fig. 4.7d).

The red curve, on the one hand, was produced for λx = λy = 0.5 and represents the aspect ratio
Ry

Rz
in

configuration a). On the other hand, the blue curve represents the aspect ratio
Ry

Rz
plotted for λx = 1

and λy = 2, which corresponds to configuration c). The anisotropic character of the dipolar interaction

in Bose-Einstein condensates is immediately made evident by such a study and can be recognized in

both static (reproduced at t = 0 s) and dynamic values of the aspect ratio [98].
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5 Beyond Mean-field Effects in Trapped

Dipolar Condensates

In this chapter, we will explore the Bogoliubov-de Gennes theory of Section 2.5 to study the effects of

quantum fluctuations in a harmonically trapped condensate of dipolar particles [129]. Starting from

the equations for the fluctuation amplitudes, we will introduce a semiclassical approximation, which

allows to perform the summation over the quantum numbers of the Bogoliubov modes in the limit of

large particle numbers. In agreement with the semiclassical approach, we also make use of the so called

local density approximation in order to derive an analytical expression for the exchange interaction

between the condensate and the excited particles. Then we specify our general results to obtain beyond

mean-field corrections to the condensate fraction, to the ground-state energy, and to the equation of

state. The corrected ground-state energy allows for deriving equations of motion for the condensate

widths, which include the effects of quantum fluctuations. With these equations at hand, the influence

of the fluctuations can be studied in both static and dynamic properties of the system. The condensate

aspect ratio, for example, is investigated and an anisotropic correction is found, which is not present in

condensates with pure contact interaction. As the best prospects to measure these beyond mean-field

effects in condensates are displayed by the low-lying excitations, we will give special emphasis to their

investigation and show that the anisotropic aspect ratio correction plays an important role for the

excitation frequencies. To conclude, we also investigate the time-of-flight dynamics and show how it is

affected by quantum fluctuations for adequately chosen trap configurations.

5.1 Bogoliubov-de Gennes Equations

Let us start our analysis by specializing the Bogoliubov-de Gennes equations (2.74), where the Thomas-

Fermi approximation for a trapped dipolar condensate has already been taken into account. That is,

we remind that in the following equations the interaction potential of the condensate takes the form

Vint (x) = gδ (x) + Vdd (x) , (5.1)

with the contact interaction strength (1.11) and the long-range dipolar potential (1.12). Apart from

the interaction potential, we first consider Eqs. (2.74), in their general form

ενUν(x) = −~
2∇2

2M
Uν(x) +

√

n0(x)

∫

d3x′ Vint

(

x− x′)√n0(x′)
[

Vν(x
′) + Uν(x

′)
]

,

−ενVν(x) = −~
2∇2

2M
Vν(x) +

√

n0(x)

∫

d3x′ Vint

(

x− x′)√n0(x′)
[

Vν(x
′) + Uν(x

′)
]

,

(5.2)
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5 Beyond Mean-field Effects in Trapped Dipolar Condensates

with the Bogoliubov energy εν and the Bogoliubov amplitudes Uν(x), Vν(x) for each mode ν. Notice

that we have made use of the broken U(1)-symmetry by introducing the condensate density via Ψ0(x) =

Ψ∗
0(x) =

√

n0(x).

As we have remarked before, the Bogoliubov-de Gennes equations can be used to investigate the

excitation spectrum of condensates over the whole range from single-particle like all the way to hy-

drodynamic, i.e., collective excitations [143]. Indeed, such an analysis for N ≈ 103 dipoles in a

cylinder-symmetric harmonic trap has been conducted before, where the Bogoliubov modes were stud-

ied numerically [154]. Here, however, we are interested in the Thomas-Fermi regime where the number

of particles is large and the kinetic energy is negligible with respect to the interaction energy. This

regime corresponds to the actual situation in most experiments.

Solving these equations in general is a hard task, even numerically [154]. Nonetheless, we can find

analytical solutions by applying a semiclassical approximation for the energy εν of the modes as well

as for the Bogoliubov amplitudes Uν and Vν according to [74,155]

εν → ε (x,k) ,

Uν → U (x,k) eik·x,

Vν → V (x,k) eik·x.

We remark that the functions U (x,k) and V (x,k) are slowly varying functions of position. Therefore,

their spatial derivatives can be neglected. In addition, the semiclassical approximation also has crucial

implications for the normalization condition of Bogoliubov amplitudes, given, in general, in Eq. (2.60).

In the continuum limit, the right-hand side of the normalization condition (2.60) contains a Dirac delta

of the type δ (k− k′). Therefore, the Bogoliubov amplitudes should obey [74]

U (x,k)U∗ (x,k) − V (x,k)V∗ (x,k) = 1. (5.3)

Within this semiclassical approximation, the Bogoliubov-de Gennes become

ε (x,k)U (x,k) =
~

2k2

2M
U (x,k)+

√

n0(x)

∫

d3x′ Vint

(

x−x′)√n0(x′)
[

V (x′,k)+U (x′,k)
]

eik·(x
′−x),

−ε (x,k)V (x,k) =
~

2k2

2M
V (x,k)+

√

n0(x)

∫

d3x′ Vint

(

x−x′)√n0(x′)
[

V (x′,k)+U (x′,k)
]

eik·(x
′−x).

(5.4)

Though we have achieved a considerable simplification of the Bogoliubov-de Gennes equations (5.2),

we are still not able to solve them because of the non-local term on the right-hand side. To treat this

problem, we take the next step in the semiclassical procedure and invoke the local density approxima-

tion [154]. Denoting either U (x,k) or V (x,k) by q (x,k), a general term involving a convolution of

the interaction potential and q (x,k) is approximated, according to the local density approximation,

by

(ξq) (x,k) ≡
√

n0(x)

∫

d3x′
[

gδ
(

x−x′)+Vdd

(

x−x′)]√n0(x′)q
(

x′,k
)

eik·(x
′−x),

≈ ξ (x,k) q (x,k) , (5.5)
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together with the abbreviation

ξ (x,k) = gn0(x)
[

1 + ǫbdd

(

3 cos2 θ − 1
)

]

, (5.6)

where the angle θ is defined according to cos θ = kz/|k|.
Basically, the local density approximation amounts to considering that a slowly varying quantity in

an inhomogeneous system can be evaluated by calculating it first in a homogeneous counterpart, where

neither the condensate density nor the Bogoliubov amplitudes depend on the position and, after the

calculation, restoring the position dependence of the corresponding quantities. In the thermodynamical

limit of infinite particle number and energy levels, which are arbitrarily close to each other, this is

plausible. However, it is important to point out that, besides the plausibility of the physical arguments,

the semiclassical procedure of the transformations (5.3) can be justified within the realm of a systematic

gradient expansion in the Wigner representation, where the local density approximation is shown to be

the leading contribution [74]. This has the important consequence that systematic quantum corrections

to the leading semiclassical term can be implemented, as in the case of the Thomas-Fermi model for

heavy atoms [156].

In this approximation, all the quantities involved in Eq. (5.4) become local and the spectrum can

be obtained algebraically by taking into account the normalization condition (5.3), yielding

ε2 (x,k) = ε2LDA (x,k) − ξ2 (x,k) , (5.7)

with the abbreviation

εLDA (x,k) =
~

2k2

2M
+ ξ (x,k) . (5.8)

Moreover, the semiclassical Bogoliubov amplitudes are given by

U (x,k)2 − 1 = V (x,k)2 =
1

2

[

εLDA (x,k)

ε (x,k)
− 1

]

. (5.9)

We can now explore the effects of quantum fluctuations on interesting physical quantities such as

the Bogoliubov depletion, the corrections to the ground-state energy, and the chemical potential.

5.2 Condensate Depletion

In this section we will consider the number of particles which are expelled from the condensate by

the contact and the dipolar interactions, i.e., the condensate depletion, in the case of a dipolar Bose-

Einstein condensate trapped in a harmonic potential, which corresponds to the real experimental

situation. The condensate depletion, in general, can be calculated according to the Bogoliubov-de

Gennes theory, which was worked out in Section 2.5 and is given by Eq. (2.70). For a homogeneous

dipolar system, it has already been discussed in Section Eq. (3.3). In a trapped gas, the depletion

becomes a function of position due to the inhomogeneity brought about by the trap.

Let us first consider the depletion density. In the semiclassical approximation, we replace the sum-
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mation over the states by the momentum integral (3.29) and obtain

∆n(x) =

∫

d3k

(2π)3
V (x,k)V∗ (x,k) =

∫

d3k

(2π)3
1

2

[

εLDA (x,k)

ε (x,k)
− 1

]

, (5.10)

where, in order to derive the second equality, we have made use of Eq. (5.9). After performing the

momentum integrals, which proceeds in close analogy with the homogeneous case of Eq. (3.30), we

obtain

∆n(x) =
8

3
D(ǫbdd)

√

n(x)3a3
s

π
, (5.11)

with the depletion function D(ǫbdd) which has been already introduced in Eq. (3.33) of Chapter 3. For

a gas with pure contact interaction, where D(0) = 1, Eq. (5.11) reduces to the expression derived by

Timmermans, Tommasini, and Huang [74]. It is useful to remark that the particle density in Eq. (5.11)

is given by its value in mean-field approximation, i.e., by the parabolic profile given by Eq. (4.20).

For the excited fraction, obtained by integrating over the Thomas-Fermi parabolic profile (4.20), one

gets
∆N

N
=

5
√
π

8
D(ǫbdd)

√

n(0)a3
s, (5.12)

showing that the depletion in a trapped system depends on the gas parameter evaluated at the center

of the trap. Also Eq. (5.12) is in agreement with the well established expression for the condensate

with contact interaction [74,157].

Due to the local density approximation, the depletion in a harmonically trapped Bose-Einstein

condensation turns out to be governed by the same function D(ǫbdd) as in the homogeneous case.

The presence of the dipole-dipole interaction affects the depletion of the condensate in two ways.

On the one hand, it controls the prefactor of Eq. (5.12) through the depletion function D(ǫbdd) and,

on the other hand, it also affects the gas parameter at the trap center, since it alters the values

of the Thomas-Fermi radii. For typical 52Cr experiments [100], the gas parameter is approximately

n(0)a3
s ≈ 2×10−4 in a spherical configuration and does not vary appreciably as ǫbdd is varied from 0 to 1.

The function D(ǫbdd), on the contrary, grows monotonically from 1 to approximately 1.30. Nonetheless,

the quantum depletion, which amounts to ∆N
N ≈ 1.7%, is still too small to be experimentally resolved

from measurement errors.

5.3 Ground-state Energy and Equation of State

The presence of quantum fluctuations also yields corrections to the ground-state energy of a dipolar

condensate. The general expression providing this correction can be inferred from Eq. (2.72), which

corresponds to the ground-state energy of a condensate as given by the Bogoliubov-de Gennes theory

of Section 2.5. In the semiclassical approximation, the spatial density of the energy correction is given

by

∆E(x) =

∫

d3k

(2π)3
1

2
[ε (x,k) − εLDA (x,k)] . (5.13)
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Performing the momentum integration in an analogous manner as in the calculation of the depletion

(5.11) yields the local correction to the ground-state energy

∆E(x) =
64

15
gn(x)2I(ǫbdd)

√

n(x)a3
s

π
, (5.14)

where I(ǫbdd) from Eq. (3.38) is the function which appears in the correction to the ground-state energy

of a homogeneous dipolar condensate. Performing the elementary spatial integration over the extension

of the parabolic profile Eq. (4.20), the correction to the ground-state energy finally becomes

∆E =
5
√
π

8
gn(0)I(ǫbdd)

√

n(0)a3
s. (5.15)

This integrated energy correction is of much practical interest because it can be used to implement

corrections due to quantum fluctuations in the mean-field equations of motion Eq. (4.41). This can

be done variationally by noticing that the density at the center of the trap at mean-field level is given

through the constant n0, defined in Eq. (4.21). Alternatively, one can implement the corrections to the

mean-field theory by means of the equation of state. To this end we determine the corrected equation

of state by varying the quantum corrected total energy

EQ = EMF + ∆E (5.16)

with respect to the density. The resulting beyond mean-field equation of state follows from Eq. (2.33)

and reads

µ(x) =
δ

δn(x)

∫

d3y [EMF(y) + ∆E(y)] = Utrap(x) + gn(x) + Φdd(x) +
32

3
gn(x)I(ǫbdd)

√

n(x)a3
s

π
,

(5.17)

where EMF(y) in Eq. (5.17) corresponds to the density (4.20).

The importance of Eq. (5.17) lies in the fact that it provides the local chemical potential as a function

of the particle density. In this form it can be immediately used in the hydrodynamic formalism to

study beyond mean-field properties of dipolar condensates. Indeed, S. Stringari and L. Pitaevskii have

performed a corresponding study in the case of a condensate with pure contact interaction [15]. We

will discuss their results in more detail in the following. Even though we rather treat the corrections

due to the quantum fluctuations through a variational instead of a hydrodynamic approach, we recover

the results of Pitaevskii and Stringari in a quite natural way. Despite the fact that both methods are

equivalent, the variational approach seems to be more adequate to include dipolar interactions.

5.4 Equations of Motion

We have calculated the correction to the ground-state energy by assuming that the condensate retains

its inverse parabolic profile from Eq. (4.20). These calculations are only justified if the gas properties

are dominated by the repulsive contact interaction and if the quantum fluctuations are not too strong.

Therefore, it is not only legitimate to calculate the quantum corrections for a mean-field like density

profile but also to treat this correction as being a small one. With these assumptions in mind, we
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5 Beyond Mean-field Effects in Trapped Dipolar Condensates

derive the corresponding equations of motion for a dipolar condensate

MN

7
R̈i = −∂EQ (Rx, Ry, Rz, )

∂Ri
, (5.18)

where the quantum corrected energy density (5.16) is composed by the mean-field energy Eq. (4.28)

and the correction (5.14).

The beyond mean-field energy is explicitly given by

7

MN
EQ (Rx, Ry, Rz) =

1

2

∑

i

ω2
iR

2
i +

15gN

4πMR
3

[

1 − ǫbddf

(

Rx

Rz
,
Ry

Rz

)

+
2

3

γI(ǫbdd)a
3/2
s N1/2

R
3/2

]

. (5.19)

The quantum fluctuations are accounted for by the last term and the constant γ appearing in the

prefactor reads

γ =

√

33 · 53 · 72

213
≈ 4.49. (5.20)

It will be useful to introduce as an abbreviation the function

β(ǫbdd) = γI(ǫbdd)a
3/2
s N1/2, (5.21)

which characterizes the influence of the quantum fluctuations. With this definition, the equations of

motion (5.18) can be written as

R̈x = −ω2
xRx +

15gN

4πMR2
xRyRz

{

1 − ǫbdd [1 −Rx∂Rx ] f

(

Rx

Rz
,
Ry

Rz

)

+
β

(RxRyRz)1/2

}

,

R̈y = −ω2
yRy +

15gN

4πMRxR
2
yRz

{

1 − ǫbdd

[

1 −Ry∂Ry

]

f

(

Rx

Rz
,
Ry

Rz

)

+
β

(RxRyRz)1/2

}

,

R̈z = −ω2
zRz +

15gN

4πMRxRyR2
z

{

1 − ǫbdd [1 −Rz∂Rz ] f

(

Rx

Rz
,
Ry

Rz

)

+
β

(RxRyRz)1/2

}

. (5.22)

These equations represent the generalization of Eqs. (4.41) in order to include beyond mean-field

effects. Notice that we choose to omit the argument of the function β. The beyond mean-field

equations of motion (5.22) represent the main result of this chapter. They allow us to investigate the

effects of quantum fluctuations in a dipolar condensate in a triaxial harmonic trap. Indeed, solving

these equations in general is both difficult and physically useless, due to the fact that the quantum

corrections only have the particular form presented here, if they are small. For this reason, we will

treat all the β terms as small and calculate the physical quantities always only up to first order in β.

As a matter of fact, most experiments are carried out in cylinder-symmetric traps. For this reason

it is important to study this case carefully. To this end, we specialize Eqs. (5.22) to the case of a

cylinder-symmetric trap with the dipoles oriented along the Oz-axis. By doing so, we have to take into

account the properties of the anisotropy function fs(x), which are summarized in Appendix A. The
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corresponding equations of motion, in this case, reduce to

R̈ρ = −ω2
ρRρ +

15gN

4πMR3
ρRz

[

1 − ǫbddA+
β

RρR
1/2
z

]

,

R̈z = −ω2
zRz +

15gN

4πMR2
ρR

2
z

[

1 + 2ǫbddB +
β

RρR
1/2
z

]

, (5.23)

together with the definitions

A

(

Rρ

Rz

)

= 1 +
3

2

R2
ρ

R2
ρ −R2

z

fs

(

Rρ

Rz

)

,

B

(

Rρ

Rz

)

= 1 +
3

2

R2
z

R2
ρ −R2

z

fs

(

Rρ

Rz

)

, (5.24)

In the absence of quantum fluctuations, the mean-field equations of motion (4.43) are reproduced

by Eqs. (5.23). In addition, we find it appropriate for the following calculations to introduce the

abbreviations

Ai

(

Rρ

Rz

)

= ∂RiA

(

Rρ

Rz

)

,

Bi

(

Rρ

Rz

)

= ∂RiB

(

Rρ

Rz

)

. (5.25)

Notice that, in order to make the notation more compact, we will sometimes omit the argument of the

functions as long as no confusion can possibly arise.

5.5 Static Properties

In this section, we will investigate the static properties of a dipolar condensate beyond the mean-field

approximation. After discussing the influence of the quantum fluctuations on the stability diagram, we

will proceed to calculate the correction to the condensate aspect ratio and study the dependence of this

quantity on both the relative interaction strength ǫbdd and the trap aspect ratio λ. The starting point of

the discussion of the statics of dipolar Bose-Einstein condensates beyond the mean-field approximation

is the static version of the system of equations (5.23), which read

ω2
ρRρ =

15gN

4πMR3
ρRz

[

1 − ǫbddA+
β

RρR
1/2
z

]

,

ω2
zRz =

15gN

4πMR2
ρR

2
z

[

1 + 2ǫbddB +
β

RρR
1/2
z

]

. (5.26)

Let us first consider the effects of the beyond mean-field corrections on the stability diagram presented

in the right-hand side of Fig. 4.3. There, we have shown that a stable ground-state only exists for

values of the dipolar interaction strength within the range 0 ≤ ǫbdd ≤ 1. For values of ǫbdd larger than

1, the ground state is, at best, metastable. Quantum fluctuations cannot alter this. When evaluating
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5 Beyond Mean-field Effects in Trapped Dipolar Condensates

corrections due to quantum fluctuations within the Bogoliubov theory, an expansion is performed

up to second order in the fluctuations of the field operators around their mean-field value. Such an

expansion can only be carried out if the corresponding ground-state is stable. Therefore, the effects of

quantum fluctuations on the properties of a dipolar condensate are only physically meaningful as long

as 0 ≤ ǫbdd ≤ 1.

The Thomas-Fermi radii, in opposition to the stability diagram, are affected by the presence of

quantum fluctuations. In order to study this effect quantitatively, we expand the Thomas-Fermi radii

in the form

Rρ = R0
ρ + δRρ, Rz = R0

z + δRz , (5.27)

where δRi is a correction of the order β. Inserting the ansatz (5.27) into the equations (5.26) and

keeping only terms up to first order in β, a straightforward calculation yields

(

δRρ

δRz

)

=
β

5R0
ρR

0
z
1/2







R0
ρ[2+2ǫb

dd(3B0−R0
zB0

z)+ǫb
dd(A0−R0

zA0
z)]

2+ǫb
dd

[2(2B0−R0
zB0

z )−(2A0+R0
zA0

z)]−2(ǫbdd)2[A0(B0−R0
zB0

z )+B0(A0+R0
zA0

z)]

R0
z[2−2ǫb

dd(2B0+R0
zB0

z)−ǫb
dd(4A0+R0

zA0
z)]

2+ǫb
dd

[2(2B0−R0
zB0

z )−(2A0+R0
zA0

z)]−2(ǫbdd)2[A0(B0−R0
zB0

z )+B0(A0+R0
zA0

z)]






. (5.28)

To arrive at Eq. (5.28) we have used the identities RzAz = −RρAρ and RzBz = −RρBρ, which follow

directly from the definitions (5.24). Furthermore, the superscript 0 is used to denote the mean-field

values of the corresponding quantities.

According to Eq. (5.28), in the absence of the dipole-dipole interaction, i.e., for ǫbdd = 0, the correc-

tions to the radius in ith direction is proportional to the corresponding radius and the proportionality

constants are the same for different directions. This has the consequence that, for a gas with pure con-

tact interaction, the Thomas-Fermi radii in the different directions are changed by different amounts

but their ratio remains constant. This is due to the isotropy of the contact interaction. In general,

however, the aspect ratio of the dipolar condensate will change due to the presence of the quantum

fluctuations. Let us consider the beyond mean-field aspect ratio, defined as

κ ≡
Rρ

Rz

= κ0 + ∆κ, (5.29)

where ∆κ is of order β and we denote by κ0 the mean-field aspect ratio

κ0 =
R0

ρ

R0
z

. (5.30)

Is is useful to define the relative correction according to

δκ =
∆κ

κ0
. (5.31)

Using the corrections of the Thomas-Fermi radii (5.28), the relative correction of the aspect ratio,
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Figure 5.1: a) Relative correction to the aspect ratio δκ = ∆κ
κ0 as a function of ǫbdd for λ = 0.75 (red)

and λ = 1.00 (blue) in units of δ̃κ, as defined in Eq. (5.33). b) Same quantity δκ as a
function of λ for ǫbdd = 0.8 (green), ǫbdd = 0.95 (blue), and ǫbdd = 0.97 (red).

becomes, to first order in β, equal to

δκ =
δ̃κ
(

λ2 − κ2
) (

1 − ǫbddA
0
)

{

2 + ǫbdd [2 (2B0 −R0
zB

0
z) − (2A0 +R0

zA
0
z)] − 2

(

ǫbdd

)

2 [A0 (B0 −R0
zB

0
z ) +B0 (A0 +R0

zA
0
z)]
} ,

(5.32)

where we have introduced the abbreviation

δ̃κ =
105

√
π

32

√

a3
sn(0). (5.33)

In addition, we have made use of the relation between the auxiliary functions

ǫbdd

(

A0 + 2B0
)

=
R0

ρ
2
R0

z

15gN

(

ω2
ρR

0
ρ
2 − ω2

zR
0
z
2
)

, (5.34)

which is valid at equilibrium to zeroth order in β due to Eqs. (5.24)–(5.26).

An important feature of the aspect ratio correction Eq. (5.32) is the role played by the trap anisotropy

due to the presence of the dipole-dipole interaction. In Fig. 5.1a), we plot the correction δκ/δ̃κ as a

function on the relative interaction strength ǫbdd at a fixed trap aspect ratio λ. The red curve is for

λ = 0.75 and the blue one for λ = 1.00. For a vanishing dipolar interaction, the condensate aspect

ratio is not affected by the quantum fluctuations. As ǫbdd increases, a nonvanishing correction shows up.

When approaching the critical value ǫbdd = 1, above which the correction to the ground-state energy

due to quantum fluctuations becomes imaginary, the role of quantum fluctuations in the condensate

aspect ratio cannot be neglected anymore. In order to estimate the importance of this correction, let us

adopt the experimental values of the average trap frequencies and number of condensed particles from

the 52Cr-experiment reported in Ref. [89]. In that case, the gas parameter at the center of the trap is

such that the unit of the variation of the aspect ratio is δ̃κ ≈ 0.06, which renders the observation very

difficult, since it would only become appreciable at large values of ǫbdd.
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5 Beyond Mean-field Effects in Trapped Dipolar Condensates

5.6 Hydrodynamic Excitations

In this section, we address the question of how large the impact of quantum fluctuations is for the

low-lying excitations in a dipolar condensate. Indeed, the excitation frequencies have been proposed

as an adequate diagnostic tool for this kind of investigation in a condensate with contact interaction

as early as 1998 [15], only three years after the condensation in quasi ideal Bose gases was achieved. In

that work, Pitaevskii and Stringari showed that quantum fluctuations are the leading factor in shifting

the frequencies of the collective oscillations in stable Bose-condensed gases. We will extend their work

to include the dipole-dipole interaction and explore the novel features due to its presence.

We proceed to calculate the shift in the excitation frequencies due to quantum fluctuations by

separating the Thomas-Fermi radii as a function of time in two contributions

Ri(t) = Ri(0) + ηi sin (Ωt+ ϕ) , (5.35)

where Ri(0) is the equilibrium value of the radius and ηi represents a small amplitude of oscillation

with frequency Ω. In addition, ϕ denotes a phase which is determined by the initial conditions. The

calculation follows in close analogy with the mean-field analysis performed in Section 4.4. The main

difference is twofold: on the one hand, the equilibrium values of the Thomas-Fermi radii are themselves

corrected by a term of order β due to the presence of quantum fluctuations according to Eq. (5.27)

with δRi ∝ β, calculated in Eq. (5.28), and R0
i being the mean-field Thomas-Fermi radius; on the

other hand, the matrix defining the eigenvalue problem, i.e.,

(

hρρ hρz

2hρz hzz

)(

ηρ

ηz

)

= Ω2

(

ηρ

ηz

)

, (5.36)

is also corrected by matrix elements of the order β. Therefore, we write the matrix elements occurring

in the left-hand side of Eq. (5.36) as

hij = h0
ij + δhij , (5.37)

with δhij ∝ β and identify the mean-field matrix elements with the ones of the cylinder-symmetric

limit of the corresponding triaxial problem

h0
ρρ = lim

y→x
(Oxx +Oxy) ,

h0
ρz = lim

y→x
Oxz,

h0
zz = lim

y→x
Ozz, (5.38)

which have been given explicitly in Eq. (4.54). We now take advantage of the fact that the mean-

field matrix elements (5.38) are functions of the aspect ratio κ = Rρ/Rz alone and not of the radii

individually. This allows us to calculate the contribution to the corrected eigenvalue problem due to

the change in the aspect ratio. In addition, there is a further contribution coming from the fact that

the equations of motion Eqs. (5.23) have also been corrected. Together, both contributions are given
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Figure 5.2: Functions s+ (blue) and s− (red) providing the dependence on the trap aspect ratio λ of the
corrections to the monopole and quadrupole frequencies, respectively, of a condensate with
contact interaction alone [15]. Notice that the extremal values of these functions appear at
λ = 1, where s+(λ = 1) = 1 and s−(λ = 1) vanishes.

by

δhρρ =
∂hρρ

∂κ

∣

∣

∣

∣

κ=
R0

ρ

R0
z

∆κ+
βω2

ρ

R0
ρR

0
z
1/2

[

1 − ǫbdd

(

A0 −R0
zA

0
z

)]

(

1 − ǫbddA
0
)2 ,

δhρz =
∂hρz

∂κ

∣

∣

∣

∣

κ=
R0

ρ

R0
z

∆κ+
βω2

ρ

2R0
ρR

0
z
1/2

[

1 − ǫbdd

(

A0 + 2R0
zA

0
z

)]

(

1 − ǫbddA
0
)2 ,

δhzz =
∂hzz

∂κ

∣

∣

∣

∣

κ=
R0

ρ

R0
z

∆κ+
βω2

ρ

2R0
ρR

0
z
1/2

(

R0
ρ

R0
z

)2 [
1 − ǫbdd

(

5A0 + 8B0 −R0
zB

0
z

)]

(

1 − ǫbddA
0
)2 . (5.39)

To obtain the corrected oscillation frequencies we proceed as we did in the mean-field analysis but

we treat the terms of the order β as a perturbation and expand the corresponding frequencies up to

first order in that term. By doing this, we recover the mean-field frequencies already discussed in

Eqs. (4.53) and (4.54). For the relative correction to the frequencies we obtain

∆Ω±
Ω±

=
1

4Ω0
±

2



δhρρ + δhzz ±
2
(

h0
ρzδhzρ + h0

zρδhρz

)

+
(

h0
ρρ − h0

zz

)

(δhρρ − δhzz)
√

4h0
ρzh

0
zρ +

(

h0
ρρ − h0

zz

)2



 . (5.40)

In order to estimate how large the corrections to the oscillation frequencies can be, it is convenient to

introduce the quantity

δ̃Ω =
63
√
π

128

√

a3
s n(0), (5.41)

which relates the size of the shift in the frequencies to the gas parameter at the center of the trap

a3
s n(0). In the case of pure contact interaction, i.e., ǫbdd = 0, the correction to the excitation frequencies

becomes [15]

∆Ωδ,±
Ωδ,±

=
3β
(

ǫbdd

)

20R0
ρR

0
z
1/2

s±(λ) = δ̃Ωs±(λ), (5.42)

where the functions s+ and s− correspond to the monopole and quadrupole corrections, respectively.
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Figure 5.3: Dependence on the trap anisotropy λ of the relative correction to the collective oscillation

frequencies of dipolar Bose-Einstein condensates ∆Ω±

Ω±
in units of ∆̃Ω. The dashed lines are

for non-dipolar gases. a) Frequency correction for 52Cr for the parameters of the experiment
in Ref. [89] by assuming a relative interaction strength of ǫbdd ≈ 0.16. This yields ∆̃Ω ≈ 0.01.
b) Same curve for Dy. Since the s-wave scattering length for dysprosium has not yet been
measured, we assume that at least one of its isotopes could have a scattering length as large
as three times that of chromium, i.e., as ≈ 300 a0, where a0 denotes the Bohr radius. This
yields an approximate relative interaction strength for dysprosium of about ǫbdd ≈ 0.45.
In addition, we also assume that a dysprosium condensate could be produced in the same
setup used for chromium in Ref. [89]. Besides the fact that the λ-dependence is much
stronger in b) than in a), the larger s-wave scattering length leads to ∆̃Ω ≈ 0.03. This
nourishes hope for observing quantum fluctuations in trapped dysprosium systems.

These functions characterize the dependence of the correction on the trap anisotropy parameter λ are

given by

s±(λ) =
1

2
± 8 + λ2

6
√

16 − 16λ4 + 9λ4
(5.43)

and are plotted in Fig. 5.2. From the figure we see that the largest value of the functions s±(λ) is

s+(λ = 1) = 1, which corresponds to a spherical trap. In that case, for a chromium condensate the

monopole frequency is corrected by ∆Ωδ,+/Ωδ,+, i.e., by less than 1%, which is far too small to be

measurable. For strongly interacting Fermi gases along the BEC-BCS crossover, on the other hand,

these corrections have been confirmed on the BEC, due to the larger value of the s-wave scattering

length [79].

Let us now consider the effects of the dipole-dipole interaction, by assuming that the gas parameter

a3
s n(0) is not altered considerably. Varying ǫbdd from 0 to a larger value close to ǫbdd = 1 has two effects

on the frequency correction. The prefactor of the correction can become up to 2.6 times larger, due

to the function I(ǫbdd), which was defined in Eq. (3.38). The other, and more important, effect is the

anisotropy of the condensate which is influenced by ǫbdd and also by the trap aspect ratio λ. In Fig. 5.3,

we plot the relative frequency corrections as functions of λ for chromium, with ǫbdd = 0.16, and for

dysprosium, with ǫbdd = 0.45, and compare them with the case for which ǫbdd = 0 (dashed curves). The

experimental parameters for 52Cr in Fig. 5.3a) are taken from Ref. [89], where the background value

of the s-wave aspect ratio is as = 100 a0. Under these circumstances, the unit of the frequency shift

in Fig. 5.3a) amounts to ∆̃Ω ≈ 0.01. In this case, one sees that the λ-dependence of the shift departs

clearly from the non-dipolar case. Nonetheless, since the actual value of the total shift is too small, the

84



5.7 Beyond Mean-field Time-of-flight Dynamics

total correction cannot be measured and, consequently, the same is true for the dipolar contribution.

The frequency shifts for dysprosium, which are shown in Fig. 5.3b), on the contrary, might become

reachable to experiments. Since the s-wave scattering length for dysprosium is not yet known, we

can hope that at least one of its bosonic isotopes has a s-wave scattering length as large as, say,

as ≈ 300 a0, which is three times larger than that of chromium. In this case, one arrives at the value

ǫbdd = 0.45 for the relative interaction strength, which is adopted in the plots, and the characteristic

λ-dependence of the corrections becomes more pronounced. Moreover, such a large scattering length

leads to ∆̃Ω ≈ 0.03 for the same trap frequencies and particle numbers as for chromium. As a whole, the

frequency shift might be as large as ∆Ω+/Ω+ ≈ 7% for the monopole frequency and ∆Ω−/Ω− ≈ −2%

for the quadrupole frequency. This in clear contrast with the λ-dependence of the corresponding

corrections in a condensate with pure contact interaction, shown in Fig. 5.2, where the corrections for

both frequencies retain appreciable values and become equal for infinitely large trap aspect ratio λ. At

least for the monopole mode, one can hope that future measurements can clearly identify the effects

of quantum fluctuations in Bose-Einstein condensates as well as distinguish the contributions from the

short-range and isotropic contact interaction from that of the long-range and anisotropic dipole-dipole

interaction.

5.7 Beyond Mean-field Time-of-flight Dynamics

In this Section we present the study of the time-of-flight dynamics of dipolar Bose-Einstein condensates

including the effects of quantum fluctuations. As we have explained in the mean-field calculations of

section 4.5, turning the trap off amounts to setting the restoring oscillator forces in Eq. (5.23) to zero.

In this case, the equations of motion become

R̈ρ(t) =
15gN

4πMRρ(t)3Rz(t)

[

1 − ǫbddA

(

Rρ(t)

Rz(t)

)

+
β

Rρ(t)Rz(t)1/2

]

,

R̈z(t) =
15gN

4πMRρ(t)2Rz(t)2

[

1 + 2ǫbddB

(

Rρ(t)

Rz(t)

)

+
β

Rρ(t)Rz(t)1/2

]

, (5.44)

where the last term in the right-hand side accounts for the quantum fluctuations and, therefore, can be

treated as small. After the release from the trap, the gas expands and the Thomas-Fermi radii become

larger and larger. As a result, the influence of quantum fluctuations vanishes asymptotically in time,

since the term responsible for them goes as β
Rρ(t)Rz(t)1/2 and decreases faster than the other terms in

brackets in Eqs. (5.44). Nonetheless, provided that the the s-wave scattering length as and the relative

dipolar strength ǫbdd have appreciable values, quantum fluctuations have a measurable impact on the

time-of-flight dynamics of dipolar Bose-Einstein condensates. On the one hand, they alter the initial

conditions which should be obeyed by the gas, since, at t = 0, one has

Rρ(0) = R0
ρ(0) + δRρ(0), Rz(0) = R0

z(0) + δRz(0). (5.45)

On the other hand, the equations of motion for the Thomas-Fermi radii are themselves modified by

the presence of the term β
Rρ(t)Rz (t)1/2 inside the brackets in Eqs. (5.44). For this reason, it seems

to be natural to solve these equations by separating the mean-field from the quantum contributions
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according to

Rρ(t) = R0
ρ(t) + δRρ(t), Rz(t) = R0

z(t) + δRz(t). (5.46)

Our goal is to determine the four quantities and study the behaviour of the beyond mean-field aspect

ratio

κ(t) =
R0

ρ(t) + δRρ(t)

R0
z(t) + δRz(t)

(5.47)

as a function of time. To that end, let us first insert Eq. (5.46) into Eq. (5.44) and retain only the

mean-field terms. One, then, obtains the equations

R̈0
ρ(t) =

15gN

4πMR0
ρ(t)

3R0
z(t)

[

1 − ǫbddA

(

R0
ρ(t)

R0
z(t)

)]

,

R̈0
z(t) =

15gN

4πMR0
ρ(t)

2R0
z(t)

2

[

1 + 2ǫbddB

(

R0
ρ(t)

R0
z(t)

)]

. (5.48)

Together with the initial condition for the mean-field Thomas-Fermi radii, Eqs. (5.48) can be solved

to yield R0
ρ(t) and R0

z(t). By considering the first order terms, one obtains the equations obeyed by

the fluctuations of the radii according to

δ̈Rρ(t) = Fρ,ρ

(

R0
ρ(t), R

0
z(t)

)

δRρ(t) + Fρ,z

(

R0
ρ(t), R

0
z(t)

)

δRz(t) +
15gN

4πMR0
ρ(t)

3R0
z(t)

β

R0
ρ(t)R

0
z(t)

1/2
,

δ̈Rz(t) = Fz,ρ

(

R0
ρ(t), R

0
z(t)

)

δRρ(t) + Fz,z

(

R0
ρ(t), R

0
z(t)

)

δRz(t) +
15gN

4πMR0
ρ(t)

2R0
z(t)

2

β

R0
ρ(t)R

0
z(t)

1/2
,

(5.49)

where we have introduced the auxiliary functions

Fρ,ρ

(

R0
ρ(t), R

0
z(t)

)

=
15gN

4πMR0
ρ(t)

3R0
z(t)

1

R0
ρ(t)

{

−3 + ǫbdd

[

3A

(

R0
ρ(t)

R0
z(t)

)

+R0
z(t)Az

(

R0
ρ(t)

R0
z(t)

)]}

,

Fρ,z

(

R0
ρ(t), R

0
z(t)

)

=
15gN

4πMR0
ρ(t)

3R0
z(t)

1

R0
z(t)

{

−1 + ǫbdd

[

A

(

R0
ρ(t)

R0
z(t)

)

−R0
z(t)Az

(

R0
ρ(t)

R0
z(t)

)]}

,

Fz,ρ

(

R0
ρ(t), R

0
z(t)

)

=
15gN

4πMR0
ρ(t)

2R0
z(t)

2

1

R0
ρ(t)

{

−2 − 2ǫbdd

[

2B

(

R0
ρ(t)

R0
z(t)

)

+R0
z(t)Bz

(

R0
ρ(t)

R0
z(t)

)]}

,

Fz,z

(

R0
ρ(t), R

0
z(t)

)

=
15gN

4πMR0
ρ(t)

2R0
z(t)

2

1

R0
z(t)

{

−2 − 2ǫbdd

[

2B

(

R0
ρ(t)

R0
z(t)

)

−R0
z(t)Bz

(

R0
ρ(t)

R0
z(t)

)]}

.

(5.50)

It now becomes clear that one can only solve Eqs. (5.49) for the quantum corrections if one has solved

Eq. (5.48) which determines the mean-field dynamics and the functions Fi,j

(

R0
ρ(t), R

0
z(t)

)

become

external driving forces for the motion of the radii fluctuations δRρ(t) and δRz(t).

Having explained how we solve the coupled equations for the mean-field Thomas-Fermi radii and

their fluctuations, let us now present and discuss numerical examples in which the effect of quantum

fluctuations on the time-of-flight dynamics can be identified. Fig. 5.4 presents a comparison of the
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Figure 5.4: Time-of-flight dynamics for different values of the s-wave scattering length and the relative

interaction strength ǫbdd. The vertical axis shows the corrected aspect ratio (5.46) as a
function of time (in units of ω−1

ρ ) a) as = 300 a0 and ǫbdd = 0.45. b) as = 150 a0 and

ǫbdd = 0.9.

mean-field aspect ratio (blue) as a function of time (in units of ω−1
ρ ) with the aspect ratio (5.47)

which includes quantum fluctuations (red). In Fig. 5.4a) the parameters adopted are as = 300 a0 and

ǫbdd = 0.45, while in Fig. 5.4b), we have adopted the s-wave scattering length of as = 150 a0 and a

relative dipolar strength of ǫbdd = 0.9. As we can see, the influence of the quantum fluctuations is more

clearly seen for a larger value of the dipolar strength relative to the contact interaction ǫbdd than for

a larger value of the s-wave scattering length. Nonetheless, it should be remarked that for systems in

which the contact interaction is as small as as = 150 a0, no effect of quantum fluctuations can be seen

in the time-of-flight dynamics.
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Part II

Dipolar Fermi Gases
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6 Theoretical Methods for Interacting Normal

Fermi Gases

In this chapter we introduce the general theoretical methods that will be used later on for describing

dipolar Fermi gases. We are interested in the case of quantum degenerate nonsuperfluid Fermi samples.

Starting from the time-dependent Hartree-Fock theory of Fermi gases, formulated in terms of one-

particle orbitals, we derive the hydrodynamic equations as they are commonly used in studies of the

hydrodynamic properties of Fermi gases. Subsequently, we switch to the Wigner representation of

quantum mechanics and derive the collisionless Boltzmann-Vlasov equation by assuming a spatially

smooth Wigner function. Exploring the interpretion of the collisionless Boltzmann-Vlasov equation

as the total derivative of the phase space distribution, we introduce the collision term as the balance

of what is scattered in- and outwards a differential volume in phase space. We then briefly discuss

the full Boltzmann-Vlasov equation within the relaxation-time approximation and, thereby, introduce

the physical aspects of the collisionless and of the hydrodynamic regimes. In addition, we also discuss

how the relaxation time can be obtained. As we aim for a variational approach in the hydrodynamic

theory of Fermi gases, we derive the hydrodynamic equations from an action principle and show how

the corresponding action can be written in terms of an appropriate Wigner function by assuming that

all the one-particle wave functions have the same phase. This variational procedure is then considered

in detail, where we focus on the effects of the Fock exchange contribution to the interaction energy.

6.1 Time-dependent Hartree-Fock Theory

Let us start by making two remarks about the problem we are interested in. The first remark concerns

fact that we restrict ourselves to the nonsuperfluid phase and, therefore, do not consider the possibility

of pairing in a one-component fermionic system even at zero temperature. This can be safely done

because the critical temperatures for superfluidity in these systems is usually much smaller than the

Fermi temperature. Therefore, superfluidity shows up at much lower temperatures than the effects of

quantum degeneracy.

To illustrate this point, consider the critical temperature of superfluidity as obtained from the BCS-

theory of one-component, homogeneous, dipolar fermions. Denoting the Fermi energy and the dipole

moment by EF and d, respectively, the critical temperature for superfluidity is given by [108]

kBTC ≈ 1.44EF e
− πEF

12nd2 , (6.1)

where n represents the particle density. Since the BCS-theory is only valid when the interaction energy

nd2 is much smaller than the Fermi energy EF, it becomes clear that superfluidity becomes important
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at much lower temperatures than quantum degeneracy and can, therefore, be safely neglected. Indeed,

even for Fermi gases with contact interaction, which is usually much stronger than the dipolar one,

superfluidity can only be observed in the presence of a Feshbach resonance (see Section 1.3). It should

be remarked that, at the present moment, there is no theory available which can deal with superfluidity

of dipolar fermions in the strong interaction regime [82].

A further remark is in order to explain the internal degrees of freedom, such as spin. As in the

case of bosonic particles, we deal with single-component fermionic gases so that the internal degrees

of freedom are frozen. At the very low temperatures under consideration here, collisions in the s-wave

channel are not allowed. Therefore, short-range interactions are not included in the formalism below.

This is of no importance for us because our main purpose is to study Fermi gases with long-range

interactions, where an infinite number of odd partial waves are included. In particular, we will apply

the theory derived here to Fermi gases interacting through the dipole-dipole potential (1.12).

We now turn our attention to the system in question. Consider a gas containing N trapped inter-

acting fermionic particles of mass M . The Hamilton operator of such a quantum many-particle system

is given in first quantization by

Ĥ =

N
∑

i=1

[

−~
2∇2

xi

2M
+ Utr(xi)

]

+
1

2

N
∑

i6=j

Vint(xi − xj), (6.2)

where Vint(xi−xj) is the general two-body interaction potential between particles with relative position

xi − xj . The same diluteness condition as in the bosonic case (see Section 2.3) is assumed to be valid

for fermionic gases, so that three-body interactions can be neglected.

In the absence of interactions, Hamiltonian (6.2) is reduced to its one-particle component, given by

Ĥ(1) =
N
∑

i=1

[

−~
2∇2

xi

2M
+ Utr(xi)

]

≡
N
∑

i=1

ĥ
(1)
i , (6.3)

which can be exactly diagonalized. In this situation, the many-body Hilbert space is the direct product

of the N one-particle Hilbert spaces involved. Consider a complete set of one-particle orbitals {φn (xi)}
obeying the eigenvalue equation

ĥ
(1)
i φn (x) = εnφn (x) (6.4)

with the energy eigenvalues εn corresponding to the one-particle wave functions φn (x). Due to the

Pauli exclusion principle, each orbital can only be occupied by a single fermion. In addition, the

statistics of fermionic particles implies that the many-body wave function, i.e., the coordinate space

representation of a state in the many-body Hilbert space discussed above, is antisymmetric with respect

to the permutation of any two particles. Therefore, the many-body ground-state wave function is totally

antisymmetric and is constructed out of N one-particle states with energy inferior than a given level,

called the Fermi energy. Such a wave function 〈x1,x2, · · · ,xN |Φ〉 is called a Slater determinant. This

denomination comes from the fact that the function 〈x1,x2, · · · ,xN |Φ〉 is most conveniently written
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as

〈x1,x2, · · · ,xN |Φ〉 =
1√
N !

∣

∣

∣

∣

∣

∣

∣

∣

φ1(x1) · · · φ1(xN )
...

. . .
...

φN (x1) · · · φN (xN )

∣

∣

∣

∣

∣

∣

∣

∣

. (6.5)

The presence of interactions changes this picture considerably, due to the two-particle correlations.

In order to account for the effect of interactions approximatively, we will apply the Hartree-Fock theory,

in which the two-particle interaction potential is replaced by a self-consistent mean-field.

6.2 Action Principle for the Hartree-Fock Theory

As we have done in the case of bosons, we will derive a variational approach to describe the physics

of interacting Fermi gases. In opposition to the Gross-Pitaevskii theory, where a single one-particle

orbital is important, the mean-field Hartree-Fock theory of Fermi gases is constructed with N such

functions, in analogy to the noninteracting case discussed above. Let us assume that the ground state

of the interacting system is also given by a time-dependent state |Φ(t)〉, which is antisymmetric under

the interchange of any two fermions. Working with these states in the Schrödinger representation, the

Hartree-Fock equations can be derived by extremizing the action

A =

t2
∫

t1

dt〈Φ(t)|i~ ∂
∂t

− Ĥ|Φ(t)〉 (6.6)

in coordinate space with respect to the one-particle orbitals. In order to see how this can be done, let

us consider the corresponding many-body wave function, which is given by

Φ(x1, · · · ,xN ; t) = 〈x1,x2, · · · ,xN |Φ(t)〉, (6.7)

where the right-hand side denotes a Slater determinant constructed in terms of the one-particle orbitals

φi(x, t) as in Eq. (6.5). The difference with respect to the noninteracting case is the fact that, instead

of being determined by Eq. (6.4), the one-particle orbitals have yet to be determined self-consistently,

i.e., from equations which presume their knowledge. In order to obtain these equations, let us initially

consider the first term in the action (6.6). Inserting the many-body wave function (6.7) into that term,

one obtains

〈Φ(t)|i~ ∂
∂t

|Φ(t)〉 =
N
∑

i=1

∫

d3xφ∗i (x, t)i~
∂

∂t
φi(x, t), (6.8)

where we have used the antisymmetry property of the Slater determinant (6.7). The properties of the

Slater determinant also allow to obtain the second term in action (6.6), given by the expected value
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〈Φ(t)|Ĥ|Φ(t)〉. Indeed, a direct calculation yields

〈Φ(t)|Ĥ|Φ(t)〉 =

N
∑

i=1

∫

d3xφ∗i (x, t)

[

−~
2∇2

x

2M
+ Utr(x) +

ΓDir(x, t)

2

]

φi(x, t)

+
1

2

N
∑

i=1

∫

d3x

∫

d3x′φ∗i (x, t)Γ
Ex(x,x′; t)φi(x

′, t). (6.9)

Thus, the expected value of the interaction potential Vint(xi − xj) in Hamiltonian (6.2) with respect

to a Slater determinant is decomposed into two main contributions called the direct, or Hartree, and

the exchange, or Fock terms. These contributions are given in terms of one-particle potentials which

read

ΓDir(x, t) =

∫

d3yVint(y,x)

N
∑

i=1

φ∗i (y, t)φi(y, t), (6.10)

ΓEx(x,x′; t) = −Vint(x,x
′)

N
∑

i=1

φ∗i (x
′, t)φi(x, t), (6.11)

for the Hartree and the Fock terms, respectively. By inserting equations (6.8) and (6.9) into the action

(6.6) and extremizing it with respect to φi(x, t) and φ∗i (x, t), one obtains the Hartree-Fock equations

for the one-particle orbitals φ∗i (x, t) and φi(x, t), which read

i~
∂

∂t
φi(x, t) =

[

−~
2∇2

x

2M
+ Utr(x) +

ΓDir(x, t)

2

]

φi(x, t) +

∫

d3x
′
ΓEx(x,x′; t)φi(x

′, t), (6.12)

−i~ ∂
∂t
φ∗i (x, t) =

[

−~
2∇2

x

2M
+ Utr(x) +

ΓDir(x, t)

2

]

φ∗i (x, t) +

∫

d3x
′
ΓEx(x′,x; t)φ∗i (x

′, t). (6.13)

Let us consider a few properties of the equations (6.12)–(6.13) which are relevant for the following

discussion. A key feature of these equations is the fact that the two-particle potential is represented

by the mean-field direct (6.10) and exchange (6.11) potentials, which are one-particle in nature. If the

interaction potential would have the short-range, Dirac-delta form

Vδ(x,x
′) = gδ(x − x′), (6.14)

then the direct and exchange terms would cancel each other, as one could expect from the Pauli

exclusion principle. For long-range interactions, on the contrary, both contributions survive and have

quite different characters. While the direct term is local, the exchange term is nonlocal.

It is important to point out that it is the presence of the one-particle orbitals φi(x, t) in the direct

(6.10) and exchange (6.11) potentials that shows the self-consistent nature of the equations (6.12) and

(6.13). They are usually solved iteratively by providing some educated guess for the orbitals, such as

their noninteraction values, and using this guess to evaluate ΓDir(x, t) and ΓEx(x,x′; t). Then, one

solves the N coupled differential equations and obtains in this way a new set of orbitals {φ̃i(x, t)}. By

proceeding along these lines, convergence is eventually achieved.
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6.3 One-particle Density Matrix

The Hartree-Fock equations derived in the last section provide a reasonable starting point to deal

with fermionic systems. In nuclear physics and chemistry, for example, modern numerical methods

are commonly used to solve these and similar equations. This is possible because, in those cases, one

deals with a few hundred particles at most. In cold atoms physics, however, the systems are usually

composed of several ten thousand particles, at least. Therefore, instead of solving the Hartree-Fock

equations, we find it rather convenient to write them in another form. To this end, we introduce the

definition of the one-body density matrix according to

n(1)(x,x′; t) =
N
∏

i=2

∫

d3xiΦ
∗(x,x2, · · · ,xN ; t)Φ(x′,x2, · · · ,xN ; t),

=

N
∑

i=1

φi(x, t)φ
∗
i (x

′, t). (6.15)

It is worth remarking that the definition chosen in this chapter for the one-body density matrix is, of

course, compatible with the one introduced in the case of bosonic quantum fields, given in Eq. (2.2).

The physical description of Fermi gases in terms of the one-particle density matrix has the obvious

advantage of reducing dramatically the number of functions one has to work with. For this reason,

before we proceed to the derivation of the equation of motion for the one-particle density matrix (6.15),

it is illustrative to explore how the elements of the Hartree-Fock theory can be expressed in terms of

the density matrix (6.15). The particle density, for example, can be obtained according to

n(x; t) =
N
∑

i=1

φ∗i (x, t)φi(x, t) = n(1)(x,x; t). (6.16)

Moreover, the expectation value of the Hamiltonian (6.2) can also be conveniently expressed in terms

of this density matrix. Dividing the one-particle Hamiltonian (6.3) into two constituents, one obtains

〈Φ(t)|Ĥ(1)|Φ(t)〉 = Ekin(t) + Etr(t), (6.17)

where the kinetic and trapping energies are given by

Ekin(t) =
~

2

2M

∫

d3x∇x · ∇x′ n(1)(x,x′; t)

∣

∣

∣

∣

x′=x

, (6.18)

Etr(t) =

∫

d3xn(x, t)Utr(x), (6.19)

respectively.

In terms of the density matrix (6.15), the direct Hartree term, to which only the diagonal density

matrix elements contribute, reads

ΓDir(x, t) =

∫

d3yVint(y,x)n(y, t). (6.20)
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In contrast, the Fock exchange term, which is given in terms of the density matrix by

ΓEx(x,x′; t) = −Vint(x,x
′)n(1)(x,x′; t), (6.21)

also involves off-diagonal elements of the density matrix.

Let us now express the total interaction energy, given by the expectation value of the third term

in Eq. (6.2) with respect to the Slater determinant (6.7), in terms of the one-particle density matrix

n(1)(x,x′; t). This expected value is, as before, decomposed into two contributions: the direct and the

exchange mean-field energies. Thereby, the direct contribution is found to be

EDir(t) =
1

2

∫

d3xd3x′n(x, t)Vint(x,x
′)n(x′, t), (6.22)

while the exchange part reads

EEx(t) = −1

2

∫

d3xd3x′n(1)(x,x′; t)Vint(x,x
′)n(1)(x′,x; t). (6.23)

In order to obtain an exchange term, which is a function of the particle density n (x) alone, one

can apply different approaches. One of these possibilities is the local density approximation, discussed

already in the case of bosonic particles in the context of the Bogoliubov-de Gennes theory (see Chapter

5). Another possibility is to introduce specific assumptions, which are tailored to match the physical

properties of the system under consideration. The latter will be explored in detail in the next chapter.

We finally turn ourselves to the problem of determining the time dependence of the density matrix.

To this end, we notice that performing suitable manipulations of the equations (6.12) and (6.13) leads

to a Hartree-Fock equation for the one-body density matrix n(1)(x,x′; t) in the form

i~
∂n(1)(x,x′; t)

∂t
=

[−~
2

2M

(

∇2
x −∇2

x′

)

+ Ueff(x) − Ueff(x′)

]

n(1)(x,x′; t)

+

∫

d3y
[

ΓEx(x,y; t)n(1)(y,x′; t) − ΓEx(y,x′; t)n(1)(x,y; t)
]

. (6.24)

Since the direct contribution is a local one, we followed reference [158] and introduced an effective local

potential given by

Ueff(x, t) = Utrap(x) + ΓDir(x, t). (6.25)

Introducing the definition (6.25) has two advantages. On the one hand, it simplifies the notation,

and, on the other hand, it puts the external harmonic trapping potential and the Hartree interaction

potential on equal footing, thereby, making the idea behind the mean-field approximation explicit.

Indeed, in mean-field approximation, the real two-particle interaction is substituted by an average

one-particle potential which is felt by an individual particle while being generated by all others.

A simplified version of this equation, which is restricted to the first line in Eq. (6.24), has been

derived before from field theoretical considerations and used in studies of the hydrodynamic properties

of noninteracting, one-component Fermi gases [159]. In the following, we will show how such an

investigation can be carried out, thereby generalizing the corresponding theoretical considerations to

cope with the effects of long-range interactions.
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6.4 Hydrodynamic Equations

In the usual formulation, hydrodynamic studies of degenerate Fermi gases are based on closed equations

for the particle density n(x, t) and the velocity field v(x, t). The dynamic properties of this system are

determined by solving simultaneously the continuity equation and the Euler equation. In this section

we obtain this set of coupled equations by expanding the equation of motion for the one-body density

matrix around the center of mass [159].

In order to derive the conservation laws corresponding to the hydrodynamic equations, we perform

an expansion around the center-of-mass coordinate R = (x+x′)/2 in powers of the relative coordinate

s = x− x′. In zeroth order in s, we obtain from (6.24) the continuity equation

∂n(x, t)

∂t
+ ∇ · j(x, t) = 0, (6.26)

with the particle density n(x, t) = n(1)(x,x; t) and the current density

j(x, t) =
~

2Mi
(∇x −∇x′)n(1)(x,x′; t)

∣

∣

∣

∣

x′=x

. (6.27)

The first order in s yields from (6.24) the Euler equation

M
∂ji(x, t)

∂t
= −∇xjΠ

0
ij(x, t)−n(x, t)∇xiUeff(x, t)+

∫

d3x′n(1)(x,x′; t)n(1)(x′,x; t)∇xVint(x,x
′),(6.28)

with the non-interacting kinetic stress tensor

Π0
ij(x, t) = − ~

2

M

(∇x −∇x′)i
2

(∇x −∇x′)j
2

n(1)(x,x′; t)

∣

∣

∣

∣

x′=x

. (6.29)

Introducing the velocity field according to v(x, t) = j(x, t)/n(x, t) and assuming that the effective

potential Ueff(x) from Eq. (6.25) is sufficiently smooth, the kinetic stress tensor takes the form [159]

Π0
ij(x, t) = δijP

0(x, t) +Mn(x, t)vi(x, t)vj(x, t), (6.30)

where the pressure P 0(x, t) obeys some equation of state P 0(x, t) = F (n(x, t)).

In case of an irrotational flow, where the circulation of the velocity field vanishes due to ∇× v = 0,

the Euler equation (6.28) can be rewritten in the form

M
dv(x, t)

dt
= −∇







n(x,t)
∫

dn′
F (n′)
n′

+ Ueff(x, t)






+

∫

d3x′
n(1)(x,x′; t)n(1)(x′,x; t)

n(x, t)
∇xVint(x,x

′)

(6.31)

with the transport derivative d/dt = ∂/∂t+ v · ∇. If one sets the last term in Eq. (6.31) to zero, the

time derivative of the velocity field is given by a gradient. Therefore, the circulation of the velocity

field over a closed loop vanishes, as a statement of Kelvin’s theorem [160]. Now the effect of the Fock

exchange term for non-local interaction potentials becomes clear: it breaks the conservation of the
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circulation of the velocity field v(x, t) and Kelvin’s theorem does not hold although we consider an

irrotational flow. This obvious contradiction is a consequence of the fact that the exchange term in this

approximation contains nondiagonal elements of the one-particle density matrix. Nonetheless, since

the true exchange correlation is a function of the density alone, as is guaranteed by the Kohn theorem

[161], circulation is conserved. Thus, due the presence of the Fock exchange term, the hydrodynamic

treatment commonly used for dipolar Bose-Einstein condensates [97] and noninteracting Fermi gases

[159] cannot immediately be applied to Fermi gases with long-range interactions.

In order to fix the inconsistency with the conservation of circulation, one could, for example, write

the exchange term in the local density approximation, as is done in density functional theory [162]. In

this thesis, however, we present another approach which we have worked out in previous publications

[127,128]. Indeed, we shall like to preserve the influence of the non-diagonal part of the one-particle

density matrix, yet assure the conservation of the velocity circulation. Before we come to the discus-

sion of this method, it is useful to explore the link between the Hartree-Fock equation (6.24) to the

Boltzmann-Vlasov equation. We proceed to this topic in the next section.

6.5 Wigner Representation

The theoretical description of physical systems in terms of the one-particle density matrix n(1)(x,x′ ; t)

can be made more simple and adequate if one switches to the so called Wigner representation.In

particular, this procedure is specially fruitful when one has the semiclassical approximation in mind.

Moreover, working in the Wigner space is a natural way to bridge the gap between the Hartree-Fock

theory and the Boltzmann-equation formalism.

The density matrix n(1)(x,x′ ; t) could also be considered as a function of the center-of-mass position

R = (x + x′)/2 and the relative coordinate s = (x − x′). Or, equivalently, the physical properties of

the quantum system at hand can be described by the Wigner function ν (R,p; t) which is a function

of the center-of-mass coordinate and the Fourier transformed of the relative coordinate according to

ν (R,p; t) =

∫

d3s n(1)
(

R +
s

2
,R − s

2
; t
)

e−ip·s/~. (6.32)

The corresponding inverse transformation reads

n(1)(x,x′ ; t) =

∫

d3p

(2π~)3
ν

(

x + x′

2
,p; t

)

eip·(x−x′)/~. (6.33)

Before, we discuss how the Hartree-Fock equation (6.24) looks like in the Wigner representation, let

us comment on a few quantities which will be useful in the following. In the Wigner representation

all quantities can be expressed in terms of the function ν (x,p; t). For example, the particle density is

given by

n(x; t) = n(1)(x,x; t) =

∫

d3p

(2π~)3
ν (x,p; t) , (6.34)

and the momentum distribution is obtained via

n(p; t) =

∫

d3x

(2π~)3
ν (x,p; t) . (6.35)
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With the help of these quantities, the kinetic energy (6.18) and the trapping (6.19) energy can be

written as

Ekin(t) =

∫

d3xd3p

(2π~)3
ν (x,p; t)

p2

2M
, (6.36)

Etr(t) =

∫

d3xd3p

(2π~)3
ν (x,p; t)Utr(x), (6.37)

respectively. Accordingly, the Hartree energy contribution in (6.22) reads

EDir
int (t) =

1

2

∫

d3xd3pd3x′d3p′

(2π~)6
ν (x,p; t) Vint(x − x′)ν

(

x′,p′; t
)

. (6.38)

Performing the momentum-space integrals and recalling Eq. (6.34), one obtains that Eq. (6.38) reduces

to the direct term in Eq. (6.22). This is due to the fact that the direct energy is a functional of the

particle density alone. In contrast, the exchange interaction term (6.23), given by

EEx
int(t) = −1

2

∫

d3Rd3pd3sd3p′

(2π~)6
ν (R,p; t)Vint(s)ν

(

R,p′; t
)

eis·(p−p′)/~, (6.39)

turns out to be rather linked to the momentum distribution (6.35).

Working in the Wigner space, the total energy of the system can be written as

Etotal(t) =

∫

d3xd3p

(2π~)3
E (x,p; t) ν (x,p; t) . (6.40)

In this equation, the implicitly time-dependent phase-space energy density is given by

E (x,p; t) =
p2

2M
+Utr(x)+

1

2

∫

d3x′n
(

x′; t
)

Vint(x−x′)− 1

2

∫

d3p′

(2π~)3
ν
(

x,p′; t
)

Ṽint

(

p− p′) , (6.41)

where Ṽint (p) denotes the Fourier transformed of the interaction potential. In particular, we remark

that the energy density (6.41) is consistent with the representations of ΓDir(x, t) and ΓEx(x,x′; t) in

the Wigner space, which we shall like to write down explicitly

ΓDir(R,p; t) = ΓDir(R, t)δ (p) , (6.42)

ΓEx(R,p; t) = −
∫

d3p′

(2π~)3
ν
(

x,p′; t
)

Ṽint

(

p− p′) . (6.43)

6.6 Boltzmann-Vlasov Equation

The Hartree-Fock equation for the one-particle density matrix Eq. (6.24), which was derived in Section

6.3, can be reinterpreted in terms of the Wigner function. Indeed, as shown in Ref. [163], the lowest

order of a semiclassical expansion of the Wigner function corresponds to the classical phase-space

distribution. In addition, such a reinterpretation leads to the Boltzmann-Vlasov equation which allows

to study both the collisionless and the hydrodynamic regime as well as the transition between these

two regimes. In the second part of this thesis, we are interested in the dipole-dipole interaction in

99



6 Theoretical Methods for Interacting Normal Fermi Gases

Fermi gases, for which a collisionless approach was already available in the literature [164]. Therefore,

we concentrate ourselves here mainly on the hydrodynamic regime [127,128] and provide only a brief

discussion for the collisionless regime. Moreover, we also comment on how to estimate the range of

temperature and interaction strength in which the system is either collisionless or hydrodynamic within

the relaxation time approximation.

In order to derive the Boltzmann-Vlasov equation starting from the Hartree-Fock equation of mo-

tion for the one-particle density matrix Eq. (6.24), we first write this equation in the center-of-mass

coordinates and then switch to the Wigner representation. Afterwards we perform an expansion in

the spatial argument of the Wigner functions. If the effective potential (6.25) is a smooth one, it is

justified to assume that the spatial variation of the Wigner function is not too strong. Retaining only

the first nonvanishing terms in the expansion, we obtain

[

∂

∂t
+ p · ∇R −∇RUeff(R, t) · ∇p + ∇pΓEx(R,p; t) · ∇R −∇RΓEx(R,p; t) · ∇p

]

ν (R,p; t) = 0.

(6.44)

This is the so called Boltzmann-Vlasov equation which can be classically interpreted as follows. At

first, we rewrite it in the form

[

∂

∂t
+ ∇pH (x,p; t) · ∇x −∇xH (x,p; t) · ∇p

]

ν(x,p; t) = 0, (6.45)

with the Hamilton function defined according to

H (x,p; t) =
p2

2M
+Utr(x)+

∫

d3x′n(1)
(

x′; t
)

Vint(x−x′)−
∫

d3p′

(2π~)3
ν
(

x,p′; t
)

Ṽint

(

p− p′) , (6.46)

By recalling the Hamilton equations of classical mechanics [165],

dx

dt
= ∇pH (x,p, t) , (6.47)

dp

dt
= −∇xH (x,p, t) , (6.48)

equation (6.45) can be cast into the form

dν(x,p; t)

dt
= 0, (6.49)

with the total derivative
d

dt
=

∂

∂t
+

dp

dt
· ∇p +

dx

dt
· ∇x. (6.50)

The physical meaning of Eq. (6.49) can be understood by considering phase-space volume d3xd3p in

which ν(x,p; t)d3xd3p particles enter at time t. In this case, Eq. (6.45) accounts for the variation

in time of this number by including two mechanisms. The first is that the finite momentum of the

particles might drive them away from the corresponding spatial part of the volume and is accounted for

by the second term in that equation. The second mechanism, embodied in the third term in Eq. (6.45),

is that of force fields acting on the particles, thereby changing their momenta. These effects add up to
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zero. Therefore, the total derivative of the distribution function ν(x,p; t) vanishes. Notice that, due

to the smoothness assumption for the spatial variation, the function ν(x,p; t) in Eq. (6.45) is not the

full quantum mechanical Wigner function of Eq. (6.32).

Equation (6.45) is sometimes referred to as the collisionless Boltzmann-Vlasov equation. This de-

nomination bears on the fact that collisional effects, a further mechanism which changes the number

of particles in an infinitesimal volume in phase space, are completely neglected in this equation. One

common way to solve the collisionless Boltzmann-Vlasov equation is that of adopting a scaling trans-

formation for the Wigner function. Denoting by νeq(x,p) the Wigner function in equilibrium, one

possible solution ansatz is

νeq(x,p; t) = νeq (X(t),P(t)) (6.51)

together with

Xi(t) =
xi

bi(t)
, Pi(t) = pibi(t) −Mḃi(t)xi. (6.52)

Inserting the ansatz (6.51), (6.52) into the Boltzmann-Vlasov equation (6.49), multiplying by X2
i (t),

and integrating over the phase space leads to equations of motion for the scaling parameters bi(t).

These equations, in turn, can be used to investigate the static as well as the dynamic properties of the

system under consideration. Indeed, this scaling approach, which is in agreement with the ballistic

law [166], has been applied before to investigate the time-of-flight expansion of Fermi gases [167] and

of Bose-Fermi mixtures [168]. Moreover, the time-of-flight expansion of dipolar Fermi gases in the

collisionless regime was also investigated in Ref. [164] with the help of the present scaling approach.

Let us now consider the effects of collisions. Deriving the collisional term requires going beyond the

Hartree-Fock approximation and is not necessary for the objectives we have here. Therefore, we limit

ourselves to writing down this term and briefly discussing the approximations involved in it.

In the presence of collisions, Eq. (6.49) must be extended to the form

dν(x,p; t)

dt
= C [ν(x,p; t)] . (6.53)

Denoting the Fourier transformed of the two-particle interaction potential by Ṽint(p), the collision

integral C [ν(x,p; t)] is given by [158]

C [ν(x,p1; t)] =
1

2~

∫

d3p2

(2π~)3

∫

d3p3

(2π~)3

∫

d3p4

(2π~)3

[

Ṽint (p1 − p2) − Ṽint (p1 − p4)
]2

×(2π~)3δ (p1 + p2 − p3 − p4) 2πδ

(

p2
1

2M
+

p2
2

2M
− p2

3

2M
− p2

4

2M

)

,

× [(1 − ν1) (1 − ν2) ν3ν4 − ν1ν2 (1 − ν3) (1 − ν4)] (6.54)

together with the abbreviations ν1 = ν(x,p1; t), ν2 = ν(x,p2; t) and so on. The fermionic statistics

is taken into account in the Born-approximation cross section, i.e., in the brackets in the first line

of Eq. (6.54). In the case of contact interactions at low temperatures, the potential Ṽint (p) does

not depend on the momentum and, therefore, the cross section for intra species collisions vanishes

identically in accordance with the Pauli principle. In addition, the collisional term Eq. (6.54) describes

changes in the phase space volume around the point (x,p) due to the scattering of particles in and out
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of this volume. The first term in Eq. (6.54), for example, describes a scattering process in which the

particles with momenta p3 and p4 collide and acquire momenta p1 and p2. The probability for this

process to occur is proportional to the combination

PIn ∝ (1 − ν1) (1 − ν2) ν3ν4, (6.55)

and the subscript In means that it leads to a particle entering the differential volume centered at p1

in phase space. Correspondingly, the second term, which contains the probability

POut ∝ ν1ν2 (1 − ν3) (1 − ν4) , (6.56)

describes the scattering from a particle outwards the volume under consideration. We remark that the

scattering processes in question are assumed to be confined to a small region in space.

6.6.1 Hydrodynamics from Boltzmann-Vlasov Equation

In this section, we discuss the approach to hydrodynamics of Fermi gases by considering the Boltzmann-

Vlasov kinetic equation (6.53) as a starting point. We do not aim for a full description of the problem

on these grounds, since this a quite difficult task. Instead, we highlight the importance of two aspects

which will be useful in the following. The first aspect is the form that the Wigner function assumes in

the hydrodynamic regime and the second aspect is the role of the mean velocity field.

Indeed, hydrodynamic studies of degenerate Fermi gases have been carried out by starting from the

Boltzmann-Vlasov equation (6.53), see, for instance, Refs. [169,170]. To briefly sketch how this is done,

let us consider that ν(x,p; t) describes the distribution of particles at position x with momentum p. In

the hydrodynamic regime, the frequent collisions drive the system into local thermodynamic equilibrium

with a given mean velocity v(x, t), temperature T (x, t), and density n(x, t). The system as a whole

is, however, not in equilibrium because the velocity field, the temperature and the density depend on

position and time. Notice that the introduction of temperature in the present discussion is a matter

of completeness, since usual treatments of the Boltzmann-Vlasov equation are done in this way. In

this thesis, we restrict ourselves to very low temperatures, where the effects of quantum degeneracy

are most evident.

The regime we are interested in here is that of low-energy and long-wavelength excitations. Fur-

thermore, we consider external potentials which are smooth functions of position. Therefore, close to

equilibrium, where the Wigner function changes slowly with time, the left-hand side of that equation

should have a small value. For this reason, the function νle(x,p; t), which solves that equation, must

be one for which the collision integral Eq. (6.54) vanishes. The existence of such a distribution function

characterizes the hydrodynamic regime.

For the moment, let us consider that the role of interactions is to allow for the achievement of

local equilibrium and neglect them in the Hamiltonian. In this regime this is justifiable since the

collision term in the Boltzmann-Vlasov equation is the dominant one [158]. Based on this reasoning

and recalling the assumption that the external potential is a slowly varying one, it is clear that the

102



6.6 Boltzmann-Vlasov Equation

distribution function must be one which satisfies the identity

(1 − ν le, 1) (1 − ν le, 2) ν le, 3ν le, 4 = ν le, 1ν le, 2 (1 − ν le, 3) (1 − ν le, 4) . (6.57)

This implies that the collisional term vanishes identically, due to the fact that particles are scattered

inwards and outwards at the same rate. In the present case where interactions are omitted, one can

show that the distribution function takes the form of the Fermi-Dirac distribution [158]

νle(x,p; t) =
1

eβ(x,t)[p−Mv(x,t)]2/2M−β(x,t)µ(x,t) + 1
, (6.58)

where β(x, t) = 1/kBT (x, t) denotes the inverse temperature and kB represents the Boltzmann con-

stant. The form (6.58) of the Wigner function is such that the right-hand-side in Eq. (6.53) vanishes

[158]. It is worth remarking that the form (6.58) is not the only one solving equation (6.57) but it was

chosen so as to fulfill fermionic statistics.

In the presence of interactions, it is difficult to study hydrodynamic properties of Fermi gases within

the framework of the Boltzmann-Vlasov equation (6.53), due to the nontriviality in the inclusion of

mean-field potentials in the local equilibrium distribution νle(x,p; t). For this reason, studies along

these lines were concentrated on Fermi gases where the role of interaction was restricted to the collisional

integral but their mean-field potentials were neglected [169,170]. Nonetheless, we can gain some insight

into this problem by investigating the one-particle density matrix which corresponds to the distribution

in the hydrodynamic regime, given in Eq. (6.58). By using the inverse transformation (6.33), one has

n
(1)
le

(

R +
s

2
,R − s

2
; t
)

=

∫

d3p

(2π~)3
νle (R,p −Mv (R, t) ; t) eip·s/~,

= eiMv(R,t)·s/~

∫

d3p′

(2π~)3
νle

(

R,p′; t
)

eip
′·s/~,

= eiMv(R,t)·s/~ n
(1)
0

(

R +
s

2
,R − s

2
; t
)

, (6.59)

where we have performed the substitution p → p′ +Mv (R, t) and have denoted the one-particle

density matrix with v = 0 by n
(1)
0

(

R + s
2 ,R − s

2 ; t
)

. Equation (6.59) shows that the difference between

the one-particle density matrix in the presence and in the absence of local equilibrium is given by the

phase involving the velocity field of the system.

6.6.2 Relaxation-Time Approximation

The collisional Boltzmann-Vlasov equation (6.53) involves many approximations which were discussed

above. Notwithstanding the great deal of simplification brought by these approximations, it remains

very hard to solve. An alternative to solving the Boltzmann-Vlasov equation is displayed by the method

of the averages, a physically intuitive approach in which the collision integral is treated within the so

called relaxation-time approximation. In this section, we use this method to provide a crude method of

estimating at which temperature and interaction strength the hydrodynamic or the collisionless regime

prevails.

In equilibrium in the hydrodynamic regime, the phase-space distribution obeys the condition (6.57)
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and the collisional integral vanishes. In the collisionless regime the right-hand side of the Boltzmann-

Vlasov equation also vanishes due to the absence of collisions. If the system, however, is not in equilib-

rium but close to it, the relaxation-time approximation can be applied to investigate the transition from

one regime to the other by linearizing the Boltzmann-Vlasov equation. Within this approximation,

the collision integral is replaced by

C [ν(x,p; t)] ≈ −δν(x,p; t)

τ
, (6.60)

where τ is the relaxation time and

δν(x,p; t) = ν(x,p; t) − νle(x,p; t) (6.61)

denotes the deviation of the Wigner function from its local equilibrium value νle(x,p; t), given in

Eq. (6.58). The relaxation time τ can physically be understood as the average amount of time elapsed

between two collisions. From Eq. (6.60), one sees that phase-space averages of the collision integral

vanishes in both the hydrodynamic and the collisionless regimes. In the former regime, this happens

because ν(x,p; t) = νle(x,p; t) and in the latter because τ → ∞.

The relaxation time τ is often used as a phenomenological input parameter, in order to investigate

low-lying excitations in quantum systems in semiclassical approximation during the interpolation be-

tween the hydrodynamic and collisionless regimes. In fact, by including assumptions on the way that

the phase-space distribution ν(x,p; t) deviates from its equilibrium value, it is possible to determine

the relaxation time. Consider, for example, the quadrupole mode of a trapped interacting Fermi gas.

In the linear regime, the variation of the distribution function is given by

δν(x,p; t) = −
(

α⊥βp2
⊥

2m
+
αzβp

2
z

2m

)

νle(x,p; t) [1 − νle(x,p; t)] , (6.62)

where, for a quadrupole motion, one must have

α⊥ = −αz

2
, (6.63)

and, thererefore, the variation δν(x,p; t) is proportional to α⊥. By choosing a quantity U(x,p) which

is not conserved in collisions, one can evaluated the relaxation time τ according to the equation

∫

d3xd3p

(2π~)3
U(x,p)C [ν(x,p; t)] =

1

τ

∫

d3xd3p

(2π~)3
U(x,p)δν(x,p; t). (6.64)

Since both sides are proportional to α⊥, an explicit expression for the relaxation time τ can be derived.

This technique was initially introduced to investigate the collective oscillations of classical gases [171]

and has, since then, been applied in different situations including studies of dynamical properties of

normal Fermi gases [170].
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6.7 Variational Approach to Hydrodynamics

In this section we discuss the variational time-dependent approach for a general two-particle interaction

potential, which will lead to a unified formalism for elucidating the hydrodynamic properties of normal

dipolar Fermi gases.

In order to study the collective motion of the gas, we employ an approximation for the one-particle

orbitals φi(x, t) which was introduced before in the context of nuclear hydrodynamics [172] and is

commonly used in hydrodynamic studies (see, for instance, Ref. [162]), namely that they all have the

same phase

φi(x, t) = eiMχ(x,t)/~|φi(x, t)|. (6.65)

Notice that the orbitals |φi(x, t)| are invariant under time reversion and, therefore, are called time-even.

From Eq. (6.65) and the definition of a time-even Slater determinant

Φ0(x1, · · · ,xN ; t) = SD [|φi(x, t)|] (6.66)

we obtain

Φ(x1, · · · ,xN ; t) = ei
M
~

[χ(x1,t)+···+χ(xN ,t)]Φ0(x1, · · · ,xN ; t). (6.67)

Thus, the one-body density matrix (6.15) reduces to

n(1)(x,x′; t) = ei
M
~

[χ(x,t)−χ(x′,t)]n
(1)
0 (x,x′; t), (6.68)

with n
(1)
0 (x,x′; t) being a time-even one-body density matrix given by

n
(1)
0 (x,x′; t) =

N
∑

i=1

|φi(x, t)||φ∗i (x′, t)|. (6.69)

At this point it becomes more evident that the present method resembles that of the collective

coordinates applied for fermions, as mentioned in chapter 14 of Ref. [3].

Now the current density, defined in Eq. (6.27), becomes j(x, t) = n0(x, t)∇χ(x, t), allowing for the

identification of χ(x, t) as the potential of the velocity field v(x, t). In addition, if the phase χ(x, t) is

smooth enough, the one one-body density matrix (6.68) can be written as

n(1)
(

R +
s

2
,R − s

2
; t
)

= eiM∇χ(R,t)/~n
(1)
0

(

R +
s

2
,R − s

2
; t
)

. (6.70)

Comparing with Eq. (6.59), the one-body density matrix (6.70) can be identified with its local equi-

librium counterpartner obtained from the Boltzmann-Vlasov equation.

It is interesting to compare the origin of the velocity fields in degenerate Fermi gases and in Bose-

Einstein condensates (see Section 2.4). In the latter case, it is due to the broken gauge symmetry

and the existence of the corresponding order parameter, which leads to superfluid hydrodynamics. In

the former case, on the contrary, there is no order parameter and the gas is, therefore, normal. The

common phase comes in as the potential of the velocity field which is characteristic of the collisional

hydrodynamic regime.
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With these definitions the action (6.6) reduces to

A
[

n
(1)
0 , χ

]

= −M
t2
∫

t1

dt

∫

d3x

{

χ̇(x, t)n0(x, t) +
n0(x, t)

2
[∇χ(x, t)]2

}

−
t2
∫

t1

dt〈Φ0|Ĥ |Φ0〉. (6.71)

The first two terms concern the dynamical properties of the system and will be shown to give rise to

the time derivatives in the equations of motion. Notice that integrating the first term by parts shows

that the common phase χ(x, t) can be seen as the momentum conjugate to density n0(x, t), which

represents the particle density. The second term describes the energy associated with the movement,

i.e., the flow energy [3], given by

Eflow(t) =
M

2

∫

d3xn0(x, t) [∇χ(x, t)]2 . (6.72)

The last term of Eq. (6.71), i.e., 〈Φ0|Ĥ |Φ0〉, consists in total of three contributions

〈Φ0|Ĥ|Φ0〉 = 〈Φ0|Ĥkin|Φ0〉 + 〈Φ0|Ĥtr|Φ0〉 + 〈Φ0|Ĥint|Φ0〉. (6.73)

The first one is the expectation value of the kinetic energy operator with respect to |Φ0〉 and gives rise

to the Fermi pressure:

Ekin(t) =
−~

2

2M

∫

d3x(∇x −∇x′) · (∇x −∇x′)n
(1)
0 (x,x′; t)

∣

∣

∣

∣

x′=x

. (6.74)

Notice that the total kinetic energy is given by Eflow + 〈Φ0|Ĥkin|Φ0〉. For simplicity, the kinetic energy

in the static case, i.e., 〈Φ0|Ĥkin|Φ0〉, will be referred to as Fermi pressure or simply kinetic energy. The

second term in Eq. (6.73) represents the energy associated with the external trap potential

Etr(t) =

∫

d3xn0(x, t)Utr(x). (6.75)

The interaction energy, given by the third term in Eq. (6.73), contains both the direct and the exchange

mean-field terms 〈Φ0|Ĥint|Φ0〉 = EDir + EEx. The direct contribution is given by

EDir(t) =
1

2

∫

d3xd3x′Vint(x,x
′; t)n(1)

0 (x,x; t)n
(1)
0 (x′,x′; t), (6.76)

while the exchange part reads

EEx(t) = −1

2

∫

d3xd3x′Vint(x,x
′; t)n(1)

0 (x,x′; t)n(1)
0 (x′,x; t). (6.77)

Notice that the transformation (6.68) alters neither the direct (6.76) nor the exchange energy (6.77)

in comparison with (6.22) and (6.23), respectively.

An important remark is in order at this point. If the interaction energy 〈Φ0|Ĥint|Φ0〉 would be

a functional of the particle density n0(x, t) alone, conservation laws corresponding to the continuity

equation and the Euler equation could be immediately derived by functionally extremizing the action

106



6.8 Hydrodynamic Approach in Wigner Representation

(6.71) with respect to the phase χ(x, t) and the density n0(x, t), respectively. In the present case,

however, one has to extremize with respect to the full time-even one-body density matrix n
(1)
0 (x,x′; t).

It turns out that the continuity equation remains unchanged

∂n0(x, t)

∂t
= −∇ · [n0(x, t)v(x, t)] . (6.78)

The corresponding Euler equation reads, formally,

M
dv(x, t)

dt
= −∇

[

∫

d3x′
δ〈Φ0|Ĥ|Φ0〉
δn

(1)
0 (x,x′; t)

]

, (6.79)

so that the proposed approach is circulation conserving.

6.8 Hydrodynamic Approach in Wigner Representation

In the preceding section we have derived a set of equations which could be applied to study the

hydrodynamic excitations of a dipolar Fermi gas. Nevertheless, the equations (6.78) and (6.79) are not

yet closed due to the lack of knowledge of the non-diagonal terms of the density matrix. Moreover, they

are very complicated due to the presence of the functional derivative with respect to the bilocal time-

even density matrix n
(1)
0 (x,x′; t) in Eq. (6.79). Therefore, we resort to a simpler procedure: extremizing

action (6.71) by introducing appropriate variational quantities, which bear information on both the

diagonal as well as the non-diagonal part of the interaction. Of course, we do loose information in

this process because our variational approach may not be as precise as the solution of the complicated

equation (6.24), but, on the other hand, it gives access to both the static and dynamical properties of

dipolar Fermi gases in the hydrodynamic regime in a quite simple and clear way.

As we mentioned above, we switch to make use of adequate variational quantities to extremize the

action (6.71). In order to do so, we find it more appropriate to change to the Wigner representation.

Let us then introduce the time-even one-body density matrix according to

ν0 (R,p; t) =

∫

d3s n
(1)
0

(

R +
s

2
,R − s

2
; t
)

e−ip·s/~ (6.80)

together with the corresponding inverse transformation

n
(1)
0 (x,x′ ; t) =

∫

d3p

(2π~)3
ν0

(

x + x′

2
,p; t

)

eip·(x−x′)/~. (6.81)

With the help of Eq. (6.80), all quantities of interest can be expressed in terms of the time-even Wigner

function in a quite analogous way as exposed in the Section 6.5. Due to the transformation (6.68), for

example, the time-even particle density is given by

n0(x, t) = n(x, t), (6.82)

which implies that the trapping potential energy (6.19) is not altered by this transformation. The next
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important quantity is the time-even momentum distribution which is obtained via

n0(p, t) =

∫

d3x

(2π)3
ν0 (x,p; t) . (6.83)

Due to the absence of the velocity field in Eq. (6.83), expectation values of odd powers of p vanish

promptly. As a matter of fact, this is a consequence of the fact that the orbitals in Eq. (6.69) are

time even and, therefore, carry no momentum. Expectation values of even powers of p2, however, are

nonzero. In particular. the kinetic energy (6.74) and the trapping (6.75) energy can be written as

Ekin(t) =

∫

d3xd3k

(2π)3
ν0 (x,p; t)

p2

2M
. (6.84)

As we have remarked in the previous section, the direct and exchange terms are not affected by the

factorization (6.68). Therefore, we merely rewrite them in terms of the time-even Wigner function

(6.80) for completeness according to

EDir
int (t) =

1

2

∫

d3xd3pd3x′d3p′

(2π~)6
ν0 (x,p; t)Vint(x − x′)ν0

(

x′,p′; t
)

, (6.85)

EEx
int(t) = −1

2

∫

d3Rd3pd3sd3p′

(2π~)6
ν0 (R,p; t) Vint(s)ν0

(

R,p′; t
)

eis·(p−p′), (6.86)

which completes our description of the components of the Hamiltonian (6.73) in terms of a time-even

Wigner function.

We have developed a variational theory in terms of the velocity potential χ(x, t) and the time-even

Wigner function ν0 (x,p′; t) which can be applied for hydrodynamic studies of Fermi gases. In order

to apply this formalism, one still needs the corresponding ansatz for these quantities. This ansatz

depends, indeed, on the particular case under investigation. In the next chapter, we will provide an

application of this method to study the lowest lying excitations of a Fermi gas with dipole-dipole

interaction.
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This chapter is dedicated to the physical properties of non-superfluid dipolar Fermi gas in the collisional

hydrodynamic regime [127,128]. We start our analysis with a discussion about the necessity of the

hydrodynamic approach in dipolar Fermi gases. Then, by applying the Hartree-Fock approach in the

Wigner space, which was developed in the last chapter, we investigate the static as well as the dynamic

properties of the system, thereby emphasizing the role of the Fock exchange interaction. In order to

do so, we implement the present theoretical approach variationally by adopting a suitable ansatz for

the velocity potential and the time-even Wigner function. Subsequently, we extremize the action with

respect to the corresponding variational parameters and obtain coupled equations of motion for the

Thomas-Fermi radii and the Fermi momenta. A numerical integration of these equations allows us, on

the one hand, to study static properties such as the spatial and momentum-space aspect ratios as well

as the stability diagram of the system. On the other hand, we can also explore dynamical properties

such as the low-lying excitations and the time-of-flight expansion.

7.1 Necessity of Hydrodynamic Treatment

The problem in which we are interested in this chapter is that of N spin-polarized fermionic dipoles

of mass M trapped in the harmonic potential of Eq. (1.4) at ultralow temperatures. Since the Pauli

principle inhibits the contact interaction, these particles interact dominantly through the dipole-dipole

interaction. As we assume that the fermionic dipoles are polarized along the z-axis, the dipolar

potential assumes the same form as in the bosonic part of this thesis

Vdd(x) =
Cdd

4π|x|3
(

1 − 3 cos2 θ
)

. (7.1)

Further details about the interaction potential were given in the introductory Section 1.5. In the

following we restrict ourselves to investigate the normal, non-superfluid phase of the system in the

low-temperature limit. This is legitimate because the critical temperature for superfluidity is very low,

depending exponentially on the length scale

add =
MCdd

4π~2
, (7.2)

according to Eq. (6.1). Furthermore, this limit is restricted by the hydrodynamic requirement that

the relaxation time τ , which was introduced in the framework of the relaxation time approximation

in Section 6.6.2, has to be small in comparison with the time scale 1/ω defined by the average trap

frequency ω.

Using the formalism of the relaxation time approximation, and results which are available for Fermi
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gases with contact interaction, the necessity of a hydrodynamic approach can be inferred as follows.

The relaxation time τ is not known for dipolar interactions, but it is possible to estimate it by assuming

the dipole-dipole interaction to be equivalent to a contact interaction with the effective scattering length

add of Eq. (7.2). Then we use the fact that for a two-component, degenerate, normal Fermi gas with

contact interaction one has

1

ωτ
=

(

N1/3add
√

~/Mω

)2

F

(

T

TF

)

, (7.3)

where F (T/TF) is of the order 0.1 in the quantum temperature regime. Equation (7.3) was derived

in Ref. [170] by applying the method explained in Section 6.6.2. Due to this result, we expect for the

one-component, dipolar gas to enter the hydrodynamic regime for

N1/6ǫfdd ≫ 1, (7.4)

with the dimensionless parameter

ǫfdd =
Cdd

4π

(

M3ω

~5

)
1
2

N
1
6 , (7.5)

measuring the strength of the dipole-dipole interaction, as explained in Eq. (1.15).

In order to obtain a numerical estimate for the relaxation time, let us apply the experimental

values of a typical set-up, say, that of Ref. [123]. In that experiment, N = 4 × 104 heteronuclear
40K87Rb molecules with a measured electric dipole moment of d ≈ 0.56 were brought close to quantum

degeneracy in a trap with radial frequency of ωx = ωy ≈ 2π × 175 Hz. Assuming an average trap

frequency of that value yields at least ǫfdd ≈ 5.3 and (ωτ)−1 ≈ 0.1 × (N1/6ǫfdd)2 ≈ 96, which clearly

demonstrates that the system is driven into the hydrodynamic regime by the dipolar interaction. In

addition, it should be remarked that there are molecules with much higher electric dipole moments

than KRb. Prominent examples are SrO and CaO, with d = 10.2 Debye and with d = 10.9 Debye,

respectively [173]. For these molecules, a hydrodynamic approach is absolutely necessary, as (ωτ)−1

can be as large as (ωτ)−1 ∝ 106 for the same particle number and average trap frequency.

7.2 Explicit Variational Approach

In the previous chapter we have developed a method to deal with the dynamic properties of Fermi

gases in the hydrodynamic regime. The main constituent of that formalism is the time-even Wigner

distribution function ν0 (x,k; t), in terms of which all physical quantities can be expressed. In addition,

the time dependence is introduced by means of the velocity potential χ(x, t), which is given by the

common phase of the one-particle orbitals in the Slater determinant. In this section, we will derive the

equations of motion for a dipolar Fermi gas by means of a well suited variational ansatz for both the

velocity potential χ(x, t) and the time-even Wigner function ν0 (x,k; t).

According to the last chapter, the properties of a fermionic system in the hydrodynamic regime can
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be studied by extremizing the action

A
[

n
(1)
0 , χ

]

= −M
t2
∫

t1

dt

∫

d3x

{

χ̇(x, t)n0(x, t) +
n0(x, t)

2
[∇χ(x, t)]2

}

−
t2
∫

t1

dt〈Φ0|Ĥ|Φ0〉, (7.6)

where 〈Φ0|H|Φ0〉 is a functional of the Wigner function, according to Section 6.8. To implement the

variational approach, we apply the same harmonic ansatz for the velocity potential of Fermi gases in

the collisional hydrodynamic regime as we did for the hydrodynamic superfluid phase of Bose-Einstein

condensates in Eq. (4.22). Namely, we adopt the harmonic velocity potential of the form

χ(x, t) =
1

2

[

αx(t)x2 + αy(t)y
2 + αz(t)z

2
]

, (7.7)

which is able to capture the monopole, the quadrupole and the two-dimensional quadrupole excitation

modes. These are individually characterized by the relation between the α-parameters in the different

directions. Furthermore, we use an ansatz for the time-even Wigner function which resembles that of a

non-interacting Fermi gas at zero temperature in the semiclassical approximation. With this we cope

with the main effect of the dipole-dipole interaction that the gas is stretched in the direction of the

polarization. This ansatz is a generalization of the one presented in Ref. [112], which has the form of

the zero-temperature limit of the Fermi-Dirac distribution

ν0 (x,k; t) = Θ

(

1 −
∑

i

x2
i

Ri(t)2
−
∑

i

k2
i

Ki(t)2

)

, (7.8)

where Θ(x) denotes the Heaviside step function. According to Eq. (7.8), the time-dependent param-

eters Ri and Ki represent the largest extension in the i-th direction of the density and momentum

distribution, respectively. They will, therefore, be called the Thomas-Fermi radius and Fermi momen-

tum in the i-th direction, respectively. It is important to remark that Eq. (7.8) allows for a variational

approach in momentum space as well. Former investigations of the hydrodynamic properties of Fermi

gases did not include this important feature [107].

The ansatz for the Wigner function (7.8) is required to satisfy the condition for conserving the total

particle number

N =

∫

d3kd3x

(2π)3
ν0 (x,k; t) . (7.9)

Inserting (7.8) into (7.9), one obtains after an elementary integration

R
3
(t)K

3
(t) = 48N, (7.10)

where the bar denotes geometrical average, as in Eq. (1.6). This equation shows that the variation in

phase space is constrained. Using Eq. (7.10), one finds that the particle density (6.34), which is not

altered by the phase factorization according to (6.82), is given by

n0(x, t) =
8N

π2R
3
(t)

[

1 −
∑

i

x2
i

R2
i (t)

]3/2

, (7.11)
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when the expression in brackets is non-negative and vanishes otherwise.

With the help of the ansatz (7.7) for the velocity potential and (7.8) for the Wigner function, we

can evaluate the action (7.6) term by term as a functional of the variational parameters. Let us start

by considering the first term under the time integral in action (7.6), which is given by

−M
∫

d3xχ̇(x, t)n0(x, t) = −M
2

N

8

∑

i

α̇iR
2
i (t). (7.12)

The flow energy (6.72) can be evaluated in an analogous manner and reads

Eflow = −N
8

M

2

∑

i

α2
iR

2
i . (7.13)

Combining equations (6.84), (7.8), and (7.10), we can express the kinetic energy rather in terms of

the Fermi momenta according to

Ekin =
N

8

∑

i

~
2K2

i

2M
. (7.14)

Following a similar procedure yields for the trapping energy (6.37) the result

Etrap =
N

8

M

2

∑

i

ω2
iR

2
i . (7.15)

We come now to a discussion of the interaction contributions to the action (7.6), which consists of a

direct, or Hartree, term plus an exchange, or Fock, term. For the dipole-dipole potential (7.1) together

with the Wigner function (7.8) the Hartree term (6.85) is found to be a function of the Thomas-Fermi

radii alone according to

EDir
dd = −N

2c0

8R
3 f

(

Rx

Rz
,
Ry

Rz

)

, (7.16)

with the constant c0 given by

c0 =
210Cdd

34 · 5 · 7 · π3
≈ 0.0116 Cdd. (7.17)

Correspondingly, the anisotropic part of the Fock interaction term is expressed in terms of the Fermi

momenta and the Fock energy is given by

EEx
dd =

N2c0

8R
3 f

(

Kz

Kx
,
Kz

Ky

)

. (7.18)

It is interesting to note that the dipolar interaction is reflected in the same anisotropy function

f(x, y), which was defined in Eq. (4.34) for dipolar Bose-Einstein condensates. Due to the importance

of this function, we have summarized its properties in Appendix A.

In the following, we will use the indexes 1 and 2 to denote a derivative with respect to the first and

second argument. Note that, whereas f(x, y) is symmetric with respect to exchanging the first and

second variables, this is not the case for the functions f1(x, y) and f2(x, y). Furthermore, in the case

of x = y, the anisotropy function f(x, y) reduces to fs(x) = f(x, x).

Though both the direct and the exchange interaction contributions are determined by the same
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anisotropy function f(x, y), the dependence of the functions on the corresponding real-space and mo-

mentum aspect ratios is not the same. While the former enters the expression for the direct term as

f
(

Rx
Rz
,

Ry

Rz

)

, the latter takes part in the exchange term through f
(

Kz
Kx
, Kz

Ky

)

. Nonetheless, the proper-

ties of the function f(x, y) (see Fig. 4.2) together with the minus sign of the exchange term compensate

this difference and the effect of the dipole-dipole interaction turns out to be the same in both the real

and the momentum space: it stretches the corresponding distribution along the z-direction. Moreover,

while the particle-density deformation is directly influenced by the aspect ratio of the trapping poten-

tial, the momentum distribution is solely distorted by the presence of the dipolar exchange interaction,

due to the spherical symmetry of the kinetic energy (7.14).

Now we insert the expressions (7.12)–(7.16) and (7.18) into the action (7.6). Additionally, we intro-

duce the chemical potential µ as the Lagrange parameter in order to guarantee the conservation of the

total particle number according to (7.9). Then, the action reads

A = −
t2
∫

t1

dt
N

8

{

M

2

∑

i

(

α̇i + α2
i + ω2

i

)

R2
i +

∑

i

~
2K2

i

2M
− c0K

3
[

f

(

Rx

Rz
,
Ry

Rz

)

− f

(

Kz

Kx
,
Kz

Ky

)]

}

−
t2
∫

t1

dt µ(t)

(

R
3
K

3

48
−N

)

. (7.19)

The equations of motion follow from extremizing the action (7.19) with respect to all variational

parameters αi, Ri,Ki as well as the Lagrange multiplier µ. Through a suitable manipulation of the

resulting equations one finds that the chemical potential is explicitly given by

µ =
1

3

∑

i

~
2K2

i

2M
− 21c0N

R
3

[

f

(

Rx

Rz
,
Ry

Rz

)

− f

(

Kz

Kx
,
Kz

Ky

)]

. (7.20)

Furthermore, after some simple though tedious algebra, one obtains the following equations for the

Fermi momenta

~
2K2

x

2M
=

1

3

∑

i

~
2K2

i

2M
+

48Nc0
2RxRyRz

Kz

Kx
f1

(

Kz

Kx
,
Kz

Ky

)

,

~
2K2

y

2M
=

1

3

∑

i

~
2K2

i

2M
+

48Nc0
2RxRyRz

Kz

Ky
f2

(

Kz

Kx
,
Kz

Ky

)

,

~
2K2

z

2M
=

1

3

∑

i

~
2K2

i

2M
− 48Nc0

2RxRyRz

Kz

Kx
f1

(

Kz

Kx
,
Kz

Ky

)

− 48Nc0
2RxRyRz

Kz

Ky
f2

(

Kz

Kx
,
Kz

Ky

)

. (7.21)

These equations are obviously not independent from one another, so we drop the third of them.

Together with the condition for particle conservation (7.10), they determine the Fermi momenta Ki as

functions of the Thomas-Fermi radii Ri, so that, in principle, we have three independent equations to

solve for three variables.

As a consequence of the ansatz (7.7), the equations of motion for the variational parameters αi are

the same as for bosons (4.39) and read

αi =
Ṙi

Ri
. (7.22)
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They are, in turn, used to derive the equations of motion for the Thomas-Fermi radii:

R̈i = −ω2
iRi +

∑

j

~
2K2

j

3M2Ri
− 48Nc0

Mcd
Qi (R,K) . (7.23)

Here the auxiliary functions are given by the anisotropy function f(x, y) and its derivatives according

to

Qx (r,k) =
cd
x2yz

[

f
(x

z
,
y

z

)

− x

z
f1

(x

z
,
y

z

)

− f

(

kz

kx
,
kz

ky

)]

,

Qy (r,k) =
cd
xy2z

[

f
(x

z
,
y

z

)

− y

z
f2

(x

z
,
y

z

)

− f

(

kz

kx
,
kz

kx

)]

,

Qz (r,k) =
cd
xyz2

[

f
(x

z
,
y

z

)

+
x

z
f1

(x

z
,
y

z

)

+
y

z
f2

(x

z
,
y

z

)

− f

(

kz

kx
,
kz

kx

)]

, (7.24)

where the constant cd reads

cd =
2

38
3

3
23
6 · 5 · 7 · π2

≈ 0.2791. (7.25)

The first term on the right-hand side of equations (7.23) accounts for the harmonic trap, the second

is due to the Fermi pressure, and the third represents the dipole-dipole interaction contribution, which

will be discussed in more detail in the next section.

Having collected the equations of motion for all the variables, we can attempt to interpret Eqs. (7.10),

(7.21), and (7.23) physically. In the case of a spherically symmetric momentum distribution one could

neglect the exchange term and set to zero all terms which involve f(Kz/Kx,Kz/Ky) and its derivatives.

Thus, we could solve (7.10) and (7.21) for the Fermi momenta and obtain

Kx = Ky = Kz =
3
√

48N

R
. (7.26)

Inserting this result into Eqs. (7.23), we, then, would have a set of equations of motion for the Thomas-

Fermi radii which stem from a potential V(Rx, Ry, Rz). Thus, the problem would be reduced to study

the motion of a fictitious particle under the influence of this potential. Due to the presence of the

Fock term, however, it is not possible to solve Eqs. (7.10) and (7.21) directly, so they have to be

solved simultaneously with Eqs. (7.23). For this reason, we conclude that the presence of the exchange

term modifies the constraints in an anisotropic manner such that one has to give up the notion of an

underlying potential V(Rx, Ry, Rz).

7.3 Cylindrical Symmetry of Momentum Distribution

Before we explore the physical consequences of the equations of motion for a trapped dipolar Fermi

gas, let us briefly discuss the non-interacting case, which will provide us with adequate units for the

quantities of interest throughout this work. In the absence of the dipolar interaction, the momentum

distribution is isotropic and the Fermi momenta in different directions are equal to each other according

to Eq. (7.26). Denoting the Fermi energy of a non-interacting trapped Fermi gas by EF , its chemical
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potential takes the form

µ(0) = EF = ~ω (6N)
1
3 . (7.27)

Correspondingly, the Thomas-Fermi radii and the Fermi momentum read, respectively,

R
(0)
i =

√

2EF

Mω2
i

; KF =

√

2MEF

~2
. (7.28)

This provides the motivation to express, in the interacting case, the Thomas-Fermi radii Ri in units

of R
(0)
i and the Fermi momenta Ki in units of KF . Defining R̃i ≡ Ri/R

(0)
i and K̃i ≡ Ki/KF , the

condition for the particle number conservation (7.10) reduces to

R̃
3
K̃

3
= 1. (7.29)

Thus, the equations of motion for the Thomas-Fermi radii in the dimensionless notation will be written

in terms of the ratios
Ri

Rj
=
R̃i

R̃j

ωj

ωi
, (7.30)

emphasizing the role played by the trap frequency ratios λx and λy, which were introduced in Eq. (1.5).

Before solving the dimensionless equations of motion, we can already obtain important information

by considering the symmetries of the total energy in the static case, i.e., with the velocity potential χ

set to zero. As a function of the variational parameters, the energy then reads

E

NEF
=

1

8

{

∑

i

(

K̃2
i + R̃2

i

)

− 2ǫfddcd

R̃
3

[

f

(

R̃xλx

R̃z

,
R̃yλy

R̃z

)

− f

(

K̃z

K̃x

,
K̃z

K̃y

)]}

, (7.31)

where the dimensionless dipolar-strength ǫfdd is given in Eq. (7.5).

As a consequence of the symmetry of the anisotropy function f(x, y) = f(y, x), which is proved in

Appendix A, the energy (7.31) possesses the same symmetry with respect to the plane xOy in both

K- and R-space. On the one hand, this implies that, in a cylinder-symmetric trap, where we have

λx = λy, the extrema of the energy satisfy Rx = Ry. On the other hand, since the trap geometry

does not influence the exchange contribution to the total energy, we conclude that the momentum

distribution of a dipolar Fermi gas remains cylinder-symmetric even in the case of a triaxial trap

geometry, i.e., one has Kx = Ky. Therefore, in the expression above, f(K̃z/K̃x, K̃z/K̃y) can be

simplified to fs(K̃z/K̃x) without loss of generality. Furthermore, recalling the mathematical identities

for the cylinder symmetric anisotropy function given in Eqs. (4.44), we conclude that Eqs. (7.21) reduce

to the single condition

K̃2
z − K̃2

x = ǫfddC
(

R̃, K̃x, K̃z

)

(7.32)

with the function

C
(

R̃, K̃x, K̃z

)

=
3cd

R̃
3



−1 +

(

2K̃2
x + K̃2

z

)

fs

(

K̃z/K̃x

)

2
(

K̃2
x − K̃2

z

)



 , (7.33)
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which was first introduced in a previous publication of ours concerning the cylinder-symmetric trap

[127]. In that work, we traced Eq. (7.32) back to the Fock exchange term. Thus, the presence of the

exchange term of the dipole-dipole interaction deforms the momentum distribution of the Fermi gas.

We emphasize that the cylindric symmetry in momentum space also holds in the dynamic case, since

neither modulating the trap frequencies nor turning off the trap affects the symmetries of the exchange

term.

Thus, the equation (7.23) for the Thomas-Fermi radius in the i-th direction can be written as

1

ω2
i

d2R̃i

dt2
= −R̃i +

∑

j

K̃2
j

3R̃i

− ǫfddQ̃i

(

R̃, K̃x, K̃z

)

, (7.34)

with the corresponding simplifications in the Q̃i-functions

Q̃x (r,k) =
cd
x2yz

[

f
(x

z
,
y

z

)

− x

z
f1

(x

z
,
y

z

)

− fs

(

kz

kx

)]

,

Q̃y (r,k) =
cd
xy2z

[

f
(x

z
,
y

z

)

− y

z
f2

(x

z
,
y

z

)

− fs

(

kz

kx

)]

,

Q̃z (r,k) =
cd
xyz2

[

f
(x

z
,
y

z

)

+
x

z
f1

(x

z
,
y

z

)

+
y

z
f2

(x

z
,
y

z

)

− fs

(

kz

kx

)]

, (7.35)

The equations (7.29), (7.32), and (7.34) describe both the static and dynamic properties of a triaxially

trapped dipolar Fermi gas in the hydrodynamic regime and represent the main result of the second

part of this thesis. In what follows we shall explore their solutions in different cases of interest such as

the conditions for stable equilibrium, the low-lying oscillations around the equilibrium positions, and

the expansion of the gas after release from the trap, i.e., the time-of-flight dynamics.

For the sake of completeness, we express also the chemical potential (7.20) in terms of the dimen-

sionless quantities introduced above

µ

EF
=
∑

i

K̃2
i

3
− 7cdǫ

f
dd

8R̃

[

f

(

R̃xλx

R̃z

,
R̃yλy

R̃z

)

− fs

(

K̃z

K̃x

)]

. (7.36)

Now that we have explained in detail how our equations of motion arise and how they are expressed

in dimensionless units, we are allowed to drop the tilde on the Thomas-Fermi radii as well as in the

Fermi momenta and obtain a cleaner notation without any danger of misunderstandings.

7.4 Static Properties

The static properties of a dipolar Fermi gas are obtained by requiring the left-hand side of Eqs. (7.34)

to vanish together with the normalization condition (7.29) and the condition for the deformation of the

Fermi momenta (7.32). However this only gives us the conditions for an extremal mean-field energy.

Since the dipolar interaction also contains an attractive part, it is useful to have a criterion for deciding

whether a given state, i.e., a point (R,Kx,Kz) in the five-dimensional space of variational parameters,

is stable or unstable. To that end we turn to the total energy, given by Eq. (7.31), which shall be

minimized under the constraint R
3
K

3
= 1 due to particle number conservation. A dimensional analysis
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Figure 7.1: Aspect ratio in real space Rxλx/Rz for a cylinder-symmetric trap with λx = λy =
1, 2, 3, 4, 5, 6, 7 (bottom to top). The upper branch (continuous) corresponds to a local
minimum of the total energy, while the lower branch (dotted) represents an extremum but
not a minimum.

of the energy (7.31) shows that the system cannot have a global minimum for any non-vanishing ǫfdd.

This can be seen by noticing that the stabilization comes from the factor K2 ∼ R−2 whereas the

dipolar interaction goes with R−3, rendering the energy unbounded from below. Nonetheless, for weak

enough dipolar interactions a local minimum might exist, to which the system would return after a

small perturbation. The regions satisfying this property will be called stable, while inflection points

and local maxima will be denoted unstable equilibrium points. The mathematical criterion behind

this classification scheme is given by the eigenvalues of the Hessian matrix associated with the four

effectively independent variables of the problem.

One of the consequences of the unboundedness of the internal energy is that, for each value of the

interaction strength ǫfdd, where the system has a stable configuration, there is also another unstable

one. This can be seen by considering the aspect ratio of the cloud, which is depicted in Fig. 7.1 for

different values of the trap aspect ratio λx = λy, as a function of ǫfdd. Here, we recognize that the

stable branch (continuous) of the real space aspect ratio starts at ǫfdd = 0 with Rx = Rz = 1 and

extends itself until the value ǫf,critdd , where it meets the unstable branch (dotted). For ǫfdd > ǫf,critdd , no

stationary solution for the equations (7.34) exists. The unstable branch, on the other hand, possesses

a vanishing aspect ratio for ǫfdd = 0. This is due to the fact that the dipole-dipole interaction tends

to stretch the sample along the polarization direction. For a small value of ǫfdd, the unbounded energy

solution is obtained with Rx → 0 and, consequently, Rx/Rz → 0, although the Thomas-Fermi radius

in the axial direction Rz remains finite. We remark that the upper branch corresponds to a local

minimum of the energy such that the Hessian matrix has only positive eigenvalues, while the lower

one is an extremum but not a minimum, corresponding to a Hessian matrix with at least one negative

eigenvalue. The corresponding graph for a dipolar Bose-Einstein condensate shown in Fig 4.3 in the

Thomas-Fermi regime bears a crucial difference: unstable solutions only become available for ǫbdd > 1

[97]. The physical reason for this effect is that in dipolar condensates the stabilization comes from the

contact interaction Eq. (4.30), which scales with R−3, just like the dipole-dipole interaction.

In order to study the effect of a triaxial trap on the static properties of a dipolar Fermi gas, we explore

further the symmetry f(x, y) = f(y, x) of the anisotropy function as defined by Eq. (4.34). Due to

this symmetry, we only need to discuss the aspect ratio Rxλx/Rz since the properties of Ryλy/Rz can
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Figure 7.2: Aspect ratios in real and momentum space. The upper branch (continuous) corresponds
to a local minimum of the total energy, while the lower branch (dashed) represents an
extremum but not a minimum. Fig. 7.2a) Aspect ratio in real space Rxλx/Rz for a triaxial
trap with λx = 5 for various values of λy = 3, 4, 5, 6, 7. Notice that, for a fixed λx, making
λy larger corresponds to flattening the trap in the direction perpendicular to the dipoles,
allowing for stable configurations for larger interaction strengths. Fig. 7.2b) Corresponding
aspect ratios in momentum space Kx/Kz.

be obtained by analogy. As indicated in Fig. 7.2a), varying λy for fixed λx clearly affects the stability

of the system. For λy > λx, stable solutions are admitted for larger values of ǫfdd, i.e., ǫf,critdd is shifted

to the right, whereas in the case λy < λx, ǫf,critdd decreases. This reflects the fact that more oblate

traps tend to allow for larger ǫfdd because they favor the repelling part of the interaction. Another

remarkable feature in Fig. 7.2a) is that reducing λy for fixed λx reduces the value of ǫf,critdd much more

than it is enlarged by increasing λy.

Concerning the aspect ratio in momentum space, we have studied its dependence on the dipolar

strength ǫfdd and found an analogous behavior to the one in real space. This goes back to the property

of the function fs(x) of changing sign at x = 1, so that the minus sign in front of fs(Kz/Kx) in the

total energy partially compensates its dependence on the reciprocal momentum aspect ratio Kz/Kx,

and its behavior with respect to ǫfdd turns out to be analogous to the one in real space. This is explicitly

shown in Fig. 7.2b), where the aspect ratio in momentum space Kx/Kz is plotted as a function of ǫfdd

for λx = 5 and λy = 3, 4, 5, 6, and 7. The main difference, which appears in momentum space, is the

observation that the unstable solution converges to a finite value of the aspect ratio as the interaction

strength ǫfdd approaches zero. This reflects the fact that the collapse is a real-space phenomenon which

is dominated by the shrinking of the radial Thomas-Fermi radius Rx, while the axial Thomas-Fermi

radius Rz remains finite. As the momentum-space variables are accounted for only by the constraint

(7.29) and the condition for momentum deformation (7.32), both Kx and Kz diverge as ǫfdd approaches

zero in the unstable branch, but their ratio always remains finite.

To conclude our investigation of the static properties of a trapped dipolar Fermi gas, we have also

calculated the stability diagram for the cylinder-symmetric case λx = λy, where we obtain similar

quantitative results as in Ref. [112], and for λx 6= λy, where the lack of axial symmetry has a consider-

able influence. The results are presented in a log-log plot in Fig. 7.3. If we consider a situation in which

λy = 5λx (red, upper curve), we do not obtain a large variation with respect to the cylinder-symmetric

case λy = λx (black, middle curve). On the contrary, if we take λy = λx/5, appreciable differences can

be noticed as λx increases. This can be understood if one realizes that it is the weaker trap frequency
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Figure 7.3: Stability diagram of a dipolar Fermi gas. The middle, black curve represents the cylinder-
symmetric case λy = λx, while the upper, red one represents the case λy = 5λx and the
lower, blue curve is for λy = λx/5.

which determines the highest value of ǫfdd, for which the system remains stable. Therefore, by enlarg-

ing λy with respect to λx one obtains a smaller difference with respect to the case λy = λx than by

reducing it, explaining the effect already anticipated in Fig. 7.2a). Also remarkable is the fact that,

for small trap frequency ratios, the three curves lie very close to each other.

7.5 Low-lying Excitations

The low-lying excitations of a dipolar Fermi gas are studied in this section by linearizing the equations

of motion (7.34) around the equilibrium and, simultaneously, requiring conditions (7.29) and (7.32) to

be fullfilled. This is done by assuming that at time t the following ansatz is valid

Ri(t) = Ri(0) + ηi sin (Ωt+ ϕ) ; Ki(t) = Ki(0) + ζi sin (Ωt+ ϕ) , (7.37)

where ηi and ζi denote the small amplitudes in real and momentum space, respectively. Moreover, Ω

represents the frequency of the oscillations and ϕ is a phase determined by the initial conditions. Due

to the cylinder symmetry in momentum space, there are only two independent momentum-space am-

plitudes ζx and ζz, while three independent real-space amplitudes occur for a general triaxial harmonic

trap.

In order to derive a matrix equation for the amplitudes in real space, we must obtain the ζi’s as

functions of the ηi’s. To that end, we expand Eqs. (7.29) and (7.32) up to first order in the respective

amplitudes and get

ζi =





∑

j

ηj

Rj



KiWi (7.38)

with the abbreviations

Wx = − K2
x +K2

z − ǫfddKzC,Kz

4K2
z + 2K2

x − 3ǫfddKzC,Kz

,

Wz = − 2K2
z − ǫfddKzC,Kz

4K2
z + 2K2

x − 3ǫfddKzC,Kz

. (7.39)

To make the notation succinct, we have introduced here the shorthand A,Kz = ∂A (R,Kx,Kz) /∂Kz to
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Figure 7.4: The lower (red) curve shows the ratio of the amplitudes ζx/ζz as a function of ǫfdd for λx =
λy = 7. For comparison, the stable branch of the equilibrium aspect ratio in momentum
space against ǫfdd for λx = λy = 7 is depicted by the upper (blue) curve.

denote a partial derivative of the quantity A (R,Kx,Kz) with respect to Kz evaluated at equilibrium.

These results show explicitly that the presence of the dipolar exchange term drives the momentum

oscillations anisotropic. In Fig. 7.4 we plot the ratio ζx/ζz as a function of ǫfdd for λx = λy = 7. There,

we show also the stable branch of the corresponding equilibrium aspect ratio in momentum space,

which is represented by the upper (blue) curve. In order to appreciate the meaning of this curve, let

us consider a typical experimental situation with N ≈ 4 · 104 KRb molecules and trap frequencies of

(ωx, ωy, ωz) = 2π (40, 40, 280) Hz. By using an external electric field and tuning the electric dipole

moment to d = 0.2 Debye, one obtains the dipole-dipole-interaction strength ǫfdd ≈ 0.43 which leads to

an oscillation anisotropy of ζx/ζz ≈ 0.87 and an equilibrium momentum deformation of Kx/Kz ≈ 0.93.

More striking effects result for a stronger dipolar interaction. Considering an electric dipole moment

of d = 0.57 Debye yields a larger value ǫfdd ≈ 3.53 and, therefore, also larger anisotropies for both

the momentum oscillation ζx/ζz ≈ 0.45 and the equilibrium momentum distribution Kx/Kz ≈ 0.64.

These results exhibit clearly the effects of the exchange term on the low-lying oscillations and make

room for a clear detection of the dipole-dipole interaction in ultracold degenerate Fermi gases.

Linearizing the equations for the Thomas-Fermi radii (7.34) and taking the definitions (7.38) and

(7.39) into account, we obtain

[

Ω2

ω2
i

− 1 − 2K2
x +K2

z

3R2
i

]

ηi −
∑

j

[

P

RiRj
+ ǫfddQi,Rj

]

ηj = 0, (7.40)

where we have introduced the shorthand

P =
2

3

K4
x +K4

z + 4K2
xK

2
z −

(

2K2
x +K2

z

)

ǫddKzC,Kz

4K2
z + 2K2

x − 3ǫfddKzC,Kz

, (7.41)

which approaches the value 2/3 as ǫfdd goes to zero. With this the study of the low-lying oscillations in

a dipolar Fermi gas has been reduced to the eigenvalue problem (7.40): the oscillation frequencies Ω are

given by the square root of the corresponding eigenvalues and the eigenmodes describe the real-space

motion during the oscillations.

For a non-interacting Fermi gas, this formalism recovers the oscillation frequencies of a triaxial trap
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as the solutions of the algebraic equation

3Ω6 − 8Ω4
(

ω2
x + ω2

y + ω2
z

)

+ 20Ω2
(

ω2
xω

2
y + ω2

xω
2
z + ω2

yω
2
z

)

− 48ω2
xω

2
yω

2
z = 0. (7.42)

This result is in agreement with Ref. [174], where a deeper analysis, initially devised for Bose-Einstein

condensates [140], is carried out. It is shown there that, despite the lack of an obvious spatial symmetry,

the wave equation for the hydrodynamic modes is separable in elliptical coordinates. We remark that

the solutions of Eq. (7.42) reduce to the respective frequencies in the presence of cylindrical [159] or

spherical symmetries [169], where this problem was first tackled.

In the following, we discuss separately the effects of the dipole-dipole interaction in cylindric and

triaxial traps. The modification introduced in Eq. (7.42) due to the inclusion of the dipole-dipole

interaction makes this equation too cumbersome to be displayed here. The same is true for the

corresponding solutions. For this reason, we shall provide detailed expressions for the three oscillation

frequencies only in the case of cylinder symmetry.

7.5.1 Oscillation Frequencies in Cylinder-symmetric Traps

In the presence of cylinder symmetry, we find three well characterized oscillation modes: one two-

dimensional mode, the radial quadrupole, and two three-dimensional ones, the monopole and the

quadrupole mode.

The first mode we consider is the radial quadrupole mode, which is depicted in Fig. 7.5a). It is

characterized by a vanishing amplitude in the Oz-direction, while the oscillations in Ox- and Oy-

directions have the same amplitude but are completely out-of-phase. We find the frequency Ωrq to be

given by

Ωrq = ωx

{

2 +
3cdǫ

f
dd

R4
xRz

R2
xλ

2

R2
z

2
(

R2
z −R2

xλ
2
)

−
(

4R2
z +R2

xλ
2
)

fs (Rxλ/Rz)

(R2
z −R2

xλ
2)2

}1/2

, (7.43)

where the Thomas-Fermi radii Rx and Rz correspond to the static values calculated in Section 7.4.

The radial quadrupole mode can be experimentally excited by adiabatically deforming the circular

trap in the xOy-plane into an ellipse and suddenly switching off the deformation. In the case of a

two-component Fermi gas with contact interaction, the radial quadrupole mode was used to probe the

transition from the collisionless to the hydrodynamic regime throughout the BEC-BCS-crossover [175].

For a dipolar Fermi gas, a similar experiment could be thought of, where controlling the collisions

through applied electric fields would play the role of a Feshbach resonance to tune the system all the

way from a ballistic to a hydrodynamic dipolar behavior in the normal phase. Fig. 7.5a) depicts Ωrq

as a function of ǫfdd for λ = 5 in units of ωx. We find that, for a given λ, the frequency Ωrq is quite

insensitive to changes in the interaction strength over the range of values in which the gas is stable.

Although we have varied the trap anisotropy λ from 0.2 up to 20, no significant alteration of this

behavior could be detected. Fig. 7.5b) shows the dependence of Ωrq on λ for ǫfdd = 0.8 and ǫfdd = 1.2

in units of its non-interacting value, i.e.,
√

2ωx, which is directly given in Eq. (7.43) by setting ǫfdd = 0.
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Figure 7.5: Oscillation modes in the cylinder-symmetric configuration. Fig. 7.5a) displays the oscil-
lation frequencies for λ = 5 in units of ωx. The frequencies of the radial quadrupole Ωrq

(black), the monopole Ω+ (blue), and the three-dimensional quadrupole mode Ω− (red) are
plotted as functions of the dipolar interaction strength ǫfdd. The inset shows the behavior
of the corresponding eigenmodes. Inset I characterizes the radial quadrupole eigenmode,
while II and III refer to the monopole and quadrupole mode, respectively. Fig. 7.5b) shows
the oscillation frequencies in units of the corresponding non-interacting values as functions
of λ for ǫfdd = 0.8 (dotted) and ǫfdd = 1.2 (continuous). The monopole and quadrupole
modes are displayed in blue and red, respectively, while the radial quadrupole mode is
shown in black.

We remark that the function

2
(

R2
z −R2

xλ
2
)

−
(

4R2
z +R2

xλ
2
)

fs (Rxλ/Rz)

(R2
z −R2

xλ
2)2

(7.44)

in Eq. (7.43) is a function of the ratio Rxλ/Rz alone which approaches the value −16/35 as Rxλ/Rz

tends to 1, so that no divergence arises for Rz = Rxλ. We would also like to point out that, despite

the fact that the radial quadrupole mode is inherent to cylinder-symmetric systems, its calculation

requires that one starts from a triaxial framework, which is then specialized to axial symmetry. This

is the reason, why this important mode was explored in initial studies of dipolar Fermi gases neither

in the hydrodynamic [127] nor in the collisionless regime [164].

We now concentrate on the three-dimensional monopole and quadrupole modes. The first, also

known as breathing mode, is a compression mode characterized by an in-phase oscillation in all three

directions and is denoted with an index +. The second, in analogy with the radial quadrupole mode, is

an out-of phase oscillation in radial and axial directions and is denoted with an index −. In a spherical

trap, these modes are decoupled from each other, but, here, they are coupled due to the cylinder

symmetry of the trap. Their frequencies are given by

Ω± =
ωx√

2

√

Mxx +Mzz ±
√

2M2
xz + (Mxx −Mzz)

2, (7.45)
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Figure 7.6: Low-lying oscillation frequencies for triaxial traps as functions of the trap aspect ratio

λx for ǫfdd = 1.2 and different values of λy/λx. The frequencies are normalized by their
respective non-interacting values. The curves are marked with the colors blue, black, and
red corresponding to the highest, moderate, and lowest value, respectively. Figs. 7.6 a-d)
show the mixing of the two quadrupole-like modes, which go continuously over into each
other. In Fig. 7.6 e) a level-crossing in the cylinder-symmetric case becomes apparent
through an abrupt permutation of the quadrupole modes (see Fig. 7.7 for more details).
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. (7.46)

The dependence of the mono- and quadrupole oscillation frequencies on the dipole-dipole interaction

strength ǫfdd for a fixed trap anisotropy λ is shown in Fig. 7.5a). We find that the frequencies behave for

different values of λ > 1 is qualitatively like in Fig. 7.5a), where we have chosen λ = 5: The monopole

frequency increases monotonically and its derivative with respect to ǫfdd blows up as ǫf,critdd is approached.

On the contrary, the frequency of the two quadrupole modes decrease and their inclinations fall down

abruptly in the neighborhood of ǫf,critdd . In the case of λ < 1, the monopole frequency changes its

behavior, which ceases to be monotonic in ǫfdd. It grows for small ǫfdd, but, as the critical interaction

strength is approached, it starts decreasing as ǫfdd grows. The radial quadrupole and three-dimensional

quadrupole frequencies behave as functions of ǫfdd for λ < 1 qualitatively nearly the same as for λ > 1.

For specific values of λ, though, they might cease to be monotonically decreasing. The characteristic

feature here is that, for both λ < 1 and λ > 1, the three-dimensional quadrupole frequency vanishes

at ǫf,critdd , as a signal of global collapse of the gas.

How the oscillation frequencies depend on λ is shown in Fig. 7.5b) for the two specific dipolar

interaction strengths ǫfdd = 0.8 (dotted) and ǫfdd = 1.2 (continuous). For λ < 1, the quadrupole

frequency is larger in comparison to the non-interacting case, while the contrary is true for the monopole

frequency. As λ eventually becomes larger than 1, the monopole (quadrupole) becomes larger (smaller)
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Figure 7.7: a) Frequencies of the low-lying oscillations in units of ωx in the cylinder-symmetric config-

uration as functions of λ for ǫfdd = 1.2. The colors blue, black, and red label the frequencies
in decreasing value. At λ ≈ 0.94 a level-crossing takes place between the two quadrupole
modes. b) Same frequencies for ǫfdd = 0. Notice that in the absence of the dipolar inter-
action, the level-crossing happens precisely at λ = 1. This difference explains the steep
curves in Fig. 7.6e) for 0.94 < λ < 1.

than in the absence of interactions. Concerning the radial quadrupole frequency, it turns out to be the

most insensitive with respect to the dipolar interaction strength and is always smaller in the presence of

the dipole-dipole interaction with a minimum around λ ≈ 1.74. The behavior of the three-dimensional

modes normalized by their non-interacting values agrees qualitatively with both dipolar Bose-Einstein

condensates, shown in the right-hand side of Fig. 4.5, and with dipolar Fermi gases in the collisionless

regime [164].

7.5.2 Oscillation Frequencies in Triaxial Traps

In the most general case, i.e., in absence of trap symmetry, the oscillation modes do not behave as

indicated in the inset of the Fig. 7.5a) each of the three modes becomes a superposition of in- and out-

of-phase oscillations in all three spatial directions. For this reason, the modes are better characterized

by their frequencies and these are naturally mixed, even if one looks at the cylinder-symmetric limit

of the triaxial solutions. We thus plot the frequencies in Fig. 7.6 and Fig. 7.7 according to their values

and the colors blue, black, and red correspond to the highest, moderate, and lowest value, respectively.

We exhibit in Fig. 7.6 the dependence of these frequencies on λx for different values of λy/λx and

ǫfdd = 1.2, with the frequencies normalized by their respective non-interacting values. The situations

λy/λx = 2, 1/2, 3, 1/3 correspond to Figs. 7.6 a), b), c) and d), respectively. These pictures show

explicitly that the two quadrupole-like modes, denoted by the colors red and black, are now mixed.

If the cylinder-symmetric situation is considered, a level-crossing becomes evident at λ ≈ 0.94, shown

in Fig. 7.6 e). In contrast to the bosonic case [152], the dipole-dipole interaction affects the value of

λ at which the level-crossing takes place. For this reason, instead of a discontinuous transition, as for

dipolar bosons, there is a steep continuous line in both the radial and the three-dimensional quadrupole

modes for the trap anisotropy range 0.94 < λ < 1.

The level-crossing in the cylinder-symmetric case can be seen more clearly in Fig. 7.7a), where the

frequencies are plotted in units of ωx for ǫfdd = 1.2. The vertical line marks the level-crossing, which

takes place at λ ≈ 0.94. Fig. 7.7b) contains a zoomed picture of the frequencies for ǫfdd = 0. There,
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Figure 7.8: Aspect ratios in real and momentum space as functions of time. The trap is characterized

by λx = 3 and λy = 5. The plots in the left-hand side correspond to ǫfdd = 1 while the ones
in the right-hand side are for ǫfdd = 3.5.

the level-crossing happens at λ = 1, explaining the steep lines which show up in the spectra of the

quadrupole modes in Fig. 7.6 e). This shift of the level-crossing can be traced back to the Fock exchange

interaction, which is absent in dipolar Bose-Einstein condensates.

7.6 Time-of-flight Expansion

Time-of-flight expansion experiments are a key diagnostic tool in the field of ultracold quantum gases.

In condensates, for example, the effects of the magnetic dipole-dipole interaction were observed for the

first time in 52Cr by measuring the time dependence of the aspect ratios for two different polarization

directions after release from a triaxial trap [98]. In this section, we explore the corresponding problem

for a strong dipolar normal Fermi gas.

Dipolar effects are expected to be observed in polar molecules due to their large electric dipole

moment. Trapping and cooling these molecules requires a strong confinement in the polarization axes,

to assure robustness against collapse. Therefore, the suppression of the attractive part of the dipole-

dipole interaction indicates that this system is better described by normal hydrodynamics. Accordingly,

we expect the dynamics of the dipolar Fermi gas to be described by the equations

1

ω2
i

d2Ri

dt2
=
∑

j

K2
j

3Ri
− ǫfddQi (R,Kx,Kz) , (7.47)

together with the conditions for number conservation (7.29) and momentum deformation (7.32). Notice

that equation (7.47) differs from (7.34) only due to the absent term −Ri, which is responsible for

the trapping potential. In the following, we discuss the results obtained by solving these equation

numerically, using the static values of Section 7.4 for the initial conditions of the parameters Ri(0) and

Ki(0) as well as Ṙi(0) = 0 and K̇i(0) = 0.

Until now, only axial symmetric traps were involved in experimental investigations of dipolar Fermi

gases. Nevertheless, we have learned from studies of dipolar BECs how useful triaxial traps can be,

for instance in the context of time-of-flight experiments.

Concerning the momentum space, we obtain in the triaxial case similar results as for the cylinder-

symmetric one [127], where the aspect ratio Kx/Kz becomes asymptotically unity as a result of local

equilibrium in the absence of the trap. The anisotropic aspect ratios Rxλx/Rz and Ryλy/Rz are

125



7 Normal Dipolar Fermi Gases

0 1 2 3 4
0.0

0.2

0.4

0.6

0.8

1.0

Ry(∞)λy/Rz(∞)

Kx(∞)/Kz(∞)

Rx(∞)λx/Rz(∞)

ǫf
dd

λx = 3
λy = 5

Figure 7.9: Asymptotic behavior in time of the aspect ratios as function of the dipole-dipole interaction

strength ǫfdd after release from the trap.

plotted as functions of time in Fig. 7.8 for λx = 3 and λy = 5. In Fig. 7.8a) and Fig. 7.8b) we have set

ǫfdd = 1 and ǫfdd = 3.5, respectively, and we find that both aspect ratios, which are initially larger than

1, become smaller than 1 in the course of time. Also for traps with λx < 1 or λy < 1, an inversion of

the corresponding aspect ratio takes place, but in the opposite direction. Such an inversion is typical

for the hydrodynamic regime and was already observed for a two-component, normal Fermi gas with

strong contact interaction [56,122]. The value ǫfdd = 3.5, chosen above, corresponds to N = 4 · 104

40K87Rb-molecules with a dipole moment of d ≈ 0.51 Debye induced by an applied electric field and

with trap frequencies characterized by ωz = 2π × 280, λx = 3, and λy = 5.

A further important quantity of the time-of-flight analysis of dipolar Fermi gases is the asymptotic

values of the aspect ratios. After the expansion the gas becomes more and more dilute and the interac-

tion becomes less and less important, even in the case of long-range dipolar interactions. Nevertheless,

studying the values of the aspect ratios at large times may still be useful because they are approached

very fast. This is particularly relevant for strong pancake traps, where this happens just a few ω−1

seconds after release of the trap, as is shown in Fig. 7.8. Although we are aware of the inaccuracy of

the hydrodynamic approach for small dipole moments, we plot the long-time aspect ratios in Fig. 7.9

for the whole ǫfdd range. There, we can identify the tendency of the dipole-dipole interaction to stretch

the gas in the direction of the applied field in real space, whereas the momentum distribution remains

always asymptotically spherical.

We would like to remark that the results presented here are in overall disagreement with those

obtained by Sogo et al. in Ref. [164]. Translating their findings into our notation, the ballistic formalism

predicts an inversion of the aspect ratio only for λ > 1. In addition, the aspect ratio in real space

Rxλ/Rz asymptotically approaches the one in momentum space Kx/Kz for every value of λ and ǫfdd.

This disagreement stems from the difference in the nature of both approaches: while hydrodynamics

assumes local equilibrium provided by collisions, the ballistic approach relies on the assumption of no

interaction during the expansion. While the latter might be true for weak interactions, the former

seems to be more adequate for strongly interacting gases like the one made out of KRb molecules.

During the time-of-flight expansion, the gas becomes more and more dilute, thereby weakening the

interaction between the particles. Therefore, one could expect that the hydrodynamic assumption,

which requires strong interaction, may not hold along the whole process and the expansion could

acquire a collisionless character after some time. The determination of how the transition between the
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7.6 Time-of-flight Expansion

two regimes occurs is a hard task which is beyond the scope of the present thesis. Nonetheless, we

can estimate the validity of these results if we assume the previous hydrodynamic criterion to be valid

also during the expansion. Before the expansion, the criterion for the hydrodynamic regime, given in

Eq. (7.4), can be rewritten as
CddMN1/2

4π~2R
(0)

≫ 1, (7.48)

where R
(0)

denotes the non-interacting mean Thomas-Fermi radius. As a result of a numerical anal-

ysis of the expansion dynamics, one finds that the mean Thomas-Fermi radius R(t) in units of R
(0)

approaches for large times the asymptotic behaviour R(t) ∼ ωt. This scaling law can be understood if

one considers that, at large times both the interaction and the Fermi pressure vanish. For this reason,

the equations of motion imply d2Ri/dt
2 = 0 for large times. Performing the substitution R

(0) → R(t)

this into equation (7.48) leads to the conclusion that the hydrodynamic condition is fullfilled for those

times satisfying [127]

(ωt)2 ≪ (ωτ)−1 ≈ 0.1 · (N1/6ǫdd)
2. (7.49)

For SrO and CaO molecules, for example, Eq. (7.49) predicts the expansion to be hydrodynamic for

ωt≪ 1000. As can be read off from Fig. 7.8, these times are long enough for the aspect ratios to reach

their asymptotic values and no trace of a collisionless expansion is expected.
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8 Conclusion

Motivated by major experimental breakthroughs in the area of dilute quantum gases possessing a long-

range and anisotropic interaction potential, we theoretically investigated beyond-mean field properties

of dipolar Bose-Einstein condensates as well as hydrodynamic properties of non-superfluid dipolar

Fermi gases.

Initially, we presented a historically oriented introduction of the key experiments and concepts. The

context which led to the latter and the advances which made the former possible was thereby explored

as a mean to better understand the achievements as well as the difficulties preventing them from

happening before. Proceeding in that way, we briefly discussed in Chapter 1 the main developments in

low-temperature physics from the experimental discovery of superconductivity in solid mercury almost

a century ago [1] all the way to the present day experiments of the JILA group with 40K87Rb-molecules

[123]. During this journey we took the opportunity to describe the main ingredients of the forthcoming

investigations such as the trapping (1.4) and the dipolar interaction (1.12) potentials as well as the

bosonic and fermionic relative dipole strength, given in Eq. (1.14) and in Eq. (1.15), respectively.

The first part of this thesis was dedicated to dipolar Bose-Einstein condensates. Starting from

the definition of Bose-Einstein condensation, we discussed in Chapter 2 the Bogoliubov prescription

(2.11) which decomposes the bosonic field operator into a mean field, which plays the role of an order

parameter, and an operator, which describes the quantum fluctuations around the mean field. Sub-

sequently, we showed that the Heisenberg equation for the field operator in mean-field approximation

Eq. (2.24), known as the Gross-Pitaevskii equation, can also be obtained from an action principle.

Moreover, we derived from the Gross-Pitaevskii equation the hydrodynamic formalism for the con-

densate properties. In order to study dipolar condensates beyond the mean-field approximation, we

extended the Bogoliubov-de Gennes theory of trapped condensates to include long-range interactions,

thereby deriving general expressions for the physical quantities of interest such as the condensate

depletion Eq. (2.70) and the corrected the ground-state energy Eq. (2.72).

As a starting point for the experimentally more relevant case of a harmonically trapped system, we

considered in Chapter 3 a homogeneous dipolar Bose-Einstein condensate. Within the framework of

the Bogoliubov theory we could reproduce the excitation spectrum (3.15), which is already available in

the literature [92]. In addition, we obtained the explicit result Eq. (3.30) for the condensate depletion

as a function of the s-wave scattering length and of the dipolar relative interaction strength. The

next step was the calculation of the correction of the ground-state energy due to quantum fluctuations

in Eq. (3.36) and, correspondingly, the Lee-Huang-Yang correction to the chemical potential given in

Eq. (3.39). With the help of the corrected equation of state, the beyond-mean-field sound velocity was

calculated in Eq. (3.41) and compared to the mean-field value in Fig. 3.3, which extends the Beliaev

result for short-range interaction [73] to dipolar interaction [129].

Concerning trapped dipolar Bose-Einstein condensates, we considered the Gross-Pitaevskii theory
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8 Conclusion

as the basis for the beyond-mean-field corrections. Since exact Gross-Pitaevskii results were already

available in the literature [96,97], we revisited them in Chapter 4 by developing our own variational

approach.

In Chapter 5 we studied beyond-mean-field effects in dipolar condensates by specializing the previ-

ously discussed Bogoliubov-de Gennes theory [129]. In order to treat the exchange interaction term

between the condensate and the excited component analytically, we used the local density approxi-

mation which is the leading term of a systematic semiclassical gradient expansion [154]. In this way,

we derived the semiclassical Bogoliubov spectrum in Eq. (5.7) and used it to calculate the condensate

depletion, given in Eq. (5.12). Subsequently, we calculated the corrections to the ground-state energy

due to the quantum fluctuations in Eq. (5.15) which allowed us to obtain the corresponding equations

of motion (5.22) for the Thomas-Fermi radii of the condensate. The static solutions of these equa-

tions allow to determine the effect of the quantum fluctuations on the Thomas-Fermi radii, given by

Eq. (5.28), and on the condensate aspect ratio (5.32). In particular, we investigated the dependence

of the quantum correction to the aspect ratio on the dipolar strength ǫbdd in Fig. 5.1a) and on the

trap anisotropy in Fig. 5.1b). By linearizing the equations of motion around the equilibrium positions,

we derived the beyond-mean-field excitation spectrum of the low-lying modes in Eq. (5.40), which

generalizes the Pitaevskii-Stringari result for a condensate with contact interactions [15] to a dipolar

condensate. Thereby, we plotted the corrections to the oscillation frequencies as functions of the trap

aspect ratio for possible experimental setups in Fig. 5.3. In addition, removing the term corresponding

to the harmonic confinement and solving the resulting equations with the initial conditions provided by

the corrected equilibrium Thomas-Fermi radii, we investigated the time dependence of the condensate

aspect ratio after release from the trap. The resulting dependence was plotted in Fig. 5.4, where, for

reasonably large values of both the s-wave scattering length as and the relative dipolar interaction

strength ǫbdd, we find beyond-mean-field corrections which are within the reach of the present day

measurement precision.

The second part of this thesis deals with the physical properties of trapped dipolar Fermi gases in

the non-superfluid phase in the hydrodynamic regime, where frequent collisions assure local equilibrium

[127,128].

First, in Chapter 6, we discussed the theoretical methods for studying interacting normal Fermi

gases by starting from the Hartree-Fock theory which follows from extremizing the action (6.6). In this

way, we derived the Hartree-Fock equations for the one-particle orbitals, Eqs. (6.12) and (6.13), from

which the corresponding equation of motion for the one-body density matrix Eq. (6.24) follows. By

expanding this equation around the center of mass, we could derive the hydrodynamic equations of the

problem, i.e., the continuity equation (6.26) and the Euler equation (6.28). We thereby showed that

the presence of the Fock term leads to non-conservation of the velocity circulation so that Kelvin’s

theorem is not obeyed. We traced this effect back to the fact that the Fock term is not a priori a

functional of the density alone. In order to circumvent this problem, we first switched to the Wigner

representation, which was introduced in Section 6.5, and showed in Section 6.6 that the Hartree-Fock

equation of motion for the one-body density matrix (6.24) leads to the collisionless Boltzmann-Vlasov

equation for the phase-space distribution, given in Eq. (6.44). Subsequently, we briefly discussed how

to introduce the effect of collisions in the Boltzmann-Vlasov equation (6.44) through the collisional
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integral (6.54) and sketched how to perform hydrodynamic studies in the framework of the Boltzmann-

Vlasov equation. Thereby, we highlighted the phase factor involving the velocity field in Eq. (6.59) as

the main difference between the one-body density matrix in the presence and in the absence of local

equilibrium. Furthermore, Subsection 6.6.2 was dedicated to the relaxation-time approximation, which

allows to determine the time scale describing the collisional regime all the way from the collisionless to

the hydrodynamic regime. Building on Eq. (6.59) and the role of the phase of the density matrix as a

velocity potential, we constructed a variational approach to the hydrodynamics of fermionic systems in

Section 6.7 which obeys Kelvin’s theorem and, in Section 6.8, we formulated this approach in Wigner’s

space.

In order to justify the use of a hydrodynamic approach as opposed to a collisionless one to study the

physics of dipolar Fermi gases, we could estimate the relaxation time of Subsection 6.6.2 by making

use of an analogy with Fermi gases possessing contact interaction. In this way, we could devise an

approximate criterion for the validity of the hydrodynamic approach, given in Eq. (7.4), which is clearly

fullfilled for polar molecules. Then, by adopting an adequate ansatz for the velocity potential (7.7) and

for the time-even Wigner function (7.8), we could derive coupled equations of motion for both the Fermi

momenta (7.21) and the Thomas-Fermi radii (7.23). Following that, we showed that the momentum

distribution possesses a cylinder symmetry even in the case of a triaxial trap. As a consequence, the

equations for the Fermi momenta reduce to (7.32) while those for the Thomas-Fermi radii become

(7.34). Studying the static solutions of these equations allowed us to investigate properties of the

system such as the aspect ratios in real space, shown in Figs. 7.1 and 7.2a), and in momentum space,

shown in Fig. 7.2b). Moreover, we also discussed the stability diagram of the system and plotted it

in Fig. 7.3. Concerning the low-lying excitations, we first showed that the presence of the Fock term

leads to anisotropic oscillations of the Fermi surface and discussed this anisotropy as a function of the

fermionic dipolar strength in Fig. 7.4. Furthermore, we also discussed the real-space oscillations in

the case of a cylinder symmetric trap in Subsection 7.5.1 and in that of a triaxial trap in Subsection

7.5.2. Finally, we investigated the time-of-flight dynamics of the system and plotted the aspect ratios

as functions of time in both real and momentum space in Fig. 7.8. In addition, we also studied the

asymptotic values of the aspect ratios as functions of the dipolar strength, which is shown in Fig. 7.9

and established criterion (7.49) for the validity of the hydrodynamic assumption during the expansion.

The experimental implications of the results achieved in this thesis, concerning both bosonic and

fermionic dipolar quantum gases, have been discussed in the corresponding passages. In general, one

can say that they are expected to be verified more easily in molecular systems, as these possess larger

dipole moments.
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A Anisotropy function

In this appendix we present a discussion of the function which governs the dipolar energy of both

Bose-Einstein condensates and degenerate Fermi gases. Focusing on the practical use of this function

in actual calculations, we present the definition used in this thesis and provide the most important

identities together with a physical motivation, whereever this is appropriate.

When dealing with dipole-dipole interactions in ultracold quantum gases, the anisotropic character

of the interaction is described by the following integral

f(x, y) = − 1

4π

2π
∫

0

dφ

π
∫

0

dθ sin θ

[

x2y23 cos2 θ
(

y2 cos2 φ+ x2 sin2 φ
)

sin2 θ + x2y2 cos2 θ
− 1

]

, (A.1)

where the coefficient in front of the integral sign was chosen in such a way that the function (A.1)

interpolates between 1, for either x≪ 1 or y ≪ 1, and −2, as both arguments assume large values (see

Fig. 4.2). This is, indeed, not the only choice for the dipolar anisotropy function (see Ref. [112]), but

has appeared often in the literature of both bosonic [149,151] as well as fermionic [127] dipolar quantum

many-particle systems. In this appendix, we will bring the integral (A.1) into a closed expression and

explore the properties of this function. It is worth remarking that this integral converges for all values

of the variables x and y.

A.1 Closed expression (x,y<1)

In order to obtain a closed expression for the integral, we will restrict ourselves to the region 0 ≤ x ≤
y ≤ 1, for definiteness. Regions in which the variables x and y assume a value larger than 1 will be

considered in the following sections. At first, let us split integral (A.1) in the form

f(x, y) = 1 − 3x2y2

4π

π
∫

0

dθ sin θ cos2θ g(x, y, θ) (A.2)

together with the auxiliary function

g(x, y, θ) =

2π
∫

0

dφ
1

(

y2 cos2 φ+ x2 sin2 φ
)

cos2 θ + x2y2 cos2 θ
. (A.3)
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The auxiliary function (A.3) can be integrated with the help of Eq. [176, (3.642.1)] without making

any restriction for the variables x, y, or θ. Thereby, the anisotropy function (A.1) takes the form

f(x, y) = 1 − 3x2y2

2|x||y|

π
∫

0

dθ
sin θ cos2 θ

[1 − (1 − x2) cos2 θ]1/2 [1 − (1 − y2) cos2 θ]1/2
. (A.4)

At this point the restrictions in the values of x and y start to become important. For x, y < 1, Eq. [176,

(8.111.5)] can be used to bring expression (A.4) to the form

f(x, y) = 1 − 3x2y2

|x||y| (1 − x2)3/2

sinϕ
∫

0

du
u2

√
1 − u2

√
1 − k2u2

, (A.5)

with the modulus given by the relation

k2 =
1 − y2

1 − x2
(A.6)

and ϕ is defined according to

ϕ = arcsin
√

1 − x2. (A.7)

Finally, for x < y, which implies that the modulus obeys the inequality k < 1, and for x, y > 0, one

obtains the following closed form for the anisotropy function

f(x, y) = 1 + 3xy
E (ϕ, k) − F (ϕ, k)

(1 − y2)
√

1 − x2
, (A.8)

where F (ϕ, k) and E (ϕ, k) are the elliptic integrals of the first and second kind, respectively. They

are defined according to

F (ϕ, k) =

sinϕ
∫

0

du
1

√

(1 − u2)(1 − k2u2)
, (A.9)

E (ϕ, k) =

sinϕ
∫

0

du

√
1 − k2u2

√
1 − u2

, (A.10)

in Eq. [176, (8.111.2)] and in Eq. [176, (8.111.3)], respectively.

A.2 Analytic continuation (x,y>1)

The fact that expression (A.8) is only valid for x, y < 1 is quite restrictive when performing calculations.

Therefore, we will also derive an expression for the anisotropy function which is valid in the region

x, y > 1. To this end, we apply the transformation formulas presented in the last line of the table [176,

(8.127)]. The final expression reads

f(x, y) =
1 + 2x2

1 − x2
+

3xy

(y2 − 1)1/2(x2 − 1)
E (ϕ1, k1) , (A.11)
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together with the definitions

sinϕ1 =

√

y2 − 1

y
, (A.12)

k1 =

√
1 − k2

k
. (A.13)

Equation (A.11) is valid for the case x ≥ y ≥ 1, because k1 must be smaller than one.

A.3 Useful identities

A few identities involving the anisotropy function can be obtained from simple physical arguments,

which are very useful in actual calculations. For example, once the dipoles are aligned in one fixed

direction of space, say, along the z-axis, there exists a clear symmetry x↔ y with respect to the other

two directions. The invariance under this change of variables can be directly obtained from definition

(A.1). Nonetheless, let us illustrate another way to demonstrate this property. Starting from the

Eq. (A.8), which is valid for x ≤ y ≤ 1, and switching the arguments one has

f(y, x) = 1 + 3xy
E (ϕ2, k2) − F (ϕ2, k2)

(1 − x2)
√

1 − y2
, (A.14)

where the ϕ2 and k2 are given by

sinϕ2 =
√

1 − y2, (A.15)

k2 =

√

1 − x2

1 − y2
, (A.16)

respectively. The arguments (A.15), (A.16) of the elliptic functions in Eq. (A.14) are such that this

equation is valid for 1 ≥ x ≥ y. By using the transformation in the third row of table [176, (8.127)]

to make the corresponding analytic continuation, one obtains an expression which is valid in the same

domain as Eq. (A.8) and reads

f(y, x) = 1 + 3xy
E (ϕ, k) − F (ϕ, k)

(1 − y2)
√

1 − x2
. (A.17)

Therefore, in the region of the cartesian plane defined by x ≤ y ≤ 1, the identity

f(x, y) = f(y, x), (A.18)

holds. Similar proofs can also be worked out for other regions of interest. Identity (A.18) allows for

obtaining versions of Eqs. (A.8) and (A.11) which are valid for y < x.

Let us present another important identity involving the anisotropy function (A.8) which can be

derived from a physical argument. Suppose a condensate with radii in the x-, y- and z-direction given

by x, y and 1, in this order. Then, if the polarization is along the z-direction, either up or down, the

dipolar interaction energy is expressed through the function f(x, y), according to Eq. (4.33). For a
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polarization either along the positive or negative y-direction, the corresponding function is f(y/x, 1/x),

and, for a polarization in the x-direction, the function f(1/y, x/y) shows up. Summing over the three

cases, the effect of the dipole-dipole interaction is canceled out. Therefore, the anisotropy function

obeys the sum rule

f(x, y) + f

(

y

x
,
1

x

)

+ f

(

1

y
,
x

y

)

= 0. (A.19)

The mathematical proof of this identity can be obtained by starting out from Eq. (A.8) and proceeding

in a analogous manner as in the derivation of the symmetry property (A.18). In this case, one needs

the transformations listed in the second and the fifth line of table [176, (8.127)].

Using this identity together with the two expressions (A.8) and (A.11) one can derive an analytic

continuation for the anisotropy function which is valid for 0 6 x 6 1 6 y, for example.

The practical importance of the identities presented here is very large. This is due to the fact that

numerical calculations with software such as Mathematica R© usually face difficulties in dealing with the

tiny imaginary parts generated in the numerical analytic continuations.

A.4 Derivatives

The equations of motion for the Thomas-Fermi radii of both Bose-Einstein condensates and highly

degenerate Fermi gases contain partial derivatives of the anisotropy function. They can be obtained

with the help of the following properties of the elliptical functions

∂E (ϕ, k)

∂k
=

E (ϕ, k) − F (ϕ, k)

k
, (A.20)

∂F (ϕ, k)

∂k
=

1

1 − k2

[

E (ϕ, k) −
(

1 − k2
)

F (ϕ, k)

k
− k sinϕ cosϕ
√

1 − k2 sin2 ϕ

]

, (A.21)

∂E (ϕ, k)

∂ϕ
=

√

1 − k2 sin2 ϕ, (A.22)

∂F (ϕ, k)

∂ϕ
=

1
√

1 − k2 sin2 ϕ
. (A.23)

Results (A.20) and (A.21) are listed in Eq. [176, (8.123.3)] and Eq. [176, (8.123.1)], respectively, while

(A.22) and (A.23) follow from the definitions of the elliptic integrals (A.10) and (A.9).

Thus, denoting derivative with respect to the first or second argument through a corresponding

subindex, one gets

f1(x, y) =
∂f(x, y)

∂x
= 3y

E (ϕ, k) − F (ϕ, k)

(1 − y2) (1 − x2)3/2
− 3xy

(y2 − x2) (1 − x2)

[

xE (ϕ, k)√
1 − x2

− y

]

, (A.24)

f2(x, y) =
∂f(x, y)

∂y
= 3x(1 + y2)

E (ϕ, k) − F (ϕ, k)

(1 − y2)2 (1 − x2)1/2
+

3xy

(y2 − x2)(1 − y2)

[

yE (ϕ, k)√
1 − x2

− x

]

.

(A.25)
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A.5 Cylinder symmetry

It is particularly useful to study the anisotropy function (A.8) for the case where x = y, because this

reflects the physical situation of a cylinder-symmetric trap. Let us start from Eq. (A.5) and obtain the

equation

fs(x) = f(x, x), (A.26)

where fs(x) is the cylinder-symmetric anisotropy function which was introduced in Eq. (4.9). To that

end, we just have to calculate the elementary integral

lim
y→x

E (ϕ, k) − F (ϕ, k)

k2
, (A.27)

which can be expressed through an elementary integral. Focusing first on the case x < 1, we obtain

lim
y→x

E (ϕ, k) − F (ϕ, k)

k2
= −

sin ϕ
∫

0

du
u2

1 − u2
=
√

1 − x2 − tanh−1
√

1 − x2. (A.28)

In the second equality we have made use of the definition (A.7). For x > 1, one would have to start

with the corresponding form of Eq. (A.5). Both cases can be combined through

fs(x) =
1 + 2x2 − 3x2 Ξ(x)

1 − x2
, (A.29)

together with the abbreviation

Ξ(x) ≡







1√
1−x2

tanh−1
√

1 − x2; 0 ≤ x ≤ 1

1√
x2−1

tan−1
√
x2 − 1; x ≥ 1

. (A.30)

Let us now consider the cylinder-symmetric limits of the derivatives (A.24) and (A.25). They contain

the non-trivial limit of the anisotropy function involving the difference of the two elliptic functions,

which has already been carried out in Eq. (A.27). Therefore, we consider the expansion of E (ϕ, k)

around k2 = 1, which is given by

E (ϕ, k) = sinϕ+
∂E (ϕ, k)

∂k2

∣

∣

∣

∣

k2=1

(k2 − 1) +
∂2E (ϕ, k)

∂(k2)2

∣

∣

∣

∣

k2=1

(k2 − 1)2

2!
+ · · · . (A.31)

The coefficients in expansion (A.31) can be obtained with help of Eq. (A.20) and Eq. (A.21). In

addition, these coefficients can be expressed in the convenient cylinder-symmetric form

∂E (ϕ, k)

∂k2

∣

∣

∣

∣

k2=1

=
[fs(x) − 1] (1 − x2)

6x2
, (A.32)

∂2E (ϕ, k)

∂(k2)2

∣

∣

∣

∣

k2=1

= −(1 − x2)3/2fs(x)

8x2
. (A.33)

With expansion (A.31) in mind, a couple of interesting mathematical results can be derived which

are useful in studying the properties of dipolar quantum gases in symmetric traps. In particular, we
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would like to state the following limits

lim
y→x

xf1(x, y) = lim
y→x

yf2(x, y) = −1 +
(2 + x2)fs(x)

2(1 − x2)
,

lim
y→x

f11(x, y) = lim
y→x

f22(x, y) =
9
[

−2
(

1 − x2
)

+
(

4 + x2
)

fs(x)
]

8 (1 − x2)2
,

lim
y→x

f12(x, y) = lim
y→x

f21(x, y) =
−2
(

4 − 5x2 + x4
)

+
(

8 + 8x2 − x4
)

fs(x)

8x2 (1 − x2)2
, (A.34)

which are needed in deriving the analytical expressions for the oscillation frequencies in cylinder sym-

metric traps for both bosonic and fermionic systems.
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