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Abstract

In recent years interest has increased concerning the possible consequences
of human-induced climate change. In order to produce more reliable predic-
tions of future changes and their possible effects, with the aim of designing
successful mitigation and adaptation policies, the study of the past is of fun-
damental importance.

In this thesis, climate and ecological changes that characterized Europe
during the mid-to-late Holocene (from 6000 years before present to the pre-
industrial period) are investigated. For this purpose, an experimental frame-
work, consisting of regional and global climate models, vegetation models
and proxy records, is developed. Beside investigating natural past climate
variability, one of the main goals of the research is the study of possible con-
sequences that such changes had on the civilizations inhabiting the European
region. Knowing the impact of climate changes on past civilizations, and the
way they reacted to it, constitutes an important reference for the future.

In the first part of the thesis, several simulations with three climate models
at different spatial resolutions are designed. Particular attention is paid to the
description and reconstruction of the mid-to-late Holocene natural climate
forcings.

Then the importance of highly resolved simulations for the investigation
of past climate change is investigated. Results show that, for certain parame-
ters, such as near surface temperature, the advantages of the use of Regional
Climate Models (RCMs) are noticeable.

Consequently, the research focuses on the study of the evolution of sea-
sonal temperature values during the mid-to-late Holocene, as simulated by
an RCM and as derived from proxy-reconstructions. Results show that the
model is able to reproduce the winter temperature trend reconstructed from
proxy-data over part of the domain. However, no significant trend is evi-
dent over northern Europe in the model results, while reconstructions show
progressively cooling conditions. The reason for the mismatch is a wrong
representation of changes in atmospheric circulation by the model. More
specifically, proxies suggest a more positive phase of the North Atlantic Os-
cillation (NAO) at the mid-Holocene, which the model fails to reproduce.
In summer, model results show an uniform decreasing trend over the entire
European domain, as a direct response to changes in insolation. Proxies,
while presenting a similar behaviour over northern Europe, are character-
ized by an opposite increasing trend over southern Europe. Analyses show
that, in this case, the reason for the mismatch is a wrong representation of
soil-atmosphere interaction in the model.
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Successively, the results of the RCM simulations are used as input for
a bio-equilibrium vegetation model, in order to investigate changes in the
distribution of European vegetation during the mid-to-late Holocene. In this
manner, a different perspective for the evaluation of the climate simulations is
considered. The main feature arising in this case is a spread of dry vegetation
over southern Europe at the mid-Holocene, not evident in proxy reconstruc-
tions. This is consistent with generally warmer conditions simulated by the
RCM over the area.

Finally, the results of the different model simulations are used for their
application in archaeological case studies. The advantage of the developed
framework is that the outcomes of the different models can be selected and
used according to the specific research question addressed. A study on the
influence of climate changes on the prehistoric textile revolution in the Pan-
nonian Plain, a region of Central Europe, is presented here. Employing the
results of a transient continuous simulation with a coupled Atmosphere Ocean
General Circulation Model (AOGCM), possible correlations between changes
in the textile production of the populations inhabiting the area, and changes
in seasonal climate and ecological conditions, are presented.

This work represents not only a valuable example of multidisciplinary re-
search, but also a robust reference for further investigations, providing at the
same time a significant contribution to the debate on the climate and eco-
logical changes that characterized Europe during the mid-to-late Holocene.

vi



Abstrakt

In den vergangenen Jahrzehnten ist das Interesse daran gestiegen, die
möglichen Auswirkungen des anthropogenen Klimawandel auf den Menschen
genauer zu untersuchen. Um zuverlässigere Vorhersagen zukünftiger Verän-
derungen und ihrer Auswirkungen mit dem Ziel zu untersuchen, erfolgreiche
Minderungs- und Anpassungsmaßnahmen durchzuführen, ist die Erforschung
der vergangener Klimaänderungen von grundlegender Bedeutung.

In dieser Arbeit werden klimatologische und ökologische Veränderungen
untersucht, die den Europäischen Raum während des mittleren bis späten
Holozäns (von vor 6000 Jahren bis zum vorindustriellen Zeitalter) kennze-
ichnen. Zu diesem Zweck wird eine Modellkette berechnet, bestehend aus
regionalen und globalen Klimamodellen, Vegetationsmodellen und Proxy-
Aufzeichnungen. Neben der Untersuchung der natürlichen Klimavariablilität
in der Vergangenheit, ist eines der Hauptziele die Untersuchung der möglichen
Konsequenzen, die solche Veränderungen auf die Zivilisationen im Europäis-
chen Raum. Die Kenntnis der Auswirkungen von Klimaänderungen auf ver-
gangene Zivilisationen und die Art, wie diese darauf reagierten, stellt eine
wichtige Referenz für die Zukunft dar.

Im ersten Teil der Arbeit werden Simulationen mit drei Klimamodellen
mit unterschiedlichen räumlichen Auflösungen untersucht. Besondere Aufmerk-
samkeit wird der Rekonstruktion des externen Strahlungsantrieb im mittleren
bis späten Holozäns gewidmet.

Die Ergebnisse von Simulationen mit regionalen Klimamodellen (RCMs)
zeigen, dass für bestimmte Parameter wie beispielsweise bodennahe Tem-
peratur die Vorteile der Verwendung von hochaufgelösten Modellen deutlich
sichtbar sind.

Der darauf folgende Teil der Arbeit konzentriert sich auf die Untersuchung
der Entwicklung von saisonalen Mitteltemperaturen während des mittleren
bis späten Holozäns, wobei RCM-Simulationen und Proxy-Rekonstruktionen
miteinander verglichen werden. Die Ergebnisse zeigen, dass das RCM in der
Lage ist, die Temperaturtrends im Winter in den Proxy-Daten in Teilen des
Modellgebiets zu reproduzieren. Über Nordeuropa sind jedoch im RCM keine
signifikanten Trends sichtbar, während die Rekonstruktionen eine Abkühlung
zeigen. Der Grund für die Diskrepanz ist eine fehlerhafte Darstellung von
Veränderungen der atmosphärischen Zirkulationsmuster durch das Modell.
Proxydaten deuten auf eine positivere Phase der Nordatlantischen Oszillation
in der Mitte des Holozäns hin, die das Modell nicht reproduziert. Im Sommer
zeigen die Modellergebnisse einen einheitlich negativen Trend im gesamten
europäischen Modellgebiet als eine direkte Reaktion auf die veränderte Ein-
strahlung. Während die Proxydaten ein ähnliches Verhalten über Nordeu-
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ropa zeigen, sind sie durch einen entgegengesetzten positiven Trend über
Südeuropa gekennzeichnet. Analysen zeigen, dass in diesem Fall der Grund
für die Unterschiedlichen Trends in Modell- und Proxydaten eine fehlerhafte
Darstellung von Boden-Atmosphäre-Wechselwirkungen im Modell ist.

Im nächsten Schritt werden die Ergebnisse der RCM-Simulationen als
Antrieb für ein Vegetationsmodell verwendet, um Veränderungen in der räum-
lichen Verteilung der Vegetation in Europa während des mittleren bis späten
Holozäns zu untersuchen. Das Hauptmerkmal der Ergebnisse ist eine Aus-
breitung der trockenen Vegetation in Südeuropa in der Mitte des Holozäns,
die in den Proxydaten jedoch nicht ersichtlich ist. Die trockenere Vegetation
ist im Einklang mit den eher wärmeren Bedingungen die im RCM in dem
Bereich simuliert werden.

Im letzten Schritt werden die Ergebnisse der verschiedenen Modellsimu-
lationen in archäologischen Fallstudien angewendet. Der Vorteil des entwick-
elten Modell-Frameworks ist, dass die Ergebnisse der verschiedenen Modelle
entsprechend der spezifischen Fragestellung ausgewählt und verwendet wer-
den können. Hier wird eine Studie über den Einfluss von Klimaänderun-
gen auf die prähistorische Textil-Revolution in der Pannonischen Tiefebene,
einer Region Zentraleuropa, vorgestellt. Die Ergebnisse einer transienten
kontinuierlichen Simulation mit einem gekoppelten Ozean-Atmosphäre-
Zirkulationsmodell zeigen eine mögliche Korrelation zwischen Veränderun-
gen in der Textilproduktion der Bevölkerung, die das Gebiet besiedeltes und
Veränderungen im saisonalen Klima und den vorherrschenden ökologischen
Bedingungen.

Insgesamt ist diese Arbeit ist nicht nur ein wertvolles Beispiel für multi-
disziplinäre Forschung, sondern auch eine robuste Referenz für weitere Un-
tersuchungen. Die Ergebnisse sind ein wichtiger Beitrag zur Debatte über
die klimatologischen und ökologischen Veränderungen, die Europa während
des mittleren bis späten Holozäns kennzeichneten.
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Chapter 1

Introduction

”we find no vestige of a beginning, no prospect of an end”
- James Hutton -

Climate has a direct effect on all living organisms and so has always,
and always will have an influence on human life (Riede, 2014; Weiss and
Bradley, 2001; Wigley et al., 1985). From antiquity to present day human
life and civilization have been affected by the availability of natural resources
such as water, food, construction material, etc. In this way the flourish or
the collapse of a society has often been related with the impact of climate
change. Changes in climate are at least partly responsible for the rise and fall
of many ancient civilizations (Cullen et al., 2000; Fagan, 2008; Haug et al.,
2003; Weiss, 1997; Wigley et al., 1985; Zhang et al., 2007). When analysing
the course of economic, social and political changes in past times, the impact
of climatic fluctuations and changes has been recognised as one of the factors
that requires particular consideration, though there has always been dispute
about just how much attention needs to be paid to this variable (Brooke,
2014; Van de Noort, 2011; Wigley et al., 1985). In general, the real issue is
not whether climate has had an influence, but just what that influence was
and whether it was of any real significance. Any historical interpretation
that denies the potential of individuals, or groups of individuals, to influence
history, is surrealistic. Nevertheless, such influences occur within the context
of geography and climate, and any denial of the consequences of this are
equally insupportable (Brooke, 2014; Wigley et al., 1985). In this context,
paleoclimatology, by investigating the distribution in space and time of the
climates of the past, has indeed a relevant part to play.

In the present work, we attempt to add to the physical understanding
of natural climate and ecological variability during the mid-to-late Holocene,
the period that goes from 6000 years Before Present (BP) to the beginning of
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the anthropocene1 (ca. 200 years ago), a study of its possible consequences on
the development of European civilization and history, focusing on particular
case studies. Even though Europe is the main area of research, the results
allowed, in some cases, to focus also on other regions.

Research Questions

Earth history is ruled by glacial-interglacial cycles with different returning pe-
riods. Changes in insolation distribution due to variations in the Earth’s orbit
around the Sun are considered the dominant drivers of glacial-interglacial cy-
cles throughout the Quaternary (i.e. the current ice age, covering the last
2.8 million years) (Hays et al., 1976; Imbrie et al., 1992; Milanković, 1941).
The last glacial period had his peak around 21000 years BP. Then, changes
in the orbital configuration of the Earth’s around the Sun led to the end of
the glacial period and to the beginning of the current interglacial, known as
the Holocene, at approximately 11500 BP.

During the Early Holocene, between roughly 11500 and 9000 BP, the ex-
posure of the poles to the Sun due to the Earth’s tilt was the maximum possi-
ble. Exactly at the same time the orbital precession led the Earth in summer
to the closest possible distance from the Sun. This represented the maximum
of the Earth’s solar exposure in the postglacial period, followed a few millen-
nia later by the peak of the interglacial warmth, also known as mid-Holocene
thermal optimum (∼ 7000 BP) (Brooke, 2014). The high values of the tilt of
the Earth’s led to an extreme seasonal variability to the northern latitudes
during the early Holocene, with particularly warm summers and cold and
stormy winters in the Northern Hemisphere (NH). During the same period
summer mega-monsoons watered north Africa, Arabia, the eastern Mediter-
ranean, the Indian subcontinent, and southern China. Additionally, with the
warm-up of the early Holocene, the North Atlantic Oscillation (NAO) shifted
toward a strongly positive mode, causing warmer winter temperatures and
moisture advection to northern Europe (Brooke, 2014).

Successively, during the mid-to-late Holocene (from approximately 7000
BP to present days), the Earth changed its precessional seasonality and wob-
ble. Summer insolation progressively declined in the NH, with the regions
along the 60o north latitude line receiving today about seven percent less solar
radiation during the summer than they would have 10000 years ago (Brooke,
2014). Conversely, insolation rose in the Southern Hemisphere (SH), leading

1Historical period when human activities began to have a significant global impact on
Earth’s geology and ecosystems.
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to a southward shift of the entire array of climate systems, and ending the
Early Holocene epoch of mega-monsoons (Brooke, 2014).

Particular importance during the mid-to-late Holocene is gained by Eu-
rope, both climatologically, due to the mentioned changes, and historically,
since starting from 7000 years BP Europe has seen the blooming of different
cultures and races that have played a fundamental role in the development of
modern civilizations. With the goal of investigating possible changes in Eu-
ropean climate during the mid-to-late Holocene and gaining further insights
on the drivers of such changes, in the first part of our research we developed
an experimental framework consisting of global and regional climate models
at different resolutions.

Other studies have employed climate models in order to investigate Eu-
ropean climate changes during the mid-to-late Holocene (Bonfils et al., 2004;
Braconnot et al., 2007a,b; Fischer and Jungclaus, 2011; Masson et al., 1999).
In many cases, unfortunately, the spatial resolution of these models was not
high enough in order to understand the impact of simulated data on a regional
scale. The improvement in resolution of climate models has always been men-
tioned as one of the most important factors when investigating past climatic
conditions, especially in order to evaluate and compare the results against
proxy data. Despite this, only a few studies have tried to directly estimate
the possible advantages of highly resolved simulations for the study of past
climate change.

Motivated by such considerations, we pose the following research question:

1. How do climate models perform in comparison with proxy reconstruc-
tions, according to their spatial resolution? Based on this comparison,
what are the possible advantages of the use of a regional climate model
for paleoclimate studies?

During the mid-to-late Holocene, over northern latitudes in general, as
a consequence of significant changes in the seasonal cycle of insolation, rel-
evant variations in the seasonal values of surface variables would have been
expected. However, evidence has shown that reconstructed climatic parame-
ters, such as surface temperature, over Europe, did not always follow directly
the astronomical forcings (Bonfils et al., 2004; Braconnot et al., 2007a; Ched-
dadi et al., 1996; Davis et al., 2003; Mauri et al., 2014). Their signal seems to
have also been influenced by other complex processes such as atmospheric cir-
culation, geography, or land-surface interactions with the atmosphere. Using
a compilation of European reconstructions (Mauri et al., 2014) and focusing
our attention on near surface temperature and the regional climate model
results, we additionally pose the following research questions:
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2. What is the development of the mid-to-late Holocene European sea-
sonal temperature cycle towards present day conditions? Which pro-
cesses is it related to?

3. What is the main behaviour of the simulated mid-to-late Holocene tem-
perature over Europe? What are the reasons for possible mismatches
with reconstructions?

The climatic changes that interested Europe during the mid-to-late Holocene
had a direct effect on every component of the biosphere. In particular, the
vegetation distribution and composition changed in time. The profound mod-
ifications in the climatic conditions, the retreat of the ice sheets and the
changes in temperature and in precipitation patterns had a strong impact on
different areas and led to a radical modification of the land cover. Aware of
these effects, we focus our attention on another research question:

4. What were the changes in vegetation distribution during the mid-to-late
Holocene in Europe? How is the developed experimental framework
able to reproduce such changes?

Knowing the relationship between specific climate conditions and the growth
of different species of plants for present times, we use a bioecological equilib-
rium model in order to obtain the distribution of different plant functional
types during the mid-to-late Holocene, according to the simulated climate
conditions.

Climate and ecological changes are frequently used as an explanation for
events in the archaeological record. Events such as the abandonment of a re-
gion previously occupied, the occupation of a region presently uninhabitable,
the sudden changes in population size, and the introduction of new agricul-
tural crops or techniques, may be related to local environmental changes and
ultimately to changes in climate. The data reconstructed by the employment
of climate and vegetation models can be an useful tool in order to evaluate
whether changes in climatic and ecological conditions had any influence on
the development of different past societies. For this reason, the question that
we raise at the end of our research is:

5. Are there any relationships between the mid-to-late Holocene climate
change and societal changes over Europe?

Evidence provides little support for a climatic interpretation of the general
course of European history. Research may be more usefully directed to the
analysis of the effects of changing climate upon particular regions, and of the
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nature and costs of nature shock (Wigley et al., 1985). Under these consid-
erations, we focus our investigations on a specific case study. Archaeological
evidence suggests that the cultures inhabiting the region of the Pannonian
Plain between the late 7th millennium BP and the end of the 5th millennium
BP, undertook a technological revolution in the textile production, prob-
ably triggered by changing climatic conditions. Using a multidisciplinary
approach, joining together climate reconstructions, climate model results,
and archaeological evidence, possible explanations in support of the latest
hypothesis are proposed.

This thesis is organized into five main chapters. In Chapter 2 details on
paleoclimate and paleoclimate modelling are given. Chapter 3 provides a
technical description of the climate models setup and their evaluation. In
Chapter 4 the results of global and regional climate model simulations for
the mid-to-late Holocene are compared against proxy reconstructions. The
main goal is to determine the possible added value of regional climate models
for their application in paleoclimate studies. Chapter 5 includes the analysis
of European mid-to-late Holocene temperature evolution and investigation
of possible driving processes. In Chapter 6 changes in the distribution of
the mid-to-late Holocene European vegetation are investigated. Successively,
Chapter 7 presents the results of the considered archaeological case study.
Finally, Chapter 8 is dedicated to conclusions and an outlook of possible
future research.
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Chapter 2

The Climate of the Past: a Key
for the Future

”We must respect the past, and mistrust the present, if we wish to provide for the
safety of the future.”

- Joseph Joubert -

2.1 Introduction

In recent decades, in the media, attention has increased concerning future
climate change, and its possible effects on human beings and on the life
on Earth in general. Nowadays, one of the most discussed topics is the
estimation of the possible effects of such changes in the near future, and the
discrimination of the anthropogenic component. In this context, particular
importance is gained by the knowledge of the variability of the climate in
the past due to the effects of natural forcings. In fact, without knowing
which processes have driven the climate of the past on different time scales,
it would be impossible to attempt to predict the climate of the future. With
this respect we can affirm that the past is the key for the future.

In this chapter, we provide specific details on the main natural drivers of
climate changes, and their evolution during the entire Holocene. In particu-
lar, we describe their reconstruction techniques and their possible effects on
the climate system. Then, a general overview is given on the importance of
climate models for the study of the climate of the past and their contribution
to its understanding. Finally, different modelling techniques are introduced.
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2.2 Climate Forcings and their Changes dur-

ing the Holocene

The climate system is a dynamic system in transient balance (McGuffie and
Henderson-Sellers, 2005). It counts five main components that are: the
atmosphere, the hydrosphere, the cryosphere, the biosphere and the litho-
sphere and the ensemble of their mutual interactions (Masson-Delmotte et al.,
2013). Any factor that causes a sustained change to the amount of incom-
ing/outgoing energy of the climate system is defined as a climate forcing
and can lead to climate changes. Following the definition of McGuffie and
Henderson-Sellers (2005), ”a climate forcing is a change imposed on the plan-
etary energy balance that, typically, causes a change in global temperature”
.

Climate forcings can be divided into internal forcings, including all natu-
ral mechanisms within the climate system itself, or external forcings, that can
either be natural or anthropogenic, like, for example, greenhouse gases emis-
sions related to human activities. For the study of the climate of the past,
particular attention needs to be paid to natural forcings (Masson-Delmotte
et al., 2013; Wanner et al., 2008).

2.2.1 Orbital Forcings

The main changes in the climate system related to natural forcings are
supposed to be related to changes in the Earth’s orbit, also known as Mi-
lankovitch cycle. The main drivers of ice age cycles are thought to be the
changes in the seasonal distribution of Sun’s radiation reaching the Earth and
of its distribution across the globe, due to slight variations in the Earth’s or-
bit (Jansen et al., 2007; Masson-Delmotte et al., 2013; Wanner et al., 2008).
These orbital variations have different periods and are three: the changes in
the orbital precession, the changes in the tilt of the Earth’s axis of rotation
and the variation in the Earth’s orbit eccentricity (Fig. 2.1).

Earth’s orbit around the Sun has the shape of an ellipse of which the
Sun occupies one of the foci. Due to gravitational interaction with the other
planets, primarily Jupiter, the ecliptic, and consequently the perihelion (the
closest point of the Earth’s orbit to the Sun) are moved around in space. This
orbital precession causes a progressive change in the time of the equinoxes,
with two main apparent periodicities of 23000 years and 18800 years. This
change does not affect the total radiation received by the Earth, but its
temporal and spatial distribution (McGuffie and Henderson-Sellers, 2005).

The obliquity of the Earth’s axis of rotation varies in time from about 22o
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Figure 2.1: Scheme of the three main Earth’s astronomical cycles: the precession of
the equinoxes, the changes in the obliquity of the Earth’s axis of rotation and the variation
of the orbit’s eccentricity. Picture adapted from: http: // biocycle. atmos. colostate.

edu/ shiny/ Milankovitch/ .

to 24.5o, with a period of about 40000 years. The current value is 23.5o. As for
the orbital precession, changes in the obliquity do not alter the total received
radiation but the range of seasonality and spatial distribution (McGuffie and
Henderson-Sellers, 2005).

Changes in the Earth’s orbit eccentricity represent its third astronomical
forcing. The Earth’s orbit varies between a more eccentric and a more circular
state in a quasi-cyclic way, completing the cycle in about 110000 years. The
eccentricity of the orbit has a main influence on the mean annual incident
flux. In the last 5 million years, the eccentricity has varied from 0.000483 to
0.060791, resulting in changes in the incident flux of +0.014% to −0.170%
from the current value (∼ +0.19W/m2 and ∼ −2.3W/m2 respectively).

While the Milankovitch forcings can be considered as the drivers of long-
term, cyclic climatic changes, the energy distributions within spectral analy-
ses of climate and of orbital variations are different (McGuffie and Henderson-
Sellers, 2005). Almost certainly, these external changes trigger large feedback
effects in the climate system which are yet to be fully understood (Flückiger
et al., 2002; Jouzel et al., 2001; Masson-Delmotte et al., 2013).

Interglacial periods seem to take place in phases with more intense sum-
mer solar radiation in the NH (Fig. 2.2). Since the middle Quaternary
(∼ 800000 years BP), these glacial-interglacial cycles have had a frequency of
approximately 100000 years, occuring only about every fifth peak in the pre-
cession cycle (Fig. 2.2) (Masson-Delmotte et al., 2013). Additionally, the five
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more recent glacial-interglacial cycles were characterized by more remarkable
changes in temperature than the previous ones. The full explanation for this
phenomena is still an active area of research. Non-linear processes such as
positive feedbacks within the climate system must also be very important in
determining when glacial and interglacial periods occur.

The current interglacial, the Holocene, started approximately 12000 years
ago. After the last glacial peak around 21000 years BP, insolation started to
rise again due to changes in the orbital parameters, reaching its maximum
during the early Holocene, approximately 9000 years BP, for then decreasing
again. At present we are almost at a relative minimum, but predictions show
as probably no glaciation will be triggered before the next 50000 years as a
combined effect of human Greenhouse Gases (GHGs) emission and orbital
parameters (Berger and Loutre, 2002). This would make the Holocene the
longest interglacial of the Quaternary, the period of Earth’s history charac-
terized by the onset of NH glaciations approximately 2.8 million years ago
(Loutre and Berger, 2003).

2.2.2 Solar Activity

Changes in solar activity are considered to be the second natural driver of
climate changes. The Sun activity varies on different timescales. For ex-
ample, the Sun emitted only 70% of its actual radiation around 4 billion
years ago. If we focus on smaller timescales, different cycles characterize
the Sun activity, between which the most famous is the 11-year sunspot cy-
cle. Other cycles have periods of 88 (Gleissberg cycle), 211 (Suess cycle)
and 2100 years (Hallstattzeit cycle). These cycles show inherent correlation
with the number of sunspots, but the reasons are not totally understood at
present. The number of sunspots can be reconstructed through analyses of
the content of 14C in three ring cellulose (Solanki et al., 2004). In periods of
major solar activity (and more sunspots) the stronger solar winds alllow less
cosmic rays to reach the Earth atmosphere. Knowing the flux of incoming
cosmic rays in the past, it would be possible to reconstruct the solar activ-
ity for the same period. The 14C is a radioactive isotope normally used for
datation of archaeological samples or proxy data. Its mean-life is approx-
imately 5730 years, and its concentration on Earth should be expected to
decrease in a thousand years. Instead, it is mantained almost constant by
its continuous production as cosmic rays generate neutrons that in the lower
stratosphere and in the upper troposphere in turn create 14C when they strike
14N atoms. Once formed, the 14C reacts with the ozone of the atmosphere
creating CO2 then dissolved in the ocean and taken up by plants via photo-
synthesis. Knowing the content of 14C in three cellulose and his mean-life,
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Figure 2.2: Orbital parameters and proxy records over the past 800000 years. a)
Eccentricity. b) Obliquity. c) Precessional parameter (Berger and Loutre, 1991). d) At-
mospheric concentration of CO2 from Antarctic ice cores (Ahn and Brook, 2008; Lüthi
et al., 2008; Petit et al., 1999; Siegenthaler et al., 2005). e) Tropical Sea Surface Tem-
perature (Herbert et al., 2010). f) Antarctic temperature based on up to seven different
ice cores (Barbante et al., 2006; Blunier and Brook, 2001; Jouzel et al., 2007; Petit et al.,
1999; Stenni et al., 2011; Watanabe et al., 2003). g) Benthic δ18O, a proxy for global
ice volume and deep-ocean temperature (Lisiecki and Raymo, 2005). h) Reconstructed sea
level (dashed line: Rohling et al. (2010); solid line: Elderfield et al. (2012)). Lines rep-
resent orbital forcing and proxy records, shaded areas represent the range of simulations
with climate models (GENIE-1, Holden and Edwards (2010); Bern3D, Ritz et al. (2011)),
climate-ice sheet models of intermediate complexity ( CLIMBER-2, Ganopolski and Calov
(2011)) and an ice sheet model ( IcIES, Abe-Ouchi et al. (2007)) forced by variations of
the orbital parameters and the atmospheric concentrations of the major GHGs. i) Rate of
changes of global mean temperature during Termination I based on Shakun et al. (2012).
Figure from Masson-Delmotte et al. (2013).
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Solanki et al. (2004) reconstructed the Sun activity during the last 11000
years. Damon and Jirikowic (1992) conjectured that in the periods of minor
solar activity, like for example the Maunder minimum (∼ 600 years ago), the
Sun apparent radius expanded, causing a slight decrease in temperature. For
Martin-Puertas et al. (2012), the atmospheric circulation reacted abruptly
during past solar minima, and the changes in atmospheric circulation ampli-
fied the solar signal causing abrupt climate change (Martin-Puertas et al.,
2012). Based on correlations between solar variability and meteorological
variables, weaker westerly winds have been observed in winters with a less
active Sun, for example at the minimum phase of the 11-year sunspot cycle
(Ineson et al., 2011). According to the analysis of their results, Ineson et al.
(2011) concluded that low solar activity most likely drives cold winters in
northern Europe and the United States, and mild winters over southern Eu-
rope and Canada, with little direct change in globally averaged temperature.
Based on the correlation between changes in cosmogenic isotopes, solar ac-
tivity and climate proxy records, different authors supported the idea that
solar activity constitutes a possible driver for centennial and millennial vari-
ability (Bond et al., 2001; Fleitmann et al., 2003; Karlén and Kuylenstierna,
1996; Wang et al., 2005). The current lack of consistency between various
datasets makes it difficult, based on current knowledge, to estimate the real
effect of solar variability on millennial time-scale climate variations (Jansen
et al., 2007; Wanner et al., 2008).

2.2.3 Greenhouse Gases

Another main natural forcing that during recent days has acquired particular
importance, due to the increasing emission trend of the industrial era and
its consequences on the climate system, is the concentration of Greenhouse
Gases (GHGs) in the atmosphere.

The main part of the solar electromagnetic spectrum is composed of low
wavelength radiation, mainly visible and near-visible light (e.g. ultraviolet).
One third of the solar radiation that reaches the top of the Earth’s atmosphere
is reflected back to the space. The remaining is absorbed by the surface and
partly by the atmosphere. The Earth behaves as a black body and reemits
the absorbed energy at longer wavelengths, primarily in the infrared part
of the spectrum. Much of this energy is then absorbed by the atmosphere,
causing a warming gradient in the troposphere. This phenomena is called
Greenhouse Effect (GE). Carbon dioxide (CO2), Methane (CH4) and Nitrous
Oxide (N2O) are the principle GHGs in the atmosphere after the water vapor.
Concentration of GHGs in the atmosphere has varied widely during the entire
Earth’s History. Reconstructed concentration of GHGs from Antarctic ice

12



Figure 2.3: CO2 (triangles), CH4 (diamonds), N2O (circles) records from Flückiger
et al. (2002), and deuterium (top trace) records from Jouzel et al. (2001) for the Holocene
time period. Figure from: Flückiger et al. (2002).

cores (Fig. 2.3) has shown that, during the Holocene, variations were small
when compared, for example, to glacial-interglacial periods (Flückiger et al.,
2002). All the three main GHGs show a concentration decrease in the first
part of the Holocene, followed by an increase during pre-industrial time. The
lowest value of CO2 and N2O is evident between 8000 and 6000 BP , while, for
CH4, the minimum of concentration is between 6000 and 3000 BP (Fig. 2.3)
(Wanner et al., 2008).

One of the possible explanations for such trend was proposed by Ruddi-
man (2003), affirming that anthropogenic land use caused a GHGs anomaly
over the last 8000 years.
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2.2.4 Volcanic Eruptions

Volcanoes influence climate by injecting large quantities of particulates and
gases into the atmosphere, increasing the Earth’s albedo, or reflectivity, and
cooling the climate. Volcanic eruptions can thereby produce significant tem-
perature anomalies of at least a few tenths of a degree.

Most eruptions inject particulates into the troposphere at heights be-
tween 5 and 8 km. These are rapidly removed either by gravitational or rain
processes and their effect on climate is in this case minimal. Conversely,
debris expelled during more violent eruptions are able to reach the upper
troposphere or even the lower stratosphere (15-25 km) (e.g. Mount Agung in
1963, El Chichón in 1982 and Mount Pinatubo in 1991 (Bluth et al., 1992;
McGuffie and Henderson-Sellers, 2005; Rampino and Self, 1982; Varekamp
et al., 1984)). Even though such eruptions are much less frequent, their effects
on climate are likely to be more significant (McGuffie and Henderson-Sellers,
2005).

Large volcanic eruptions, such as the eruption of Mt. Pinatubo in 1991,
can cool the surface by around 0.1°C to 0.3°C for up to three years (Bluth
et al., 1992; Stothers, 2009). One of the most important volcanic eruptions
that affected European Holocene history is the Thera eruption. The Island of
Thera, part of the Santorini island group, is situated in the Eastern Mediter-
ranean, 110 kilometres north of Crete. The Island of Thera is what remains
of a large volcano that erupted more than 3,600 years ago. This eruption is
probably one of the most severe volcanic explosions of the Holocene, and had
a strong impact on the course of history of the entire Mediterranean and Eu-
rope. The effects of this explosion were noticeable: it caused a drop in global
temperature, the production of tnunamis up 12 meters tall, the spread of
ashes as far as Asia, and the death of more than 40000 people (Foster et al.,
1996; Pearson et al., 2009). As a consequence of such explosion, the powerful
Minoan civilization inhabiting the nearby island of Crete declined suddenly
soon after Thera erupted: Tsunamis produced by the eruption destroyed its
naval fleet and coastal villages (McCoy et al., 2000; Minoura et al., 2000;
Pichler and Schiering, 1977); additionally, the successive drop in temper-
atures caused by the massive amounts of sulphur dioxide ejected into the
atmosphere led to several years of cold, wet summers in the region, ruining
harvests. The combination of these effects was lethal for the well-developed
Minoan culture (Doumas, 1983; Driessen, 2002; Grattan, 2006).

Another important case study is represented by a set of volcanic explo-
sions that took place, almost simultaneously, at the end of the 13th century
CE (Common Era). These events are thought to have triggered the cold
climatic spell known with the name of Little Ice Age (LIA). In a recent study
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Figure 2.4: Comparisons of simulated and reconstructed NH temperature changes. a)
Changes over the last millennium. b) Response to individual volcanic events. c) Response
to multi-decadal periods of volcanic activity. d) Response to multi-decadal variations in
solar activity. Some reconstructions represent a smaller spatial domain than the full NH or
a specific season, while annual temperatures for the full NH mean are shown for the simu-
lations. a) Simulations shown by coloured lines (thick lines: multi-model-mean; thin lines:
multi-model 90% range; red/blue lines: models forced by stronger/weaker solar variabil-
ity); overlap of reconstructed temperatures shown by grey shading; all data are expressed
as anomalies from their 1500-1850 mean and smoothed with a 30-year filter. Superposed
composites of the forcing and temperature response to: b) 12 of the strongest individual
volcanic forcing events after 1400 CE (data not smoothed); c) multi-decadal changes in
volcanic activity; d) multi-decadal changes in solar irradiance. Upper panels show volcanic
or solar forcing for the individual selected periods together with the composite mean (thick
line); in d), the composite mean of volcanic forcing (green) during the solar composite
is also shown. Lower panels show the NH temperature composite means and 90% range
of spread between simulations (red line, pink shading) or reconstructions (grey line and
shading), with overlap indicated by darker shading. Figure from Masson-Delmotte et al.
(2013).
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Miller et al. (2012) sustained that ”if the climate system is hit again and
again by cold conditions over a relatively short period (e.g. volcanic erup-
tions) there appears to be a cumulative cooling effect”. They showed, with
the support of a climate model, that explosive volcanism must have trig-
gered a considerable self-sustaining positive feedback. Repeated explosive
volcanism might have led to a persistent expansion of sea ice during the LIA,
prompting a period of colder than average conditions (Fig. 2.4).

2.3 Climate Models as a Tool for Paleocli-

mate Reconstructions

The importance of paleoclimate relies on the necessity to better understand
the physical processes that drove the climate system on different time peri-
ods of the past, in order to produce more reliable predictions for the future.
As affirmed by Masson-Delmotte et al. (2013): ”developing a quantitative
understanding of mechanisms is the most effective way to learn from past
climate for the future”.
Information on the climate of the past can be obtained with proxy recon-
structions and climate models. Proxy reconstructions are preserved physical
characteristics of the environment derived from natural recorders of climate
variability such as tree rings, pollen, ice cores, corals, etc. With the use of
proxies scientists can extend our understanding of the climate system far be-
yond the instrumental records. Climate models can be defined as mathemat-
ical representations of the climate system based on well-established physical
principles (Randall et al., 2007). They allow to better understand the mecha-
nisms of past climate changes that led to the information derived from proxy
records. Climate models are of fundamental importance in order to quanti-
tatively test physical hypotheses, such as the Milankovitch theory, allowing
to investigate the linkage between cause and effect in past climate change.
Additionally, the application of climate models to paleoclimate studies rep-
resents a concrete opportunity to test models sensitivity to changes in the
climate forcings.

Indeed, the importance of palaeoclimate modelling can be summarized in
the following two points:

� Test our understanding of the climate system on the range of recon-
structed past climate changes.

� Evaluate the ability of climate models to simulate realistic climate
change.
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The importance of the use of climate models in paleoclimate studies has
been highlighted by Jiang and Zhang (2006), affirming that modelling past
climate conditions and consequently improving our understanding of climate
changes over different timescales is a prerequisite necessary for a confident
forecast of near-future climates involving both natural and anthropogenic
factors. If models could be able to successfully reproduce major climate
changes during different historical and geological periods, the confidence in
predicting future climate changes will certainly increase. At the same time,
investigating models responses to changes in the climate forcings in the past
can help to interpret proxy records, giving a substantial contribution to the
advancement of the whole geosciences (Jiang and Zhang, 2006).

2.4 The Time Slice Technique and Dynamical

Downscaling

Different models are developed for each component of the climate system.
Often these models, for a minor cost in terms of computational time and re-
sources, are used in a stand-alone version, but they can also be used coupled
the one to the others, in order to include the feedback of each component. The
so-called Atmospheric Ocean Global Circulation Models (AOGCMs) repre-
sent the atmosphere and the ocean and are one of the most employed example
of coupled climate models. In general the number of parameters and physical
processes involved in a coupled AOGCM makes it really difficult, in terms of
computational time and resources, to perform transient climate simulations
for long periods of time at a high-resolution, important for regional and local
scale information and impact studies. To overcome these difficulties, four
types of downscaling techniques have been proposed in recent times (Leung
et al., 2003):

1. High-resolution global time-slice experiments (Cubasch et al., 1995;
Körper et al., 2009; May and Roeckner, 2001).

2. Variable resolution global time-slice experiments (Déqué et al., 1998).

3. Nested regional climate models (Denis et al., 2002; Giorgi, 2006; Giorgi
et al., 1998; Leung et al., 2003; Maurer et al., 2007).

4. Statistical downscaling (Benestad et al., 2008; Wilby et al., 1998, 2004).

Each of these techniques has its own advantages or disatvantages. The
time slice technique consists in running time slice or snapshot experiments
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in which an Atmospheric Global Circulation Model (AGCM) is forced by
the Sea Surface Temperature (SST) and Sea Ice Cover (SIC) calculated in
a transient simulation with a coarser resolution coupled AOGCM (Cubasch,
1992; Stephenson and Held, 1993). The advantage of this method is that the
model can be integrated for several decades around the time of interest with a
high resolution. On the other hand, the lack of feedbacks of the atmospheric
fluxes on the SST is the price paid for saving computer time (Déqué et al.,
1998).

Statistical methods are generally based on the assumption that statistical
relationships found for present-day climate will remain valid for future cli-
mate. Nevertheless, due to their limited need in computing resources, they
are relatively easy to implement.

Dynamical downscaling by means of a Regional Climate Model (RCM)
forced at its lateral boundaries by an AOGCM or an AGCM, is probably
the most common technique. Its main limitation is the lack of atmospheric
feedbacks from the regional to the global scale (Douville, 2005). On the
other hand, the reproductioon of the non-linear interactions and processes
with those scales that are not resolved at the low resolutions, make it a
powerful tool in climate research (Dimri, 2009; Feser et al., 2011; Gao et al.,
2011; Lee and Hong, 2014; May and Roeckner, 2001; Mayer et al., 2015).

In this work an approach consisting of a combination of two of the men-
tioned downscaling techniques, the time-slice technique and dynamical down-
scaling, is adoperated. In the next chapter, more insights on the experimental
framework, on the models employed and on their technical tuning and setup
will be specified.
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Chapter 3

Paleoclimate Simulations

”Get your facts first, then you can distort them as you please.”
- Mark Twain -

3.1 Introduction

In this work we perform a set of climate simulations covering the mid-to-late
Holocene, employing models at different resolution. The modus operandi con-
sists of three parts and is based on the so-called time-slice technique (Cubasch
et al., 1995; Körper et al., 2009; May and Roeckner, 2001). First, a transient
continuous simulation covering the entire mid-to-late Holocene is performed
with a coupled AOGCM. Successively, seven different time slices are selected,
at a temporal distance of approximately 1000 years from each other, from
6000 years ago down to the pre-industrial period, 200 years before present.
For every time slice a simulation is conducted, covering a 30-year period,
with an high-resolution AGCM, using prescribed SIC and SSTs derived from
the transient run. Finally, the AGCM outputs are further downscaled with
an RCM. The area considered in our analysis covers the entire Europe and
part of Northern Africa.

In this chapter, the employed climate models and their main character-
istics are described. The experimental setup and the technical configuration
of each simulation are illustrated and the results are finally evaluated. First,
consistency between the two GCMs simulations is verified. Then, the RCM
performance is evaluated through a present-day test run. Results are consis-
tent with the outcomes of other studies and constitute a valuable benchmark
for the interpretation of the mid-to-late Holocene simulations.
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3.2 The ECHO-G and a Continuous Tran-

sient Paleo-Simulation

The first component of our experimental framework is represented by the
ECHO-G (Legutke et al., 1999), a coupled AOGCM developed at the Max
Planck Institute of Meteorology in Hamburg, consisting of the atmospheric
model ECHAM4 (Rockner et al., 1996) and the oceanic model HOPE-G
(Wolff et al., 1997). The atmospheric part has an horizontal resolution of
T30 (∼ 3.75o×3.75o) and 19 vertical levels, while its oceanic component, the
ocean model HOPE-G, presents an horizontal resolution of approximately
2.8o × 2.8o with 20 vertical levels (Wagner et al., 2007).

The results of a mid-to-late Holocene ECHO-G transient continuous sim-
ulation carried out by Wagner et al. (2007) are used in our study. The
simulation was initialised at the end of a 500-year spin-up control run with
constant forcings for 7000 BP. The experiment was performed using differ-
ent climate forcings for the mid-to-late Holocene. Variations in the orbital
parameters between 7000 BP and the preindustrial period were derived from
Berger (1978) (Fig. 3.1). Solar forcing was reconstructed based on produc-
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Figure 3.1: Changes in the orbital parameters during the mid-to-late Holocene as
calculated in Berger (1978). From up to bottom: Eccentricity, Obliquity and Precession
values.
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tion estimates of ∆14C from Solanki et al. (2004) (Fig. 3.2a). Values of
GHGs were deduced from air trapped in Antarctic ice cores as calculated
in Flückiger et al. (2002) (Fig. 3.2b). Volcanic forcing was not included in
the experiment due to the high uncertainty in the reconstructions of the vol-
canic activity during the mid-to-late Holocene (Wagner et al., 2007). Fixed
prescribed (pre-industrial) vegetation was used. SIC was interactively calcu-
lated with a sea-ice model. No mid-Holocene sea-ice initial conditions were
prescribed. Wagner et al. (2007) assume that during the 500 year spin-up sim-
ulation, the sea ice has adapted to the mid-Holocene conditions at 7000 BP.
Additionally, the experiment was performed with constant values of strato-
spheric ozone distribution. Several studies have highlighted the importance
of the interactions between ozone and the incoming solar radiation (Wagner
et al., 2007). For example, Fröhlich and Lean (2004) suggested that the cre-
ation and distruction of stratospheric ozone is controlled by variations in the
solar output, which are most pronounced in the short wavelengths. There-
fore using spectrally resolved rather than total irradiance variations could
be more indicated (Lean et al., 2005). Unfortunately, for the mid-to-late
Holocene, spectrally resolved information on solar irradiance is not available.
The interaction between shortwave radiation and stratospheric ozone also in-
fluences tropospheric temperatures and circulation. For example, according
to Rind et al. (2004), during the Maunder minimum stratospheric tempera-
ture changes related to stratospheric ozone dynamics led to a negative phase
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Figure 3.2: a) 30 years running mean of solar activity derived from the reconstructions
of Solanki et al. (2004). b) concentration values of CO2 and CH4 during the mid-to-late
Holocene as reconstructed in Flückiger et al. (2002).
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of the Atlantic Oscillation (AO). Because of the lack of a dynamical ozone
module in ECHO-G, the ozone-related effects on tropospheric temperatures
and circulation are not present in the considered simulations.

3.3 ECHAM5 Simulations

The ECHAM5 is an AGCM developed by the Max Planck Institute for Mete-
orology of Hamburg, Germany. ECHAM5 employs a spectral dynamical core.
Vorticity, divergence, temperature and the logarithm of surface pressure are
represented in the horizontal dimension by a truncated series of spherical
harmonics. The general form of the corresponding equations follows that of
the early multi-level spectral models (Hoskins and Simmons, 1975). Trian-
gular truncation is used at wavenumbers 21, 31, 42, 63, 85, 106 or 159. The
model utilizes a semi-implicit leapfrog time differencing scheme (Roeckner
et al., 2003). We employed the ECHAM5 for the performance of a set of sim-
ulations for seven different time intervals of the mid-to-late Holocene, each
one covering 30-year periods and taken approximately at a distance of 1000
years one from the other. Five years spin-up time has been considered in
each case. Prescribed SIC and SSTs from the transient continuous ECHO-G
simulation have been used. In the interpolation procedure a method similar
to the Cressman scan analysis procedure (Cressman, 1959) suggested by the
Atmospheric Model Intercomparison Project phase 2 (AMIP2) has been used.
In order to have smooth transitions at the coastline, a mask with more ocean
points than in reality is used, covering also part of the land. In this way,
in the interpolation process, the SST will have more influence at land/sea
boundary. For time interpolation, the method suggested by the AMIP2 has
not been employed. Daily values are obtained by linearly interpolating be-
tween monthly mean original values. In such a way, the monthly average is
not preserved and also the seasonal cycle and the interannual variance are
less accurately represented. Future work would consist in the performance of
the same simulations with an upgraded method for interpolation. Changes
in the climate forcings have been implemented into the model accordingly to
the ones used for the ECHO-G simulation.

Table 3.1 shows the different values of precession of perihelion, obliquity
and eccentricity for each time slice of the mid-to-late Holocene.
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Table 3.1: Values of orbital parameters for each of the mid-to-late Holocene time slices,
as computed by Berger (1978).

Year(BP) Prec. Obliq. Eccent.

200 278.66 23.47 0.0170
1000 265.75 23.57 0.0171
2000 248.82 23.70 0.0175
3000 231.12 23.82 0.0178
4000 214.30 23.93 0.0181
5000 197.57 24.03 0.0184
6000 180.88 24.11 0.0187

3.4 Comparison and Validation of Global Sim-

ulations

The ECHAM5 time-slice simulations have been conducted in different pe-
riods of the project. In order to test their consistency, the ECHO-G and
ECHAM5 results are compared, both globally and for Europe, for a set of
standard variables. A similar behaviour of the two models would indicate
a correct execution of the ECHAM5 simulations, each one with respect to
the others. Analysis focuses on near surface temperature (T 2M) and total
precipitation (TOT PREC) yearly values. The main differences between the
two datasets are most likely due to their different spatial resolution (Fig. 3.3):
higher resolution leads to a better representation of the orography, the coast-
line and to the parameterization of physical processes that take place on a
smaller scale. Considerable changes are expected for the two variables into
consideration and for their spatial distribution when switching from a model
with a lower resolution to a higher resoluted one.

Global means of near surface temperature are in good agreement and fol-
low the same temporal evolution in all the cases (Fig. 3.4). For precipitation,
even if the trends of the two datasets are comfortably similar (Fig. 3.4) there
is a remarkable bias between the ECHO-G and the ECHAM5 data. This is
likely due to the improvement in the representation of global orography. In-
terestingly, even on the regional scale, the trends in the two realizations are,
for all the variables, comparable (Fig. 3.5). ECHAM5 values of temperature,
in particular, fall in all the cases within one sigma from the ECHO-G ones.
Consequently, we can affirm that all the ECHAM5 simulations have been
performed consistently the one with the others.
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Figure 3.3: Orography and sea-land mask of the ECHO-G (left) and ECHAM5 grids
(right) for Europe.

3.5 Setup of the Regional Climate Model

CCLM for Paleoclimate Studies

Once the consistency of the ECHAM5 simulations has been tested, the results
are used as boundary and initial conditions for the performance of a set of
simulations with the COSMO model in CLimate Mode (CCLM) for the same
time slices. The CCLM is a non-hydrostatic regional climate model with
rotated geographical coordinates and a terrain following height coordinate
(Rockel and Geyer, 2008), developed from the Local Model (LM) of the
German weather service (Doms and Schättler, 2003). Here, version 4.8 clm19
of the model at an horizontal resolution of 0.44 longitude degrees and 40
vertical levels is used.

3.5.1 Parameterizations and Initial Conditions

The setup of the CCLM adopted in this study is based upon the work of
Hollweg et al. (2008) within the Euro-CORDEX downscaling experiment
(Jacob et al., 2014). A more detailed description of the model configuration
used is provided in Tab. 3.2.

For this study the model has been employed coupled to a Soil Atmosphere
Vegetation Transfer scheme (SVAT), the TERRA ML, a multi-layer model
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Figure 3.4: Comparison Maps of the global mean of near surface temperature (top) and
total precipitation (bottom) yearly regional values between the ECHO-G and the ECHAM5
simulations. In the left column mean values and relative standard deviations, calculated for
each time-slice, are presented. In the right column the median (right) and the corresponding
interquantile range, calculated for the same periods, are shown.
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Figure 3.5: Comparison Maps of the European mean of near surface temperature
(top) and total precipitation (bottom) yearly regional values between the ECHO-G and the
ECHAM5 simulations. In the left column mean values and relative standard deviations,
calculated for each time-slice, are presented. In the right column the median (right) and
the corresponding interquantile range, calculated for the same periods, are shown.
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Table 3.2: CCLM main model configuration parameters.

Convection Tiedtke (Tiedtke, 1989)
Time Integration Runge-Kutta, ∆T=240s
Robert-Aselin time filter (alphaas) 0.53
Lateral Relaxation Layer 500Km
Radiation Ritter and Geleyn

(Ritter and Geleyn, 1992)
Turbulence Implicit treatment of vertical diff.

using Neumann boundary conditions
Rayleigh Damping Layer (rdheight) 11Km
Soil Active Layers 9
Active Soil Depth 5.74m

with a constant temperature lower boundary condition that allows to repro-
duce the fluxes of heat, water and momentum between the soil-surface and
the atmosphere (Grasselt et al., 2008). These surface fluxes constitute the
lower boundary conditions for the atmospheric part of the model. Their cal-
culation requires the knowledge of the temperature and the specific humidity
at the ground. The task of the soil model is to predict these quantities by the
simultaneous solution of a separate set of equations which describes various
thermal and hydrological processes within the soil. The multi-layer concept
avoids the dependence of layer thicknesses on the soil type. Additionally, it
avoids the use of different layer structures for the thermal and the hydrologi-
cal section of the model. In total, five different types of soil are distinguished:
sand, sandy loam, loam, loamy-clay and clay. Three additional special soil
types are also considered: ice, rock and peat. Hydrological processes in the
ground are not considered for ice and rock. The soil model consists of two
parts. In the first part the computation of bare soil evaporation and plant
transpiration is performed. In the second, the equation of heat conduction
and the Richards equation are solved (Grasselt et al., 2008). Recent data of
the physical parameters of the Earth’s surface (e.g., orography, land use, veg-
etation fraction, and land-sea mask) are employed for the simulations. Some
of these parameters are generally constant in time (e.g. orography). Other
fields depend on the time of the year (e.g. plant characteristics). For these,
the actual values are computed by interpolation in time between maximum
and minimum values, provided as constant fields.

The use of a climate model coupled to a SVAT, makes it necessary to
consider a longer spin-up time. In fact, for atmospheric only climate models,
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due to the fast response-time of the processes involved in the atmosphere, this
time is considerably short, going from days to months (Hansen et al., 1984;
Liou, 1992). Conversely, soil and land processes have a slower response-time.
Indeed, when these processes are simulated, a longer spin-up time of the order
of years is necessary. In our case five years are considered. This choice has
been made according to bibliographic evidence (Christensen, 1999; Li et al.,
2011; Zhao, 2013) and to the results of different tests that we conducted
taking into consideration simulated soil parameters.
Fig. 3.6 presents the five-year trend of the field mean of monthly values of soil
temperature and water content for the different layers of the model, obtained
after decomposing the original time series into seasonal, trend and irregular
components using the LOcal regrESSion method (LOESS) (Cleveland and
Devlin, 1988). The results suggest that a five-year spin-up time is a good
compromise between computational resources and quality of the results. In
fact, in almost all the soil layers the model reaches an equilibrium state within
five years, for both the considered variables. More time is required only in
the deepest layers, for which the response-time is lower and the effects of the
fixed lower boundary conditions are more pronounced.

3.5.2 Climate Forcings

For paleoclimate studies a particular implemention of the model code is re-
quired in order to set up the values of the climate forcings in accordance to the
ones used in the GCM simulations. The CCLM has been already employed
in other paleoclimate studies. Prömmel et al. (2013) used the CCLM in or-
der to address the effect of changes in orography and insolation on african
precipitation during the last interglacial. Fallah et al. (2015) investigated
precipitation and dry periods during the little ice age and the middle age
warm period over central Asia. Wagner et al. (2012) compared mid Holocene
and pre-industrial climate over South America. In all of these cases, no spe-
cific indications were provided on the method used for the setup of GHGs
concentration. For the computation of the effects of the atmospheric concen-
tration of GHGs on the net radiative balance, the CCLM uses the definition
of CO2 equivalent concentration. This represents the mixing ratio of CO2

required to produce the same radiative forcing that would be produced by
the change in concentration of all GHGs for a fixed year in comparison to
their concentration for the reference year 1750 (Ramaswamy et al., 2001).
The formulas for computing the CO2 equivalent concentration according to
the values of CO2, CH4 and N2O are:

∆F = αln(C/C0) (3.1)
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Figure 3.6: Trend over the spin-up period of the field mean of soil temperature (a) and
soil water content (b) monthly values for the 9 levels of the TERRA ML.
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∆F = α(
√

(2)(M)−
√

(2)(M0))− f(M,N0)− f(M0, N0) (3.2)

∆F = α(
√

(2)(N)−
√

(2)(N0))− f(M0, N)− f(M0, N0) (3.3)

where f(M,N) = 0.47ln[1+2.01×10−5(MN)0.75+5.31×10−15M(MN)1.52].

∆F represents the radiative forcing, the measure of the perturbation of
the radiation balance; it is the change in irradiance at the tropopause fol-
lowing the concentration change and is measured in watt per square metre
(W/m2) (Griggs and Noguer, 2002; Ramaswamy et al., 2001). C0 represents
the preindustrial concentrations of CO2, assumed to be 278 ppmv (Griggs
and Noguer, 2002). Equally, M is CH4 and N represents N2O, both in parts
per billion by volume (ppbv). The constant α is equal to 5.35 W/m2. Some
model code modifications are necessary in order to implement the values of
CO2 equivalent concentration directly into the FORTRAN90 radiation rou-
tine.

The orbital parameters also have to be modified according to the values
used for the GCMs simulations. For this purpose a modification of the model
code is needed. Here the modifications employed by Prömmel et al. (2013)
are used.

3.5.3 Performance of the Regional Simulations and Val-
idation of the Results

In order to test the ability of the CCLM modified accordingly to our purposes,
to properly reproduce present-day climate, in a first step a control simulation
has been performed with present values of orbital parameters and GHGs.

The simulation covers a 10-year period, between 1991 and 2000. Even if
the length of this simulation can be considered as ”critical” for the model’s
validation, we want to acknowledge that due to computational reasons, it
was not possible to cover a longer period. The model domain shown in
Fig. 3.7, is the one used for the Euro-CORDEX experiments (Jacob et al.,
2014), extending from southern Greenland to western Russia in the North
and from the western Atlantic Coast of Morocco to the Red Sea in the
South. As driving data the ECMWF (European Centre for Medium-Range
Weather Forecasts) Interim Reanalysis (ERA-Interim) dataset (Dee et al.,
2011) is used. ERA-Interim is a global atmospheric reanalysis dataset from
the year 1979, continuously updated in real time. The spatial resolution
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Figure 3.7: Orography map of the CCLM simulation domain in rotated coordinates.

of the dataset is approximately 80 km (T255 spectral) on 60 vertical lev-
els from the surface up to 0.1 hPa. ERA-Interim data can be downloaded
from the ECMWF public datasets web interface (http://apps.ecmwf.int/
datasets/data/interim-full-daily/levtype=sfc/). For model valida-
tion, the European daily high-resolution gridded dataset (E-OBS) (Haylock
et al., 2008) and the Climate Research Unit (CRU) (Harris et al., 2014) obser-
vational datasets covering the period 1991-2000, are used. The validation is
conducted with respect to the total precipitation and the near surface temper-
ature winter and summer seasonal means. Additionally, CCLM heat fluxes
and evapotranspiration values from the same simulation are validated against
the Global Land Data Assimilation System (GLDAS) dataset, available at
http://disc.sci.gsfc.nasa.gov/gldas-version-2.0-data-sets.

In Fig. 3.8, 3.9, 3.10 and 3.11, winter and summer seasonal means of
temperature and precipitation from the CCLM simulations are compared
against the CRU and the E-OBS observational datasets. In the first column
of each panel, the climatology of the different datasets is shown: the model
is able to correctly reproduce, with an accuracy comparable with the one
of other studies (Jacob et al., 2014; Kotlarski et al., 2014), the climatology
of the observations for both temperature and precipitation in winter and in
summer.
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In the right column of every panel, the considered variables from the
present-day control run are directly validated, through a Student’s T-test,
against the observations. The same test is conducted for evaporation and
heat fluxes but against the GLDAS dataset in Fig. 3.12. The black dots rep-
resent the grid cells where the null hypothesis of the T-test, assuming that the
data being sampled could be drawn from the same underlying distribution,
is not rejected at a significance level of 5%. The biases between the CCLM
results and the observations are represented with different colours. The re-
sults show that, for temperature, the model performs well over northern
Europe in both winter and summer. Wintertime results are in particularly
good agreement with observations over northeastern Europe and Scandinavia
(Fig. 3.8II). However, larger deviations (up to 4oC in some cases) are present
over central Europe, Turkey and northern Africa. In particular the model
tends to simulate generally colder conditions over these regions. Winter pre-
cipitation results are in good agreement over a major part of the domain,
with some deviations from the observations over regions with particularly
complex orography, in regions that are normally highly affected by wester-
lies and in the northern African coasts of the Mediterranean Sea (where the
biases are particularly pronounced, and the model results diverge by almost
100% from the values of the observations) (Fig. 3.9II).

In summer, the main discrepancies are found over southern Europe both
for temperature and precipitation (Fig. 3.10, 3.11). In particular, the temper-
ature anomalies exceed 3oC over most of the Mediterranean region. It has
been shown in previous works (Christensen et al., 2008; Hagemann et al.,
2004; Jerez et al., 2010, 2012; Kotlarski et al., 2014) that, in general, regional
climate models poorly simulate southern European summer conditions. This
seems to be related to deficiencies in soil-atmosphere coupling (Fischer et al.,
2007; Seneviratne et al., 2006, 2010). In soil moisture-controlled evaporative
regimes, such as the Mediterranean basin, low soil moisture contents (due to
an underestimation of spring-time precipitation or not-properly represented
soil properties in consequence of complex orography) limit the amount of
energy transferred by the latent heat flux. This increases the sensible heat
flux, ultimately leading to an increase of air temperature, on the one-hand,
and to a decrease of local precipitation on the other (Zveryeav and Allan,
2010).

Based on these considerations, we assert that the model reproduces anoma-
lously warm and dry conditions over a wide part of southern Europe and the
Mediterranean basin, during summer, as a consequence of a wrong conversion
of energy towards latent heat in these regions. This hypothesis is supported
by the heat fluxes and evapotranspiration maps (Fig. 3.12) presenting a spa-
tial distribution of the anomalies resembling the ones of temperatures and
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precipitation. In particular, the model underestimates latent heat flux and
evapotranspiration, while overestimating sensible heat over corresponding ar-
eas.

Nevertheless, the performances of the model with the applied changes are
in good agreement with the results of other works focusing on the same region
(Gómez-Navarro et al., 2011, 2013; Hollweg et al., 2008; Kotlarski et al., 2014;
Schimanke et al., 2012), having in general the same features and spread of
the anomalies. Indeed, the applied changes and configuration appear to be
exploitable for paleoclimate applications.

3.6 Conclusions

In this section we introduced the different models employed in our study and
their experimental setup. In addition, different tests have been performed.
A first one, aiming to prove that the different GCMs simulations were con-
sistent the ones with the others, provided good results. Another test was
additionally performed for the evaluation of the performance of the RCM
for present-day conditions, but using the same setup applied for the study
of the mid-to-late Holocene time-slices. This time the analysis was more
complex. The results were characterized by remarkable biases over some ar-
eas. The biases were particularly large over the Mediterranean region during
the summer season, presenting the same spatial pattern for both tempera-
ture and precipitation. Analysis of surface variables allowed to determine
that the cause of the evinced bias is related to a wrong representation by
the RCM of soil-atmosphere interactions over the area. This seems to be a
peculiar characteristic of climate models in general: the complex orography
of the area most likely does not allow to correctly represent soil features,
resulting in the poor skills of climate models. Nevertheless, the results of the
RCM simulation proved to be in good agreement with the observations over
a wide part of the domain. Additionally, the range of the bias and its spatial
distribution, were comparable with the ones of other studies. Indeed, the
modifications applied to the model for its application in paleoclimate studies
are reliable and the study provides a robust reference for the performance of
future paleoclimate simulations.

Additionally, knowing the biases characteristics of the RCM is useful
for the interpretation of the mid-to-late Holocene simulations, giving indeed
a substantial contribution to the goal of better understanding the possible
causes of mismatches between proxy data and model results, and model sen-
sitivity to changes in the external forcings.
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Figure 3.8: Analysis of winter seasonal means of near surface temperature for the
period 1991-2000. The first column (I) shows the mean climatology for the investigated
period as represented in the three considered datasets: the CCLM in the first row, the CRU
in the second and the E-OBS at the bottom. The second column (II) presents the biases
between the CCLM results and the respective observational datasets. The areas with a dot
represent the grid cells where the anomalies between the two datasets are not significant,
according to a Student’s T-test, at a significance level of 5%.
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Figure 3.9: Analysis of winter seasonal means of total precipitation for the period
1991-2000. The first column (I) shows the mean climatology for the investigated period as
represented in the three considered datasets: the CCLM in the first row, the CRU in the
second and the E-OBS at the bottom. The second column (II) presents the biases between
the CCLM results and the respective observational datasets. The areas with a dot represent
the grid cells where the anomalies between the two datasets are not significant, according
to a Student’s T-test, at a significance level of 5%.

35



C
C
L
M

C
R
U

E
-O

B
S

(I) (II)T 2M
Clim. CCLM Anomalies

✲�✁ ✲✂✁ ✁ ✂✁ �✁

✄
☎
✆

✄
✝
✆

✆

✝
✆

☎
✆

r❧✞✟

✠✡
☛
☞

✲�✁ ✲✂✁ ✁ ✂✁ �✁

✄
☎
✆

✄
✝
✆

✆

✝
✆

☎
✆

r❧✞✟

✠✡
☛
☞

✲�✁ ✲✂✁ ✁ ✂✁ �✁

✄
☎
✆

✄
✝
✆

✆

✝
✆

☎
✆

r❧✞✟

✠✡
☛
☞

✲�✁ ✲✂✁ ✁ ✂✁ �✁ ✸✁ ✹✁

oC

✲�✁ ✲✂✁ ✁ ✂✁ �✁

✄
☎
✆

✄
✝
✆

✆

✝
✆

☎
✆

r❧✞✟

✠✡
☛
☞

✲�✁ ✲✂✁ ✁ ✂✁ �✁

✄
☎
✆

✄
✝
✆

✆

✝
✆

☎
✆

r❧✞✟

✠✡
☛
☞

✲✌ ✁ ✌

oC

Figure 3.10: Analysis of summer seasonal means of near surface temperature for the
period 1991-2000. The first column (I) shows the mean climatology for the investigated
period as represented in the three considered datasets: the CCLM in the first row, the CRU
in the second and the E-OBS at the bottom. The second column (II) presents the biases
between the CCLM results and the respective observational datasets. The areas with a dot
represent the grid cells where the anomalies between the two datasets are not significant,
according to a Student’s T-test, at a significance level of 5%.
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Figure 3.11: Analysis of summer seasonal means of total precipitation for the period
1991-2000. The first column (I) shows the mean climatology for the investigated period as
represented in the three considered datasets: the CCLM in the first row, the CRU in the
second and the E-OBS at the bottom. The second column (II) presents the biases between
the CCLM results and the respective observational datasets. The areas with a dot represent
the grid cells where the anomalies between the two datasets are not significant, according
to a Student’s T-test, at a significance level of 5%.
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Figure 3.12: Biases of seasonal means of evapotranspiration (left), latent (center)
and sensible heat (right) fluxes, between the CCLM simulations and the GLDAS dataset,
calculated for the reference period 1991-2000. As in the previous figures, the areas with a
dot represent the grid cells where the anomalies between the two datasets are not significant,
according to a Student’s T-test, at a significance level of 5%. Winter (December January
February (DJF)) results are presented in the first row, and summer (June July August
(JJA)) results in the second.
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Chapter 4

The Added-Value of a Regional
Climate Model for Paleoclimate
Studies

”It is the mark of a truly intelligent person to be moved by statistics.”
- George Bernard Shaw -

4.1 Introduction

According to Solomon (2007): ”Paleoclimate data are key to evaluating the
ability of climate models to simulate realistic climate change”.

Since the 1970s, numerical models have been used to study past climates.
To analyse model performance, the results of these studies have been com-
pared with climate reconstructions based on palaeodata (Bonfils et al., 2004;
Braconnot et al., 2007a,b, 2012; Coats et al., 2013; de Melo and Marengo,
2008; Kohfeld and Harrison, 2000; Lohmann et al., 2015; Texier et al., 1997;
Wagner et al., 2007). Nevertheless, in many cases the resolution of the em-
ployed models was not high enough to allow for an assessment of the climate
behaviour on a regional scale. As suggested by Renssen et al. (2001), if we
want to evaluate the data of paleoclimate simulations against climatic recon-
structions based on pollen data or any other record, an improvement in the
resolution is highly required (Bonfils et al., 2004; Masson et al., 1999). Proxy
data are often influenced by local-scale processes. Higher-resolution models,
allowing the representation of processes taking place on smaller scales than
the ones resolved in coarse-resolution models, and providing more detailed
information on surface and soil features (Christensen et al., 2007; Feser et al.,
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2011; Fischer and Jungclaus, 2011; Flato et al., 2013), are indeed expected to
be a better suitable tool for paleoclimate studies (Russo and Cubasch, 2016).

Prompted by such consideration, in recent years the application of high-
resolution regional climate models for paleoclimate studies has become more
frequent (Fallah et al., 2015; Gómez-Navarro et al., 2011, 2012, 2013; Pröm-
mel et al., 2013; Renssen et al., 2001; Schimanke et al., 2012; Strandberg et al.,
2014; Wagner et al., 2012). Nonetheless, apart from the work of Renssen
et al. (2001), the possible advantages of RCM simulations for the study of
paleoclimate have never been addressed before.

Within this context, in our discussion we try to highlight the importance
of RCMs for the simulation of past climate change. Aiming at investigating
the value added by highly resolved simulations for the comparison against
proxy-reconstructions, we follow a two steps approach:

1. Firstly, we conduct a qualitative analysis of the simulations performed
with three models at different resolution in order to detect visible dif-
ferences in the reproduced signals.

2. Secondly, we employ a quantitative approach in order to estimate the
skills of the RCM, in comparison to the driving GCM, in reproducing
the same mid-to-late Holocene changes in temperature as derived from
proxy-reconstructions.

As a benchmark for such comparison we use the pollen-based reconstruc-
tions of Mauri et al. (2015).

In this way we aim at establishing whether the representation of smaller
scale processes and improved orographic features of the region of study could
lead to results that are in better agreement with the mentioned proxy-based
reconstructions.

In the first paragraph, we better clarify the concept of added value of
highly resolved climate simulations for their use in the investigation of climate
change. Successively, we provide additional information on the pollen-based
reconstructions that we aim to use for our analysis. Finally, the direct com-
parison between the reconstructions and the models’s results is presented.
Thus, we conduct a qualitative analysis, performing then a more detailed
quantitative comparison between the different models, for each of the vari-
ables into consideration.

4.2 Added Value, RCMs and Climate Change

According to Di Luca et al. (2013) ”the use of RCMs to dynamically down-
scale large-scale atmospheric fields in past, present and future climate condi-
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tions has gained popularity as a way to circumvent the spatial scale gap that
exists between the climate information provided by AOGCMs and the input
needed in impact and adaptation studies. There is still a need, however,
to objectively quantify the gains arising from the use of RCMs as climate
downscaling tools”.

In general, the ability of RCMs to lead to an improvement over some
aspects of their driving GCMs when compared to observations is defined as
Added Value (Di Luca et al., 2015). Quantitatively, the Added Value can be
defined as the difference between the distance of the driving GCM results
and the observations on the one hand, and between the RCM results and the
observations on the other (Di Luca et al., 2015):

Added V alue = d(XGCM , XOBS)− d(XRCM , XOBS) (4.1)

An increase in the resolution of climate models is expected to lead to a
more accurate and realistic representation of the climate system (Sakamoto
et al., 2010; Watterson et al., 2014). The use of finer computational grids
allows for an explicit reproduction of small-scale processes that are precluded
in low-resolution models, such as mesoscale circulations, surface processes
related to better reproduced surface fields (e.g. topography, coastal lines,
etc.), and the development of specific hydrodynamics instabilities (Di Luca
et al., 2013, 2015).

Nevertheless, a fundamental issue that needs to be addressed is whether
RCMs add value to the investigation of climate change (Tselioudis et al.,
2012). In fact, the arguments for the fine-scale features of the climate change
signal are not the same as those asserted for the climate itself (Di Luca et al.,
2013). One example could help in better comprehend this difference. Added
Value in mountainous regions in present climate simulations could result from
a more accurate representation of terrain elevation, as a consequence of higher
resolution. Due to the relation between temperature and terrain elevation,
simulated temperatures would also be improved in this case. Nevertheless,
this mechanism may not generate Added Value in the climate change sig-
nal because its effects could be neutralized when the difference between two
periods climate statistics are computed (Di Luca et al., 2013).

The evaluation of the Added Value of RCMs in simulating climate change
is not an easy task. It often depends on the scale, region of interest, vari-
able, considered statistics, specific application, and experiment configuration
(Torma et al., 2015). In addition, its assessment often requires the use of
high-quality observational data-sets, which are not available for many re-
gions of the globe, in particular for paleoclimate studies. However, the term
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Added Value should not be univocally considered in the way defined before.
According to (Rummukainen, 2016), ”Added Value in regional climate change
does not need to be constrained by improved model skill. This does not mean
that such information would be without utility; nor that demonstration of
Added Value would not be valuable, but the issue at hand for the users has
several dimensions in addition to the climate modeler’s ones. For many ap-
plications, the additional spatial and temporal detail from RCMs constitutes
added value” (Rummukainen, 2016).

In our analysis we try to estimate the possible added value of a regional
climate model for the simulation of past climatic changes over Europe. Here
we want to state that the analyses we propose are not exhaustive with re-
spect to the estimation of the added value of regional climate models for
the simulation of past climate change. Other proxy datasets and different
GCM-RCM couples should be considered. The focus should be also put on
different regions and periods of study. Nevertheless, we aim at introducing
results that could be considered as the basis for further and future analyses.

4.3 Pollen-Based Reconstructions

The results of the mid-to-late Holocene simulations are compared against the
dataset of Mauri et al. (2015). This is the latest updated pollen-based climate
reconstruction dataset for Europe and constitutes an upgrade of the results
of Davis et al. (2003). It is derived with the same methodology, but with a
wider number of fossil and surface-samples, following a more rigorous quality
control. The data cover a time slice every millennium for the entire Holocene
and are derived through a 4-dimensional spline-interpolation in time and
space. They are deduced with an analogue transform method and corrected
with postglacial isostatic readjustment. Along with the data, a standard
error estimate derived from the transform and the interpolation methods
is also provided. Reconstructions contain information on seasonal (winter
and summer) and annual values of precipitation and temperature, as well
as a measure of moisture balance (i.e. precipitation minus evaporation) and
of growing degree days above 5oC (GDD5), and are provided on a regular
grid with a resolution of 1 × 1 longitude degrees. The data represent the
anomalies calculated, for each investigated period of time, with respect to
the pre-industrial period. Uncertainties are provided only for seasonal values
of temperature and precipitation anomalies.

The dataset of Mauri et al. (2015) constitutes a solid and valuable re-
source for the purposes of this study, due to a series of different reasons.
First of all, it allows to perform a comparison against the model results
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over most of the simulation domain, considering different variables. Then,
it covers exactly the same time slices of our model simulations: no other
dataset has this temporal and spatial coverage at such high spatial resolu-
tion. Additionally, the robustness of the data has been thoroughly tested, in
Mauri et al. (2015), against other proxies (including chironomids, δ18O from
speleothems and lake ostracods, bog-oaks, glacio-lacustrine sediments, wood
anatomy and other pollen reconstructions based on different reconstruction
methods) leading to satisfactory results. Nonetheless, similar pollen-based
climatic reconstructions have been extensively employed in other data-model
comparisons, and, most recently, for the evaluation of the climate models of
the Paleoclimate Modeling Intercomparison Project phase 3 (PMIP3) and
the Coupled Model Intercomparison Project phase 5 (CMIP5) included in
the last Intergovernmental Panel on Climate Change (IPCC) report (Harri-
son et al., 2015; Stocker et al., 2013). The map of the data from which the
dataset of Mauri et al. (2015) is derived is presented in Fig. 4.1. Analysis are
conducted on seasonal values of temperature and precipitation, GDD5 and
moisture balance.

Figure 4.1: Maps of the sites of the pollen-reconstructions employed by Mauri et al.
(2015).
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4.4 Models-Proxies Comparison

4.4.1 Qualitative Analysis

In order to compare the signal of climate change as reproduced by the hi-
erarchy of the three different climate models of our experimental setup and
the mentioned proxy-reconstructions, we firstly employ a simple qualitative
approach.

In Fig. 4.2 and 4.3, we present the anomalies of summer and winter sea-
sonal mean between 6000BP and the pre-industrial period as reproduced by
the different models, respectively for near surface temperature and precipi-
tation. From these maps we first notice that for both the seasons a similar
signal of climate change is present for all the simulations. This is expected,
since, in every case, the data are constrained by the coarser resolution models.
To a large extent, the climate variability of the driving GCM determines the
variability of the climate produced by the RCM. Although regional climate
models in general can improve on the details of GCM simulations through dy-
namical downscaling over complex terrain, they cannot, for example, improve
upon or make substantial changes to features of the large-scale circulation or
SSTs produced by a GCM. This means that, for example, if the jet stream
is incorrectly placed in a GCM, it also will be incorrectly placed in the RCM
(Di Luca et al., 2012, 2013, 2015).

Nevertheless, while the higher resolved simulations capture a warmer bias
over northern Europe in winter, also present in the proxy data, the ECHO-G
does not present such behaviour. Better defined patterns and more detailed
information are also evident in the precipitation maps derived from the higher
resolution models. Additionally, the land-sea area in the ECHO-G is consid-
erably different than the ones of the other models. Regions such as southern
Spain, the Black Sea area, southern Italy and Scandinavia are partly or com-
pletely masked-out in this case.

Consequently, we focus further analyses on the comparison between the
ECHAM5 and the CCLM results. In both seasons additional details are easily
detectable in the CCLM pattern. The coastline is also better reproduced in
this case, resulting in a better detailed representation of the land-sea contrast
and a more precise reproduction of surface processes, leading to more suitable
information for possible comparison against proxy-data. Additionally, the
CCLM shows better defined patterns as a consequence of higher resolution,
being able to discriminate higher spatial variability.

On the base of such analysis, in the successive step, we try to quantify
how better the CCLM reproduces the reconstructed climate parameters in
comparison to the ECHAM5.
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Figure 4.2: Maps of Winter (left) and Summer (right) near surface temperature
anomalies between 6000BP and the preindustrial period. The results of the pollen-based
reconstructions of Mauri et al. (2015) (1st row) and three different models are presented:
CCLM (2nd row), ECHAM5 (3rd row), ECHO-G (4th row).
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Figure 4.3: Maps of Winter (left) and Summer (right) precipitation anomalies between
6000BP and the pre-industrial period. The results of the pollen-based reconstructions of
Mauri et al. (2015) (1st row) and three different models are presented: CCLM (2nd row),
ECHAM5 (3rd row), ECHO-G (4th row).
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4.4.2 Quantitative Analysis

Before providing further details on the applied method, we have to acknowl-
edge the fact that proxy-reconstructions cannot be considered strictly as
”observations”. Nevertheless, we rely on them as plausible records of past
climatic changes. Indeed, for the quantitative comparison of the CCLM and
the ECHAM5 results against the reconstructions, we use an approach similar
to the one employed by Zhang et al. (2010), and based on the work of Goosse
et al. (2006). After regridding the CCLM and the ECHAM5 results on the
reconstructions grid, we introduce a Cost Function defined as:

CF k
mod =

√√√√ 1

n

n∑
i=1

ωi
k(T k

rec,i − T k
mod,i)

2 (4.2)

where CF k
mod is the value of the cost function for each considered time

slice k of the mid-to-late Holocene and each model mod. The parameter n
represents the number of the reconstructions grid boxes. T k

rec,i is the temper-
ature of the proxy-data at every location i, while T k

mod,i is the corresponding

temperature of the model simulation. Additionally, the parameter wk
i takes

into account the uncertainties of the reconstructions at every location and
time period. Its value is given by:

ωk
i =

1

(SEk
i )2 + 1

(4.3)

where SEi represents the standard error of the reconstructions at every
grid box i. The corresponding uncertainties of the model results are consider-
ably small (∼ 0.01oC for T 2M) in comparison to the ones of the reconstruc-
tions, similarly to Goosse et al. (2006), and are indeed neglected. With the
introduction of the parameter wk

i , reconstructions with higher uncertainties
will contribute less in the calculation of the Cost Function.

Before providing the calculation of the cost function relatively to each
dataset and for every variable, in a first step we scale the values of the
anomalies between the two different datasetes and the proxy-reconstructions,
joint together, to the range [-1,1]. This is done in order to better compare
the values of the cost function computed for the different variables.

The interpolation of the data is performed through bilinear interpolation
in the case of temperature and GDD5, and using a distance-weighted average
remapping method for precipitation and moisture content. In both cases the
respective functions implemented in the Climate Data Operators software
(CDO, https://code.zmaw.de/projects/cdo) are employed. We carefully
compared several other available interpolation methods in the CDO soft-
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ware, such as bicubic (REMAPBIC), and field conserving (REMAPCON),
and found that, in the different cases, the selected ones produce the most
consistent spatial patterns across resolutions. Additionally, we found that in
these two cases the area averaged values of the variables are conserved with
an error of ∼ 2% between 0.44o and 1o and of ∼ 6% between 1.125o and 1o.
These errors are similar to those found, for example, with the REMAPCON
method. We thus conclude that the choice of the interpolation procedure does
not affect the main conclusions of our work, although we recognize that some
uncertainty is present due to the specific interpolation method employed.

The values of the Cost Function for the two models and all the time slices
are provided in Tab. 4.1, 4.2 and 4.3. Values closer to 0 indicate a better
agreement with proxy reconstructions.

For temperatures, even if differences are not particularly remarkable, the
Cost Function computed for the CCLM is in almost all the cases smaller
than the ECHAM5 one. The CCLM results are, in some cases, closer by
more than 10% to the values of the reconstructions.

For precipitation, on the other hand, the situation is inverted. The
ECHAM5 results are in slightly better agreement with the pollen-based re-
constructions in most of the cases, while the CCLM results are worse in some
case up to 10%. This is expected, as the signal of climate change for precip-
itation is mainly constrained by the coarse-resolution driving simulation, in
particular by patterns of atmospheric circulation. Another additional factor
that influences the performance of the models at different resolution is the
effect of the patchy nature of rainfall, which are more unevenly distributed at
the higher resolution of the RCM (Cressie et al., 2012; Tapiador and Sánchez,
2008; Tapiador et al., 2011). Important to notice is that for precipitation,
over a wide part of the domain, the biases between model results and recon-
structions are higher than the uncertainties of the pollen (Fig. 4.4).

For the two other variables, moisture content and GDD5, no uncertainty
is provided in the original datasets, and the computations of the CF are
made just considering an equal weight of 1 for all the grid-boxes. Results
show that, in both the cases, the CFs of the two models are particularly close,
although the CCLM seems to perform better with respect to the ECHAM5,
in particular for GDD5 (Tab. 4.3). For moisture content, the poorer perfor-
mance of the CCLM for precipitation seems to be compensated by its better
reproduction of surface processes and soil atmosphere flux exchanges, thus
leading to a better representation of evaporation fluxes.
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Table 4.1: Winter (left) and summer (right) temperature Cost Function (CF) estimates
for the CCLM and the ECHAM5 simulations, calculated for each time slice of the mid-
to-late Holocene. Values closer to 0 indicate a better agreement between model results and
proxy reconstructions.

Time Slice DJF JJA
CCLM ECHAM5 CCLM ECHAM5

6000BP 0.34 0.35 0.59 0.61
5000BP 0.33 0.34 0.45 0.45
4000BP 0.27 0.29 0.39 0.40
3000BP 0.28 0.29 0.38 0.42
2000BP 0.24 0.24 0.26 0.28
1000BP 0.18 0.18 0.23 0.26

Table 4.2: Winter (left) and summer (right) precipitation Cost Function (CF) esti-
mates for the CCLM and the ECHAM5 simulations, calculated for each time slice of the
mid-to-late Holocene. Values closer to 0 indicate a better agreement between model results
and proxy reconstructions.

Time Slice DJF JJA
CCLM ECHAM5 CCLM ECHAM5

6000BP 0.25 0.24 0.31 0.28
5000BP 0.22 0.21 0.25 0.23
4000BP 0.29 0.29 0.22 0.22
3000BP 0.31 0.30 0.28 0.27
2000BP 0.23 0.22 0.26 0.24
1000BP 0.25 0.24 0.22 0.20

Table 4.3: Moisture Balance (left) and GDD5 (right) Cost Function (CF) estimates for
the CCLM and the ECHAM5 simulations, calculated for each time slice of the mid-to-late
Holocene. Values closer to 0 indicate a better agreement between model results and proxy
reconstructions.

Time Slice Moist. Balance GDD5
CCLM ECHAM5 CCLM ECHAM5

6000BP 0.20 0.21 0.21 0.22
5000BP 0.19 0.19 0.13 0.13
4000BP 0.26 0.26 0.12 0.12
3000BP 0.22 0.23 0.17 0.17
2000BP 0.20 0.20 0.12 0.13
1000BP 0.19 0.19 0.14 0.15
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Figure 4.4: Maps of precipitation anomalies between the two models and the pollen-
based reconstructions for the 6000 BP time-slice. The dark-gray shaded areas represent
areas where the differences between the pollen-data and models exceed the Standard Error
(SE) of the reconstruction.

4.5 Conclusions

In this chapter, a mid-to-late Holocene pollen-based European climate re-
construction dataset is used as a benchmark for the estimation of the added
value of the CCLM with respect to its driving models, the ECHO-G and
the ECHAM5. The main goal is to contribute to the estimation of whether
RCMs are a better suitable tool for the simulation of past climate change
than their driving GCMs.

Results show that the reproduction of the mid-to-late Holocene European
climate change signal through dynamical downscaling does not always lead
to an improvement of the results of the driving GCMs with respect to the
considered reconstructions. While for some variables, such as temperature,
an improvement is evident, for others the gain is either modest or negative,
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as in the case of precipitation.
Different studies have demonstrated that RCMs do not generate Added

Value in an unequivocal way and that it depends on several factors such as
the variable, the season, the region of study and the specific climate statistics
taken into consideration (Di Luca et al., 2013; Prömmel et al., 2010). With
this respect, it is important to mention that the scale of the reconstructions
considered in our analysis is closer to the resolution of the ECHAM5 than the
one of the CCLM and of the ECHO-G. As suggested by Di Luca et al. (2015),
given that the main difference between the GCM and the RCM is related to
their horizontal resolution, it seems natural that the results may depend
on the spatial scale of the analysis. Additionally, it is crucial to state that
the evinced results are relative to this case study, and considering different
couples of RCM-GCM and other proxy reconstructions datasets could lead
to diferent results. Indeed, in order to better support the evinced results
and having a more accurate estimation of the added value of RCMs for the
study of past climate change, according to the presented discussion, further
investigations are still required.

Nonetheless, the need for higher resolution climate simulations is not only
related to the aforementioned scientific arguments. From a different perspec-
tive, such results, due to the greater level of detail, could be preferable for
studies in which human adaptation or environmental response to past cli-
matic changes would be investigated. The need for climate information at
very fine scales, for their application in other fields of research such as ar-
chaeological studies or vegetation reconstructions, hence constitutes a strong
incentive to perform higher-resolution climate simulations (Di Luca et al.,
2015; Rummukainen, 2016).
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Chapter 5

Mid-to-Late Holocene
Temperature Evolution and
Atmospheric Dynamics over
Europe in Regional Simulations

”What we observe is not nature itself, but nature
exposed to our method of questioning.”

- Werner Karl Heisenberg -

5.1 Introduction

In Section 4 we have shown that the CCLM, when compared to climate re-
constructions of the mid-to-late Holocene for Europe, does not always lead
to an improvement of the results with respect to its driving global circulation
model. The skills of the model are different according to the variable taken
into consideration. The regional model proved to better reproduce changes
in temperature, as reconstructed from the proxies, with respect to the driv-
ing global model. For this reason, in this chapter, we focus our attention on
the pollen-based reconstructed, and the CCLM-simulated seasonal changes
of temperature during the mid-to-late Holocene, in order to shed light into
the possible phyisical drivers of such changes. Additionally, we aim at provid-
ing physically plausible explanations for eventual mismatches arising in the
comparison between the two datasets. Giving an introduction on evidence
from other studies, we successively compare the mid-to-late Holocene evolu-
tion of seasonal values of near-surface temperature, as represented in the two
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datasets. By means of correlations with trends of insolation and changes in
atmospherical circulation patterns, we then propose plausible physical inter-
pretation for the evinced trends and mismatches.

5.2 Changes in Insolation and Temperature

Evolution

During the mid-to-late Holocene, over northern latitudes in general, changes
in the total amount of insolation during the year (with respect to present
day conditions) were negligible (≤4.5 W/m2) when compared to the seasonal
variations (up to more than 30 W/m2 for summer insolation at high latitudes)
(Fischer and Jungclaus, 2011) (Fig. 5.1). Therefore, relevant variations in the
seasonal values of surface variables are expected. However, evidence shows
that reconstructed climatic parameters, such as near surface temperature,
over Europe, did not always follow directly the astronomical forcings (Bonfils
et al., 2004; Braconnot et al., 2007a,b; Cheddadi et al., 1996; Davis et al.,
2003; Mauri et al., 2014), but their signal seems to have also been influenced
by other complex processes such as atmospheric circulation, geography, or
land-surface interactions with the atmosphere.

Zonal mean Anomalies 6000BP-200BP Mid-to-late Holocene Evolution at 30oN and 60oN
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Figure 5.1: (Left) Anomalies of the zonal mean of Top Of the Atmosphere (TOA) inso-
lation between 6000 years BP and the pre-industrial period. (Right) Mid-to-late Holocene
trends of the anomalies, with respect to present-day values, of December and June TOA
incoming insolation, calculated for 30 and 60 degrees North (N). Units are W/m2.
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Different studies have been conducted in order to understand the mech-
anisms driving the seasonal behaviour of European surface variables during
the mid-to-late Holocene. Cheddadi et al. (1996), using the results of a
pollen-based reconstruction dataset constrained by lake-level data, showed
that summer and winter temperatures over northern and southern Europe
were different at the mid-Holocene in comparison to present-day values. In
particular, winters were warmer over northern Europe even though the inso-
lation was reduced, while summers were colder over southern Europe, despite
the higher insolation. Similar results were obtained by Davis et al. (2003)
who provided an updated database of European pollen reconstructions for
the entire Holocene. Bonfils et al. (2004), within the PMIP (Joussaume and
Taylor, 1995)) collaboration, hypothesized that winter atmospheric patterns
and summer soil conditions had an important influence on seasonal changes
of temperature and precipitation. This has also been highlighted by a study
from Starz et al. (2013) who performed a simulation for the mid-Holocene,
with a coupled soil-ocean-atmosphere circulation model and dynamic veg-
etation, and improved representation of soil water storage and heat fluxes.
They found that changes in the soil’s physical properties of the model led to
improved results and hampered biases, with respect to proxy-data, in sur-
face variables. Fischer and Jungclaus (2011) studied the evolution of the
European seasonal temperature cycle in a transient mid-to-late Holocene
simulation with an AOGCM. They were unable to reproduce correctly the
reconstructed data over the entire region of study. In particular, their re-
sults presented only a weak shift to a positive phase of the NAO at the
mid-Holocene in winter, resulting in colder conditions over northern Europe
and warmer over southern Europe, when compared to the values of recon-
structions. In summer, again, the signal seemed to be mainly driven by
changes in insolation, resulting in generally warmer conditions over the en-
tire domain and period of study. Conversely, in their recent work, Mauri
et al. (2014) suggested that the different response of surface variables at the
mid-Holocene was most likely related to changes in atmospheric circulation,
both in winter and in summer. Specifically, they proposed that in summer
a major occurence of the ”Scandinavian High” was most probably the reason
for colder temperatures over southern Europe 6000 years ago. In winter, on
the contrary, a more positive phase of the NAO would have been responsi-
ble for warmer and wetter conditions over northern Europe and an opposite
behaviour in the South. Although these interpretations are all physically
plausible, a general consensus is still missing on the correct explanation of
the response of the climate system to changes in insolation for this period.
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5.3 Methods

For the purposes of this study we adopt different statistical techniques. First
of all, for the investigation of the trends of near-surface temperature in
the two datasets, we use a weighted least squares linear regression method.
Weighted least squares is an efficient method that makes good use of small
data sets with different uncertainties. More specifically, the method of ordi-
nary least squares assumes that there is constant variance in the errors (i.e.
homoscedasticity). But this not always holds true: measurements may have
different uncertanties. Weighted least squares is an estimation technique
which weights the observation and so overcomes the issue of non-constant
variance (Brunsdon et al., 1996; Cleveland and Devlin, 1988).

In weighted least squares parameter estimation, as in regular least squares,
the unknown values of the parameters in the regression function are esti-
mated by finding the numerical values that minimize the sum of the squared
deviations between the observed responses and the functional portion of the
model. Unlike least squares, however, each term in the weighted least squares
criterion includes an additional weight, wi, that determines how much each
observation in the dataset influences the final parameter estimates. The
weighted least squares criterion that is minimized to obtain the parameter
estimates is

Q =
n∑

i=1

ωi[yi − f(xi; β)]2 (5.1)

Where β is the parameter to be estimated. xi and yi are the coordinates
of the data point i and wi its relative weight.

If the standard deviation in the data is not constant across all the ex-
planatory variables, using weighted least squares with weights inversely pro-
portional to the variance of the explanatory variable, yields the most precise
parameter estimates possible.

In a second step, in order to investigate possible correlation between
changes in near-surface temperature and atmospheric dynamics during the
mid-to-late Holocene, we make use of a particular technique: Canonical Cor-
relation Analysis (CCA). CCA is a statistical technique that helps to identify
spatial patterns of maximum correlation between climate variables, indicat-
ing potential underlying physical mechanisms (Gómez-Navarro et al., 2015;
Russo and Cubasch, 2016; von Storch and Zwiers, 1995; Wilks, 1995). If
we have two vectors X = (X1, ..., Xn) and Y = (Y1, ..., Ym) of random
variables, and there are correlations among the variables, then canonical-
correlation analysis will find linear combinations of the Xi and Yj which have
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maximum correlation with each other (Härdle and Simar, 2007).
Just as Empirical Orthogonal Function (EOF) analysis is used to study

the variability of a random vector X, CCA is used to study the correlation
structure of a pair of random vectors X and Y. As specified in von Storch
and Zwiers (1995), the main goal of CCA is to find a pair of patterns

#»

f 1
X

and
#»

f 1
Y (subject to ‖ #»

f 1
X‖ = ‖ #»

f 1
Y ‖) so that the correlation between linear

combinations
#»

XT #»

f 1
X and

#»

Y T #»

f 1
Y is maximized. Afterwards, a second pair

of patterns
#»

f 2
X and

#»

f 2
Y is found so that

#»

XT #»

f 2
X and

#»

Y T #»

f 2
Y are the most

strongly correlated linear combinations of X and Y that are not correlated
with

#»

XT #»

f 1
X and

#»

XT #»

f 1
X , and so on (von Storch and Zwiers, 1995). Canonical

Correlation Analysis was first described by Hotelling (1935).
In CCA, according to Gómez-Navarro et al. (2015), ”from a physical point

of view, the leading patterns should show similar characteristics when the
mechanisms leading to the relationships between the climate fields are con-
trolled by the same processes”. Indeed, CCA is particularly suitable for our
purposes.

In our analysis we adopt the method of Barnett and Preisendorfer (1987)
in which an EOF analysis is conducted prior to the CCA, retaining only a
few leading EOFs, in order to remove part of the random noise from the data.
More specifically, after conducting the EOF analysis on the anomalies, with
respect to the pre-industrial period, of Mean Sea Level Pressure (MSLP)
and T 2M, we select the first eight Principal Components (PCs) of both the
variables in winter, and the first eight and twelve principal components of,
respectively, MSLP and T 2M in summer. In this way, in both the cases,
the selected PCs will explain approximately 80% of the total variance in the
original datasets. We then apply the CCA analysis on the retrieved PCs.

5.4 Model and Proxies Behaviour

In a first instance, we directly investigate the anomalies between the model
results and the pollen-based reconstructions.

Fig. 5.2 and 5.3 present, respectively, the winter and summer seasonal
temperature anomalies between the two datasets. These are calculated after
upscaling the CCLM results on the grid of the pollen-based reconstructions
for every time slice of the mid-to-late Holocene, by bilinear interpolation.
Additionally, they are accompanied by the maps of the corresponding pollen
uncertainties.

In winter generally colder conditions are reproduced by the model over
northern continental Europe, with slightly warm biases over most of the
South (Fig. 5.2). In Scandinavia a negative bias is present at 6000 and 5000

57



BP, after which the situation then reverses. In this case, the bias is indicative
of a different temporal evolution of the two datasets over the area. The
largest anomalies (in some cases up to ∼ 4oC) are present over northeastern
Europe (likely related to high pollen-data uncertainty partly due to the fact
that seasonal values derived from pollen in this area are biased towards the
winter season) and Turkey.

In Summer CCLM results present positive anomalies over most of the
domain, with particularly pronounced values (in some cases larger than
3oC) over different parts of southern Europe and the Mediterranean Basin
(Fig. 5.3). It is evident that the anomalies decrease from 6000 to 1000 BP,
following the insolation trend. We have to acknowledge the fact that even if
summer uncertainties are smaller than winter ones, in some cases, in partic-
ular over southern Europe, they are still remarkable (∼2.5o). Additionally,
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Figure 5.2: (Left) Maps of winter 2 meters temperature anomalies between CCLM
results and the Pollen-based reconstructions of Mauri et al. (2015) for the different time
slices of the mid-to-late Holocene. (Right) Standard error of winter temperature seasonal
mean derived from the pollen-based reconstructions of Mauri et al. (2015) for each time
slice of the mid-to-late Holocene.
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Figure 5.3: (Left) Maps of summer 2 meters temperature anomalies between CCLM
results and the Pollen-based reconstructions of Mauri et al. (2015) for the different time
slices of the mid-to-late Holocene. (Right) Standard error of summer temperature seasonal
mean derived from the pollen-based reconstructions of Mauri et al. (2015) for each time
slice of the mid-to-late Holocene.

for both the seasons there is a progressive reduction of the uncertainties from
6000 to 1000 BP, reflecting an improvement in the accuracy of the datation
of the samples closer to present day.

In addition to the previous analyses, the maps of the trends in temper-
ature anomalies are presented in Fig. 5.4. They show the slope of the mid-
to-late Holocene linear trends of temperature anomalies with respect to the
pre-industrial period, calculated at every grid box by means of a weighted
least squares method, taking into account the contribution of the different
uncertainties. The points for which the trends are not significant, according
to an F-test at a significance level of 10%, are masked out in grey. From
these maps we see that, in winter, even if over part of southern Europe the
two datasets present similar trends, their behaviour is different in the North:
CCLM results show no significant trend (Fig. 5.4a), while the pollen-based
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Figure 5.4: Mid-to-late Holocene temporal evolution of the anomalies, with respect to
the pre-industrial period, of near-surface temperature of winter (first row) and summer
(second row) seasonal means. Values from the CCLM simulations are presented on the
left and the ones from the pollen-based reconstructions of Mauri et al. (2015) on the right.
The maps show the slopes of the linear trends calculated, for every grid box, taking into
consideration the uncertainties associated to the two datasets by means of a weighted least
squares method. The area masked out in grey indicates the area where the trends are not
significant, according to an F-test at a significance level of 10%.
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reconstructions present significantly decreasing temperatures over a consid-
erable part of the domain (Fig. 5.4b). In particular, over Scandinavia, while
the pollen-based reconstructions show a strong, significant cooling trend, no
significant trend is evident for the model results.

Conversely, in summer, the model results are characterized by a negative
trend over most of the domain (Fig. 5.4c), highly correlated to changes in
insolation. The pollen data, instead, show a significant negative trend similar
to the CCLM results over part of northern Europe only, and an opposite
positive trend over most of southern Europe (Fig. 5.4d).

5.5 Changes in Atmospheric Circulation

Changes in atmospheric circulation have often been suggested as possible
drivers of temperature evolution during the mid-to-late Holocene winters and
summers (Bonfils et al., 2004; Braconnot et al., 2007b; Fischer and Jungclaus,
2011; Mauri et al., 2014). In order to obtain further insights into the causes
of the evinced model bias, in a second step we investigate simulated changes
in atmospheric circulation and their effects on the evolution of near-surface
temperature, by means of CCA. The analysis is conducted on the anomalies,
with respect to the pre-industrial period, of seasonal values of MSLP and T
2M. Fig. 5.5 and 5.6 show the first two canonical pairs of patterns with the
largest canonical correlation for both winter and summer.

The MSLP pattern explaining most of the variance, in winter, resembles
the NAO (Fig. 5.5c). The model seems to reproduce well the spatial pattern
of the NAO when compared to other studies (Gómez-Navarro et al., 2015).
Nevertheless, the trend of the temporal evolution of its expansion coefficients
(Fig. 5.7c), seems not to be pronounced enough in order to reproduce a
response in temperatures comparable with the respective results of pollen
data. Additionally, the value of the canonical correlation, even if high, is
slightly smaller than the one of a secondary mode of atmospheric variability,
in this case represented by a blocking system centered over the Baltic Sea.
The trend of the expansion coefficients of this pattern is again not particularly
pronounced (Fig. 5.7a). As a result of the combined effects of the evinced
patterns of atmospheric variability, the CCLM temperature trends will be
significant only over part of Southern Europe.

In summer, the first CCA pair (Fig. 5.6a, 5.6b) is highly related to changes
in insolation (Fig. 5.1, 5.7b). It is key to note that the first canonical pattern
of summer MSLP anomalies seems to be a proper product of this particular
case study and is most likely due to the different response of land and sea
masses to the changes in insolation. Even if it implies changes in circula-
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Figure 5.5: First (a, b) and second (c, d) canonical correlation pattern pairs of MSLP
(left) and T 2M (right) in winter, calculated accordingly to the Barnett and Preisendorfer
(1987) method. Each panel illustrates the percentage of variance explained by the patterns
and the canonical correlation associated with the pair. The results are calculated for the
mid-to-late Holocene, from 6000BP to pre-industrial times. Note that the MSLP has been
obtained directly from the driving GCM, since the window of interest lies outside the RCM
domain. For both the variables the analysis has been conducted on the standardized anoma-
lies with respect to the pre-industrial period. Red (blue) areas indicate positive (negative)
correlations, for each grid point, between the data and the corresponding canonical score
series.
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Figure 5.6: First (a, b) and second (c, d) canonical correlation pattern pairs of MSLP
(left) and T 2M (right) in summer, calculated accordingly to the Barnett and Preisendorfer
(1987) method. Each panel illustrates the percentage of variance explained by the patterns
and the canonical correlation associated with the pair. The results are calculated for the
mid-to-late Holocene, from 6000BP to pre-industrial times. Note that the MSLP has been
obtained directly from the driving GCM, since the window of interest lies outside the RCM
domain. For both the variables the analysis has been conducted on the standardized anoma-
lies with respect to the pre-industrial period. Red (blue) areas indicate positive (negative)
correlations, for each grid point, between the data and the corresponding canonical score
series.
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tion, we do not see any particularly prominent dipole structure characteristic
of other well-known circulation patterns for the region. Its effects on tem-
perature are particularly high on the Atlantic Coast of continental Europe,
resulting in a smoothing of the trend of summer temperature over this region.

In the second CCA pair, the pattern of the MSLP (Fig. 5.6c) resembles
the positive phase of the summer NAO (Folland et al., 2009). The trend
(Fig. 5.7d) of its expansion coefficients is again not particularly pronounced.
As a consequence, the changes in the corresponding temperature pattern
(Fig. 5.7d) are also not paticularly strong. Even if, according to the pattern
of changes in temperature arising from the pollen-based reconstructions, the
hypothesis of Mauri et al. (2015) of a major influence of secondary modes of
atmospheric variability, such as the Scandinavian high, seems to be plausible,
based on the model results and on the evidence of other studies (Bonfils et al.,
2004; Starz et al., 2013) we suggest that in summer, during the mid-to-late
Holocene, the changes in circulation alone would not have been enough to
explain the variations in near surface temperature, as reconstructed from the
proxies.

While over northern Europe the relatively good agreement between the
temperature of the two datasets over part of the domain suggests that for this
region the insolation is probably the main driver of changes, for southern Eu-
rope, however, the role of land-atmosphere coupling needs to be considered,
as also suggested in other studies (Seneviratne et al., 2006).

According to Bonfils et al. (2004) and Starz et al. (2013), over south-
ern Europe, the presence of more moisture in the soil during mid-Holocene
summer, due probably to more early spring precipitation, is responsible, as
a direct effect of higher insolation, for cooler conditions due to stronger la-
tent heat transfer. According to the mentioned studies and to the previously
presented analyses of model’s heat-fluxes, we support this interpretation and
suggest that the reason why the model does not manage to capture this trend
could be most probably related to a wrong simulation of soil-atmosphere heat
exchanges. As previously discussed in Sec. 3.1, model deficiencies in the rep-
resentation of soil-atmosphere fluxes for this area leads to an underestimation
of evaporation and, consequently, to drier and warmer conditions. Further
experiments, with improved soil properties, are indeed necessary in order to
better reproduce soil moisture content, and to obtain more robust results for
the comparison against reconstructions.

It is important to mention that the behaviour of the mid-to-late Holocene
summer temperature over Europe has been highly debated during recent
years. While a dipole behaviour between southern and northern Europe has
been suggested by several studies based on pollen analyses (Cheddadi et al.,
1996; Davis et al., 2003; Huntley and Prentice, 1988; Mauri et al., 2015;
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Figure 5.7: Mean values of the Canonical score series of the first two pairs of Canonical
Correlation patterns of MSLP and T 2M for winter (a, c) and summer (b, d) seasonal
mean anomalies with respect to the pre-industrial period.
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Prentice et al., 1998) and others relying on a combination of different prox-
ies, such as the one of Magny et al. (2013), which suggested a North-South
paleoclimatic contrast in the central Mediterranean during the Holocene,
other studies argued against such hypothesis. In particular, Osborne et al.
(2000) proposed that reconstructions of summer temperature based on pollen
could be erroneous for the Mediterranean region, since here the vegetation
distribution is mainly limited by effective precipitation, rather than by sum-
mer temperature. The latter hypothesis should be taken into account for
the comparison between pollen-based reconstructions and model simulations.
Nevertheless, additional investigations have shown that when directly com-
pared to the pollen record, the mid-Holocene vegetation simulated from the
output of climate models is way too dry over southern Europe, with an ex-
pansion of Mediterranean and steppe/desert vegetation and contraction in
forest cover, a direct consequence of simulated warmer conditions (Benito-
Garzon et al., 2007; Gallimore et al., 2005; Kleinen et al., 2010; Prentice
et al., 1998; Wohlfahrt et al., 2004).

Based on these considerations, recognizing the dataset of Mauri et al.
(2015) as a valuable source for the investigation of European temperature
evolution during mid-to-late Holocene, we acknowledge the fact that joint
efforts from specialists of different disciplines are still required in order to
further clarify possible uncertainties.

5.6 Other Modelling Studies

An important benchmark for the comparison of our results against other
modelling studies is represented by the outcomes of the PMIP3 experiment
(Braconnot et al., 2011), for which several simulations have been performed
for the mid-Holocene and the pre-industrial time, with different coupled cir-
culation models. Here, we focus our attention on the results of twelve of the
PMIP3 simulations. Specifically, we perform a direct comparison of the re-
gional mean of winter and summer near-surface temperature calculated over
northern and southern Europe for the PMIP3 simulations as well as each
of ours. The results are presented in Tab. 5.1. The corresponding values
derived from the pollen-based reconstructions are also included in the ta-
ble. Two main features arise from such analysis: first of all common positive
anomalies (∼ +1oC) over southern Europe in summer for all the models are
evident, while the reconstructions present a negative value (∼ −1.2oC). This
indicates that the temperature differences are positive in the model simula-
tions as a result of the higher summer insolation at the mid-Holocene than
at the pre-industrial period. Additionally, another feature that seems to be
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Table 5.1: Comparison of regional means of winter (left side) and summer (right side)
temperature anomalies, between 6000BP and the pre-industrial period, from different sim-
ulations of the PMIP3 experiment and as represented in the ECHO-G, the ECHAM-5 and
the CCLM simulations. The corresponding values calculated from the pollen-based recon-
structions are also provided. The region considered covers the area in between 55o:72oN
and -10o:40oE (northern Europe), and 35o:50oN and -10o:40oE(southern Europe). Units
are oC.

Model Winter Summer
North South North South

BCC-CSM1-1 1.09 -0.20 1.62 1.15
CCSM4 -0.68 -0.49 0.97 1.25
CCSM4 -0.63 -0.30 1.24 1.48
CNRM-CM5 1.43 0.29 1.30 1.22
CSIRO-Mk3-6-0 0.70 0.20 1.27 1.75
FGOALS-g2 0.22 -0.99 0.42 0.47
FGOALS-g2 -1.16 -0.21 0.94 1.31
GISS-E2-R 0.43 -0.07 1.25 0.47
IPSL-CM5A-LR 0.58 0.05 1.27 1.32
MIROC-ESM 0.17 -0.48 0.88 1.35
MPI-ESM -0.47 -0.35 1.28 1.13
MRI-CGCM3 0.25 -0.16 1.04 1.25
CCLM 0.87 -0.23 1.33 0.75
ECHAM5 0.80 -0.37 1.33 0.71
ECHO-G -0.15 -0.21 1.39 0.73
Pollen 2.40 -0.66 0.58 -1.19

common to all the models is represented by the failure in representing winter
anomalies over both northern and southern Europe. This is attributable to
a wrong reproduction of changes in the amplitude of the NAO (Fischer and
Jungclaus, 2011; Strandberg et al., 2014). While some models present a value
similar to the one of reconstructions for southern Europe (∼ +0.5oC), in the
North the differences are significant, with the pollen-based reconstructions
presenting a warm temperature anomaly (∼ +2.5oC), and the models having
slightly positive values (between 0 and +1oC) in some cases, and negative
(down to ∼ −1oC) in all the others.
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5.7 Conclusions

In this chapter, the results of the mid-to-late Holocene CCLM simulations
are used in order to investigate the response of the climate system to changes
in the seasonal cycle of insolation, with the aim of proposing plausible phy-
isical interpretation of the mismatches arising in the comparison against the
reconstructions.

The results show that over southern Europe, winter temporal evolution
and spatial distribution of temperature in the two datasets are comparable.
Conversely, the model tends to reproduce generally colder conditions over
central and northern continental Europe. The analysis of atmospheric cir-
culation patterns suggests that this bias is due to a different representation
by the model of the changes in circulation, as a result of reduced influence
of westerly winds and an increased importance of secondary modes of atmo-
spheric variability, such as a blocking system centered over the Baltic Sea
in winter. Additionally, in some areas, such as northeastern Europe, the
differences are most likely related to high uncertainties of the pollen data.

In summer, the simulated northern conditions agree well with the proxy
data over part of the domain. Their behaviour seems to be a direct response
to insolation changes. Conversely, while the model produces warmer summer
conditions over southern Europe at the mid-Holocene, in comparison to the
pre-industrial times, again mainly due to insolation changes, the pollen data
exhibit an opposite trend. According to the results of previous works and
to the analysis of atmospheric dynamics, we suggest that this behaviour is
mainly due to a higher partition of radiation towards latent heat. This results
in a cooling effect of the surface that the model is not able to reproduce due
to deficiencies in the representation of soil-atmosphere heat fluxes over the
area. The comparison against previous studies shows that the evinced bias
is not only inherent to this research, but it is also a common feature of other
climate models. Nonetheless, it is important to mention that the validity
of reconstructions of European summer temperature over the Mediterranean
region based on pollen data has been highly questioned in recent years. Even
though several evidences confirmed the reconstructed trend of temperature
over the area from 6000BP to present day, further investigations are still
necessary in order to further clarify possible uncertainties.

This work sets the basis for further investigations: in particular a set of
new simulations with improved radiation schemes, soil properties and land
use could lead to important contributions to climate modelling and, conse-
quently, to the improvement of future climate change projections.
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Chapter 6

Mid-to-Late Holocene
European Vegetation Changes

”Memories are the key not to the past, but to the future. ”
- Corrie Ten Boom -

6.1 Introduction

In this chapter, using the results of the CCLM simulations, we investigate
the evolution of vegetation distribution in Europe during the mid-to-late
Holocene. For the achievement of this goal we use a bio-equilibrium vegeta-
tion model.

Using different climatic factors as input, bio-equilibrium vegetation mod-
els determine the dominant plants of a given geographical area. Their simple
design makes them a particularly useful tool for the study of time-slices, re-
quiring 10 to 100 times less resources in terms of storage space and computing
power than more complex vegetation models, such as Dynamical Vegetation
Models (DVM) (Bond-Lamberty et al., 2005; Kaplan et al., 2003; Pearson and
Dawson, 2003). While a DVM is particularly suitable for the study of periods
in which the climate changes rapidly and where the ecosystem “memory” is
crucial, equilibrium models are more appropriate for the analyses of “time
slices” where an equilibrium approximation is satisfactory (Kaplan et al.,
2003).

In our study we employ the off-line version of the BIOME4 model of Ka-
plan et al. (2003), in order to translate climate model outputs from the mid-
to-late Holocene CCLM experiment (specifically the seasonal cycle of tem-
perature, precipitation, and solar radiation) into biome distributions. Such
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an approach has two specific advantages: the first is that it groupes climate
data into a small number of biomes producing a practical and informative
overview of the mid-to-late Holocene CCLM simulations (Haywood et al.,
2002). Secondly, it constitutes an alternative method for the comparison of
model-simulated climate with estimates of palaeoclimate derived from fossil
pollen.

After providing a brief description of biomes and plant functional types,
in this section we present a review of previous studies on the mid-to-late
Holocene vegetation changes over Europe. Successively, we introduce the
BIOME4 model structure and its development history. Finally, after a de-
scription of the experimental setup, we discuss, first, the results of a test of
model performance for present-day and, successively, the ones of the mid-to-
late Holocene potential natural vegetation simulations. The reconstructions
of the BIOME6000 project (Prentice and Jolly, 2000) are used as a bench-
marck for the comparison of model’s results.

6.2 Biomes and Plant Functional Types

A biome is defined as a major ecosystem spreading over a wide geographic
area, characterized by different plants and animals adapting to its environ-
ment (Cain et al., 2014). Biomes are defined by abiotic factors such as climate
regimes, soil and orgraphic features. Temperature, soil characteristics, and
the amount of light and water availability help to determine what life exists
in a biome. Biomes may migrate as the climate changes. One of the most
important case in Earth’s history is represented by the green Sahara. Ten
thousand years ago, parts of north Africa was covered with abundant vegeta-
tion and crossed by flowing rivers. Hippopotamuses, giraffes, and crocodiles
populated the area. Gradually, the area became more arid. Today this region
is part of the Sahara Desert, the world’s largest desert.

The concept of biome is the basis on which different bio-equilibrium mod-
els have been developed during recent decades. One of the first of these mod-
els is the BIOME model of Prentice et al. (1992). Biome models allow the
results of climate simulations to be translated into maps of potential natu-
ral vegetation. They have been employed in several studies of past, present
and future vegetation distribution, with noteworthy results (Harrison and
Prentice, 2003; Huebener and Körper, 2013; Kaplan et al., 2003; Salzmann
et al., 2008). Underpinning all biome models is the concept of Plant Func-
tional Type (PFT). PFTs are broad classes of plant defined by stature (e.g.
tree/shrub), leaf form (e.g. broad-leaved/needle-leaved), phenology (e.g. ev-
ergreen deciduous), and climatic adaptations. Biome models assign to each
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PFT specific characteristics. Successively, according to the environmental
conditions given as input, the models select, first, those PFTs that could
survive and grow under the given conditions and, then, among these PFTs,
the one that could dominate (Prentice et al., 1996). Biomes are then defined
according to which PFT(s) are dominant.

The PFT concept can also be applied directly to paleoecological data,
such as pollen and plant macrofossil records, in order to derive maps of
palaeobiome distributions. One of the most important study in this sense is
the one of Prentice et al. (1996). More specifically, they developed a method
for “biomization” using modern pollen data from surface samples in Europe
as a test and applied it to 6 ka1 pollen data. The use of this method allowed
palaeobiome maps derived from data, and palaeobiome maps simulated from
AGCM experiments, to be compared systematically. Such comparisons pro-
vided a powerful test of climate change prediction methodology.

6.3 Reconstructions of the Mid-to-Late

Holocene European Vegetation

Climate is the major determinant of present broad-scale patterns of distri-
bution and abundance of vegetation (Huntley et al., 1989). The changes
in vegetation distribution during the Holocene are therefore likely to reflect
broadscale paleoclimate change (Prentice, 1986; Webb III, 1986) providing
an indication of the large-scale dynamics of European vegetation in response
to large-scale changes in climate.

Many studies have tried to reconstruct Holocene European vegetation
both at the regional (Andrič and Willis, 2003; Collins et al., 2012; Huntley,
1990; Jalut et al., 2009; Odgaard and Rasmussen, 2000) and at the local
scale (Berglund et al., 1996; Fyfe et al., 2003; Lotter, 1999; Magny et al.,
2003; Mercuri et al., 2012; Noti et al., 2009; Pérez-Obiol et al., 2011; Roberts
et al., 2011; Tanţău et al., 2011). European biome distributions for the
mid-Holocene (Gallimore et al., 2005) or the pre-industrial period (Prentice
et al., 2011) have also been modelled based on climate model output, and
have been used for data-model comparisons against pollen-based vegetation
reconstructions (Prentice et al., 1996, 1998).

One of the first attempts of reconstructing the mid-to-late Holocene Euro-
pean vegetation was made by Huntley (1990). Through multivariate analysis
of an extensive palynological database they produced maps for selected time-
slices. Their goal was to outline the major features of the vegetation history

11 ka=1000 14C-years before present
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of Europe during this time, particularly considering the extent to which com-
positional changes have occured within broad-scale vegetation units. Huntley
et al. (1993), using empirical pollen-based classification rules, also produced
simple paleovegetation maps and semi-quantitative inferences about paleo-
climate from pollen data. Using an objective biome reconstruction (biomiza-
tion) based on the work of Prentice et al. (1996), Prentice and Webb III
(1998) obtained a 6000 yr BP biome map directly from pollen data. This was
successively used for the comparison against BIOME model results derived
from climate simulations. Gachet et al. (2003) proposed a new probabilistic
approach for the use of pollen indicators for plant attributes and applied it to
reproduce the mid-Holocene European biomes distribution from pollen prox-
ies. They confirmed the results of previous studies showing an extension of
deciduous forest to the north, east and south of Europe, explained by milder
winters in western and northern Europe, and cooler and wetter climate in
the Mediterranean region for 6000 BP. Cheddadi and Bar-Hen (2009) used
functional principal component analysis on 216 European pollen records in
order to evaluate the patterns of vegetation change over the last 14000 years.
One of the most important case study in which vegetation dynamics across
the whole of Europe for the entire Holocene have been investigated, is rep-
resented by Davis et al. (2015). They assessed overall changes in potential
natural vegetation using a revised biomisation method based on the previous
work of Prentice et al. (1996) and Prentice and Webb III (1998). To recon-
struct continental-scale vegetation patterns, they grouped pollen taxa into
PFTs. In this way they managed to employ a very large number of pollen
data (1,869 out of 2,390 pollen taxa present in their database), by combining
ecologically similar taxa across diverse geographic regions, additionally re-
ducing issues related to the use of pollen data processed and made available
by a wide range of individuals and projects. The method showed several im-
provements over that of its predecessors Prentice et al. (1996) and Prentice
and Webb III (1998).

Different attempts have been conducted in order to reproduce changes
in the mid-to-late Holocene European vegetation based on the results of cli-
mate models. In addition to the already mentioned studies (Gallimore et al.,
2005; Prentice and Webb III, 1998; Prentice et al., 2011), Huntley and Pren-
tice (1988) showed that the early Cooperative Holocene Mapping Project
(COHMAP, Anderson et al. (1988)) simulations of July and January con-
ditions at 9000, 6000 and 3000 BP, showed only certain qualitative points
of similarity with well-established features of the European paleoecological
records (Prentice and Webb III, 1998).
More recently, Brewer et al. (2009) investigated the mid-to-late Holocene con-
ditions under a set of different past climate scenarios and sensitivity studies
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with a global vegetation model. They used as a testbed for comparison with
model results, the data of the BIOME6000 project (Prentice and Jolly, 2000).
In the next paragraph we try to give an overview of changes in European veg-
etation during the mid-to-late Holocene as reconstructed from some of the
mentioned studies.

6.3.1 Reconstructed Patterns

In general, reconstructions of the distribution of vegetation at the mid-
Holocene suggest less pronounced climatic differences than present-day, be-
tween northern and southern Europe (Brewer et al., 2009; Davis et al., 2015).

During the mid-to-late Holocene in northern Europe there was first a
large northward advance of temperate deciduous forest replacing what is
today tundra and boreal forest, and then a southward retreat: this followed
a general poleward shift in forests seen across high latitudes (Prentice et al.,
1998). In central Europe evidence has shown that there was a generally
spatial stability of forest biome distribution (Cheddadi and Bar-Hen, 2009;
Davis et al., 2015), while a subtle advance and retreat of the southern limit
of temperate deciduous forest relative to the non-forest biomes characterized
southern Europe during the same period (Cheddadi and Bar-Hen, 2009; Davis
et al., 2015; Huntley, 1990; Prentice et al., 1996; Prentice and Jolly, 2000).

In the North, changes during the mid-to-late Holocene consisted in a
reorganization of biomes, with temperate deciduous forest dominating in the
middle Holocene, and cool mixed forest and taiga replacing them in the
late Holocene (Prentice and Webb III, 1998). Temperate deciduous forests
extended up to central Sweden in the mid-Holocene, displacing cool mixed
and cool conifer forests. Taiga was present only in northern Russia, and its
place was largely replaced by cold mixed forests and cold deciduous forests
(Gachet et al., 2003). The tundra biome (boreal grassland) was restricted to
a few sites in north-east Finland and western Siberia. Such dynamics reflect
a trend in climate to a mid-Holocene optimum, followed by late Holocene
cooling over the area, as described by Prentice and Webb III (1998) and
Davis et al. (2003).

In central Europe, throughout the Holocene, after the cold mixed forest
and taiga disappeared in an early period, the main biomes were temperate
deciduous and cool mixed forests, present in roughly consistent proportions
(Davis et al., 2015). The lack of significant changes in biome types, distribu-
tion and abundance over central Europe during the Holocene, suggests that
the climate of the area most likely remained stable in the considered period
(Davis et al., 2003).

In southern Europe, changes consisted of an expansion of temperate de-
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ciduous forest in the middle Holocene, replaced then by warm mixed for-
est, xerophytic wood/scrub, and warm and cool steppe in the late Holocene
(Collins et al., 2012; Gachet et al., 2003). The non-forest steppe biomes de-
creased in relative abundance from the early to the mid-Holocene, and then
increased, while the xerophytic non-forest biome maintained a relatively con-
stant abundance throughout the Holocene (Davis et al., 2015; Gachet et al.,
2003).

In the Mediterranean region, especially in Spain, Greece and Turkey,
there was an expansion of woodland from the early to the mid-Holocene
(Davis and Stevenson, 2007; Huntley, 1990; Huntley and Prentice, 1988),
with greater presence of temperate deciduous forest and a general reduction
in the extent of grass and shrubland. Successively, cool forest was replaced
by xerophytic vegetation (Cheddadi et al., 1996; Prentice et al., 1996). The
replacement of today’s xerophytic vegetation in the Mediterranean region
by temperate forests at 6 ka implies a combination of colder than present
winters, and wetter than present conditions during the growing season over
the area (Cheddadi et al., 1996; Davis et al., 2003; Prentice et al., 1996).

6.3.2 Human Impact

Huntley (1990), Huntley and Prentice (1988), Bartlein and Prentice (1989),
Mauri et al. (2014), Strandberg et al. (2014), Trondman et al. (2015) and
Gaillard-Lemdahl and Berglund (1998) have discussed the extent to which
broad-scale vegetation changes in Europe during the Holocene may have been
a consequence of human impact, rather than primarily determined by climate
change. They have concluded that the magnitude, geographical extent, and
nature of the observed changes are consistent with the hypothesis that cli-
mate change is their ultimate determinant. Human disturbance has likely
facilitated these changes at a local scale in some cases, but has not in general
determined their direction or rate. In support of such hypothesis, the main
reconstructed vegetation transitions over Europe are synchronous with those
identified in North America during the Holocene which suggests that they
were primarily driven by large-scale atmospheric circulation (Gajewski et al.,
2006) and that human impact became more detectable only in more recent
times. According to Davis et al. (2015), Collins et al. (2012) and Gaillard
et al. (2010), at the mid-Holocene, humans had not yet begun to signifi-
cantly alter the natural environment at the continental scale. They suggest
that influence of human activities became more relevant after 5000 and 4000
years BP, and significantly important only after 1500 years BP, when human
activity increased as the result of human population growth (Fig. 6.1).

Important to mention is the fact that the biomisation method of Prentice
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et al. (1996), upon which most of the data and the methods employed in this
study are built, was developed in order to recostruct maps of vegetation in
equilibrium with climate and is expected to be relatively unbiased by human
activity (Davis et al., 2015). The biomisation method is based on the concept
of potential natural vegetation, representing the vegetation that would be
expected given environmental constrains such as climate, geomorphology or
geology, without human interference.

6.4 The BIOME4 Model

6.4.1 Model Structure and Development

The BIOME4 model (Kaplan et al., 2003) is the most recent version of a set of
bio-equilibrium vegetation models based on physiological processes regulating
the growth and regeneration of different plant functional types. Physiological
tresholds are calculated via the use of limiting factors for plant growth, such
as monthly averages of temperature, precipitation, relative sunshine and ab-
solute minimum temperature. In addition, the model uses information on
soil texture and soil depth and a global survey of rooting depth (Canadell
et al., 1996; Haxeltine and Prentice, 1996; Jackson et al., 1996).

The BIOME4 model has been developed based on previous versions of
biome models (Prentice and Webb III, 1998; Prentice et al., 1992, 1993).
With respect to its predecessors, the BIOME4 has additional PFTs for tun-
dra climates and is able to better reproduce the impact of differing atmo-
spheric CO2 concentrations on plant growth (Kaplan et al., 2003). To min-
imise any model bias, the BIOME4 model has been thoroughly validated
against vegetation distribution, productivity and other biogeochemical data
for present-day and the recent past, with satisfactory results (Kaplan et al.,
2003). Known biases in the BIOME4 model relate to the precise location of
the forest-grassland boundary in temperate and subtropical latitudes (Ka-
plan et al., 2003).

The BIOME4 model simulates the vegetation of the Earth in 28 biomes
which are representative of a broad admixture of plant types based on physi-
ological factors such as composition, phenology and climate regime (Kaplan,
2001). Fig. 6.2 presents the European biomes distribution for the period
1961-1990 as simulated by the BIOME4 model driven by the CRU clima-
tology (Harris et al., 2014). The model is run globally at a 0.5o resolution
and is based on 12 PFTs representing physiologically distinct classes, from
arctic/alpine cushion forbs to tropical evergreen trees (Kaplan, 2001). For
each PFT bioclimatic limits are fixed (Tab. A1), determining whether or
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Figure 6.1: Reconstructions of the spatial extent of permanent and non-permanent
agriculture for seven time slices of the Holocene . The reconstructions are based on archae-
ological maps of the spread of different societal forms, History Database of the Global En-
vironment version 2.0 (Hyde 2.0 (Goldewijk, 2001)) for the last 300 years, global changes
in population, and an estimate of land suitability. The figure is adapted from Gaillard
et al. (2010).

not the specific PFT Net Primary Productivity2 (NPP) should be calculated
(Kaplan, 2001). The main computational part of the model consists in a

2representing how much carbon dioxide vegetation takes in during photosynthesis minus
how much carbon dioxide the plants release during respiration
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coupled carbon and water flux scheme based on the simulation of soil water
balance, canopy conductance, photosynthesis, and respiration. This scheme
determines, for any given PFT, the Leaf Area Index (LAI) maximizing NPP
(Kaplan, 2001), according to a series of environmental factors such as vari-
able soil texture with depth and seasonal patterns in precipitation, as well as
the concentration of atmospheric CO2 (Kaplan, 2001). For every grid box,
the woody PFT with the maximum annual NPP is generally considered the
dominant PFT. An exception is represented by those cases for which, due to
soil moisture constraints, grass or mixtures of grass and trees are expected
to dominate. Successively, the boundaries between forests, savannas, and
grasslands are assigned according to semi-empirical rules based on inferred
fire risk and the balance of NPP between trees and grasses. Finally, for each
grid cell, the model orders the tree and non-tree PFTs in terms of NPP,
LAI and mean annual soil moisture and uses the semi-empirical rule-base to
assign one of the 28 biomes (Kaplan, 2001).

6.4.2 Experimental Setup

The model setup consists in providing the decadal monthly means of near
surface temperature, total cloud cover and precipitation, together with the
absolute minimum temperature, for the period under investigation. Addi-
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Figure 6.2: European biomes distribution for the reference period 1961-1990, as sim-
ulated by the BIOME4 model driven by the CRU climatology (Harris et al., 2014).
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tionally, the CO2 concentration values have to be set accordingly to the
values characteristic of each period of study.

The experimental framework consists of two experiments: the first one for
present-day conditions and the second for the mid-to-late Holocene. In the
first case, the main goal is to test the performance of the off-line vegetation
model. For this purpose, the BIOME4 model is driven by a 30-year climatol-
ogy for the period 1961-1990, derived from the CRU dataset (Harris et al.,
2014). This step is of fundamental importance in order to properly interpret
CCLM driven results, allowing to discriminate between the vegetation and
the climate model bias. Additionally, since no up-to-date guide on the use
of the model exists, in this way we can test whether the model configuration
we adopt leads to results that are consistent with the ones of other studies.

Once that the performance of the stand-alone version of the vegetation
model is tested, in a second step we use the output of the CCLM simulations
in order to investigate the effect of the simulated climate changes on the
mid-to-late Holocene European vegetation distribution. For this purpose we
apply the Delta-change method, which has previously been employed in other
studies (De Castro et al., 2007; François et al., 1999; Huebener and Körper,
2013). First, we select a climatology derived from an observational dataset
and covering a 30-year period, as close as possible to the pre-industrial times.
Then, we calculate the anomalies between the simulated climatic conditions
for the different mid-to-late Holocene time-slices and the pre-industrial pe-
riod. Finally, we add such anomalies to the reference climatology and use the
results in order to derive the biome maps for the different time-slices of the
mid-to-late Holocene. In this way we are able to estimate how the climate
changes simulated by the CCLM reflect into vegetation changes.

As a first step, all the data are upscaled by means of bilinear interpo-
lation to the original 0.5o regular grid of the BIOME model. Successively,
monthly anomalies are calculated for each parameter required as the simu-
lated mid-to-late Holocene time-slice climate less the pre-industrial climate.
The anomalies are then added to a climatology for the period 1901-1930 de-
rived from the CRU dataset (Harris et al., 2014), in order to obtain corrected
fields, as described in François et al. (1998), François et al. (1999), Kaplan
et al. (2003), Huebener and Körper (2013) and De Castro et al. (2007). This
procedure may produce negative values of precipitation and total cloud cover.
In order to avoid non-physical situations, the points for which negative pre-
cipitaton and total cloud cover values are obtained, are given a value of zero.
Additionally, atmospheric CO2 concentration values for every time-slice are
set according to the values of Flückiger et al. (2002) reported in Section 3.

The BIOME6000 database (Prentice and Jolly, 2000) is used as a bench-
mark for the comparison of the results. The database contains global maps
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describing the vegetation pattern at 6000+/-500 yr BP, the last glacial max-
imum and a reference for present day. Huntley and Birks (1983), Huntley
(1990), Gliemeroth (1997) and Davis et al. (2015) already attempted to map
and quantify vegetation dynamics across the whole of Europe for the en-
tire Holocene. Unfortunately, such studies either used a complete different
approach or a different biomes classification with respect to the ones em-
ployed in this study, making a direct comparison difficult. The names of the
BIOME6000 dataset are instead standardised using names mostly consistent
with the BIOME4 model. For this reason, even though it only contains infor-
mation for a single time slice of the mid-to-late Holocene, the BIOME6000
dataset is particularly suitable for our purposes. Although the BIOME6000
database is built to be consistent with the BIOME4 model, it includes some
additional biomes defined for a total amount of 40 ( against the 28 of the
BIOME4 model). These are successively classified into 9 broader units (mega-
biomes). The model simulates far fewer PFTs, and hence discriminates far
fewer biomes, than the palaeodata allow. In order to facilitate direct com-
parison with model output, we group the biomes of the BIOME4 model into
the same mega-biomes on the basis of their structure and functioning, follow-
ing the classification of Harrison and Prentice (2003). More details on such
classification are reported in Tab. 6.1.
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Table 6.1: BIOME4 biomes re-classification into the corresponding mega-biomes
broader units of the BIOME6000 database (Prentice and Jolly, 2000). In bracket the
short name of each mega-biome that is employed in our analysis.

Biomes Mega-biomes

Tropical Evergreen Forest TROPICAL FOREST (TRF)
Tropical Semi-Deciduous Forest
Tropical Deciduous Forest

Warm Mixed Forest WARM-TEMPERATE FOREST (WTF)

Temperate Deciduous Forest TEMPERATE FOREST (TEF)
Temperate Conifer Forest
Cool Mixed Forest
Cool Conifer Forest
Cold Mixed Forest

Evergreen Taiga/Montane Forest BOREAL FOREST (BOF)
Deciduous Taiga/ Montane Forest

Tropical Savanna SAVANNA (SVN)
Temperate Sclerophyll Woodland
Temperate Broadleaved Savanna
Open Conifer Woodland

Tropical Xerophytic Shrubland GRASS (GRS)
Temperate Xerophytic Shrubland
Tropical Grassland
Temperate Grassland
Boreal Parkland

Desert DESERT (DES)
Barren

Steppe Tundra TUNDRA (TUN)
Shrub Tundra
Dwarf Shrub Tundra
Prostrate Shrub Tundra
Cushion-forbs, lichen and moss
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6.5 Results

6.5.1 Present Day

Fig. 6.3a presents the vegetation patterns (mega-biomes) simulated by the
BIOME4 model driven by the CRU climatology for the period 1961-1990.
This is compared against the reconstructions of the BIOME6000 dataset for
the same period (Fig. 6.3b). Qualitatively, there is a general good agreement
between the two datasets, and the simulated large-scale pattern of vegeta-
tion seems to be consistent with the one of the observations. The largest
differences are evident over the Iberian peninsula, where the model simulates
a large area as savanna-like and dry shrubland biome, while the observa-
tions are characterized by grassland and warm-temperate forests. Addition-
ally, poor agreement is evident over Ireland and central England, where the
BIOME4 seems to reproduce drier vegetation types. Temperate forest ex-
tends over most of the domains in both the datasets. Also the transition
zone between the temperate forest and the Boreal forest in Scandinavia coin-
cides in both the cases. In southeastern Europe and the Black Sea area, both
the model and the observations reproduce a prevalent grassland-like biome.
A point-by-point comparison of the two datasets shows that model results
coincide with the reconstructions for approximately 80 % of the total number
of observations, in good agreement with the results of previous studies (Ka-
plan et al., 2003). The area where the model produces better results, with
respect to the observations, is central Europe, with an ∼ 85% agreement
between the two datasets.

6.5.2 Mid-to-Late Holocene

After testing the BIOME4 model performance for present-day conditions, we
analyse the results of the mid-to-late Holocene CCLM-driven simulations.
In this case, the results are in good agreement with the BIOME6000 proxy-
reconstructions only over part of the domain. Model results match the values
of reconstructions in approximately 60 % of the cases (Fig. 6.4). Good agree-
ment between model results and the BIOME6000 reconstructions is evident
over central Europe, most likely due to the relatively high number of prox-
ies available for this area, and to the fact that both the vegetation model
and the climate model proved to have the best performance over the area.
The analysis of southern Europe is more complicated, since the total num-
ber of proxies for the area is considerably low (∼30). Nevertheless, even
though the BIOME6000 reconstructions are outnumbered over this region,
the widespread of temperate forests and the displacement of arid and warm
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Figure 6.3: Maps of present day (1961-1990) mega-biomes distribution as simulated
by the BIOME4 model using the CRU climatology (Harris et al., 2014) (a) and as recon-
structed from the BIOME6000 database (Prentice and Jolly, 2000) (b). For the extended
name and description of the mega-biomes units see Tab. 6.1.

biomes at the mid-Holocene evinced from such data are in accordance with
the results of more recent and statistically consistent studies (Brewer et al.,
2009; Cheddadi and Bar-Hen, 2009; Collins et al., 2012; Davis et al., 2015).

Conversely, the BIOME4 results present a different situation over south-
ern Europe. In particular, the model simulates an excess of grassland and
savanna-like biomes with respect to the observations over Southeastern Eu-
rope and the Black Sea region (Fig. 6.4a). This behaviour is likely due to
general warmer conditions simulated by the climate model over the area, in
accordance with the results of previous Sections 3 and 5. Different behaviours
are also evident over Italy and the Iberic Peninsula, with the model simu-
lating drier vegetation. A better agreement is evident over part of northern
Europe. The main differences consist in a minor northward extension of tem-
perate forests over Scandinavia and the presence of warm mixed forests over
southern British Islands in the model results. In this case, differences in the
simulated climatic conditions are likely amplified by the bias proper of the
vegetation model.

Considering the simulations of the different time-slices of the mid-to-late
Holocene, changes in the broad scale pattern of vegetation are particularly
evident over Southern Europe (Fig. 6.5). A progressive remarkable spread
of savanna- and grass-like vegetation from 1000BP to the mid-Holocene is
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a) b)

Figure 6.4: Maps of the mid-Holocene (6000 BP) vegetation distribution as simulated
by the BIOME4 model driven by the outputs of the CCLM simulations (left) and as re-
constructed from the BIOME6000 database (Prentice and Jolly, 2000) (right). For the
extended name and description of the mega-biomes units see Tab. 6.1.

evident, reflecting the warm bias characteristic of the climate model over
the region. In the North, the changes consist in a northward extension of
temperate forest at the expenses of boreal forest. There is also a reduction
of tundra biomes. These changes are also amenable to increasingly warmer
conditions simulated by the climate model over the region from the late to
the mid Holocene.

Finally, in order to give a more quantitative estimate of the simulated
changes in vegetation distribution between different time-slices of the mid-
to-late Holocene, we calculate the differences in relative abundance of the
simulated biome at every latitude between 6000BP and 1000BP. Fig 6.6 shows
the differences of the relative biome abundance for every latitude between the
two considered time-slices. Particularly pronounced differences are present
over northern and southern Europe, where the changes in the simulated cli-
matic conditions were more remarkable. The most significant evidence is a
gradual shift from boreal to temperate forest from late-to-mid Holocene at
higher latitudes, and an increase of more than ∼ 30% of grass-like biomes
over the Mediterranean area for the same period, consistently with an in-
crease of the simulated temperatures over the area during the mid-to-late
Holocene.
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Figure 6.5: Maps of simulated mega-biomes of the mid-to-late Holocene time slices,
reconstructed utilizing the Deltha-method. For the extended name and description of the
mega-biomes units see Tab. 6.1.
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Figure 6.6: Zonal relative differences between the 6000BP and the 1000 BP simulated
mega-biomes. For the extended name and description of the mega-biomes units see 6.1.
The green (red) boxes indicate that at 6000BP, for that specific latitude, there was a higher
(lower) distribution of that corresponding biome with respect to 1000BP .

6.6 Conclusions

In this chapter we used the output of the CCLM simulations in order to re-
construct changes in the potential vegetation of Europe during different time
slices of the mid-to-late Holocene, by means of the BIOME4 bioequilibrium-
vegetation model of Kaplan et al. (2003). According to previous studies,
during the mid-to-late Holocene, spread of temperate forests characterized
Southern and Northern Europe, probably due to a reduction of the tempera-
ture gradient between the two area, with a climate milder over the North and
colder over the South with respect to present days. In our results the spread of
temperate forests at the mid-to-late Holocene seems to be mainly constrained
to Northern Europe. For the South, instead, a more grass/savanna-like veg-
etation is simulated at 6000 yr BP, contrasting with the evidence from proxy
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reconstructions of the BIOME6000 project (Prentice and Jolly, 2000). This
is related to significantly warmer conditions simulated by the climate model
over the area, as a direct response to changes in insolation. Most studies
(Braconnot et al., 2007b; Brewer et al., 2009; Prentice et al., 1996) did not
reconstruct the temporal evolution of European vegetation distribution dur-
ing the entirety of the mid-to-late Holocene. Our study represents the first
approach in which such reconstructions are carried out by using the outputs
of climate models. The obtained results represent a valuable benchmark for
future investigations.
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Chapter 7

A Case Study: Climate Trends
Changing Threads in the
Prehistoric Pannonian Plain∗

”A people without the knowledge of their past history, origin and culture is like a
tree without roots.”
- Marcus Garvey -

7.1 Introduction

In the recent decades, major interest has risen in the media concerning future
climate change and its possible impact on society. Adaptation and mitigation
policies became main discussion topics within scientific research.
Analysis of the past events are often referred to for predictions of the future
developments. Thus, archaeological and historical data can substantially
contribute to our understanding of climate change consequences and influence
on culture and society. Most importantly, the way civilization reacted or
adapted to different environmental conditions in the past, could give us vital
information on how to respond to the effects of recurred climate stress (Riede,
2014).

One of the main goals of our research was to develop an innovative frame-
work consisting of climate and vegetation models, together with a collection

∗The results presented in this chapter have been produced in collaboration with the
colleague Ana Grabundzija, from the Prehistoric Archaeology department of the Freie
Universität Berlin. The outcomes of the study have been published in the peer-reviewed
journal ”Documenta Prehistorica” (Grabundzija and Russo, 2016).
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of numerous proxy data, suitable for the investigation of archaeological case
studies. The advantage of this chain of different components is that it al-
lows to choose the most appropriate method in order to answer the specific
research questions addressed in every case. In this context, several multidisci-
plinary studies have been conducted. Outcomes of the ECHAM5 simulations
have been used for the investigation of changes in precipitation patterns over
Iran for different time slices of the mid-to-late Holocene. The results, pre-
sented in Fallah et al. (2015), suggested that when early Persians settled in
the Iranian Plateu at ca. 3700 BP, rainfall was probably enhanced over the
region. A collection of proxy data has been used in order to reconstruct
Holocene environmental conditions of Göbekli Tepe, an area of Anatolia for
which recent archaeological findings have revolutionized previous hypothe-
sis on the birth of religion (Curry, 2008). Results of the CCLM and the
BIOME4 model simulations have been used in order to investigate changes
in subsistence strategies of non-sedentary communities of the Black Sea area
between the 6th and the 5th millennium BP, even though, in this case, the
interpretation of the results was more challenging and further investigations
are still required.

In this chapter, we present the study of Grabundzija and Russo (2016), in
which the results of the ECHO-G transient run have been used to investigate
the textile revolution in the Pannonian Plain between the 7th and the 5th
millennium BP. This represents an interdisciplinary case study, incorporating
archaeological analysis and climate modelling results for the evaluation of the
effects of past climate change on cultural development, and in particular on
innovation and technology.

Giving first a general overview on the goal of the study, we provide fur-
ther details on prehistoric textile production, particularly focusing on the
description of the main materials considered in our analysis. Finally, after
describing the methodology employed, we present our results and conclude
with a general outlook of the study.

7.2 Scope of the Study

The Pannonian Plain is a region of central Europe enclosed within the Alps
on the West and the Carpathian Mountains on the East, and extending from
the southern borders of Serbia in the South to northern Hungary in the North
(Fig. 7.1). Previous studies have suggested that climate was one of the main
driver of social changes over the area during the 7th and the 6th millennium
BP (Berglund, 2003; Magny and Haas, 2004; Schibler et al., 1997; Weninger
et al., 2009).
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Motivated by such consideration, the main objective of this work is to in-
vestigate the possible influence of climate changes on the development of the
prehistoric textile production in the Pannonian Plain. Period of interest, be-
ginning with the middle Eneolithic (Lasinja spindle-whorl sample represent-
ing the earliest tools) and ending with the early Bronze Age (Somogyvár-
Vinkovci spindle-whorl sample representing the latest tools) falls roughly
between the late 7th and the end of the 5th millennium BP.

Figure 7.1: Geographical map of the area of study, enclosed in the inner-black rectangle.

Study of technological trends and changes that occurred in the manu-
facturing traditions focused on fibre processing and production, through the
distinction of fibres and their reliance on cultural and environmental contexts.
In particular, two main fibres were considered: flax and early-wool, known
to be the two most exploited resources in textile production for the period
and the area of study (Barber, 1991; Cybulska and Maik, 2007; McCorriston,
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1997; Nosch and Michel, 2010).
Research of the prehistoric textile production was conducted based on

indirect evidence dated to the period between the 7th and the 5th millen-
nium BP. Functionality analysis of spindle-whorls was used in order to gain
information on the exploited raw materials and on the final manufacturing
products. Subsequently, the results of the archaeological investigations were
used together with the outcomes of a climate simulation, in order to propose
plausible interpretation of altering technologies in the prehistoric textile pro-
duction of the Pannonian Plain. The analysis was additionally supported
by multi-proxy climate reconstructions. Both climate information and the
recorded archaeological evidence were considered, analysed, compared and
finally discussed for possible correlations.

The objectives of our study were:

1. Explore and detect trends of change in the Pannonian Plain prehistoric
textile production.

2. Reconstruct and interpret main climate changes within the geographi-
cal and chronological section of the research.

3. Explore cultural-historical and climate conditioning on the textile pro-
duction for the investigated area and the considered period.

Results revealed that climate changes might have influenced the observed
dynamics of the production traditions on a significant level. The contents of
the next sections are adapted from Grabundzija and Russo (2016).

7.3 Flax Fibres and Early Wool: Prehistor-

ical Evidences for Their Use and Devel-

opment in the Context of Textile Produc-

tion

Textile fibres can be roughly divided into two main categories: vegetal fibres
and animal fibres.

Within vegetal fibres, flax or linum usitatissimum and tree basts were,
at least according to the preserved textile evidence, both in Europe (Barber,
1991; Gleba and Mannering, 2012; Médard, 2006; Rast-Eicher, 2005) and in
the Near East (Alfaro, 2002; Helbaek, 1963; Schick, 1988) the most frequently
used textile fibre resources during the Neolithic period (∼10000-4000 BP).
The earliest preserved linen cords from the circum-Alpine area of Europe
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account for its use for textiles in the 6th millennium BP (Barber, 1991;
Gleba and Mannering, 2012; Rast-Eicher, 2005), although the earliest flax
seeds in the same area predate the textile findings for almost 2 millennia.
The importance of flax in Eneolithic contexts, within the investigated area of
the south east Europe, has also been well documented in more recent reports
such as the one of Reed (2016). Interestingly, in central Europe flax seems
to have split into two varieties at an early stage, one with large seeds used
for both linseed oil and fibre production similarly to the Near East (Maier
and Schlichtherle, 2011), and another with smaller seeds mainly specialized
for the textile fibre generation (Herbig and Maier, 2011). The latter allows
the production of longer fibre (Herbig and Maier, 2011). An extensive study
on the 6th and the 5th millennium BP flax seeds from a series of wetland
settlements in the Alpine region revealed that the early phase (6000–5700 BP)
seeds were significantly larger in comparison to samples from the following
periods (Herbig and Maier, 2011). At the same time, already in the middle of
the 6th millennium BP, around 5400–5300 BP, the smaller seed fibre type was
introduced and cultivated in the area to fit the needs of textile production
(Herbig and Maier, 2011). Its preference for colder and wetter conditions
could offer an explanation as to why this new fibre variety of improved length
and quality, became the primary resource in Europe at the end of the 6th
millennium BP (Herbig and Maier, 2011; Maier and Schlichtherle, 2011).

Although already Helbaek (1959) suggested that flax was initially used
for its seeds and consequently for its fibre, linen evidence is direct proof of
its early use for textiles. Preserved textiles confirm that flax was used for its
fibre already in the early Neolithic in the southern Levant (Schick, 1988).

Concerning animal fibres, wool is one of the oldest material employed
in textile production. Already developed and established wool economies
were present in Mesopotamia in the 5th millennium BP. Although, numerous
sources (Charvát, 2011) raise an argument that wool’s first appearance should
be dated much earlier. Analysis of the textile tools from Arslantepe (Laurito
et al., 2014) proposed household wool spinning already in the 6th millennium
BP and ethnological research in Greece showed that unspecialised herding can
and did account for ample amount of spun thread (Rokou, 2004).

Sherratt (1981) assembled different strands of evidence from archaeology
and zooarchaeology into a consolidated model of the secondary products rev-
olution. With suggesting that the main products of domestication (traction,
riding, milk and wool) occurred simultaneously, first in a narrow time span
in the 6th millennium BP, he conceptualized them as economic achievements
that developed several millennia after primary, meat-focused consumption.
In this model, the main commodity, namely meat, was the objective of Ne-
olithic herders, against the full range of exploitation, an achievement of the
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Eneolithic ones (the age between the Neolithic and the Bronze Age). Con-
sequently, the model addressed the secondary products potential for cultural
evolution and social complexity at the transition from the 6th to the 5th mil-
lennium BP. The economic importance of secondary products, even if known
for a long time, as proved in the case of milk (Bartosiewicz, 2007; Craig et al.,
2005; Evershed et al., 2008; Vigne and Helmer, 2007), increases during the
6th millennium BP, which further shaped our research objectives.

Due to the gradual specialization and to the secondary products character
ascribed to both flax and wool, it is extremely difficult to investigate the
origin of their use and the dynamics of their development in the area of
study. On the other hand, following the importance and representation of
the different fibres in the textile production, it is to some degree possible to
determine when, where and why they became a primary resource, as their
intensified exploitation was more culturally and environmentally dependent.

7.4 Methodology

7.4.1 Spindle-Whorls

As textile tools for the fabrication of yarn, spindle-whorls are the most com-
monly preserved evidence of fibre processing and production practice found
in the prehistoric contexts. It has been widely accepted, within the respective
field of textile archaeology, that the morphological traits of the spindle-whorl
impart to its functionality (Bichler et al., 2005; Mårtensson et al., 2006; Ver-
hecken, 2010). Information on the tools morphological and structural traits
constitute an indirect evidence for the processed materials and final prod-
ucts, reflecting difference in tensile strength between contradistinct fibres.
In this study, spindle-whorls, spindles, loom weights and finished fragments
of netting and fabric allowed for the reconstruction of the textile techniques
throughout the Pannonian Plain between the middle Eneolithic and the early
Bronze Age.

Focus on the 6th and 5th millennium BP textile productions in the Pan-
nonian Plain placed the research within the context of three periods: middle
Eneolithic, late Eneolithic and early Bronze Age.

1152 spindle-whorls recorded by Grabundzija and Russo (2016) in a tex-
tile tools database were used. Initially, the study included tools from 34
archaeological sites but the final analysis was conducted on a restrained sam-
ple of 836 spindle-whorls from only 20 sites. The chronological division we
used placed spindle-whorl samples from the first half of the 6th millennium
BP into the middle Eneolithic and the samples from the second half of the
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Figure 7.2: Late Eneolithic spindle-whorl (left) beside a late Neolithic loom-weight
from the Sopot context found at Slavča-Nova Gradǐska (right). The large size of the very
heavy spindle-whorl type is evident from this picture.

Table 7.1: Table showing ranges and mean values for all the recorded variables.

Min Max Mean

Diameter (mm) 26.00 96.00 56.40

Height (mm) 5.00 76.60 25.58

Perforation Diameter (mm) 3.50 17.00 7.93

Weight (g) 6.39 317.70 68.34

Height-Diameter Ratio 0.10 1.32 0.46

Weight-Diameter Ratio 0.14 4.25 1.14

6th, and the very beginning of the 5th millennium, into the late Eneolithic
assemblage. Samples from the advanced 5th millennium contexts thus en-
tered the early Bronze Age assemblage. Middle Eneolithic tools account for
34.6 % (289), late Eneolithic for 42.0 % (351) and early Bronze Age for 23.4
% (196) of the entire spindle-whorl sample. Ranges and mean values of the
recorded spindle-whorls are presented in Tab. 7.1.

The entire sample of spindle-whorls was divided into three main weight
(light, medium, heavy) and height (flat, high, and steep) categories, accord-
ing to the distribution of the spindle-whorl’s weight and height-diameter ratio
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Table 7.2: Table of height-diameter ratio and weight classes, with the corresponding
classification limits.

Cum. Abundance Height/Diam. Weight (g)

10 0.20 22.00
20 0.23 FLAT 27.40 LIGHT
30 0.30 33.00

40 0.35 41.30
50 0.43 HIGH 56.00 MEDIUM
60 0.52 68.00

70 0.60 82.00
80 0.68 STEEP 104.40 HEAVY
90 0.80 140.00 VERY HEAVY

values (Tab. 7.2). Additionally, a fourth weight class was defined, due to ex-
tremely high values measured in some cases. Samples exceeding a treshold
of 140g were included into this category, representing the ten percent of the
entire dataset. Both whorl’s size and weight account for the rotational prop-
erties of the spindle-whorl, determining the tool’s moment of inertia. This
plays the central role for the determination of the tool functionality, being
connected with both the raw material (Verhecken, 2010) and the spun thread
properties (Bohnsack, 1981; Crewe, 1998). Changes in both of the qualities
affect the functional characteristics of a given spindle-whorl. Accordingly,
when one wants to increase the moment of inertia of a particular spindle
(i.e., to slow down its rotational speed), this could be accomplished by the
manipulation of its diameter, that will be consequently characterized by a
higher variability (Keith, 1998; Kimbrough, 2006; Loughran-Delahunt, 1996).
Conversely, when an increase of the moment of inertia is not required but it
is necessary to enlarge the mass of the spindle itself (to gain a better tension
on the yarn while spinning), the height of the spindle whorl will increase
rapidly, whereas the diameter variability will be reduced (Chmielewski and
Gardyński, 2010).

Various fibres require a different degree of twist. For example, wool is
characterized by much shorter fibres than flax and has to be twisted much
more tightly (Barber, 1991; Vallinheimo, 1956). Therefore the spindle with
which a woollen yarn is spun should rotate much faster in order to give a
higher number of twists for a given length of the drafted fibre: small and
moderately light tools would be required in this case. On the other hand
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more weight would be required for spinning longer fibers, in order to increase
the tension on the yarn while spinning.

Indeed, knowing the height/diameter ratio and weight of the tool we can
make inferences on the final product and on the raw material processed in the
spinning process. The substantial difference in tensile strength between the
two investigated fibres (fibre flax and early wool) should be distinguishable
in the distribution of the extremely different tool categories.

It is generally accepted that lighter weights would be preferred for thin-
ner and lighter threads and heavier for thicker and heavier ones (Anders-
son, 2015). Very-heavy spindle-whorls are generally connected with long fi-
bres and plying (Barber, 1991; Hochberg, 1979) heavier thick yarns or ropes
(Vakirtzi et al., 2014). The fact that the fibre flax plant would have pro-
vided fairly long fibres, especially in comparison to the much shorter length
of wool expected for the early woolly types, accounts for the main reason why
this distinction of raw materials resonated soundly in the dichotomy between
spindle-whorl types, with an emphasised contrast between big and heavy and
small and light categories.

The adopted metrical standards allow, indeed, to determine the prevalent
raw material employed in every period, according to the relative abundance
of spindle-whorls in each of the height-weight categories. Nonetheless, the
outlined metrical standards have to be considered cautiously, because the
spinning process is influenced by many combined factors.

Figure 7.3: Reconstructed three-dimensional models of a flat, high and steep spindle-
whorl type, based on published conical spindle-whorls found at Balatonoszod-reti dulo site
(Horváth et al., 2013).
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7.4.2 Climate Simulations

In order to interpret altering technologies through the distinction of fibres and
their reliance on cultural and environmental contexts, our research analysed
the Eneolithic and early Bronze Age textile tools in the light of the results
of the continuous transient ECHO-G simulation described in Section 3. The
decision to adopt this particular approach to support our analysis was made
due to several reasons. First of all, the model allows a full coverage of the
investigated area for the entire period in question. Further, the temporal
resolution of such analysis permits focus on different temporal scales, leading
to the representation of inter-annual to millennial climate variability. But,
most importantly, besides allowing the simulation of possible changes of dif-
ferent climatic parameters, the model also enables finding plausible physical
interpretations for them. Nonetheless, as a support to the conclusions based
on the model results, we additionally address several studies which rely on
proxy-reconstructions.

The region considered in the analysis of the climate model results extends
from 14oW to 21oW in longitudes and from 42oN to 48oN in latitudes, cov-
ering most of the Pannonian Plain region. The analysis covered the period
between 7000 BP and 3000 BP, taking into consideration seasonal values of
different variables that are particularly relevant for plant growth, such as near
surface temperature, moisture balance (i.e. precipitation minus evaporation)
and growing degree days above 5 degrees (Masson et al., 1999). Additionally,
Sea Level Pressure (SLP) anomalies were considered.

7.5 Results

7.5.1 Adapting Technologies

On the level of robust period to period comparison, the observed differences
in spindle-whorls weight and diameter distributions pointed to a significant
increase in values for both variables through time.

Fig. 7.4 shows the diameter and weight variability for the samples of the
three different periods. The middle Eneolithic samples are characterized by
a low weight variability, suggesting a rather small specialization of the textile
production. Conversely, the late Eneolitic and the early Bronze age samples
show a wider weight distribution. While the late Eneolithic values are to
a certain degree constrained to the frequency of the large diameter sizes,
early Bronze Age assemblage is more evenly distributed, indicating a major
specialization of techniques and final products demand in the latter period.
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Figure 7.4: The weight-diameter distribution for each investigated period, shown to-
gether.

Similar trends can be observed for the height-diameter and height-weight
categories (Fig. 7.5). For all the considered plots, the distribution of the
samples corresponding to each period is easily distinguishable, suggesting
high differentiation in textile production between them. Additionally, we
notice that the early Bronze Age samples are characterized by higher values
of height and weight for fixed diameters, suggesting the use of taller and
heavier tools with respect to the other periods.

Considering the classification of the spindle-whorls into the 4 weight and
the 3 height classes described in Tab. 7.2, in the earliest, middle Eneolithic
assemblage, light and medium weight types are convincingly dominant and
they appear to be clustered in only one height group: the lowest category or
the flat spindle-whorl type (Fig. 7.6a). Almost the opposite distribution is
evident in the latest, early Bronze Age assemblage (Fig. 7.6c). Here, again,
the majority of the tools is clustered into one height group: the steep spindle-
whorl type. In this category, this time, all four weight groups appear to
be more evenly distributed, even though heavy and medium spindle-whorls
are the most represented. The late Eneolithic assemblage seems to fit the
transitional period between these two extremes. First, because it shows an
increase in the relative amount of heavy weight types with respect to the
former middle Eneolithic period. Second, because the distribution across all
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Figure 7.5: The distribution of correlated: (left) maximum diameter and maximum
height values; (right) weight and maximum height values, for the three period assemblages
together.

the different weight groups in each height category is more evenly balanced
(Fig. 7.6b).

In the middle Eneolithic, the most prominent category is represented by
the light flat type spindle-whorls (Fig. 7.6a), suggesting a major use of
the old flax fibre, characterized by moderate length. Relatively high values
of the light high category would also suggest spinning wool. Recently re-
ported results of a technological analysis of the 6th and early 5th millennium
BP textile tools from Arslantepe, Turkey (Laurito et al., 2014) support this
conclusion.

Largest height and weight type variability characterizes the late Ene-
olithic assemblage (Fig. 7.6b). This could be interpreted as a pronounced
differentiation in the textile production during this period. The high relative
abundance of heavy and very heavy types in this case, could be connected to
the long plant fibre processing. Even though they have large height-diameter
ratio values and show tendency to cluster generally in the high and steep
height groups, their weight imparts to a significantly larger moment of in-
ertia values (too big for the processing of short, or even moderately long
fibres that call for more twist). Additionally, their weights alone are too big
for the smaller tensile strengths of animal fibres. They can be thus consid-
ered appropriate for spinning long plant fibres, for example full-length flax.
These spindle-whorl types become dominant in the late 6th millennium and
continued to be highly represented during the early Bronze Age (Fig. 7.6).

Additionally, light-steep categories of tools acquire significantly more rel-
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Figure 7.6: The distribution of weight classes according to the height type, shown for
each respective period, separately.

evance during the early Bronze Age (Fig. 7.6c). These types, together with
the medium steep ones already moderately represented in the late Eneolithic
sample, could be appropriate for spinning shorter fibres, presumably wool.
In fact, they present a significantly low moment of inertia, due to their high
height-diameter ratio.

Finally, three main trends are evident in the spindle-whorl sample.

1. Middle Eneolithic assemblages suggest a principle use of the old short
vegetal fibres. Additionally, the use of wool, even if moderate, is distin-
guishable, indicating more intense animal husbandry that consequently
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led to the first exploitation of animal fibres.

2. On the basis of the late Eneolithic tools a continued wool use may be
argued, which was substantially accompanied by the intensified long
plant fibre production, characteristic of colder environments. More
variability in the employed raw materials is evident.

3. The results of the analysis of the early Bronze Age spindle-whorls reveal
a specialisation of fibres, most probably due to the refinement of both,
textile fibre resources and final product demands.

The investigation of climate changes during the investigated periods could
help in the understanding of the possible drivers of the evinced changes in
the prehistoric textile production of the Pannonian Plain.

7.5.2 Climate Conditioning

Holocene climate has been highly variable, and there are multiple controls
that must have been responsible for this variability (Mayewski et al., 2004).
According to Wanner et al. (2011), the Holocene climate was dominated by
the influence of summer season orbital forcing. Our results are in accordance
with such interpretation. In particular, our model simulations revealed that
from the 7th millennium BP summer climatic conditions started to deterio-
rate in the middle latitudes of the NH, mainly due to a decrease in summer
insolation, which had its maximum at around 9000 BP (not shown). For
all the simulated climatic parameters a pronounced trend is evident for the
summer season, which resembles the one of the total decrease in insolation
(Fig. 7.7). Although, the moisture balance reveals an opposite increasing
trend, mainly due to the effect of evapotranspiration, as a consequence of the
more enhanced insolation at the mid-Holocene.

Such conclusions are also supported by other studies for the investigated
area and its surroundings, based on proxy-reconstructions. In particular,
by analysing Holocene conditions through pollen-reconstructions from sev-
eral lakes from southern to northern Italy and the Alpine Region, Magny
et al. (2012) concluded that the mid-Holocene summer precipitation regimes
appear to be opposite between the south- and north-central Mediterranean.
Later, Magny et al. (2013) analysed a time series of wetness for the Lake
Ledro basin in northern Italy spanning the last 10000 years: while the
early and mid-Holocene periods show relatively low flood frequency, the late
Holocene, from ca. 4500 cal. BP on-wards, is characterized by an increase in
water availability, which is in full agreement with the reconstructions from
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Figure 7.7: a) Summer temporal evolution of near-surface temperature regional mean
computed over the area of study; b) time series of summer precipitation+evapotranspiration
calculated in mm/day; c) insolation changes over the period of study in W/m2; d) time
series of growing degree days above 5 degrees. All the time series are smoothed using
200-year running-mean.

the neighbouring Lake Iseo. The pattern of contrasting mid-Holocene sum-
mer precipitation regimes was confirmed by Peyron et al. (2013), on the basis
of pollen-inferred quantitative estimates and a multi-method approach that
revealed minima (maxima) of summer precipitation and lake levels to the
north (south) of ca. 40°N. Summer temperature showed a similar partition
for the mid-Holocene in the central Mediterranean, with warmer (cooler)
conditions to the north (south). Tóth et al. (2012) presented an Holocene
summer air temperature reconstruction based on fossil chironomids from the
Lake Brazi, a shallow mountain lake in the southern Carpathians. Their
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results suggested that from ca. 8500 cal. BP, chironomid-based summer
temperatures decreased in the area. In particular, the period between 6000
and 3000 cal. BP was characterized by cooler temperatures in comparison to
the earlier period.
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Figure 7.8: a) Winter temporal evolution of near-surface temperature regional mean
computed over the area of study; b) time series of winter precipitation+evapotranspiration
calculated in mm/day; c) insolation changes over the period of study in W/m2; d) DJF
NAO index for the corresponding period. All the time series are smoothed using 200-year
running-mean.

Conversely, wintertime model results do not show a clear trend and the
data are characterized by significant multi-decadal to inter-centennial fluctu-
ations (Fig. 7.8). For winter, the trend of insolation during the mid-to-late
Holocene, at the mid-latitudes of the NH, is not particularly pronounced
(Fig. 7.8c). The behaviour of the simulated data is most likely a result of the
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system internal variability. In winter, climatic conditions over Europe are
mainly driven by changes in atmospheric circulation (Hurrell, 1995; Hurrell
et al., 2003). In particular, the first mode of the winter atmospheric variabil-
ity over the North Atlantic is represented by the NAO, which explains the
one-third of the total variance of the SLP field over the area (Hurrell et al.,
2003). A positive phase of the winter NAO is associated with an increase in
strength and a northward shift of the westerly winds. This results in moist
and warm air advection from the Atlantic to northern Europe (55o-70o N)
and, consequently, in drier and colder conditions over southern Europe. Con-
versely, the negative phase of the NAO is accompanied by weaker and south-
ward shifted (35o-50o N) westerlies, responsible for wetter and warmer winter
conditions over southern Europe. The use of the NAO index (Fig. 7.8d) al-
lows us to speculate that the oscillations of the simulated winter temperature
and precipitation are caused by the variability between positive and nega-
tive phases of this atmospheric pattern. Different studies hypothesize that
around 6000 BP the NAO was in a more pronounced positive phase with
respect to the present-day conditions (Bonfils et al., 2004; Braconnot et al.,
2007a,b; Davis et al., 2003; Mauri et al., 2014). This is not directly evident
in our results. Nevertheless, the changes in the simulated winter conditions
can be considered physically consistent: the model simulates a reasonable,
internally consistent climate (Goosse et al., 2012; Von Storch et al., 2004).
Although in the case of winter no distinct trend is evident in our simulations
and the model results do not display the same level of correspondence with
other studies (as they do in the case of summer, in particular for tempera-
tures and moisture balance), the evinced oscillations in climatic parameters
can be considered physically plausible.

7.6 Discussion and Conclusions

The period between the mid-7th and the end of the 5th millennium BP,
in which the spread of both fleece bearing sheep husbandry and new fibre
flax most likely occurred in south-east and central Europe, was character-
ized by profound social changes and has been studied so far in terms of
intensified contacts and mobility (Anthony, 2007; Leary, 2014), environmen-
tal change (Barker, 1985; Binford and Binford, 1968) and economic trans-
formation (Greenfield, 2005; Greenfield et al., 1988; Sherratt, 1981, 1997,
2006). Apart from the extensive research on the textile production in Roma-
nia (Mazăre, 2014) and Bulgaria (Petrova, 2011), which took into considera-
tion indirect archaeological evidences from larger and confined geographical
sections, textile tools and production of the period have not yet been system-
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atically approached in the Pannonian Plain contexts. Narrowing the focus on
the particular region enabled us to raise specific questions regarding textile fi-
bre raw materials and final product demands, and their plausible dependence
on the changing climate.

The impact of climate may not have been the only explanation for the
evinced trends in the prehistoric textile production of the Pannonian Plain.
Other factors such as social, economical or technological developent could
have been the main drivers of changes. Nevertheless, evidences of other
studies (Budja, 2015; Gronenborn et al., 2014; Weninger et al., 2009) suggest
that climate changes had a significant role to play in the societal changes
that characterized the populations inhabiting the area and its surroundings
between the 7th and the 5th millennium BP. Weninger et al. (2009) found
that at different times of the 6th Millennium BP there were abrupt abandon-
ments of different settlements in Romania, Bulgaria and northern Greece,
most likely due to the deterioration of climatic conditions. In the Alpine
Region, during the same period, abrupt climatic oscillations on the scale
of decades or century seem to have caused changes in hunting and farming
patterns (Schibler et al., 1997). Similar causal connection was proposed by
Kotova and Makhortykh (2010) in order to interpret migration fluxes and
proxy reconstructions in the northern Pontic Steppe, a part of southeastern
Europe, during the mid-Holocene.

Encouraged by such evidences, with the aim of finding possible correla-
tions, we investigated the changes in textile production in the light of the
reconstructed climate.

Analysis of climate simulations derived from the ECHO-G continuous run
showed that significant changes in the climatic conditions of the region took
place over the considered period of study. The declining summer trend of
temperatures and the corresponding rising trend in moisture content might
have caused the cultural-historically defined groups of the Post-Neolithic in-
habiting the area, to be more sensitive to possible climatic fluctuations, such
as the ones simulated during winter seasons. Such events could have acted
as a trigger for shifts in the fibre procurement practices, resulting in the
broadening of their resources and, especially, in the intensified selection in
favour of their fitness. Through a complex causal network, this could have led
to substantial perturbations within human societies (Berglund, 2003; Budja,
2015; Magny and Haas, 2004; Weninger et al., 2009).

According to our results, during the middle Eneolithic period, which
marked the turn and the first centuries of the 6th millennium BP, the long-
seed flax variety was likely the most exploited material for textile production
in the area. Simultaneously, along with the deteriorating climate conditions,
the use of animal products, presumably including fibres, started to be more

104



important.
In the following centuries of the 6th millennium BP, a continuous wors-

ening of climatic conditions led to a broadening of the textile production of
the Pannonian Plain, with populations inhabiting areas with less favourable
conditions likely prompted to the employment of alternative resources. In-
creased variability of the late Eneolithic spindle-whorl assemblages, in favour
of balanced distribution of moderate weight types between three main height
categories, is something that might reflect this kind of broadened fibre assort-
ment, both in regard to the raw material resources and end-product demands.
Although, the obvious dominance of heavy and very heavy weight types of
tools, particularly in high and steep height categories, greatly accounts for
longer plant fibre preferences. Our evidences suggest that, between the late
Eneolitic and the beginning of the Bronze Age, foraged plant material and
possibly the long-seed variety of flax might have been partially substituted
with a new fibre flax, more adaptable to colder climatic conditions character-
izing this period (Chemikosova et al., 2006; Faruk and Sain, 2014). Analysis
of the results of the BIOME4 model give support to such interpretation.
In fact, comparison between the simulated changes for the 6000BP and the
5000BP time slices (Sec. 6), indicate that from the first to the second time
slice, temperate deciduous forests were reduced by 20% in favour of cool
mixed forests. Additionally, at 5000BP, montane forest and cool conifer for-
est appeared, supporting the suggested hypothesis.

More organized fibre material resources had to have been acquired and
established by the end of the 6th millennium BP, during the early Bronze age.
Both altered environmental and cultural conditions resonated further in the
new demands for the specific types of textile products, which quite possibly
corresponded to the intensified use of transport and traction. The dominance
of very large tools, used probably for splicing and plying plant fibres, or their
filaments, in order to make thick and strong threads and ropes which could
have been used for harnessing animals, would support this scenario.

Despite the large textile tool sample that this research is based on and
regardless of the climate conditions that support the outlined timeline for
the introduction of both the sheep wool and the new fibre flax already dur-
ing the Eneolithic in the Pannonian Plain, further zooarchaeological and
archaeobotanical evidence is required to understand and explain the dynam-
ics of these processes in finer details. Most likely, the exploration of the
new fibre resources occurred simultaneously in remote contexts and could
have been provoked by both cultural and environmental conditions. Numer-
ous intertwining factors were likely responsible for the intensification of their
exploitation and, to some degree, their further development.

Results of the analysis propose that in the studied region of southeastern
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and central Europe, wool was exploited most probably already during the
6th and certainly during the 5th millennium BP, although on a smaller scale,
first in comparison to flax, and second in comparison to the established wool
economies of the contemporary urban centres in the Near East. Continuous
deterioration of summer climatic conditions in the Pannonian Plain region
during these two millennia would have still provided supportive conditions
for the fibre flax. Areas with less favourable conditions for its cultivation
might have focused their developing textile productions on other resources,
causing them to specialise in alternatives. This is a question of difference in
fibre specialisations, which have, so far, been interpreted as indications of use,
creating an unacceptable dichotomy in the period of intensified mobility and
contacts. Although wool’s appearance and origin were for a long time consid-
ered within the striving textile economies of the urban revolution package in
the Bronze Age Mesopotamia (McCorriston 1997; Kimbrough 2006), oldest
preserved findings, genetic reasoning, and the analysis of the prehistoric tex-
tile tools forced its earlier appearance on the fibre scene. At the same time,
archaeobotanical research on the flax plant places its fibre evolution into the
same period of striving copper trade of the 6th millennium BP, proposing
both resources were exploited in the production of Eneolithic threads. Even
though both scenarios were connected to many cultural and environmental
trends, climate change was certainly accountable, if not for their evolution,
then for influencing the dynamics of their exploitation.
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Chapter 8

Conclusions and Outlook

”An expert is a person who has made all the mistakes that can be made in a very
narrow field.”
- Niels Bohr -

The main goal of this study was to develop an experimental framework
composed of global and regional climate models together with vegetation
models that, while giving an important contribution to the better under-
standing of past climate and ecological changes, would allow to gain useful
information suitable for its application in archaeological case studies. The se-
lected period of study is the mid-to-late Holocene between 6000 years before
present and the pre-industrial period (∼200 years ago), while the geograph-
ical area of research is Europe.

We summarize the main results of the study by revisiting the research
questions posed in the introduction. Afterwards, we give an outlook by
proposing possible directions of future research.

8.1 Conclusions

After providing a brief introduction on paleoclimate and climate forcings, and
a description of the climate simulations experimental setup, we conducted an
evaluation of the performance of the different models. Consistency between
simulations performed with two GCMs at different resolution was tested with
satisfactory results. Successively, the RCM model performance for present
day conditions was evaluated. The model tuned with a specific configura-
tion, which was deemed for implementing changes in the climate forcings,
performed successfully and the results were comparable with the ones of
other studies focusing on the same period and area of study.
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Afterwards, by analysing the results of the different climate simulations,
we firstly attempted to address the following research question:

1. How do climate models perform in comparison with proxy reconstruc-
tions, according to their spatial resolution? Based on this comparison,
what are the possible advantages of the use of a regional climate model
for paleoclimate studies?

Results have shown that, in general, an increase in the resolution of climate
models leads to an improvement of the results. Nevertheless, significant
improvements in the simulation of climate changes were not found between a
high resolution GCM and an RCM. Main differences involved variables such
as near surface temperature and growing degree days above 5 degrees, for
which surface processes play a major role and are better reproduced at the
higher resolution of the RCM.

Analysing temperature reconstructions based on pollen proxies and com-
paring them with the results of the RCM simulation, we successively answered
the following research questions:

2. What is the development of the mid-to-late Holocene European sea-
sonal temperature cycle towards present day conditions? Which pro-
cesses is it related to?

3. What is the main behaviour of the simulated mid-to-late Holocene tem-
perature over Europe? What are the reasons for possible mismatches
with reconstructions?

Changes in the seasonal cycle of insolation, particularly over the high
latitudes of the Northern Hemisphere, were the most influential forcings of
the mid-to-late Holocene climate. Their impact on the evolution of surface
temperature would have been expected to be significant. Nevertheless, recon-
structions have shown that the mid-to-late Holocene temperature behaviour
over Europe did not always directly follow the astronomical forcings. In
particular, a different behaviour was evident between northern and southern
Europe. Northern European temperature was characterized by a decreasing
trend for both winter and summer. Conversely, the temperature evolution
over southern Europe presented an opposite increasing trend in both seasons.
Through the analysis of climate simulations results and by means of correla-
tion with insolation and changes in atmospheric circulation, and additionally
supported by the results of previous studies, we propose two main explana-
tions for such behaviour. Northern European warmer winter temperature at
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the mid-Holocene, with respect to the pre-industrial period, was mainly due
to a major positive phase of the NAO at that time, having simultaneously
an opposite cooling effect over southern Europe. Conversely, summer tem-
perature behaviour during the mid-to-late Holocene was mainly driven by
changes in insolation. While over northern Europe, temperature evolution
was the result of a direct response to changes in insolation, in the South
surface processes, such as enhanced surface evapotranspiration as a result of
more insolation, were the main drivers of changes.

Model results were consistent with the reconstructions only in some cases.
In winter over southern Europe, temporal behaviour and spatial distribution
of temperature in the two datasets were comparable. Conversely, the model
reproduced generally colder conditions over central and northern continen-
tal Europe. This bias was most likely due to a different representation by
the model of the expected changes in atmospheric circulation. In summer
instead, the model was too sensitive to insolation changes. While over north-
ern Europe the two datasets were in good agreement, for the South a large
warm bias was present. According to previous results and to a test-run for
present day conditions, we suggested that this bias was most likely due to
model deficiencies in the representation of soil-atmosphere heat fluxes over
the area.

The results of the RCM simulation were successively used as input for
a bioequilibrium model simulation. Our attention focused on the following
question:

4. What were the changes in vegetation distribution during the mid-to-late
Holocene in Europe? How is the developed experimental framework
able to reproduce such changes?

Proxy reconstructions indicated that at the mid-Holocene, temperate
forests dominated both northern and southern Europe. Then they progres-
sively retreated, displaced by boreal forests and tundra in the North and
by drier vegetation in the South. A qualitatively good agreement between
a pollen-based reconstruction database and the simulated results was evi-
dent over central Europe, for which both the climate and the bioequilibrium
vegetation model presented the best performance. Conversely, in the North,
even if the model reproduced a spread of temperate forests towards higher
latitudes, this was limited when compared to the northward expansion of tem-
perate forests evinced from the reconstructions. Additionally, in the South,
the simulated results were characterized by a major presence of grass and
savanna-like biomes at the mid-Holocene with respect to the reconstructions,
most likely due to the warm bias of the climate model over this area.

109



Finally, the results of a mutidisciplinary case study were presented. The
question that stimulated our research was:

5. Are there any relationships between the mid-to-late Holocene climate
change and societal changes over Europe?

Research focused on a specific case study: the textile revolution in the
Pannonian plain between the 7th and the 5th millennium BP. Results have
shown that two main fibres were exploited over the region during this period,
with three different phases characterized by significant changes in the textile
production: the late Eneolithic, the middle Eneolithic and the early Bronze
age. While during the first and the latest phases the production was more
specialized, with findings suggesting a major use of light and short fibres in
the late Eneolithic and heavier and longer fibres in the early Bronze age, the
transitional period of the late Eneolithic was characterized by a broad diver-
sification of tools and materials. Research suggested that such behaviour was
most likely related, among other factors, to a rapid deterioration of climatic
conditions, with a large decrease in summer temperatures and an increase in
summer moisture content. The evinced trend in the textile production of the
Pannonian Plain during the late Eneolithic was very likely the result of an
attempt of the civilizations of the area to adapt to excessive climate stress,
with populations inhabiting areas with less favourable conditions induced to
the use of alternative resources.

8.2 Perspectives and Future Work

The results evinced from our climate/ecological simulations cannot be con-
sidered completely exhaustive with regards to the main research questions
that arose, and further work can help in clarifying uncertainties by allowing
an improvement of the results.

In order to have a more robust estimation of the possible added value
of RCMs for their use in paleoclimate studies, further research should be
performed by considering other GCM-RCM couples and a wider number of
simulations. Additionally, joint efforts from specialists of different disciplines
are still required in order to further clarify proxy uncertainties.

With respect to the study of the temporal evolution of European temper-
ature during the mid-to-late Holocene, the improvement over some aspects
of the experimental setup should contribute to more comprehensive results.
In particular, further experiments need to be designed in order to test the
proposed hypothesis. New simulations should be performed in order to test
the effective contribution of soil water content and improved soil properties

110



on the climate of the Mediterranean region. This could have relevant im-
plications for the study of present and future climate change over the area.
Resources for these simulations have already been made available at the su-
percomputer service of the German weather society.

For the study of the mid-to-late Holocene vegetation evolution, the results
of Dynamical Vegetation models should be considered for the evaluation of
the results of the bio-equilibrium model employed in this study. Additionally,
a better reproduced land cover could be used for the performance of new mid-
to-late Holocene climate simulations. Other archaeological case studies have
been investigated in this work and further research is ongoing, with focus on
different areas and cultural backgrounds.
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Appendix A

Table A1: Classification of the different PFTs, as used in the BIOME4 model, according
to different bioclimatic limits: Tc min and Tc max represent respectively min. and max.
absolute minimum temperature during the year; Tmin min and Tmin max are the min.
and the max. temperature of the coldest month; GDD5 min and GDD0 min are the
number of minimum growing degree days above, respectively, 5 and 0 oC. Twm min and
Twm max represent the min. and the max. temperature of the warmest month. Snow
min is the minimum depth of snow cover.

Plant Functional Types Tc min (oC) Tc max (oC) Tmin min (oC) Tmin max (oC) GDD5 min GDD0 min Twm min (oC) Twm max (oC) Snow min (cm)

Tropical Broadleaf 0 10

Temperate Broadleaf Evergreen -10 5 1200 10

Temperate Broadleaf Summergreen 5 -10 1200

Temperate Needleleaf Evergreen -2 10 900 10

Cold Evergreen -32.5 -2 21

Cold Deciduous 5 -10 21

Temperate Grass 0 550

Tropical Grass -3 10

Desert Woody Shrub -45 500 10

Tundra Woody Shrub 50 15 15

Cold Herbaceous 50 15

Cushion-Forb 15
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Acronyms

AGCM Atmospheric General Circulation Model.

AMIP2 Atmospheric Model Intercomparison Project phase 2.

AO Atlantic Oscillation.

AOGCM Atmosphere Ocean General Circulation Model.

BP Before Present.

CCA Canonical Correlation Analysis.

CCLM COSMO model in CLimate Mode.

CDO Climate Data Operators.

CE Common Era.

CF Cost Function.

CMIP5 Coupled Model Intercomparison Project phase 5.

COHMAP Cooperative Holocene Mapping Project.

CRU Climate Research Unit.

DJF December January February.

DVM Dynamical Vegetation Model.

E-OBS European daily high-resolution gridded dataset.

ECMWF European Centre for Medium-Range Weather Forecasts.

EOF Empirical Orthogonal Function.
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ERA-Interim ECMWF Interim Reanalysis.

GCM General Circulation Model.

GE Greenhouse Effect.

GHG Greenhouse Gas.

GLDAS Global Land Data Assimilation System.

IPCC Intergovernmental Panel on Climate Change.

JJA June July August.

LAI Leaf Area Index.

LGM Last Glacial Maximum.

LIA Little Ice Age.

LM Local Model.

LOESS LOcal regrESSion.

MSLP Mean Sea Level Pressure.

N North.

NAO North Atlantic Oscillation.

NH Northern Hemisphere.

NPP Net Primary Productivity.

PC Principal Component.

PFT Plant Functional Type.

PMIP3 Paleoclimate Modeling Intercomparison Project phase 3.

RCM Regional Climate Model.

SAM Southern Annular Mode.

SE Standard Error.
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SH Southern Hemisphere.

SIC Sea Ice Cover.

SLP Sea Level Pressure.

SST Sea Surface Temperature.

SVAT Soil Atmosphere Vegetation Transfer scheme.

TOA Top Of the Atmosphere.
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Abbreviations

CH4 methan.

CO2 carbon dioxide.

N2O nitrous oxide.

oC degrees Celsius.

14C carbon-14 isotope.

18O oxygen-18 isotope.

m2 square metre.

a.s.l. above sea level.

e.g. exempli gratia.

Fig. figure.

GDD5 growing degree days above 5 oC.

hPa hectopascals.

i.e. id est.

km kilometres.

lat latitude.

lon longitude.

mm millimetres.
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ppbv parts per billion by volume.

ppmv parts per million by volume.

rlat latitude in rotated coordinates.

rlat longitude in rotated coordinates.

s seconds.

Sec. section.

T 2M near surface temperature.

Tab. table.

TOT PREC total precipitation.

W watt.
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Andrič, M. and Willis, K.J. The phytogeographical regions of slovenia: a con-
sequence of natural environmental variation or prehistoric human activity?
Journal of Ecology, 91(5):807–821, 2003.

Anthony, D. The wheel, the horse, and language, 2007.

Barbante, C., Barnola, J.M., Becagli, S., Beer, J., Bigler, M., Boutron, C.,
Blunier, T., Castellano, E., Cattani, O., Chappellaz, J., et al. One-to-one
coupling of glacial climate variability in greenland and antarctica. Nature,
444(7116):195–198, 2006.

Barber, E.J.W. Prehistoric textiles: the development of cloth in the Neolithic
and Bronze Ages with special reference to the Aegean. Princeton University
Press, 1991.

121



Barker, G. Prehistoric farming in Europe. CUP Archive, 1985.

Barnett, T.P. and Preisendorfer, R.W. Origins and levels of monthly and
seasonal forecast skill for united states surface air temperatures determined
by canonical correlation analysis. Mon. Wea. Rev., 115:1825–1850, 1987.

Bartlein, P.J. and Prentice, I.C. Orbital variations, climate and paleoecology.
Trends in ecology & evolution, 4(7):195–199, 1989.

Bartosiewicz, L. Mammalian bone. The early Neolithic on the Great Hungar-
ian plain Investigations of the Körös culture site of Ecsegfalva, 23, 2007.

Benestad, R.E., Hanssen-Bauer, I., and Chen, D. Empirical-statistical down-
scaling. World Scientific, 2008.

Benito-Garzon, M., Sánchez de Dios, R., and Sáinz Ollero, H. Predictive
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Härdle, W. and Simar, L. Applied multivariate statistical analysis, volume
22007. Springer, 2007.

Harris, I.P., Jones, P.D., Osborn, T.J., and Lister, D.H. Updated high-
resolution grids of monthly climatic observations–the cru ts3. 10 dataset.
International Journal of Climatology, 34(3):623–642, 2014.

Harrison, S.P. and Prentice, C.I. Climate and co2 controls on global vegeta-
tion distribution at the last glacial maximum: analysis based on palaeoveg-
etation data, biome modelling and palaeoclimate simulations. Global
Change Biology, 9(7):983–1004, 2003.

Harrison, S.P., Bartlein, P.J., Izumi, K., Li, G., Annan, J., Hargreaves, J.,
Braconnot, P., and Kageyama, M. Evaluation of cmip5 palaeo-simulations
to improve climate projections. Nat. Clim. Change, 5:735–743, 2015.

Haug, G.H., Günther, D., Peterson, L.C., Sigman, D.M., Hughen, K.A., and
Aeschlimann, B. Climate and the collapse of maya civilization. Science,
299(5613):1731–1735, 2003.

Haxeltine, A. and Prentice, I.C. Biome3: An equilibrium terrestrial bio-
sphere model based on ecophysiological constraints, resource availability,
and competition among plant functional types. Global Biogeochemical Cy-
cles, 10(4):693–709, 1996.

Haylock, M.R., Hofstra, N., Klein Tank, A.M.G., Klok, E.J., Jones, P.D.,
and New, M. European daily high-resolution gridded dataset of surface
temperature and precipitation for 1950- 2006. Journal of Atmospheric
Science, 112:D20119, 2008.

Hays, J.D., Imbrie, J., Shackleton, N.J., et al. Variations in the earth’s orbit:
pacemaker of the ice ages. American Association for the Advancement of
Science, 1976.

Haywood, A.M., Valdes, P.J., Francis, J.E., and Sellwood, B.W. Global mid-
dle pliocene biome reconstruction: A data/model synthesis. Geochemistry,
Geophysics, Geosystems, 3(12):1–18, 2002. ISSN 1525-2027. doi: 10.1029/
2002GC000358. URL http://dx.doi.org/10.1029/2002GC000358. 1072.

Helbaek, H. Notes on Evolution and History of Linum. Jysk Arkaeologisk
Selskab, 1959.

Helbaek, H. Textiles from catal huyuk. Archaeology, pages 39–46, 1963.

132

http://dx.doi.org/10.1029/2002GC000358


Herbert, T.D., Peterson, L.C., Lawrence, K.T., and Liu, Z. Tropical ocean
temperatures over the past 3.5 million years. Science, 328(5985):1530–
1534, 2010.

Herbig, C. and Maier, U. Flax for oil or fibre? morphometric analysis of
flax seeds and new aspects of flax cultivation in late neolithic wetland
settlements in southwest germany. Vegetation history and archaeobotany,
20(6):527–533, 2011.

Hochberg, B. Spin span spun: fact and folklore for spinners. B & B Hochberg,
1979.

Holden, P.B. and Edwards, N.R. Dimensionally reduced emulation of an
aogcm for application to integrated assessment modelling. Geophysical
Research Letters, 37(21), 2010.
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M., Bundschuh, M., Feurdean, A., Gebel, H., Jöris, O., et al. The impact
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