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If a person who indulges in gluttony is a glutton,
and a person who commits a felony is a felon,

then God is an iron.

Spider Robinson

To those who know
how to pronounce iron
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Abstract

In the cell, cofactor proteins take on a wide range of tasks. Photosystem
II, for example, generates oxygen during photosynthesis and channelrhodopsin
from the alga Chlamydomonas reinhardtii makes the organism move in response
to light. For these proteins to function properly, the presence of their cofactor
molecules is indispensable.

Theoretical attempts to studying cofactor-containing systems like photosystem
II might struggle with the lack of reliable force field parameters. For a retinal
cofactor, on the other hand, quantum mechanical description of its electrostatic
interactions is necessary to correctly characterize its behaviour inside of the
protein. Here, we used two different theoretical approaches to study cofactors
of two proteins: classical mechanics and force field optimization to describe the
iron-containing cofactors of photosystem II, and combined quantum and classical
mechanics to analyse the environmental effects on proton transfer energetics in
channelrhodopsin.

We successfully derived new CHARMM force field parameters for the hæm and
non-hæm iron complexes of photosystem II. By comparing to quantum mechanical
data and by using test simulations, we showed that these new parameters provide
a greatly improved description of intramolecular and non-bonded interactions.
The parameters presented here will facilitate reliable all-atom simulations of
proteins that contain hæm and non-hæm iron complexes.

In channelrhodopsin, deprotonation of the Schiff base only occurs after the
light-induced isomerization of the retinal. We used the Weighted Histogram
Approach Method to generate proton transfer pathways to understand what
prevents retinal deprotonation in the dark state of the protein and identified three
important determinants that ensure the chromophore’s continued protonation.
These determinants were the presence of a positively charged lysine (K132), water
molecules in the active site and the protonation state of the Schiff base counterion
glutamate-162. Ultimately, we demonstrated that a combined quantum and
classical mechanical approach can be applied to proteins embedded in a hydrated
lipid membrane, and we created a protocol that can be transferred to other
proteins to study their proton transfer pathways and energetics while taking the
protein and lipid environment into account.
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Zusammenfassung

Kofaktorproteine übernehmen innerhalb der Zelle eine Vielfalt von Aufgaben.
So generiert Photosystem II Sauerstoff im Rahmen der Photosynthese und Ka-
nalrhodopsin kontrolliert phototaxische Reaktionen der Alge Chlamydomonas
reinhardtii. Um die korrekte Funktionsweise solcher Proteine zu garantieren, ist
das Vorhandensein von bestimmten Kofaktormolekülen unabdingbar.

Versuche, Kofaktorsysteme wie Photosystem II zu untersuchen, können daran
scheitern, dass keine geeigneten Kraftfeldparameter zur Verfügung stehen. Für
Retinal als Kofaktor wiederum ist eine quantenmechanische Beschreibung der
elektrostatischen Interaktionen notwendig, um zu gewährleisten, dass sein Ver-
halten innerhalb des Proteins korrekt dargestellt wird. In dieser Doktorarbeit
wurden zwei verschiedene theoretische Ansätze angewandt, um Kofaktoren zweier
Proteine zu untersuchen: klassische Mechanik und Kraftfeldoptimierung zur Be-
schreibung der eisenhaltigen Kofaktoren von Photosystem II sowie kombinierte
Quantenmechanik/Molekularmechanik zur Analyse der Auswirkungen, die die
Proteinumgebung auf den Protonentransfer in Kanalrhodopsin hat.

Wir konnten neue CHARMM-Kraftfeldparameter für die Häm- und Nichthäm-
Eisenkomplexe in Photosystem II herleiten. Indem wir quantenmechanische Daten
zum Vergleich heranzogen und Testsimulation nutzten, konnten wir zeigen, dass
die neuen Parameter eine stark verbesserte Beschreibung der intra- und inter-
molekularen Interaktion bieten und zuverlässige Ganz-Atom-Simulationen von
Proteinen ermöglichen, die Häm- und Nichthämeisenkomplexe enthalten.

In Kanalrhodopsin deprotoniert die Schiffsche Base erst, nachdem die licht-
induzierte Isomerisierung des Retinals eingetreten ist. Wir haben den gewichte-
ten Histogramm-Ansatz (Weighted Histogram Approach Method) genutzt, um
Protonentransferpfade herzuleiten, um zu verstehen, welche Faktoren die Depro-
tonierung im Grundzustand des Proteins verhindern. Wir konnten drei wichtige
Bedingungsfaktoren identifiziere: das Vorhandensein eines positiv geladenen Lysins
(K132), Wassermoleküle im aktiven Zentrum sowie der Protonierungszustand von
Glutamat-162, einem Gegenion der Schiffschen Base. Letzten Endes konnten wir
demonstrieren, dass ein kombiniert quantenmechanisch/molekularmechanischer
Ansatz zur Beschreibung von Proteinen in einer hydratisierten Lipidmembran
genutzt werden kann. Außerdem haben wir ein Protokoll entwickelt, welches zur
Untersuchung von Protonentransferpfaden und -energien unter Berücksichtigung
der Protein- und Lipidumgebung herangezogen werden kann.
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Si el poeta fuere casto en sus costumbres,
lo sera tambien en sus versos: la pluma es lengua del alma;

quales fueren los conceptos que en ella se engendraren,
tales seran sus escritos.

Miguel de Cervantes, Don Quixote
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Introduction





“I wanted to kill myself. I would have done it, too, if I had owned
a gun. I was considering the gruesome alternatives—pills, slitting
my wrists with a razor blade, jumping off a bridge—when another
student called to ask me a detailed question on relativity. There
was no way, after fifteen minutes of thinking about Mr. Einstein,
that suicide was still a viable option. Divorce, certainly. Celibacy,
highly likely. But death was out of the question. I could never
have prematurely terminated my love affair with physics.”

Arthur C. Clarke, Rama II 1
Background

When talking about proteins, the first thought that comes
to mind might be of the fried egg one sometimes prepares for
breakfast or of protein shakes that are popular with many fitness

enthusiast1. Yet proteins are far more than just another food supplement.
Be it bacteria, be it plants, be it animals: Proteins can be found in all life

forms and are an indispensable part of the machinery that keeps our bodies alive.
They are macromolecules that are made up of chains of amino acid residues (Fig.
1.1) and perform a wide range of functions. Amongst others, proteins play a

OH

O

α

a

NH2

β

γ

O

O−
OH

O

α

b

NH2

β

γ
δ

O

O−

OH

O

α

c

NH2

β

γ

δ

ε

ζ

NH+
3

OH

O

α

d

NH2

β
γ

δ N
ε

ε

δ

N

Figure 1.1: Skeletal formulae of the charged amino acids aspartate or aspartatic acid
(a), glutamate or glutamic acid (b), lysine (c) and histidine (d). Amino acids can bind
to each other by forming peptide bonds between their backbones (black), thus becoming
amino acid residues in a peptide or protein. Each type of amino acid has a unique side
chain (red), which, depending on the protonation state, can be either negatively (a,b)
or positively charged (c) or neutral (d). The side chains are attached to the Cα carbon
of the backbone, and their atoms are referred to by using Greek letters.
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4 BACKGROUND

role in drug resistance and the removal of toxins from inside the cell2,3,4,5 or in
importing specific ions and regulating the cellular ionic concentration6,7. Proteins,
however, are also involved in more well-known processes such as respiration8,
photosynthesis9,10 or vision11,12,13.

During photosynthesis, for instance, the protein complex photosystem II9

splits water into molecular oxygen. For photosystem II to function properly, the
presence of certain molecules like non-hæm iron and bicarbonate are essential14,15.
In vision, retinal is necessary to absorb light, thereby activating a receptor
protein13. These molecules or metal ions that are needed for a protein to fulfill
its biological task are called cofactors16.

1.1 | Describing Cofactor-Containing Proteins

To be able to characterize and understand the working of cofactor-containing
proteins, it is of the utmost import to have a good understanding of their cofactors.
In this work, we studied the following cofactors: the iron-containing complexes of
photosystem II and retinal inside channelrhodopsin.

Iron-Containing Cofactors of Photosystem II

Photosystem II can be analysed using experimental methods9,10,17,18,19,20,21 or
theoretical approaches such as quantum mechanics (QM)22, but reliable description

Figure 1.2: Bis-histidine-ligated hæm inside photosystem II (PDB ID: 3WU29). Hæm
b at the lumen side of photosystem II forms coordination bonds with Nε of histidine-41
(H41) and histidine-92 (H92) of the subunit PsbV of photosystem II. Thin solid lines
indicate coordination bonds between hæm (grey) and histidine (yellow).
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Figure 1.3: Non-hæm iron complex inside photosystem II (PDB ID: 3WU29). The
non-hæm iron is bound to bicarbonate (grey), to histidine-214 (H214) and histidine-268
(H268) of subunit D2 (wheat) and to histidine-215 (H215) and histidine-272 (H272) of
subunit D1 (yellow). H214 and H215 connect the non-hæm iron–bicarbonate complex
to the quinones QA and QB (BCT, grey) via a hydrogen-bonded network. Thin solid
lines indicate coordination bonds between non-hæm iron (orange) and bicarbonate
(grey) or histidine (yellow, wheat). Hydrogen bonds are shown as dashes.

of the conformational dynamics of photosystem II is required for comprehending
how this membrane-embedded protein–cofactor complex generates oxygen from
water. The usage of force fields and classical molecular dynamics (MD) is another
theoretical tool that allows for studies with longer time scales than QM. In the
case of photosystem II, however, a specific challenge is the lack of reliable force
field parameters to describe the geometry and non-bonded interactions of the two
iron-containing cofactors: (i) six-coordinated hæm with two histidine side chains
bound to the hæm iron and (ii) the complex consisting of non-hæm iron bound
to bicarbonate and four histidines.

The photosystem II dimer from Thermosynechococcus vulcanus contains two
hæm b molecules bound to each monomer9. Each one of the hæms is bound to
two histidines, i.e. the hæm is bis-histidine ligated (Fig. 1.2). Absence of the hæm
or mutations in its vicinity can slow down the recovery rate of the oxygen activity
of photosystem II23. Moreover, not having hæm results in a slower assembly of
photosystem II23, even though, for certain mutants, photoautotrophic growth
and assembly are still possible23,24. These observations highlight the importance
of understanding the conformational dynamics close to hæm.

The non-hæm iron in photosystem II is coordinated by four nitrogen atoms
from histidine side chains contributed by subunits D1 and D2, and by the
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carboxylate oxygen atoms of the bicarbonate molecule9,25 (Fig. 1.3). In the
crystal structure, the hydroxyl group of the bicarbonate molecule hydrogen-bonds
to a water molecule and to two tyrosine side chains9. Two of the histidine side
chains, H268 and H272, hydrogen-bond to nearby protein groups, whereas H214
and H215 hydrogen-bond to the quinone groups QA and QB, respectively (Fig.
1.3). This network of hydrogen bonds could be important for electron transfer at
QA and QB

25.
To reliably describe these two complexes of photosystem II using classical

MD, we derived new force field parameters for the CHARMM force field26 using
the CHARMM General Force Field (CGenFF) protocol27.

Retinal and Retinal Proteins

Retinal is a molecule consisting of a long polyene chain and a six-membered
carbon ring (Fig. 1.4). As a chromophore, it absorbs light of a specific frequency
and gives the protein it is bound to its colour. Retinal can be found in many
light-sensitive proteins28,29,30,31,32.

In 1971, Dieter Oesterhelt showed that the cell membrane of Halobacterium
halobium contained bacteriorhodopsin, which had retinal attached to it33. By
pumping protons from the cytoplasmic to the extracellular side of the membrane,
the cell could use the difference in the proton gradient to synthesize ATP—a
simple form of photosynthesis—and recently, there have been suggestions for
using light-sensitive proton pumps to generate bioenergy34. Despite the early
identification of bacteriorhodopsin, it took nearly two decades before a three-
dimensional atomic resolution map was published35 and deposited in the Protein
Data Bank (PDB)36, a database for three-dimensional structures of proteins.

In this structure of bacteriorhodopsin from H. halobium (PDB ID: 1BRD)35,

4
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CH3
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CH3

⊕
N
16

ε

β

CαH

NH

O

H3C
CH3

Figure 1.4: All-trans Retinal bound to lysine. The skeletal formula presents the
naming convention used to describe retinal attached to a lysine amino acid residue of
a protein. The Schiff base is located at C15=N16, and all bonds are shown in trans
configuration. The protein backbone is shown in grey.
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retinal could be seen inside of the protein. Retinal is attached to the protein by
binding to lysine and forming a Schiff base linkage (Fig. 1.4). The absorption of
light by the retinal and the subsequent deprotonation of the Schiff base initiate a
photocycle, during which the proton-pumping activity takes place. In organic
solvents, retinal absorbs at 440 nm37. This absorption maximum is changed by
the protein environment38, and research has been conducted to understand the
mechanism behind this so-called opsin shift31,37,39,40,41,42.

In the past, there had been difficulties deriving classical models for retinal,
and only after continued work, conducted over many years by several research
groups using bacteriorhodopsin as a reference system, did reliable retinal force
field parameters emerge37,43,44,45,46,47,48.

Initial steps in the theoretical analysis of retinal included division of the
chromophore into smaller parts as full-molecule computations were too expen-
sive at that time. These early attempts took existing parameters from small
compounds like methylene and otherwise directly used values computed with
QM43 or focussed on retinal isomerization44. Later, more expensive QM methods
and larger systems became feasible and the impact of the protein surrounding
was taken into consideration45,46,47. Finally, it was shown that charge transfer
and polarization effects are necessary to correctly describe the retinal pocket in
bacteriorhodopsin37,48.

The classical parameters that came out of these efforts to understand retinal
in bacteriorhodopsin enabled more reliable classical MD simulations than before,
but because deprotonation, like light-absorption, is a chemical process, and
because charge transfer and polarizability are not properly included in classical
approaches, the need for QM studies remained, and QM calculations have been
used to characterize contributions to the reaction energetics of proton transfer
involving retinal45,49,50,51,52.

Channelrhodopsin

One of the main focusses of this PhD project was the study of channelrhodopsin,
which is a seven-helical light-driven cation channel that contains a retinal chro-
mophore53,54. Channelrhodopsin is a dimer55, and retinal is bound to lysine-296
(K296) in, what we call here, the Schiff base region (Fig. 1.5).

Absorption of a photon by the all-trans chromophore (Fig. 1.4) leads to
isomerization about the C13=C14 bond, resulting in a 13-cis isomer. The isomer-
ization starts the photocycle that leads to cations entering the cell and causing a
depolarization of the plasma membrane56.
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Earlier studies of Chlamydomonas reinhardtii had indicated the existence
of two phototaxis receptors57, and the discovery of channelrhodopsin-158 and
channelrhodopsin-259 confirmed these observations. Channelrhodopsin was the
first light-gated cation channel ever discovered60 and has found since application
in the new-founded field of optogenetics56,61,62,63. Optogenetics expresses light-
sensitive ion channels in cells, like neurons, and then uses these channels to control
the altered cells or the organisms containing them.

Figure 1.5: The Schiff base region in the crystal structure of channelrhodopsin (PDB
ID: 3UG964). Retinal is attached to lysine-296 (K296), and the negative counterions
glutamate-162 (E162) and aspartate-292 (D292) are located within hydrogen-bonding
distance of the retinal Schiff base. The positively charged lysine-132 (K132) closes off
the Schiff base region on the extracellular end (bottom), while glutamate-129 (E129)
forms a hydrogen bond with asparagine-297 (N297) and defines the intracellular end.
In the crystal structure, w19 was the only water molecule resolved inside the Schiff
base region. Throughout this dissertation channelrhodopsin-1 notation64 will be used
to refer to specific amino acid residues.

To create proteins with enhanced optogenetic properties, it has been of major
interest to better understand what influences properties like frequency of light
absorption or recovery times of channelrhodopsin. Channelrhodopsin-2, for
instance, despite desensitizing under continuous illumination, has been used more
frequently than channelrhodopsin-1 because the latter is more difficult to express
in mammalian cells65. After mutagenetic studies yielded accelerated versions
of channelrhodopsin-2, efforts were made to combine channelrhodopsin-1 and
channelrhodopsin-2, in the hope of obtaining chimæras with improved optogenetic
properties65,66.

Finally, in 2012, Kato et al. succeeded in crystallizing a channelrhodopsin-
1–channelrhodopsin-2 chimæra (C1C2) (PDB ID: 3UG964) that had its first five
transmembrane helices taken from channelrhodopsin-1 and the last two taken
from channelrhodopsin-264. Later, experimental studies supported by theoretical
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calculations were used to design a C1C2 mutant with a desired blue-shift (PDB ID:
4YZI31). After conclusion of the work on this PhD project, the group of Gordely
and coworkers published crystal structures for wild type channelrhodopsin-2—the
protein used most often in optogenetics60—and for a mutant of channelrhodopsin-2
(PDB ID: 6EID and 6EIG, respectively67).

Despite the increasing amount of channelrhodopsin structures, there are still
many unknowns regarding the functioning of channelrhodopsin. For example,
channel-opening and proton-pumping activity in channelrhodopsin is initiated
only after the retinal isomerization from all-trans to 13-cis. The protein en-
vironment of the retinal binding site must play an important role in ensuring
the continued protonation of the Schiff base until photoisomerization occurs.
Here, we use molecular mechanics (MM) and combined quantum and classical
mechanics (QM/MM) to characterize determinants for the stability of the retinal
Schiff base proton in the closed/dark state of the channelrhodopsin chimæra C1C2.
Combined with the parametrization effort for the iron-containing cofactors of
photosystem II, we hope that these different approaches to studying cofactors will
provide important new insights into how cofactors influence and are influenced
by their protein environment.
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2
Methods

In this dissertation, calculations will be presented that were performed
utilizing a variety of quantum mechanics (QM) and molecular mechanics
(MM) methods, such as the derivation of potential of mean force (PMF)

profiles to analyse the proton transfer energetics in channelrhodopsin or the
computation of water interaction energies for reduced model systems.

The methods chapter will introduce computational approaches and system
setups used, and it will explain the philosophy behind the process of deriving
force field parameters.

11
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2.1 | Quantum Mechanical Methods

Where chemical reactions take place, QM methods become a necessity. The choice
of QM method should be based on the system of interest as a computationally
more expensive method is not guaranteed to yield the best results.

QMmethods that derive their solutions from solving the Schrödinger equation68

are referred to as ab initio quantum chemistry methods69, a term that was initially
used to indicate that QM calculations had been performed independently70.
The Hartree–Fock (HF) or self-consistent field method is one such ab initio
approach that forms the basis for many higher-level methods like Møller–Plesset
perturbation theory (MP2)71.

The Hartree-Fock Method

The simplest form of HF, restricted HF, describes the wave functions with a single
Slater determinant. Here, all orbitals are occupied by an electron pair. Electrons
are fermions, i.e. they are indistinguishable particles. To fulfill the Pauli exclusion
principle, the electrons’ wave function needs to be antisymmetric with respect to
the exchange of two electrons. When considering the case for two electrons of
same spin α, the ground state can be written as a product of both of their wave
functions—the so-called Hartree product:

ψHP = ψa(1)α(1)ψb(2)α(2). (2.1)

A linear combination of two Hartree products is used to derive an antisym-
metric wave function, the Slater determinant72, pp. 119-124:

ψSD = 1√
2

(ψa(1)α(1)ψb(2)α(2)− ψa(2)α(2)ψb(1)α(1))

=

∣∣∣∣∣∣χ1(1) χ2(2)
χ1(1) χ2(2)

∣∣∣∣∣∣ ,
(2.2)

where χa(n) = ψa(n)α(n).
This ansatz can be used to describe the molecular orbitals. The one-electron

Fock operator, which is applied to the HF wave functions, is defined as the sum
of the one-electron core Hamiltonian and the HF potential72, p. 126:

fi = −1
2∇

2
i −

nuclei∑
k

Zk
rik

+ V HF
i {j}. (2.3)
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The HF potential term is derived from the Coulomb operator Jij that describes
Coulombic repulsion between the electrons and from the exchange operator
Kij that accounts for the antisymmetry of the wave function and corrects the
Coulombic term:

V HF
i {j} = 2Jij −Kij, (2.4)

where Jij =
〈
φi(1)φj(2)

∣∣∣ 1
r12

∣∣∣φi(1)φj(2)
〉
and Kij =

〈
φi(1)φj(2)

∣∣∣ 1
r12

∣∣∣φi(2)φj(1)
〉
.

Next, using the Roothaan approach, the Hartree–Fock–Roothaan equations73

are constructed, and the secular equation needs to be solved:

det(F− εS) = 0. (2.5)

The overlap matrix S quantifies the overlaps of the atomic orbital basis
functions, and the elements of the Fock matrix F are given by:

Fµν =
〈
µ
∣∣∣∣−1

2∇
2
∣∣∣∣ ν〉− nuclei∑

k

Zk

〈
µ
∣∣∣∣ 1
rk

∣∣∣∣ ν〉

+
∑
λσ

Pλσ

[
(µν|λσ)− 1

2(µλ|νσ)
]
,

(2.6)

where Pλσ is an element of the density matrix.
The two-electron integral is computed using the probability density φ of the

electrons:
(µν|λσ) =

∫∫
φµ(1)φν(1) 1

r12
φλ(2)φσ(2)dr(1)dr(2). (2.7)

The self-consistent field algorithm starts by defining a molecular guess geome-
try. Then the overlap, one-electron and two-electron integrals are calculated, and
an initial density matrix is guessed. The Hartree–Fock–Roothaan equations are
constructed, and the secular problem is solved. Afterwards, the density matrix
is updated. This is repeated until the density matrices reach self-consistency.
Once this is the case, the geometry can be optimized, and one goes back to
calculating the integrals. After the geometry has reached a satisfactory level, the
optimization process is finished72, pp. 126-129.

Møller–Plesset Perturbation Theory

The HF method has the disadvantage that it never converges to the true energy
E. Instead, it gives the energy in the HF limit (EHF). The difference between
these two values gives the electron correlation energy Ecorr

72, pp. 165:

Ecorr = E − EHF. (2.8)



14 METHODS

MP2 is a method, where electron correlation is considered. The approach is
similar to the HF method. In the first step the one-electron Fock operator is
applied to the HF wave function:

H(0)Ψ(0) =
n∑
i=1

fiΨ(0) =
occ.∑
i=1

εiΨ(0). (2.9)

Because the repulsion between the electrons of a specific orbital and all other
electrons is calculated for each orbital, the total repulsion is overestimated by a
factor of two, and a correction term V needs to be applied:

V =
occ.∑
i

occ.∑
i>j

1
rij
−

occ.∑
i

occ.∑
j

Jij −
1
2Kij. (2.10)

The two contributions shown above are summed up to give the first-order cor-
rected MP energy—the HF energy. The second-order correction term is calculated
by again using the Rayleigh–Schrödinger perturbation theory approach, and is
given by the following equation72, pp. 216-222:

a(2)
o =

∑
j>0

∣∣∣〈Ψ(0)
j |V|Ψ

(0)
0

〉∣∣∣2
a

(0)
0 − a

(0)
j

=
occ.∑
i

occ.∑
j>i

vir.∑
a

vir.∑
b>a

[(ij|ab)− (ia|jb)]2

εi + εj − εa − εb
, (2.11)

where (ij|ab) is the two-electron integral as mentioned in Eq. (2.7).
When looking at these equations, it becomes apparent why MP2 is called a

post-HF method: MP2 is a perturbation theory-based correlation energy correction
applied to the HF energy. (The number after ’MP’ gives the highest-order term.)
Usage of the second-order correction term still allows for computationally efficient
solving of the equation, and very good results can be obtained from MP2.

Nonetheless, MP2 remains an expensive method. In 2007, HF could be used
with up to ∼5000 basis functions, while MP2 and MP4 had a limit of ∼800 and
∼300–400 basis functions, respectively74, pp. 183-186. Improvements in technology
can raise these limits, but the scaling with system size remains the same, i.e.
O(N4) for HF, O(N5) for MP2, O(N7) for MP4 and O(N9) for MP674, p. 184, where
N is the number of basis functions.

Despite this dramatic increase in computational cost, going for higher-order
MPn remains a potentially attractive possibility. We note, however, that im-
provements in accuracy gained can be very minor and that these higher-order
calculations are not always convergent, with lower-level MPn possibly giving better
results75,76,77.

MP2 is the least expensive of the MPn methods and includes electron correlation
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to a sufficient degree. For these reasons, MP2 is used for force field parametrization
at stages where high-accuracy geometries, energies or frequencies are vital27. The
most efficient way to use MP2 is to do a HF optimization beforehand, and use the
geometry obtained for further MP2 calculations, thus reducing the number of MP2

steps required71.

Density Functional Theory

Instead of using a wave function approach like HF, density functional theory (DFT)
is based on the idea that a system’s energy can be described by the electron density.
Hohenberg and Kohn showed that the ground state energy of an electronic system
is defined completely by its electron density78. DFT aims to derive functionals
that describe the functional dependence between energy and density because
the exact connection between both is not known79. The computational expense
of DFT methods is comparable to HF, but the results obtained are of better
quality80, pp. 233-274.

Some DFT methods can be distinguished by the functional form they use
to describe the exchange–correlation energy80, pp. 244-253. In the Local Density
Approximation (LDA), the electron density is assumed to vary only slowly. More
generally, for a spin-polarized system with the two spin densities ρα and ρβ the
Local Spin Density Approximation (LSDA) is used and its exchange energy is
given by:

ELSDA
ex. =

(
−21/3

) 3
4

( 3
π

)1/3 ∫ (
ρ4/3
α + ρ

4/3
β

)
dr. (2.12)

LSDA, however, significantly overestimates both exchange energy and electron
correlation80, p. 248. Generalized Gradient Approximation (GGA) methods were
created to improve LSDA, and they depend on the electron density as well as on
its first derivative. The B88 correction81 (Eq. (2.13)), for example, improves the
error in the LSDA exchange energy by almost two orders of magnitude, while
the Lee, Yang and Parr (LYP) functional82,83 is a GGA functional that improves
the correlation energy. The quality of the functional can be further improved by
using both B88 and LYP to give the BLYP approach80, pp. 249-250:

EB88
ex. = ELDA

ex. + ∆EB88
ex.

∆EB88
ex. = −β

∫
ρ4/3 x2

1 + 6βx sinh−1 x
dr.

(2.13)

Hybrid functionals are another class of DFT functionals. They are cre-
ated by adding the HF exchange energy. The Becke3,Lee–Yang–Parr func-
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tional (B3LYP)84,85 was made by combining a hybrid functional approach with
the addition of the B88 exchange correction and the LYP correlation functional
and uses three parameters a, b and c that have been fitted to experimental data:

EB3LYP = (1− a)ELSDA
ex. + aEHF

ex. + b∆EB88
ex. + (1− c)ELSDA

corr. + cELYP
corr.. (2.14)

In B3LYP, the LSDA correlation energy is calculated using the Vosko, Wilk,
and Nusair functional (VWN)86. VWN has different parametrizations, and as
a consequence, there exist different definitions of B3LYP. B3LYP often gives
good results, but one has to keep in mind that for DFT there are no standard
methods like MP2, and the choice of functional should be made depending on the
system80, pp. 233-274.

Tight-Binding Density Functional Theory

Semi-empirical methods have been derived to reduce the cost of ab initio meth-
ods. They are based on ab initio calculations, and to increase the speed of
computations, they use drastic approximation, such as only considering valence
electrons explicitly and describing them with a minimum basis set87. In addition,
parameters are added to help overcome the limitations of the use of a minimal
basis set80, pp. 285-287.

Tight-binding DFT (DFTB) is a semi-empirical method that is based on DFT

and can be used for large systems and systems involving transition metals. By
adding corrections due to charge equilibration, second (DFTB2) and third order
DFTB (DFTB3) is obtained. Because these extended DFTB approaches modify
DFTB by a self-consistent redistribution of partial charges, they are also known as
self-consistent charge tight-binding density functional theory (SCC-DFTB)88,89,90,91.
Like DFT, DFTB does not account for dispersion92, and for systems where disper-
sion has a significant effect additional corrective terms, like the Grimme dispersion
correction93,94, need to be added.

2.2 | The CHARMM Force Field

Highly accurate results can be obtained from QM, yet calculations can only be
made for small system sizes. Describing a whole protein completely with QM is
not possible at the moment. The MM approach is based on classical mechanics
and enables simulations of small biological systems, e.g. a protein in a lipid
membrane. The potential energy of the system is characterized by mathematical
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U(~R) =
∑
bonds

Kb(b− b0)2 +
∑
angles

Kθ(θ − θ0)2

+
∑

Urey-Bradley
KUB(S − S0)2

+
∑

dihedrals
Kϕ(1 + cos(nϕ− δ)) +

∑
impropers

Kω(ω − ω0)2

+
∑

residues
UCMAP(ϕ, ψ)

+
∑

non-bonded

εminij

(Rmin
ij

rij

)12

− 2
(
Rmin
ij

rij

)6+ qiqj
4πε0εrij



(2.15)

Equation 2.15: The CHARMM force field equation.

equations and parameters: the force field.
The CHARMM force field and software package26,95 is one of the most widely

utilized all-atom force fields and gives a good description of protein properties and
interactions96,97. All-atom means that all of the atoms are represented explicitly
without any of the hydrogens being summed into the heavier atoms. CHARMM uses
a class I additive potential energy equation. The CHARMM equation contains the
common potential terms, but also adds a Urey-Bradley term (UB) and a backbone
torsional correction term (CMAP) (Eq. (2.15))98. These terms can be classified
into two categories: intramolecular, i.e. internal or bonded, or intermolecular,
i.e. external or non-bonded. Bonds, angles, UB, dihedrals, improper dihedrals
(out-of-plane bending) and CMAP form the bonded terms. The non-bonded energy
is calculated from the van der Waals and electrostatic interactions.

To create a force field, a set of corresponding parameters is needed. Bonds b,
angles θ, impropers ω and UB distance S are described by harmonic potentials
that include an equilibrium value (denoted by subscript 0 in Eq. (2.15)), and
a force constant Kparameter. The dihedral term is a sum of cosine functions of
multiplicity n and with a phase shift δ. CMAP was initially an extension to the
CHARMM2299 force field. It was introduced to improve the treatment of backbone
dihedrals in peptides100,101. The UB term treats 1,3-non-bonded interactions
and optimizes angle bending. This potential is used where the vibrational
spectra require correction, as might be the case for separating symmetric and
antisymmetric bond stretching modes in aliphatic molecules. The non-bonded
parameters comprise the partial charges qi, the depth of the Lennard–Jones (LJ)
well εij, and the minimum van der Waals interaction radius Rmin

ij .
Because CHARMM uses fixed partial atomic charges, it is called an additive

force field and lacks polarization. The dipole moment has to be overestimated
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during the charge fitting procedure to mimic polarizability. Combining a partial
charge model and van der Waals interactions gives a sufficient description of hy-
drogen bonding and dispenses with the need for hydrogen bonding parameters102.

Even including CMAP and UB terms, CHARMM remains a class I force field.
This means that cross-terms are not explicitly included in the force field equation.
Cross-terms refer to the coupling terms between bonds, angles and torsional
motion and are used in class II force fields, like the Merck Molecular Force
Field103. Bond-angle coupling is an example for such a cross-term. It can be
obtained from the product of the bonds and angles terms. The advantage of class
II force fields is that they can reproduce the bonding behaviour and especially the
vibrational spectra more accurately104. They require, however, a larger number
of parameters. The advantage of class I force field like CHARMM, is that fewer
parameters are required, and subsequently calculations become less expensive. For
class I force fields, the derivation of transferable force field parameters becomes
easier as well, and they can give satisfactorily describe biomolecules at room
temperature102.

The Water Model in CHARMM

CHARMM has been optimized for use with the TIP3P water model105, an explicit
solvation model, i.e. the water is represented by individual molecules. TIP3P is a
three-interaction-site model, i.e. the water molecule consists of two hydrogens
and one oxygen.

SPCE/E106 is another widely used three-site model. It is a reparametrization
of the single point charge (SPC) model107. It contains a correction for polarization
and gives a better description of the hydration shells of water than TIP3P does108;
however, the improvement in water-pair interactions comes at the expenses of

Figure 2.1: The TIP3P water model. TIP3P105 is a three-interaction-site water model,
where the water molecule consists of three particles: one oxygen and two hydrogens.
The O–H distance is fixed at 0.9572Å, and the angle 6 HOH has a value of 104.52◦.
The oxygen and hydrogen charge is −0.834 and +0.417, respectively.
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the water-solute interactions.
The structural properties of the water molecules can be improved by separating

mass and charge of the oxygen into two separate particles, which gave the four-
site TIP4P model105. Whereas in a three-site model, 3 × 3 = 9 interactions
have to be computed for two water molecules interacting with each other; in a
four-site model, the splitting of the oxygen into charge and mass part adds an
additional interaction, thereby increasing the total number of interaction distances
to ten. Because water molecules claim most of the computation time in hydrated
simulations, the usage of TIP4P can significantly increase the computation time
of molecular dynamics (MD) calculations.

The CHARMM developers considered the TIP3P, SPC/E and TIP4P model before
deciding on TIP3P99. Despite the CHARMM force field being optimized for TIP3P

interaction, TIP4P and TIP5P109, a five-site model, can give good results with
CHARMM without force field reoptimization110,111.

Combining Quantum and Classical Mechanics

Combined quantum mechanical/molecular mechanical (QM/MM) methods seek to
combine the advantages of QM and MM; namely the ability of QM to describe chem-
ical reactions and the speed of classical mechanics. One possible implementation
of QM/MM is briefly described below112.

In QM/MM, calculations on a region of interest, e.g. a chromophore in a
light-activated protein, are performed using QM, while the rest of the system is
described at the less detailed MM level. The entire system’s Hamiltonian operator
is then the sum of the MM region ĤMM, the QM region ĤQM and the interaction
between QM and MM region ĤQM/MM

113:

Ĥ = ĤQM + ĤMM + ĤQM/MM. (2.16)

The QM and MM regions interact with each other via Coulombic and van der
Waals interactions112, and the total energy of the system is given by:

E = 〈Ψ|ĤQM + Ĥ
QM/MM
elec. |Ψ〉+ E

QM/MM
vdW + EMM, (2.17)

where EQM/MM
vdW is the van der Waals interaction between QM and MM, and the

Coulombic interaction ĤQM/MM
elec. is the one-electron operator given by:

Ĥ
QM/MM
elec. =

∑
A∈MM

∑
B∈QM

QA∆qB
|rA − rB|

. (2.18)
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Figure 2.2: Illustration of the divided frontier charge scheme. The side chain atoms
of aspartate are described using QM, while the rest of the protein is described using
MM. The classical mechanical host atom is the atom binding to the QM region (Cα),
and the host group is the MM group directly connected to the QM region (indicated by
a dashed rectangle). In the divided frontier charge scheme, the charge of the host atom
is redistributed over the remainder of the host group113.

It is not always possible to include complete molecules in the QM region,
and a decision has to be made, where to cut the MM description and start QM.
The classical force field part does not mind if an atom gets deleted; for the QM

region, however, one needs to ensure that the chemistry of the compounds is not
changed. To preserve the QM region’s behaviour as much as possible, the single
link atom method114 places a hydrogen that is only seen by the QM region on
the interfacing bond between QM and MM region115.The QM and the MM atom
forming the bond connecting QM and MM region are called QM host atom and
MM host atom, respectively. The description of the QM/MM interface can be
further improved, by applying the divided frontier charge scheme113. The divided
frontier charge scheme redistributes the charge of the MM host atom across its
MM group (Fig. 2.2).

SCC-DFTB/MM

The SCCDFTB module in CHARMM112 is used to perform SCC-DFTB/MM calcula-
tions116. A big advantage of the this module is the low computational cost of
the SCC-DFTB method as well as the possibility to add cut-offs for the QM/MM

electrostatic interactions and to use Ewald summation117. These options allow
the application of SCC-DFTB/MM to large systems consisting of a protein in a
hydrated lipid bilayer in a periodic boundary box.

2.3 | Deriving Force Field Parameters

A major part of this PhD project consisted of deriving force field parameters
for the hæm and non-hæm iron complexes found in photosystem II (Figs. 1.2
and 1.3). These parameters were to be used with the CHARMM force field, and
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therefore had to be compatible with the parametrization protocol used by the
CHARMM developers99.

The recently developed CHARMM General Force Field (CGenFF)27 added
parameters for a wide range of compounds, functional groups and drug-like
molecules. It is an extension to the CHARMM force fields and fully compatible
with the CHARMM protein force field. CGenFF also introduced a standardized
parametrization algorithm to facilitate: adding new compounds or adding func-
tional groups to molecules already present in the force field; as well as linking
together existing molecules.

As an extensible force field, CGenFF was an ideal choice to derive parameters
for the hæm and non-hæm iron-complexes of photosystem II: The hæm, histidine
and bicarbonate moieties of the complexes were already present in the CHARMM36

protein force field97, and the CGenFF approach could be used to connect these
molecules. By using the CHARMM parameters for hæm118,119, having to paramet-
rize hæm from scratch could be avoided.

Model Systems and Starting Coordinates

Starting coordinates for the parametrization of the hæm and non-hæm iron
complexes were taken from monomer A of the crystal structure of photosystem
II (PDB ID: 3WU29). To facilitate QM computations and the parametrization
process, components of the complexes were replaced by simplified model moieties
as described below.

In photosystem II, the bis-histidine–hæm complex consists of hæm b forming
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Figure 2.3: Chemical structure of the bis-histine–hæm model complex. (a) The
propionic side chains of hæm b were replaced by methyl groups to obtain the hæm
model moiety. (b) A side view of the complete HAEMHIS complex shows the Nε atoms
of the 4MEI groups forming a coordination bond with the hæm iron.



22 METHODS

FEBIHIS

Fe

4MEI4MEI

4MEI4MEI

N ε

ε

δ
N

γCH3
β

δ
Nε

δ

γ CH3
β

δ
N

ε

Nε

ε
N
δ

γ
CH3

β

δ

N ε

δ

γ
CH3

β

N
δ

ε

O2

O4

O 1

3

Figure 2.4: Chemical structure of the non-hæm iron–bicarbonate–histidine model
complex. The FEBIHIS complex consists of a central iron forming coordination bonds
with four 4MEI and bicarbonate. The 4MEI groups’ Nδ is protonated.
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Figure 2.5: Chemical structure of the non-hæm iron–histidine model complex. The
FEHIS complex has a central iron coordinating four 4MEI only. The 4MEI groups are
δ-protonated.

a coordination bond with the ε-nitrogens of two δ-protonated histidine amino acid
residues. We replaced the two negatively charged propionic groups and the ethyl
group of hæm b with methyl groups (Fig. 2.3a). The histidines were represented
by 4MEI (Fig. 2.3b). This simplified bis-histidine–hæm complex is denoted as
HAEMHIS (Fig. 2.3).

Similarly, for the non-hæm iron–histidine-bicarbonate complex, we modelled
each of the four histidine residues as 4MEI. The resulting complex was denoted as
FEBIHIS (Fig. 2.4). We also derived a simplified non-hæm iron–histidine complex
that did not contain a bicarbonate and denoted it as FEHIS (Fig. 2.5).

The iron in both bis-histidine-ligated hæm and the non-hæm iron complex
of photosystem II can exist in its ferrous (Fe2+) or ferric (Fe3+) form19,22,120. To
enable simulations with these two redox states of the iron, we derived parameters
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for HAEMHIS, FEBIHIS and FEHIS containing ferrous and ferric iron. The total
charge of ferrous and ferric HAEMHIS is 0 and +1, respectively; the total charge
of ferrous and ferric FEBIHIS is +1 and +2, respectively; and the total charge of
ferrous and ferric FEHIS is +2 and +3, respectively.

All 4MEI groups had Nδ protonated and Nε unprotonated. We used the
HBUILD command of CHARMM26 to construct hydrogen atoms.

The CHARMM General Force Field Algorithm

The basic idea behind parametrizing a force field is to make MM calculations
reproduce QM or experimental data. To retain compatibility within a force field,
however, it is important to use the same parametrization algorithm for each
addition to the force field.

The CGenFF27 algorithm (Fig. 2.6) used here relies, where possible, on ab
initio generated target data and is as follows: In the first step, files containing the
topology of a compound as well as initial guess parameters need to be generated,
and the partial charges are optimized using the QM geometry. After this, the
iterative phase of the parametrization can begin. First, bonds and angles are
optimized, then dihedrals and impropers. These are the so-called intramolecular
parameters. Once convergence has been reached, the partial charges will be
reoptimized—now using the MM geometry.

Partial charges and Lennard–Jones parameters form the intermolecular part
of the force field parameters. No optimization of Lennard–Jones parameters
was performed as fitting of Lennard–Jones parameters requires either exper-
imental data or high-level QM calculations27 that were not possible for com-
plexes as large as HAEMHIS, FEBIHIS or complex consisting of iron and four 4-
methylimidazoles (FEHIS). Moreover, Lennard–Jones parameters already present
in standard CHARMM are transferable if used in similar chemical environments.
After the partial charge optimization, the intramolecular parameters are rechecked,

Figure 2.6: Illustration of the CGenFF algorithm. The CGenFF force field optimization
is an iterative process. After obtaining starting parameters, these parameters will be
repeatedly refined until the electrostatic and geometric properties of the MM compound
agree with the QM target data. Optimization of Lennard–Jones interaction was not
necessary for any of the complexes parametrized in here; therefore, it has been omitted
from the parametrization protocol.
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and the whole parametrization algorithm is repeated until self-convergence has
been achieved.

New Chemical Types and CHARMM-Compatibility

Depending on the oxidation state and the system, we introduced new chemical
types for iron. By doing this, none of the parameters already present in CHARMM

was overwritten, and full CHARMM-compatibility was retained. The parameters
presented in this dissertation are an extension to the CHARMM36 protein force
field97 and need to be used in conjunction with the protein force field and its hæm
extension118,119. All Lennard–Jones parameters were taken from the CHARMM36

protein force field and were not modified.

QM Geometry Optimization

QM-optimized geometries of the isolated model complexes serve as geometrical
target data to validate the parameters. For the ferrous FEBIHIS and FEHIS complex,
we used the MP2 method. Usage of MP2 for HAEMHIS was computationally very
expensive, and we performed B3LYP calculations instead. The ferric systems
required the use of unrestricted QM methods, and calculations using unrestricted
MP2 were not possible. Therefore, unrestricted B3LYP (UB3LYP) was used for QM

calculations involving ferric complexes. In accordance with the CGenFF protocol27,
we used the 6-31G*121,122,123 basis set in all QM computations.

Partial Charge Optimization

The aim of the optimization of the atomic partial charges was to reproduce
water interaction energies E between TIP3P water and the compound. Using the
example of FEBIHIS, the water interaction energy E was defined as the difference
between the energy of the FEBIHIS–water complex and the sum of energies of
the isolated FEBIHIS complex and a single TIP3P water molecule, as given in the
following equation:

E = E(FEBIHIS+TIP3P)− E(FEBIHIS)− E(TIP3P). (2.19)

The calculation of water interaction energies was done at the HF/6-31G* level
of theory to retain compatibility with the rest of the CHARMM additive force
fields27. The results of the QM calculations were compared to water interaction
calculations performed using MM, and the partial charges of individual atom were
adjusted until the QM target energy could be reproduced. Using higher level
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Figure 2.7: Optimization of TIP3P water interactions. Water interaction energies
were calculated for donor (interaction with water oxygen) and acceptor (interaction
with water hydrogen) sites. A TIP3P water molecule was placed in a planar interaction
geometry. The interaction energy E was obtained by optimizing the complex, while
only allowing the orientation and interaction distance d of the water molecule to change.
Two water molecules are shown for illustrative purposes only as water interaction sites
were sampled one at a time.

QM methods can give a better description of the water interactions124,125, but in
doing so might cause an imbalance in the treatment of non-bonded interactions
in different parts of the force field.

Following the CGenFF parametrization protocol27, compounds with zero total
charge, like ferrous HAEMHIS, required the application of a scaling factor of 1.16126

to the QM water interaction energies that were used during the derivation of
atomic partial charges. With the exception of ferrous HAEMHIS, the compounds
presented in here had a non-zero total charge and did not require scaling of the
interaction energies.

In the first step of the optimization of the FEBIHIS water interactions, QM

interaction energies were computed using the QM-optimized geometry of the
FEBIHIS complex and a TIP3P water molecule. We used the Force Field Toolkit127

to generate input files for the calculation of water interactions. To calculate a
specific water interaction energy, a water molecule was constrained to an ideal
linear interaction geometry with the target interaction site (Fig. 2.7). For donor
interactions, the interaction distance d was the distance between water oxygen
and the hydrogen atom at the interaction site; for acceptor interactions, it was
the distance between water hydrogen and interacting heavy atom (Fig. 2.7).

Next, we QM-optimized the distance between the two interacting atoms as
well as the orientation of the TIP3P water molecules relative to the FEBIHIS

complex. This optimization gave the HF/6-31G* equilibrium distance dQM and
the interaction energy EQM of the water molecule at that specific interaction site.
This process was repeated for all accessible interaction sites, using one water
molecule at a time.

The MM values for distance and energy, dMM and EMM, were computed using
the MM atomic partial charges. The initial guesses for the partial charges were
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based on Merz–Singh–Kollman (MK) partial charges128 calculated with HF/
6-31G*, with the geometry of the isolated complex optimized with MP2/6-31G*
for ferrous FEBIHIS and FEHIS, B3LYP/6-31G* for ferrous HAEMHIS, and UB3LYP/
6-31G* for the ferric systems.

For the MM calculations of water interaction energies at each interaction
site considered during the first iteration of the CGenFF algorithm (Fig. 2.6), we
again placed the respective TIP3P water molecule in an ideal interaction geometry
and used the QM-optimized FEBIHIS geometry. Later iterations always used the
MM-optimized FEBIHIS geometry instead.

To determine the MM interaction position dMM, we constrained the orientation
of the TIP3P water molecule relative to FEBIHIS to that from the QM-optimized
geometry and scanned the distance between water and the FEBIHIS interaction
site in steps of 0.01Å, until the energy minimum was reached.

We manually changed the partial charges of the FEBIHIS complex and re-
calculated the water interaction energies. These computations were performed
separately for ferrous and ferric FEBIHIS. With the exception of the non-polar
hydrogens of the 4MEI moieties (Fig. 2.4), where the partial charge was kept
at the standard CHARMM value for methyl hydrogen atoms of 0.09, the partial
charges of the iron, bicarbonate and 4MEI atoms were optimized until EMM and
EQM agreed to within the recommended convergence criterion of 0.2 kcal/mol27.
Ideally, water interaction distances for the polar sites are offset by −0.2Å129.

The partial charge optimization of the FEHIS and the HAEMHIS systems was
performed in the same manner, with the exception that, for HAEMHIS, partial
atomic charges taken from the CHARMM36 protein force field were used as initial
charge guesses for 4MEI and ferrous hæm.

Optimization of Bonds and Angles

We compared the equilibrium positions of the bonds and valence angles of the
QM- and MM-optimized structures of HAEMHIS, FEBIHIS and FEHIS. To improve
the agreement between MM- and QM-optimized geometries, we refined the bonds
and angles involving iron coordination bonds. For all complexes, we optimized
the iron–histidine coordination bond Fe−Nε, and the valence angles Fe−Nε−Cδ

and Fe−Nε−Cε (see Figs. 2.3b, 2.4 and 2.5 for atom names).
For HAEMHIS, we additionally modified bonds between the iron and the

coordinating nitrogen atoms NA, NB, NC, and ND of the hæm plane (Fig. 2.3a).
We refined the equilibrium positions until the deviation between MM and QM

values converged to a value less than 0.03Å for bonds, and 3◦ for valence angles27.
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For the bicarbonate compound of FEBIHIS and FEHIS, the starting parameters
were taken from the carbonate ion parameters of the CHARMM36 protein force
field97. In here, we derived new bonds and angles parameters for the hydroxyl
group.

For all ferric complexes, we started from the bonded parameters optimized
for the corresponding ferrous complexes and then further tested and refined
specific bond and angle parameters that had been previously refined for the
ferrous complexes; that is, for both ferrous and ferric complexes, we refined
only bonded parameters involving the iron ion and kept the remaining bonded
CHARMM parameters unchanged.

Optimization of Force Constants for Bonds and Angles

After comparing the QM-optimized geometries of the complexes with the initial
MM-optimized geometry, it became apparent that a number of bond and angle
parameters of ferrous HAEMHIS, FEBIHIS and FEHIS required further refinement.
Ideally, force constants for bonds and valence angles are optimized by analysing
the vibrational modes of model compounds27. For large molecules, like the
HAEMHIS, FEBIHIS and FEHIS complexes studied here, however, there are compli-
cations: First of all, depending on the system size and the elements of the atoms
involved, the system might be too complex for the QM computation of vibrational
modes to converge. Notwithstanding the above, for a molecule composed of N
atoms there will be (3N − 6) vibrational degrees of freedom, i.e. even if the
vibrational calculations converge, there might be simply too many eigenmodes
and decomposition of the frequencies will not be feasible. In situations like these,
CGenFF recommends potential energy scans (PES) of small perturbations of bonds
and angles27. We used such an approach to optimize the force constants of bonds
and angles involving iron in HAEMHIS, FEBIHIS and FEHIS.

In the first step, we used the QM-optimized geometries of ferrous HAEMHIS,
FEBIHIS and FEHIS to measure the equilibrium positions for bond lengths and
the valence angles subject to refinement. In the second step, we performed PES

separately for ferrous HAEMHIS, FEBIHIS and FEHIS. To refine force constants
for bonds, we started with an offset of −0.01Å from the equilibrium length, and
conducted a three-step PES with a step size of 0.01Å. For valence angles, we
used an offset of −1◦ and a step size of 1◦. We adjusted the MM force constants
until the agreement between the QM and MM PES could no longer be improved.

The refined force constants obtained for the ferrous systems were used as
starting force constants for parametrizing specific bonded force constants of ferric
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HAEMHIS, FEBIHIS and FEHIS.

Optimization of Dihedrals

To derive parameters for describing the orientation of the two 4MEI groups with
respect to the hæm plane, we performed a PES for rigid and flexible dihedral
angles defined as follows: Rigid dihedrals were dihedrals describing ring torsions,
i.e. the central two atoms of such dihedrals formed part of a ring, and the dihedral
angle was associated with a relatively high energy barrier; all other dihedral angles
were denoted as flexible dihedral angles.

Taking the the position of the minimized structure as starting point, we used
QM to derive the PES for rigid dihedrals, once with a step size of 5◦ and once
with a step size of −5◦ for six steps each. For all flexible dihedrals, we used 5◦

increments to perform an 18-step scan in each direction.
The PES was then computed with MM using the same step size and number

of steps as in the corresponding QM PES described above. In optimizing the MM

description of the dihedral angle, we aimed to reproduce the height of energy
barriers and the location of energy minima. Reproducing the energy profile in
the region of the energy minima is particularly important for MD simulations
because these are the regions that are sampled most often27. We adjusted the
dihedral parameters by changing their multiplicity, phase shift and force constant.
Following the CHARMM protocol27, we used only 0◦ and 180◦ for the phase shift.

For both ferric and ferrous complexes, the parametrization steps described
above were performed iteratively until self-consistency had been reached.

Testing the New Parameters with Classical MD

The classical MM calculations performed utilizing the HAEMHIS parameters derived
in here used the CHARMM36 protein97,99,101 force field, the ion parameters of Roux
and coworkers130 and the TIP3P water model105.

We used human brain neuroglobin to test the ferrous HAEMHIS parameters
derived. Neuroglobin is a small soluble protein of 151 amino acid residues that
contains a ferrous hæm b cofactor coordinated by two histidine residues. The
starting coordinates of the protein were taken from chain B of the crystal structure
(PDB ID: 1OJ6131).

We used the HBUILD command in CHARMM26 to construct hydrogen atoms.
The protein was placed at the center of the Cartesian coordinate system, and it
was overlapped with a box of TIP3P water molecules. We deleted water molecules
that were overlapping with crystal structure coordinates. The simulation setup
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consisted of the protein, the hæm molecule, 42 crystal structure water molecules,
24 506 bulk water molecules and six sodium ions added for charge neutrality in
a simulation box of size 90 × 90 × 90 Å3 . The system was assembled using
CHARMM-GUI132,133 Solvator134.

To further test the impact of the optimization of partial charges, we performed
independent simulations using the ferrous force field parameter sets refined for
HAEMHIS in here. For the non-bonded interactions, we used a switch135 distance
of 10Å, a cut-off distance of 12Å and a pair list distance of 14Å.

We used NAMD136,137 with a Langevin dynamics scheme and a Nosé–Hoover
Langevin piston138,139 to perform simulations in an isothermal–isobaric ensemble
(NpT ) with isotropic cell fluctuations at a temperature of 300 K and a pressure
of 1 bar, and with a Langevin damping coefficient of 5.0 ps−1. We used SHAKE140

to constrain covalent bonds involving hydrogen atoms. Heating was performed
with velocity rescaling in a canonical ensemble (NV T ). During heating and the
first 2 ns of equilibration, we used an integration time step of 1 fs. For the rest of
the simulation, we used the reversible multiple time step integration scheme141,142

with steps of 1 fs for the bonded forces, 2 fs for short-range non-bonded and 4 fs
for long-range non-bonded interactions. Simulation were prolonged to 100 ns and
coordinate sets were saved every 10 ps−1. Unless specified otherwise, average
values and histograms were computed using 5000 equally spaced coordinate
snapshots from the last 50 ns of a simulation.

2.4 | Studying Channelrhodopsin

To analyse the channelrhodopsin chimæra C1C2, MM and QM/MM calculations
were performed using the CHARMM36 protein97,99,101 and lipid143 force fields, the
ion parameters of Roux and coworkers130 and the TIP3P water model105. The MM

parameters used in here for retinal were based on studies performed for retinal in
bacteriorhodopsin, in which parameters for partial charges37,48, van der Waals
interactions43,44, bond lengths and valance angle45,46 and dihedrals47 had been
derived. As QM method, we employed the SCC-DFTB method88,89,90,91, which is
known for giving a good description of retinal’s geometry and its proton transfer
energetics50,51,52,144.

MM Simulations of Channelrhodopsin with All-trans Retinal

As starting coordinates, we used the crystal structure of the channelrhodopsin-1
and channelrhodopsin-2 chimæra C1C2 (PDB ID: 3UG964). Part of the loop that
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Figure 2.8: Dimeric setup of channelrhodopsin C1C2 (PDB ID: 3UG964) inside a POPC
membrane. The C1C2 monomers are shown in yellow (monomer 1) and lime (monomer
2) with crystal waters highlighted in light blue and retinal in cyan. In this dissertation,
all illustrations of channelrhodopsin will use the same orientation.

is located between helix 1 and helix 2 was missing from the crystal structure,
and we used the Phyre2 web portal145 to model the missing amino acid residues
110–117.

We assembled the protein dimer with PISA146 and linked the monomers
with three disulfide bridges for C66, C73 and C75. We used standard protona-
tion for all amino acid residues, except for E122, E129 and D195, which were
considered protonated. In channelrhodopsin-2, E162 was thought to be deproto-
nated147,148,149,150,151, and studies of C1C2 also favoured unprotonated E16241,152.
To explore the effects of E162 protonation, we generated systems with neutral
E162 and systems with negatively charged states of E162. Hydrogen atoms were
constructed using HBUILD in CHARMM26. The protein dimer was placed inside a
hydrated 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) bilayer using
the CHARMM-GUI132,133 Membrane Builder153,154,155 (Fig. 2.8). The complete
system consisted of the protein dimer, 86 waters found in the crystal structure
(43 per monomer), 300 POPC lipid molecules and ∼28 500 TIP3P water molecules
in a simulation box of size 110× 110× 120 Å3. To setups with protonated E162,
we added two chloride ions to preserve charge neutrality of the system.

The MM simulations were performed using NAMD136,137 with a Langevin
dynamics scheme and a Nosé–Hoover Langevin piston138,139 at a temperature
of 300 K. We constrained covalent bonds involving hydrogen atoms using the
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SHAKE algorithm140.
The first nanosecond of heating and equilibration was done following the

CHARMM-GUI protocol132,133, while maintaining an integration time step of 1 fs
and reassigning velocities every 0.5 ps. This was followed by two additional steps
of equilibration of 2 ns each, where we placed on the protein and lipid heavy
atoms a harmonic constraint of 5 kcal/mol/Å2. Starting from the last 2 ns of the
equilibration, we used to the reversible multiple time step integration scheme141,142

with steps of 1 fs for the bonded, 2 fs for short-range non-bonded and 4 fs for long-
range non-bonded interactions. For the first 100 ps, a canonical ensemble (NV T )
was used, before switching an isothermal–isobaric ensemble (NpT ) with isotropic
cell fluctuations at a pressure of 1 bar. After 5 ns of equilibration, production runs
were started. The Langevin damping coefficient was 1 ps−1 during equilibration
and 5 ps−1 during production runs. For each of the MM simulations of all-trans
C1C2, we generated trajectories with a length of 250 ns. Coordinate snapshots
were saved every 10 ps.

Modelling and MM Simulations of Channelrhodopsin Mutants

To understand the impact selected key residues have on the hydrogen-bonding
networks and interactions in the Schiff base region, we performed additional
calculations with various mutants of C1C2.

For the mutant computations, we used the wild type starting coordinates for
C1C2 with protonated and unprotonated E162. We performed the equilibration
as described above for wild type C1C2, with the only exception being that the
5 kcal/mol/Å2 harmonic constraint placed on the protein atoms was not relaxed.
The equilibration was followed by 20 ns of simulation with the protein still
constrained, after which we used CHARMM to perform the mutation in both
monomers of C1C2. We then repeated the equilibration procedure using the same
approach as described above for the wild type simulations, before prolonging the
trajectories of the production runs to 110 ns each.

The mutants are briefly introduced below.
K132A: The K132A mutant has faster kinetics than the wild type and changes

the ion selectivity of the channel from an unselective one to a potassium channel64.
E129A: E129 protonation has been experimentally confirmed, and the residue

is thought to deprotonate during the photocycle150,156. Theoretical studies showed
that the presence of protonated E129, which forms a stable hydrogen bond with
N297, is important in the closed/dark state of channelrhodopsin to prevent ion
leakage157. E129A, like K132A, affects ion selectivity64,158, but has a photocurrent
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similar to wild type C1C264.
E162D: The negative counterion E162 is necessary for a fast and efficient

isomerization of the retinal and stabilizes the positive charge on the C13=C14

double bond149. By mutating E162 to aspartate, the missing methylene group
changes the local geometry and possibly the hydrogen-bonding network in the
Schiff base region, resulting in the disappearance of the K-like intermediate and
faster photodynamics, but also in a tenfold decrease in photocurrent and a slower
peak recovery147,149. E162D has the same negative Schiff base counterions as
found in bacteriorhodopsin159.

Modelling and MM Simulations of Channelrhodopsin with 13-cis Retinal

To further analyse the possible effects of the conformational change of all-trans
retinal to 13-cis,15-anti retinal, we performed additional MM MD simulations
of wild type C1C2 with a model containing isomerized retinal, using the same
simulation settings as described above for the all-trans simulations.

As a starting point, we used the structure from the end of the all-trans
simulations, and we applied a harmonic biasing potential to constrain the dihedral
angle C12−C13=C14−C15 as follows: Using a force constant of 250 kcal/mol/◦

and beginning at a starting value ωref of −180◦, we increased ωref in steps of 10◦

until we reached 0◦, i.e. the 13-cis configuration. At each step, we performed 1 ps
of constrained dynamics using the constraining potential function:

U(ω) = k (1 + cos(ω − ωref)) , (2.20)

where ωref is the minimum of the constraint, ω is the current value of the dihedral
C12−C13=C14−C15, and k is the force constant.

We generated two types of 13-cis setups: One, where retinal had been isomer-
ized in one monomer only; and one, where retinal had been isomerized in both
monomers. For each of these systems, we generated one setup each containing
unprotonated and protonated E162, respectively. After the isomerization, we
prolonged each 13-cis simulation to 100 ns.

QM/MM Computations of Channelrhodopsin with All-trans Retinal

We used the SCCDFTB module inside CHARMM to perform QM/MM calculations112.
To prepare the all-trans QM/MM systems, we took one snapshot each from the end
of each of the MM trajectories. In case of the wild type all-trans simulations, we
saved the coordinates at the end of the 250 ns production run. The same protocol
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was used for QM/MM simulations of the C1C2 mutants, which were started from
the end of their respective MM production run at 110 ns. During the first 50 ps
of QM/MM dynamics, we placed on all heavy atoms a mass-scaled harmonic
positional constraint given by the constraining potential:

U(x) = p
∑
i

{
kimi (xi − xi,ref)2

}
, (2.21)

where, for an atom i, ki is the force constant of the constraint in kcal/mol/Å2,
mi is the atomic weight, xi is the current position in Å, xi,ref is the position of a
reference set of coordinates in Å, and p is a pre-factor used to scale the constraint.
The pre-factor started at a value of 1.0, and every 10 ps it was reduced by 0.25.
This equilibration was followed by a production run of 1 ns.

Because on the 1 ns timescale water molecules inside the Schiff base region
could be replaced by water molecules initially located farther away from the Schiff
base, we constrained MM water molecules at the entrance of the Schiff base region
by 2.5 kcal/mol/Å2. This keeps QM water molecules inside the Schiff base region
without having to directly apply a constraining potential to them. A similar
approach has been successfully used before148.

The QM/MM dynamics calculations were run using the Leapfrog Verlet al-
gorithm and a canonical ensemble (NV T ) with a damping constant of 5 ps−1

at a temperature of 300 K. We used an integration time step of 1 fs and saved
coordinates every 1 ps.

QM/MM Computations of Channelrhodopsin with 13-cis Retinal

We performed QM/MM MD calculations of C1C2 with 13-cis retinal. We used two
different approaches to generate 13-cis QM/MM systems. In the first approach,
we started QM/MM MD simulations using coordinate snapshots from the end of
MM simulations of 13-cis C1C2 and performed QM/MM MD simulations using the
same setup method as for the all-trans QM/MM MD. In the other approach, we
used the all-trans QM/MM simulations as starting point to isomerize the retinal
and continued the MD simulations as follows: We applied a force constant k of
100 kcal/mol/rad2 and harmonically constrained the dihedral C12−C13=C14−C15

using:
U(ω) = k (ω − ω0)2 , (2.22)

where ω0 is the minimum of the constraint, ω is the current value of the dihedral
and k is the force constant. We started with a value of −180◦ for ω0, increased
ω0 in steps of 10◦ until reaching 0◦. At every step, we performed 0.3 ps of
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equilibration, adding up to a total of 5.7 ns. Once the 13-cis retinal configuration
had been obtained, QM/MM MD simulations were continued using the same
QM/MM protocol as described above for all-trans C1C2.

The Choice of Quantum Mechanical Region

Because of channelrhodopsin’s dimeric structure, the QM/MM treatment could
be applied to either one of the active sites in the two C1C2 monomers. We
only treated with QM the active site of one of the protein monomers at a time.
This was done because there is no direct interaction between the two Schiff base
regions and including both sites in the QM region would have been an unnecessary
increase of computational cost.

We performed independent QM/MM computations in which the QM treatment
was applied either to monomer A or to monomer B of C1C2. The QM region
consisted of the side chains of E129, K132, E162, D292 and K296 with the
covalently bound retinal molecule (Fig. 2.9). Water molecules that were in the
proximity of the Schiff base nitrogen were also included in the QM region, and
depending on the setup, the amount of QM waters was 2–4. QM/MM calculations
involving 13-cis retinal additionally included T166 and S295 as QM residues (Fig.
2.9).

Figure 2.9: The QM Region for QM/MM analysis of Channelrhodopsin C1C2. Amino
acid residues that have been part of the QM region of the QM/MM computations are
shown in stick representation, and link atoms are shown as salmon-coloured spheres.
Residues threonine-166 (T166) and serine-295 (S295) were only included in QM/MM
calculations of channelrhodopsin that contained 13-cis retinal.

Link atoms were placed on Cβ for aspartate (D292, E162D), on Cδ for single
lysine (K132) and on Cγ for glutamate (E129, E162) and lysine–retinal (K296);
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mutated alanine was not treated with QM (Fig. 2.9). We used the divided frontier
link atom scheme113. The QM/MM computations were initiated from the end of
each MM trajectory.

Proton Transfer Calculations

Proton transfer calculations were performed starting from the last coordinate
snapshot of the QM/MM simulations using Alan Grossfield’s implementation160 of
the Weighted Histogram Approach Method (WHAM)161, a generalization of the
histogram method162 and an extension of the Umbrella sampling method163,164.
WHAM has proved itself to be a reliable approach165, and has been used in the
past for retinal proton transfer calculations166. By using WHAM, the PMF167 of a
reaction coordinate can be derived by combining bins with different constraints
placed on the reaction coordinate.

The reaction coordinate D of the proton transfer was defined as the difference
between donor–donor hydrogen distance and acceptor–donor hydrogen distance:

D = dDH − dAH, (2.23)

where dDH is the distance between donor and donor hydrogen, and dAH is the
distance between donor hydrogen and acceptor. We used the restrained distances
(RESD) command168 inside CHARMM to constrain D to generate bins for sampling
the deprotonation potential of mean force. The constraint is given by:

U(ω) = k (ω − ω0)2 , (2.24)

where k is the constraining force constant in kcal/mol/Å2 , and Dref is the
minimum of the constraint in Å. We used a force constant k of 150 kcal/mol/Å2.

To generate starting points to begin sampling the bins for the WHAM analysis,
we performed a short initial sampling as follows: Using the initial coordinates
and starting from a value of Dref,0 = −1.2Å for an amino acid as acceptors
or Dref,0 = −1.0Å for a water molecule as acceptor, the RESD constraint was
applied; the system was equilibrated for 2.5 ps and a restart file was saved; Dref

was decreased by 0.1Å and another equilibration followed. This was done until
Dref = −1.7Å was reached. A second run was started from the initial coordinates;
this time Dref,0 was increased by 0.1Å, followed by a 2.5 ps equilibration, until
Dref = 1.7Å was reached. Once all 35 restart files had been generated, a 100 ps
equilibration was started for each bin, using the respective Dref value. The last
50 ps of each bin were employed for the WHAM calculations, with the values of
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the reaction coordinate D being saved at every time step.
To extract factors influencing the proton transfer energetics, we ran additional

WHAM analyses with reduced systems as follows:
In the first test system, denoted as the prot setup, we started from the end

of the QM/MM simulation of C1C2 and deleted all lipid molecules and all water
molecules more than 5Å away from the protein. The PMF computation on the
prot setup was then performed without additional geometry optimization. We
performed 10 ps of equilibration, and then performed PMF computations using
the same protocol as described above for the complete system.

In the second test system, denoted as dry, starting from the end of the
QM/MM simulation of C1C2 as well, we deleted, except for the water molecule
closest to the Schiff base nitrogen, all water molecules within 4Å of the Schiff
base nitrogen or the carboxyl(ate) oxygen atoms of E162 or D292. In the drier
setup, we deleted all water molecules within 4Å of the Schiff base nitrogen or
carboxyl(ate) oxygens without any exception. We found that deletion of QM

waters in the dry test setup led to the need for a brief energy minimization before
the initial 10 ps equilibration and the PMF computation could be performed.

Finally, the crystal setup consisted of the starting crystal structure of a C1C2

monomer (PDB ID: 3UG964). In the crystal structure, there is only one water
molecule (w19) in the Schiff base region; the distance between the oxygen atom
of w19 and the Schiff base nitrogen of 4.43Å is too long for a direct hydrogen
bond. Consequently, the PMF computations on the crystal test system considered
only proton transfer pathways from the retinal Schiff base to E162 and D292.

To further test the importance of hydration for the energetics of the proton
transfer pathways, we used the DOWSER plug-in169,170 inside VMD171 to generate
possible missing water molecules in the Schiff base region, and then performed
PMF computations. These test systems have been labelled as the dowser setups.

To preserve the shape of the protein during computations on the prot, crystal
and dowser test systems described above, we constrained coordinates of the
heavy atoms of the loop regions and of all water molecules within 5Å of the loop
regions by using a harmonic constraint of 10 kcal/mol/Å2 and 5 kcal/mol/Å2 for
loops and water molecules, respectively.

2.5 | Hardware and Software Used

This section contains a brief overview over the software and hardware used for
molecular visualization and for performing MM and QM calculations.
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Gaussian

Gaussian 09172 was the software package used to execute the ab initio calculations
that were necessary for the parametrization work. For all Gaussian calculations,
we used default convergence criteria. Gaussian calculations were run on the
soroban cluster of the FU on an Asus Dual Intel node equipped with Intel Xeon
Westmere X5650 processors.(12 MB Cache, 2.66 GHz).

CHARMM

The CHARMM software package26,95,173,174 was used for system setup and per-
forming QM/MM calculations. CHARMM calculations were executed on the HLRN

Hannover cluster on MEGWARE compute blades with Intel Xeon SandyBridge
E5-4650 processors (20 MB Cache, 2.70 GHz), on the soroban cluster (same
hardware as above), on the yoshi cluster of the Physics Department of the FU

on HP BL460c G6 blades with Intel Xeon X5570 processors (8 MB Cache, 2.93
GHz), and on the tron cluster of the Physics Department of the FU on a Dell
PowerEdge C6145 with AMD Opteron 6128HE processors (12 MB Cache, 2.00
GHz).

NAnoscale Molecular Dynamics

NAnoscale Molecular Dynamics (NAMD)136,137,175 is a program for running MD

calculations in parallel and was developed by the Theoretical and Computational
Biophysics Group in the Beckman Institute for Advanced Science and Technology
at the University of Illinois at Urbana-Champaign. Simulations using NAMD

were run on the HLRN clusters on Cray XC30 racks equipped with Intel Xeon
IvyBridge E5-2695 v2 processors (30 MB Cache, 2.40 GHz).

PyMOL

PyMOL176 is an open source molecular visualization program used to generate
part of the molecular graphics in this dissertation.

Visual Molecular Dynamics

Visual Molecular Dynamics (VMD)171,177 is a computer program for molecular
visualization and modelling. Part of the molecular graphics presented in this
dissertation were rendered using the Tachyon Ray Tracing system178 inside VMD.
VMD was also used to perform data analysis on simulation trajectories.
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Wenn jemand sucht, dann geschieht es leicht, daß sein Auge nur
noch das Ding sieht, das er sucht, daß er nichts zu finden, nichts in
sich einzulassen vermag, weil er nur an das Gesuchte denkt, weil
er ein Ziel hat, weil er vom Ziel besessen ist. Finden aber heißt:
frei sein, offen stehen, kein Ziel haben.

Hermann Hesse, Siddhartha

3
Results and Discussion

Parts of this chapter and of its results have been published in modified form in
the Journal of Computational Chemistry179 and have been reproduced with
permission. Copyright is held by the Journal of Computational Chemistry.

During the first part of this PhD project, new CHARMM-compa-
tible parameters were derived for the HAEMHIS, FEBIHIS and FEHIS

complexes.
The final parameter set shows very good agreement between molecular me-

chanics (MM)-optimized structures using the new parameters and the quantum
mechanics (QM)-optimized target structures. For HAEMHIS, MM bonds and an-
gles agreed to within 0.01Å and 1.8◦ with the QM target data; for FEBIHIS, the
agreement was to within 0.03Å for bonds and to within 0.8◦ for angles; for FEHIS,
the agreement was to to within 0.01Å for bonds and to within 1.5◦ for angles
(Tables 3.8, 3.9 and 3.10).

Final MM water interaction energies achieved an agreement with the HF/
6-31G* values to within 0.4 kcal/mol, 0.6 kcal/mol and 1.2 kcal/mol for HAEMHIS,
FEBIHIS and FEHIS, respectively (Tables 3.1, 3.2, 3.3, 3.4, 3.5 and 3.6).

A full list of the new parameters can be found in Appendix A.
In what follows, the main observations from the derivation of the new param-

eter set for HAEMHIS, FEBIHIS and FEHIS will be discussed, and the results of the
molecular dynamics (MD) simulations of neuroglobin using two new HAEMHIS

parameter sets will be addressed.

41
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3.1 | Water Interaction Energies and Distances

This section is based on section ’Water interactions of FeHis and HemeHis’ from Adam
et al. (2018)179.

To derive new sets of partial charges, Hartree–Fock (HF) water interaction energies
had to be computed and compared to water interaction energies derived using
MM179. The MM atomic partial charges were adjusted until good agreement was
reached between the QM and MM interaction energies. Following this procedure
led to the final partial charges shown in Fig. 3.1 and Fig. 3.2 for ferrous and
ferric HAEMHIS, respectively; in Fig. 3.3 for ferrous and ferric FEBIHIS; and in
Fig. 3.4 for ferrous and ferric FEHIS.

For the water interaction sites sampled, the final partial charges yield MM

interaction energies that agree on average to within 0.4 kcal/mol with their QM

counterparts. The difference between QM and MM in water interaction distances
was less than 0.04Å–0.25Å(Tables 3.1, 3.2, 3.3, 3.4, 3.5 and 3.6).

We calculated water interactions for donor and acceptor sites that were acces-
sible, and therefore, most likely to interact with water or the protein environment.
For the system presented here, these interaction sites were located on histidine
side chains (modelled by 4-methylimidazole (4MEI)) or bicarbonate.

For HAEMHIS, Nδ and Cε interactions (Fig. 2.3) could not be sampled: Because
of the proximity to the hæm plane and the strong interaction with it, water
molecules placed at these interaction sites would be constrained to an unfavourable
geometry (Fig. 3.5) and calculations for these water interactions did not converge.
Partial charges of such interaction sites that could not be sampled were kept at
the standard CHARMM values for hæm and 4MEI.

In FEBIHIS and FEHIS as well, the Nδ and Cε sites could not have their water
interactions sampled because of the geometry of FEBIHIS (Fig. 1.3). For FEBIHIS,
partial charges were kept close to the Merz–Singh–Kollman (MK) value since there
were no CHARMM reference structures and values available. Initial partial charge
guesses for FEHIS were based on MK charges as well. (See Appendix A Tables
A.4, A.5, A.6 and A.7 to find the MK partial charges used for the parametrization
of FEBIHIS and FEHIS.)

Tables 3.1, 3.2, 3.3, 3.4, 3.5 and 3.6 show the water interaction energies and
distances computed using the final parameter sets. We note that for the Cβ

hydrogen interaction site, for example, only an average value is given. This was
done because CHARMM requires chemically equivalent atoms to share the same
partial charges. Even though, there are three interaction sites for each 4MEI
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Figure 3.1: Partial charges of ferrous HAEMHIS parameter Set 1 and Set 2179. (a)
Independent of the parameters set derived, ferrous HAEMHIS retained atomic partial
charges for hæm b as found in the hæm extension118,119 of the CHARMM36 protein force
field97 (July 2016 version). HAEMHIS parameter Set 1 uses optimized partial charges
for 4MEI (b), while Set 2 uses standard CHARMM27 4MEI charges (c).



44 RESULTS AND DISCUSSION

FE0.40 3+

a

NA−0.17

C1A 0.18

CHA
−0.10

HA
0.10

C2A
−0.05

CAA−0.18

HAA1
0.09

HAA2
0.09

CBA−0.28

HBA1
0.09

HBA2
0.09

CGA
0.62

O1A
−0.76

O2A
−0.76

C3A−0.05CMA
−0.27

HMA1
0.09

HMA2
0.09

HMA3
0.09 C4A

0.18

CHB
−0.10

HB
0.10

NB−0.17C1B
0.18

CHB

C1B

C2B
−0.05

CMB
−0.27

HMB1
0.09

HMB2
0.09

HMB3
0.09 C3B

−0.05

CAB
−0.15

HAB
0.15

CBB
−0.42

HBB1
0.21

HBB2
0.21

C4B
0.18

CHC
−0.10

HC
0.10

NC−0.17

C1C
0.18

CHC
C1C

C2C
−0.05

CMC −0.27

HMC1
0.09

HMC2
0.09

HMC3
0.09

C3C
−0.05

CAC
−0.15

HAC
0.15

CBC
−0.42

HBC1
0.21

HBC2
0.21

C4C
0.18

CHD

ND−0.17
C1D

0.18

CHD
−0.10

HD
0.10

C2D
−0.05

CMD
−0.27

HMD1
0.09

HMD2
0.09

HMD3
0.09

C3D
−0.05

CAD−0.18

HAD1
0.09

HAD2
0.09

CBD−0.28

HBD1
0.09

HBD2
0.09

CGD
0.62

O1D
−0.76

O2D
−0.76

C4D
0.18

CHA

Cβ

b

−0.18
H

0.09

0.09
H

H
0.09

Cγ
−0.05

Cδ
0.22H

0.10

Nε−0.70 Cε 0.25

H
0.13

Nδ

−0.32 H
0.40

Figure 3.2: Partial charges for the ferric HAEMHIS complex179. Optimized atomic
partial charges of hæm b (a) and 4MEI (b) are shown in black. Grey indicates partial
charges and structures that use standard CHARMM36 parameters99,118,119.
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Figure 3.3: Partial charges for the FEBIHIS complex and its model compounds as
found in CGenFF179. The FEBIHIS model complex consists of a bicarbonate ion (a)
and four 4MEI (d) forming coordination bonds with a central ferrous (b) or ferric (c)
non-hæm iron. Parameters for single bicarbonate and single 4MEI were already present
in CGenFF27. On its own, 4MEI has zero total charge, but in the FEBIHIS complex
part of the iron charge was spread across all 4MEI, resulting in a net charge of +0.33
on each of the 4MEI compounds in the ferrous complex (e) and of +0.54 in the ferric
complex (f). The iron itself only retains an atomic partial charge of +0.16 and +0.04
in the ferrous (b) and ferric complex (c), respectively. This results in the bicarbonate
compound having a net charge of −0.48 in ferrous FEBIHIS (b) and of −0.20 in ferric
FEBIHIS (c).
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Figure 3.4: Partial charges for the ferrous and ferric FEHIS complex179. The final
optimized partial charges are shown for the ferrous (a,c) and ferric (b,d) parameter set.

methyl group in a complex, they cannot be parametrized independently of each
other, and the parametrization approach was to minimize the average of the
differences between QM and MM for the these equivalent interaction sites. The
individual interaction energies and distances of such equivalent interaction sites,
like 4MEI methyl group water interactions in HAEMHIS, were similar (Table 3.7),
further facilitating the parametrization process.

The CHARMM36 protein force field’s97 hæm extension118,119 contains a patch
for connecting a single histidine to hæm180. By twice applying this hæm–histidine
patch, ferrous HAEMHIS can be modelled. This approach, however, keeps the
standard CHARMM partial charges for hæm and histidine. Using original CHARMM

partial charges gives a good description of the non-polar interactions, but the
HNδ

water interaction energy is underestimated by 1.88 kcal/mol (Table 3.1).
To refine the water interactions for ferrous HAEMHIS, it was unnecessary to

change the partial charges of the hæm. We adjusted the partial charges on Cβ, Cγ ,
Nδ and HNδ

of 4MEI to decrease the average absolute deviation between QM and
MM water interaction energies from 0.49 kcal/mol using CHARMM partial charges
to 0.08 kcal/mol using our optimized partial charges. At the Nδ interaction site,
the agreement with the QM values was to within 0.01Å. This set of ferrous
HAEMHIS parameters using refined atomic partial charges and bonded parameters
is denoted here as Set 1.

We also derived a parameter set, where only the intramolecular parameters
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Table 3.1: Water interaction energies E, in kcal/mol, and distances d, in Å, calculated
for the ferrous HAEMHIS complex using optimized CHARMM parameter Set 1 and Set
2179.

Interaction Site EQM ESet 1 ∆E ESet 2 ∆E

HCβ
−OHH −1.35 −1.06 0.29 −1.24 0.11

HNδ
−OHH −6.91 −6.89 0.01 −5.02 1.88

HHæm methine−OHH −1.02 −1.24 −0.22 −1.27 −0.25
HHæm methyl−OHH −0.82 −0.59 0.23 −0.61 0.20
Average deviation 0.08 0.49
Av. absolute dev. 0.19 0.61

Interaction Site dQM dSet 1 ∆d dSet 2 ∆d

HCβ
−OHH 2.67 2.69 0.02 2.67 0.00

HNδ
−OHH 2.03 2.21 0.18 2.21 0.18

HHæm methine−OHH 3.02 2.91 −0.11 2.91 −0.11
HHæm methyl−OHH 2.86 2.97 0.12 2.97 0.11
Average deviation 0.05 0.05
Av. absolute dev. 0.11 0.10
Interaction sites have been labelled according to Fig. 2.3.

were optimized and the charges were kept at their original CHARMM values. This
set of ferrous HAEMHIS parameters is denoted here as Set 2.

For the ferric HAEMHIS complex, the initial partial charge guesses for 4MEI

were taken from standard CHARMM27. As there did not exist any ferric hæm
analogue in CHARMM, we calculated MK partial charges for a small model hæm,
where the methyl groups had been removed (Fig. 3.6). Compared to ferrous
HAEMHIS, the interaction energy at the Nδ interaction site was significantly
stronger (Tables 3.1 and 3.2) and the dipole moment of N−H had to be increased

Table 3.2: Water interaction energies E, in kcal/mol, and distances d, in Å, calculated
for the ferric HAEMHIS complex using optimized CHARMM parameters179.

Interaction Site EQM EMM ∆E dQM dMM ∆d

HCβ
−OHH −3.27 −3.24 0.04 2.52 2.63 0.11

HNδ
−OHH −9.95 −10.03 −0.07 1.95 2.21 0.26

HHæm methine−OHH −3.79 −4.13 −0.34 2.90 2.79 −0.11
HHæm methyl−OHH −2.76 −2.46 0.30 2.69 2.88 0.20
Average deviation −0.02 0.11
Av. absolute dev. 0.19 0.17
Interaction sites have been labelled according to Fig. 2.3.
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Table 3.3: Water interaction energies E, in kcal/mol, and distances d, in Å, calculated
for the ferrous FEBIHIS complex using optimized CHARMM parameters179.

Interaction Site EQM EMM ∆E dQM dMM ∆d

HCβ
−OHH −3.41 −3.01 0.40 2.54 2.68 0.14

HNδ
−OHH −9.98 −9.90 0.08 1.95 1.85 −0.10

HCε−OHH −3.49 −3.45 0.04 2.30 2.45 0.15
O1/2−HOH −7.42 −7.46 −0.04 1.94 1.74 −0.20
O3−HOH −2.91 −2.85 0.06 2.23 1.98 −0.25
HO3−OHH −8.31 −8.07 0.24 1.86 1.82 −0.04
Average deviation 0.13 −0.05
Av. absolute dev. 0.14 0.15
Interaction sites have been labelled according to Fig. 2.4.

Table 3.4: Water interaction energies E, in kcal/mol, and distances d, in Å, calculated
for the ferric FEBIHIS complex using optimized CHARMM parameters179.

Interaction Site EQM EMM ∆E dQM dMM ∆d

HCβ
−OHH −5.88 −5.36 0.51 2.41 2.60 0.19

HNδ
−OHH −14.64 −14.51 0.14 1.88 1.80 −0.08

HCε−OHH −7.22 −7.08 0.14 2.24 2.30 0.06
O1/2−HOH −2.50 −2.92 −0.43 2.06 1.79 −0.28
O3−HOH −0.53 −0.52 0.02 2.44 2.10 −0.34
HO3−OHH −15.16 −14.75 0.41 1.76 1.74 −0.02
Average deviation 0.13 −0.08
Av. absolute dev. 0.27 0.16
Interaction sites have been labelled according to Fig. 2.4.

to account for this change (Fig. 3.2b). In the final parameters, the hæm iron’s
partial charge had increased from 0.24 to 0.40, but the bulk of the additional
positive charge was spread over the carbons of the pyrrole groups (Fig. 3.2a).

For FEBIHIS, the final atomic partial charges of the bicarbonate and 4MEI

atoms had values very distinct from the single molecule charges as found in
CHARMM General Force Field (CGenFF)27. Due to their proximity to the non-
hæm iron, much of the iron’s positive charge was distributed across 4MEI and
bicarbonate.

The iron itself and the surrounding Nε of the 4MEI groups were buried deep
inside the FEBIHIS complex, preventing direct calculation of their water interaction
energies, and making assessment of the MK charges of the inner FEBIHIS complex
more difficult. The partial charges of the central iron and four Nε were, therefore,
kept at their starting MK charge value of +0.16 and +0.10, respectively, for the
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Table 3.5: Water interaction energies E, in kcal/mol, and distances d, in Å, calculated
for the ferrous FEHIS complex using optimized CHARMM parameters179.

Interaction Site EQM EMM ∆E dQM dMM ∆d

HCβ
−OHH −5.85 −5.50 0.36 2.41 2.57 0.16

HNδ
−OHH −14.51 −14.34 0.17 1.88 1.81 −0.07

HCδ
−OHH −6.48 −6.10 0.38 2.35 2.52 0.16

HCε−OHH −6.20 −6.22 −0.02 2.28 2.21 −0.07
Average deviation 0.22 0.05
Av. absolute dev. 0.23 0.11
Interaction sites have been labelled according to Fig. 2.5.

Table 3.6: Water interaction energies E, in kcal/mol, and distances d, in Å, calculated
for the ferric FEHIS complex using optimized CHARMM parameters179.

Interaction Site EQM EMM ∆E dQM dMM ∆d

HCβ
−OHH −8.98 −7.87 1.11 2.29 2.55 0.25

HNδ
−OHH −20.41 −20.39 0.02 1.79 1.74 −0.06

HCδ
−OHH −11.71 −11.69 0.02 2.35 2.50 0.16

HCε−OHH −11.12 −11.07 0.05 2.15 2.21 0.06
Average deviation 0.30 0.10
Av. absolute dev. 0.30 0.13
Interaction sites have been labelled according to Fig. 2.5.

ferrous complex, and at +0.04 and +0.14, respectively, for the ferric complex
(Fig. 3.3).

In both the ferrous and ferric systems, the charge of the iron is smaller than
the +0.24 value in six-coordinated hæm in CHARMM118. The presence of the
negatively charge bicarbonate molecule might be the explanation for this.

The difference in partial charge between standard CHARMM 4MEI and 4MEI

in FEBIHIS were even greater.By itself, the unprotonated Nε in 4MEI has a large
negative charge of −0.70. In ferrous and ferric FEBIHIS, the optimized charge
has a value of +0.10 and +0.14, respectively. Similar to HAEMHIS (Fig. 3.5),
the geometry of FEBIHIS prevented direct sampling of the Cδ interaction site
(Fig. 1.3); but by adjusting the Cδ−HCδ

and Nδ−HNδ
dipole moments as well

as the charge on the methyl carbon, we acquired an overall good description
of the ferrous and ferric water interaction energies (Tables 3.3 and 3.4). The
carboxylate oxygens and the carbon of the bicarbonate have CGenFF charges of
−0.76 and +0.69, respectively (Fig. 3.3a). In the final ferrous FEBIHIS parameter
set, the oxygens have a charge of −0.57 and the carbon has a charge of +0.80; for
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Figure 3.5: Nδ water interaction site of HAEMHIS that was not sampled. To calculate
the water interaction energy at the Nδ site of HAEMHIS, the standard CGenFF approach
was used and a TIP3P water molecule was constrained to a linear interaction geometry.
The only degrees of freedom were the distance between water oxygen and HNδ

and the
orientation of the water molecule. Because of these constraints, the water molecule
remained trapped in an unfavourable position, and the QM calculation was prevented
from reaching convergence.

Table 3.7: Water interaction energies E, in kcal/mol, and distances d, in Å, calculated
for the methyl groups of 4MEI in HAEMHIS using parameter Set 1.

Interaction Site EQM EMM ∆E dQM dMM ∆d

HCβ
(1)−OHH −1.43 −1.12 0.31 2.70 2.70 0.00

HCβ
(2)−OHH −1.21 −0.96 0.24 2.59 2.67 0.08

HCβ
(3)−OHH −1.42 −1.10 0.31 2.70 2.70 0.00

HCβ
(4)−OHH −1.21 −0.96 0.24 2.59 2.67 0.08

HCβ
(5)−OHH −1.43 −1.12 0.32 2.70 2.70 0.00

HCβ
(6)−OHH −1.41 −1.10 0.31 2.70 2.70 0.00

Average −1.35 −1.06 0.29 2.67 2.69 0.02
Interaction sites have been labelled according to Fig. 2.3.

the ferric complex, the charges become −0.47 for the oxygens and +0.72 for the
carbon. These differences between bound and unbound bicarbonate are explained
by the electrostatic interactions of the bicarbonate compound with other groups
of the FEBIHIS system, especially with the positively charged non-hæm iron.

For FEHIS, the MK charges predicted a higher positive charge on the non-hæm
iron, namely +0.60 and +0.36 for ferrous and ferric FEHIS, respectively. In
the case of ferrous FEHIS, one could argue that the positive charge taken up
by the bicarbonate moiety remained on iron; whereas in the ferric system the
excess bicarbonate charge was spread over the whole complex. The large charge
difference between iron and Nε, and the resulting strong dipole moment caused
problems, when optimizing water interactions and intramolecular parameters.
Consequently, the charge of the central iron was not kept at the MK value, but
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Figure 3.6: Adjusted MK partial charges for model hæm without any methyl groups.
MK charges were calculated for a reduced hæm model system consisting of the hæm core
without its methyl groups. To be usable as CHARMM guess charges, the MK charges
were averaged for atoms that had to share the same CHARMM charge, e.g. NA, NB, NC
and ND originally had MK charges of −0.18, −0.16, −0.17 and −0.18, respectively. The
charges of the hydrogens of the pyrrolic groups were later summed into their adjacent
carbon atom. The iron charge was increase by 0.02 to retain an integer total charge for
the molecule.

instead distributed to other atoms of the FEHIS complex, until a satisfactory
description of the water interactions was achieved (Tables 3.5 and 3.6).

Note, that CHARMM force fields tend to underestimate water interaction
energies for methyl groups27. The methyl group interactions presented here for
the final partial charge sets agree with this observation.

3.2 | Optimization of Bonds and Angles

This section is based on section ’Bond and angle parameters for HemeHis and FeHis’
from Adam et al. (2018)179.

New bond and angle parameters will be presented in this section. For HAEMHIS,
the CHARMM36 protein force field with hæm extension97,118 was the source for
the initial guesses for the bonded parameters. For both ferrous and ferric system,
the initial bond parameters underestimated the length of the iron–nitrogen bonds
in the hæm plane. The bond Fe−NHæm had a length of 2.01Å and 2.00Å in the
QM-optimized structures of the ferrous and ferric FEHIS complex, respectively; in
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the MM-optimized structures, the initial length was 1.96Å. When using standard
CHARMM parameters, the strength of the interaction between iron and Nε seemed
to be underestimated, as the Fe−Nε distance, 2.01Å (ferrous FEHIS) and 1.99Å
(ferric FEHIS) in QM, was 2.07Å–2.08Å in MM. After the optimization of the
bonds parameters, the MM length of all iron-involving bonds agreed to within
0.01Å with the respective QM value (Table 3.8).

For FEBIHIS, the initial guess for the parameters for the coordination bond
between non-hæm iron and the carboxylate oxygens O1 and O2 of the bicarbonate
(Fig. 2.4) was taken from the bond between hæm iron and carbon dioxide found
in the hæm extension to the CHARMM36 protein force field180. For both FEBIHIS

and FEHIS, the bond between non-hæm iron and Nε of the 4MEI groups was taken
from the CHARMM patch connecting hæm to a single histidine180.

When comparing MM geometries of ferrous and ferric structures of FEBIHIS

and FEHIS to QM-optimized structures, it became apparent that the length of the
coordination bond between iron and the coordinating nitrogen atoms was being
overestimated. In ferrous FEBIHIS, the initial MM parameters gave a bond length
of 2.23Å, as compared to the 1.98Å value calculated with QM. In ferric FEBIHIS,
the starting parameters yielded a bond length of 2.24Å, and not the QM value of
1.99Å. The Fe−Nε separation in the crystal structure ranged from 2.10Å–2.29Å
(PDB ID: 3WU29). Applying the standard CHARMM parameters to FEHIS showed
the same behaviour as in FEBIHIS, with the Fe−Nε distance for the ferrous and
ferric complexes being 2.26Å and 2.27Å, respectively, in MM, and 1.94Å and
1.90Å, respectively, in QM.

To optimize the force constant for the coordination bond between iron and

Table 3.8: Comparison of QM and MM geometries of the ferrous and ferric HAEMHIS
complex, using the initial guess and final optimized force field parameters179.

HAEMHIS (Fe2+) HAEMHIS (Fe3+)
Parameter QM MMinitial MMfinal QM MMinitial MMfinal

Bonds (Å) Bonds (Å)
Fe−NHæm 2.01 1.96 2.01 2.00 1.96 2.00
Fe−Nε 2.01 2.08 2.01 1.99 2.07 1.99

Angles (◦) Angles (◦)
Fe−Nε−Cδ 128 131 128 127 132 128
Fe−Nε−Cε 126 121 127 126 123 128

Average bonds and angles are given for: 4MEI; and the hæm plane nitrogens NA,
NB, NC, and ND (denoted as NHæm ). Atoms have been labelled according to
Fig. 2.3.
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Table 3.9: Comparison of QM and MM geometries of the ferrous and ferric FEBIHIS
complex, using the initial guess and final optimized force field parameters179.

FEBIHIS (Fe2+) FEBIHIS (Fe3+)
Parameter QM MMinitial MMfinal QM MMinitial MMfinal

Bonds (Å) Bonds (Å)
Fe−Nε 1.98 2.23 1.98 1.99 2.24 1.99
Fe−O1/2 2.04 1.72 2.04 1.96 1.72 1.97
C3−O1/2 1.27 1.30 1.26 1.28 1.30 1.25
C3−O3 1.35 1.33 1.35 1.31 1.33 1.34

Angles (◦) Angles (◦)
Fe−Nε−Cδ 129 136 129 128 134 128
Fe−Nε−Cε 125 119 125 125 121 125
Fe−O1/2−C3 86 77 86 88 78 88
O1−Fe−O2 66 83 66 67 83 66
C3−O3−HO3 106 106 106 109 110 108
Average bonds and angles are given for: 4MEI, and the O1- and O2-involving
bonds and angles (denoted as O1/2). Atoms have been labelled according to Fig.
2.4.

Nε in all systems, we employed potential energy scan (PES) computations (Fig.
3.7a). The initial CHARMM force constant of 65 kcal/mol/Å2 was found to be
too weak to correctly reproduce the profile of the PES, and it had to be raised
to 80 kcal/mol/Å2 for HAEMHIS and to 140 kcal/mol/Å2 for FEBIHIS and FEHIS

(Table 3.11).
Force constants optimized for the ferrous systems gave an adequate description

of the ferric systems, and the ferric force constants were kept at the value optimized
for the ferrous structures. (See Appendix A.6 for more information.)

Table 3.10: Comparison of QM and MM geometries of the ferrous and ferric FEHIS
complex, using the initial guess and final optimized force field parameters179.

FEHIS (Fe2+) FEHIS (Fe3+)
Parameter QM MMinitial MMfinal QM MMinitial MMfinal

Bonds (Å) Bonds (Å)
Fe−Nε 1.94 2.26 1.95 1.90 2.27 1.90

Angles (◦) Angles (◦)
Fe−Nε−Cδ 126 133 126 128 132 129
Fe−Nε−Cε 127 123 127 125 124 127

Average bonds and angles are given for 4MEI. Atoms have been labelled according
to Fig. 2.5.
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Figure 3.7: Three-point PES to refine force constants for bonds and valence angles179.
(a) Optimization of the force constant of the iron–4MEI bond in ferrous HAEMHIS.
Initial MM results are shown as gray dashes. The final optimized MM energy differences
and the target QM data are shown as black and red lines, respectively. (b) PES for
the bond between bicarbonate and non-heme iron in ferrous FEBIHIS. (c) PES for the
iron–4MEI angle in ferrous HAEMHIS. (d) PES for the angle involving the non-heme
iron and bicarbonate in ferrous FEBIHIS.

For the FEBIHIS complex, we additionally optimized the bond force constant
of the coordination bond between non-hæm iron and bicarbonate carboxylate
oxygens. Using the starting parameters in ferrous FEBIHIS, the PES analysis of
the Fe−O1/2 bond indicated that the energy required for stretching the bond
by −0.01Å and 0.01Å was overestimated by ∼165 % and ∼260 %, respectively.
Reducing the force constant for the Fe−O1/2 bond from 250 kcal/mol/Å2 to
100 kcal/mol/Å2 (Table 3.11) improved the agreement between QM and MM bond
stretching energies to within 3× 10−3 kcal/mol (Fig. 3.7b). In the same way,
the PES, for bending by 1◦ the valence angle involving non-hæm iron and the
bicarbonate’s carboxylate oxygen atoms, indicated an overestimation by ∼180 %
(Fig. 3.7d), and the associated force constants was reduced by 5 kcal/mol/rad2

(Table 3.11).
The final parameter sets for HAEMHIS, FEBIHIS and FEHIS gave good agreement
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Table 3.11: Comparison of the initial guess, taken from standard CHARMM, for force
constants of specific bonded parameters with values optimized here179.

Parameter Initial HAEMHIS FEBIHIS FEHIS

Bonds (kcal/mol/Å2)
Fe−Nε 65 80 140 140
Fe−O1/2 250 — 100 100

Angles (kcal/mol/rad2)
Fe−Nε−Cδ 30 25 25 25
Fe−Nε−Cε 30 25 25 25
Atoms have been labelled according to Fig. 2.5.

between structures optimized with MM and QM-optimized structures. For ferrous
HAEMHIS, the QM optimization was performed with Becke3,Lee–Yang–Parr func-
tional (B3LYP); for ferrous FEBIHIS and FEHIS, it was done with Møller–Plesset
perturbation theory (MP2); and for the ferric complexes, UB3LYP was used (Tables
3.9,3.10 and 3.8). For ferrous and ferric HAEMHIS, the Fe−Nε and Fe−NHæm

bonds ultimately had the same length in QM and MM, and MM angles containing
the Nε coordination bond agreed to within 1◦ with the QM target data. Ferrous
HAEMHIS parameter Set 1 and Set 2 produce the same geometry and therefore
have not been depicted separately (Table 3.8). In ferrous and ferric FEBIHIS, MM

valence angles containing the Fe−Nε coordination bond fully agree with their QM

counterparts (Table 3.9). We note, however, that the Fe−Nε coordination bond
is shorter in the QM-optimized model systems than it is in the crystal structure
(PDB ID: 3WU29). In FEHIS, the iron–histidine coordination bond was shorter
than in FEBIHIS, and after the optimization of the FEHIS parameters, the bonds
and valence angles of both ferrous and ferric system could be correctly reproduced
(Table 3.10).

3.3 | Improvement of Dihedral Angles

This section is based on section ’Optimization of selected dihedral angles for HemeHis
and FeHis’ from Adam et al. (2018)179.

Dihedral PES were performed to optimize newly introduced dihedral parameters.
In HAEMHIS, the dihedral angle NA−Fe−Nε−Cε describing the hæm–histidine
torsion had to be optimized (Fig. 3.8a–b). In FEBIHIS, two new dihedrals were
introduced: O1/2−C3−O4−HO4 and Fe−O1/2−C3−O4 (Fig. 3.8c–f). No new
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dihedral parameters had to be introduced for FEHIS.
To derive parameters for these dihedral angles, we used QM to calculate the

energy required to twist each one of these three dihedral angles. As reference
value, we used the energy of the geometry-optimized FEHIS structure without
any constraints. Starting from this reference structure, for the flexible dihedrals
NA−Fe−Nε−Cε and O1/2−C3−O4−HO4 , we performed PES using a step size of
5◦, with maximum twists of 90◦ (clockwise twist) and −90◦ (anticlockwise twist).
For the rigid dihedral Fe−O1/2−C3−O4, the PES was performed up to a maximum
twist of ±30◦. We then used the QM PES of each dihedral angle to manually
adjust the CHARMM dihedral angle parameters until the MM PES could not be
further refined. This procedure was applied to the ferrous and ferric structures.

To compute starting MM PES for the hæm–histidine torsion in ferrous and ferric
HAEMHIS, we used the parameters from the CHARMM hæm patch180. Comparing
the starting MM profile with the target QM data showed that the energy barrier
present at the 45◦-twisted geometry was underestimated by CHARMM. In the
ferrous complex, the QM and MM barriers were 1.21 kcal/mol and 0.77 kcal/mol,
respectively (Fig. 3.8a). Furthermore, the local minimum of the twisted MM geom-
etry was situated at 80◦, as compared to 90◦ in the QM profile, and, with values of
0.49 kcal/mol and 0.35 kcal/mol for MM and QM, respectively, it was energetically
less favourable than QM predicted. In Set 1, we increased the force constant
of the dihedral parameter term with multiplicity 4 from 0.05 kcal/mol/rad2 to
0.14 kcal/mol/rad2 and introduced two additional multiplicities (force constant
0.07 kcal/mol/rad2, multiplicity 2; force constant 0.04 kcal/mol/rad2, multiplicity
3) to improve the agreement between QM and MM and to be able to correctly
reproduce the QM barrier height and the energy difference between the 0◦ and
±90◦ structures (Fig. 3.8a). For Set 2, increasing the force constant of the
multiplicity 4 term to 0.19 kcal/mol/rad2 was sufficient to reproduce the QM

profile.
For NA−Fe−Nε−Cε in the ferric complex, QM target data could only be

obtained for a PES in one direction, i.e. from 0◦–−90◦. The stronger attraction
between ferric hæm and 4MEI caused the QM barrier and the energy difference
between the 0◦ and the ±90◦-twisted geometry to increase to 1.92 kcal/mol and
0.58 kcal/mol, respectively. The optimized parameters show very good agreement
between QM and MM barrier height and energy difference, with the MM values
being 1.93 kcal/mol and 0.54 kcal/mol, respectively (Fig. 3.8b).

In FEBIHIS, the dihedral angle O1/2−C3−O4−HO4 describes the orientation of
the hydroxyl group of the bicarbonate and the rigid dihedral Fe−O1/2−C3−O4 de-
scribes the rotation about the coordination bond between carbon and carboxylate
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Figure 3.8: Energy profiles for PES computed with QM (black, circles), initial
CHARMM parameters (grey, triangles) and with the final optimized parameters sets
(red, squares)179. The dihedral offset gives the dihedral angle relative to its value in
the QM-minimized structure. For all dihedrals, initial CHARMM parameters produced
an MM PES profile that was too shallow, while the final parameters shows a marked im-
provement. (a) For NA−Fe−Nε−Cε in ferrous HAEMHIS, the location and height of the
barriers could be correctly reproduced. (b) In ferric HAEMHIS, a PES of NA−Fe−Nε−Cε
was only possible from 0◦–−90◦. (c, d) Torsion of the hydroxyl group of bicarbonate in
ferrous (c) and ferric (d) FEBIHIS. The barrier heights of QM and MM agreed to within
0.6 kcal/mol in the ferric system. (e, f) Because of constraints imposed by the geometry
of the FEBIHIS cluster, a full 180◦-torsion about the O1−C3 bond was not possible. A
dihedral parameter with a multiplicity of 2 was used to describe this rigid dihedral.
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oxygens of the bicarbonate.
For O1/2−C3−O4−HO4 , the description of the energetics close to the minimum

position of the bicarbonate as well as the overall overall PES profile could be
greatly improved for both ferrous and ferric FEBIHIS. In the ferrous system, for
relatively minor twists of ≤10◦, which cost ∼1 kcal/mol and can be easily sampled
at room temperature, the initial guess based on standard CHARMM parameters
gave a good description of the QM profile (Fig. 6a). Larger twists of ∼45◦ required
∼3 kcal/mol with the guess parameters, as compared to ∼5 kcal/mol with QM or
the final parameter set presented here (Fig. 3.8c). Likewise, compared to the
QM PES, torsional freedom of the dihedral Fe−O1/2−C3−O4 in ferrous FEBIHIS

was overestimated, when using standard CHARMM parameters. Employing the
revised bonded and non-bonded parameters derived here markedly improved the
torsional energy profile (Fig. 3.8e).

For the dihedral O1/2−C3−O4−HO4 in ferric FEBIHIS, the torsional MM PES

initially underestimated the QM barrier height of 9.29 kcal/mol and 10.33 kcal/mol
at −90◦ and 90◦ by ∼4 kcal/mol–5 kcal/mol. The refined parameters significantly
enhanced the agreement with QM and yielded final barrier heights of 9.78 kcal/mol
and 9.78 kcal/mol for −90◦ and 90◦, respectively (Fig. 3.8d). The PES profile of
ferric Fe−O1/2−C3−O4 was markedly improved as well (Fig. 3.8f).

We note that using the same chemical types for all four 4MEI groups of FEBIHIS

and FEHIS limits the ability of the force field to account for asymmetry in the
orientation of histidine side chains in the ferrous and ferric FEBIHIS complexes as
observed in the QM-optimized structures. More precisely, because of the usage of
chemical types, the same dihedral parameter would be applied to all dihedrals
Nε−Fe−Nε−Cε independent of whether they described 4MEI groups on opposite
side of the central non-hæm iron or 4MEI groups next to each other. For this
reason, the geometry of the FEBIHIS and FEHIS complexes (Figs. 1.3, 2.4 and
2.5) makes it not feasible to define the dihedral Nε−Fe−Nε−Cε using a single
dihedral parameter, and we set the force constant of this parameter to 0. The
same holds true for Nε−Fe−Nε−Cδ.

3.4 | Reliability of the Parametrization

Assessing the quality of parameters is a non-trivial task181. The target data used
for the parametrization has to be derived for model systems in ideal configurations,
and water interactions are only calculated for ideal interaction geometries at
specific sites. Even dihedral energy scans can be a not ideal solution because they
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use only a single reaction coordinate to describe dihedral torsion. Neither can
aiming for the most expensive method available guarantee perfect target data as,
for example, lack of dispersion in B3LYP or large basis set superposition errors
in MP2 can yield dihedral PES profiles that miss local minima182. Automated
approaches that seek to derive parameters and assess their robustness have been
examined for CHARMM183,184,185, but in the end, one always has to ensure that
the QM method chosen was sensible and that good care was taken during the
fitting process.

To further evaluate the quality of our parameters and the choice of QM

methods, we chose to perform additional tests of the water interactions and
dihedral properties in FEBIHIS, and we performed an MD simulation of neuroglobin
using the new HAEMHIS parameters.

Additional Water Scans for FEBIHIS

As already mentioned, no van der Waals, i.e. non-bonded, parameters were
parametrized because no experimental data were available and the systems
were too large for high-level QM calculations. The quality of the intermolecular
interactions was improved during the optimization of the water interactions;
however, away from the minimum position of a specific water interaction site,
the quality of the energies had a great dependence on the choice of CHARMM

chemical type, and thus the non-bonded parameters applied.
For the HNδ

interaction site in ferrous FEBIHIS, we performed both QM and

Figure 3.9: Water interaction energies at the HNδ
interaction site in ferrous FEBIHIS179.

(a) Comparison of QM and MM water interaction energies. The QM target data used
during the parametrization was computed using HF/6-31G* (black, circles). For MM,
the results of the initial guess parameters (grey, triangles) and the optimized parameters
(red, squares) are shown. (b) Comparison of the HF/6-31G* energy profile to B3LYP
water interactions calculated with different basis sets.
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MM water interaction energy scans in the range 1.5Å–5.0Å (Fig. 3.9a)179. When
moving the TIP3P water molecule away from the interaction site, then, no matter
whether the unparametrized CHARMM guesses or the optimized parameters were
used, the MM energies always ended up approaching the HF energies. This
highlighted the importance of the non-bonded parameters, while at the same
time confirming that (i) non-bonded parameters of chemically similar atoms are
more transferable than other force field parameters and that (ii) our choice of
chemical types was the correct one.

We furthermore calculated water interaction energies for the B3LYP method
using 6-31G* and the larger basis sets 6-311+G**186,187,188, cc-pVDZ189 and
cc-pVTZ189 (Fig. 3.9b). In general, the B3LYP energies give a stronger interac-
tion energy with the minimum energy being −17.42 kcal/mol, −13.93 kcal/mol,
−17.91 kcal/mol and −14.51 kcal/mol for 6-31G*, 6-311+G**, cc-pVDZ and
cc-pVTZ, respectively; as opposed to the HF/6-31G* interaction energy of
−10.05 kcal/mol. The water interaction distance, as well, varies between 1.75Å
and 1.85Å. The reasons for the differences in behaviour can be various (e.g. the
added correlation in going from cc-pVDZ to cc-pVTZ) and will not be further
discussed as the point of the calculations was to show that the CHARMM force
field had been optimized for HF water interactions and that using any other
target QM data for the refinement of the water interaction energies might result
in compatibility issues with already existing parameters. In the case of the HNδ

interaction site in ferrous FEBIHIS, usage of B3LYP with the basis sets shown in
Fig. 3.9b would have created a much more polarized molecule, which would have
biased the interactions of the FEBIHIS complex with its surrounding molecules in
CHARMM.

Testing B3LYP for Dihedral Potential Energy Scans in FEBIHIS

When it comes to the QM method used for the HAEMHIS system, B3LYP had
been used in the past to derive parameters for hæm coordinating histidine and
cysteine190. The choice of this method was therefore deemed reliable. For FEBIHIS

and FEHIS, no similar parametrization could be found and MP2 was chosen for
the ferrous systems.

At the MP2/6-31G* level, performing the initial energy minimization of
ferrous FEBIHIS to derive the QM target structure took 1.2 d using 12 CPUs
and required 27 SCF cycles, i.e. ∼3800 s/CPU/cycle (Table 3.12). The energy
minimization done for the ferric FEBIHIS complex started from QM-optimized
ferrous FEBIHIS structure, thereby reducing the number of SCF cycles necessary
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Table 3.12: Benchmarks of calculations for minimizing the ferrous and ferric FEBIHIS
structures with different QM methods using the 6-31G* basis set.

System Method CPUs* Cycles† Wall‡ (h) Efficiency
(s/CPU/cycle)

Ferrous FEBIHIS MP2 12 27 28.76 3834.27
Ferric FEBIHIS B3LYP 16 15 1.72 412.18

MP2 32 21 213.75 36 643.01
* Number of CPUs used for the calculation
† SCF cycles until convergence was achieved
‡ Wall time of the whole energy minimization calculation

to reach convergence. Using the B3LYP method and 16 CPUs, the minimization
was accomplished within 1 h 45 min and after 15 SCF cycles (∼400 s/CPU/cycle,
Table 3.12). Using unrestricted MP2 and 32 CPUs, 21 SCF were performed
before convergence was reached and the whole minimization took ∼9 d—i.e. with
∼36 600 s/CPU/cycle the calculations were more than a whole order of magnitude
slower (Table 3.12)! Because of the results of this benchmark, the unrestricted
MP2 method was deemed computationally too expensive to be used to generate
the QM target data necessary for the parametrization of ferric FEBIHIS.

As using MP2 was not an option for ferric FEBIHIS, we performed a B3LYP

PES calculation for O1/2−C3−O4−HO4 in ferrous FEBIHIS to compare the B3LYP

result to the MP2 profile used during the parametrization (Fig. 3.10). Both the

Figure 3.10: Torsional PES profiles for O1/2−C3−O4−HO4 in ferrous FEBIHIS per-
formed with with MP2 (black) vs B3LYP (red). The MP2 profile was used during the
parametrization of ferrous FEBIHIS. The B3LYP PES was computed to test the reliability
of the B3LYP method when calculating dihedral PES profiles for the ferric FEBIHIS sys-
tem. The barriers of the B3LYP profile are ∼0.7 kcal/mol than for MP2, but otherwise
both profiles show good agreement, especially in the lower energy regime important for
sampling in room temperature simulations.
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MP2 and B3LYP profile showed good agreement with each other. Up to a 45◦

twist of the dihedral in either direction the difference between MP2 and B3LYP

was less than 0.3 kcal/mol. In MP2, the barrier height was 10.3 kcal/mol and
11.5 kcal/mol at −90◦ and 90◦, respectively. The B3LYP profile’s energy always
remained beneath the corresponding MP2 value, and the B3LYP energy barrier at
−90◦ had a value of 9.7 kcal/mol and the one at 90◦ of 10.8 kcal/mol.

The B3LYP description of the O1/2−C3−O4−HO4 dihedral did not perfectly
agree with MP2, but the agreement, in particular for energies lower than 5 kcal/mol
was high enough as not to affect the quality of derived parameters. Based on this
calculation, we assumed a similar quality for the B3LYP profile, when applied to
ferric FEBIHIS, especially bearing in mind that unrestricted MPn could give an
inferior description if spin-contamination plays a role191.

Testing the HAEMHIS Parameters with MD Simulations of Neuroglobin

This subsection is based on section ’Testing the revised HemeHis parameters with
molecular dynamics of neuroglobin’ from Adam et al. (2018)179.

An additional way to test the quality of a specific parameter set is to conduct
an MD simulation with said set and verify its robustness under true dynamic
conditions, when many different conformations and interaction are sampled. To
test the ferrous HAEMHIS parameters, we ran four independent all-atom MD

simulations of neuroglobin in a TIP3P water box179. The simulations using
HAEMHIS parameter Set 1 are denoted as sim11 and sim12, the simulations
using HAEMHIS parameter Set 2 are denoted as sim21 and sim22. Hæm b in
neuroglobin forms coordination bonds with histidine-64 (H64) and histidine-96
(H96) (Fig. 3.11).

In the neuroglobin crystal structure (PDB ID: 1OJ6131), both hæm-coordinating
histidines have hydrogen-bonding partners: water w22 for H64 and the backbone
oxygen of leucine-92 (L92) for H96. The hæm propionate groups hydrogen-bond
to water molecules, with one of the propionate groups forming an additional
hydrogen bond with tyrosine-44 (Y44) (Fig. 3.11).

Analysis of the root-mean-square deviation (RMSD) of the backbone Cα atoms
with respect to the starting crystal structure revealed the α-helical segments
to stay very stable throughout all simulation trajectories. The RMSD of the α-
helices was (1.09± 0.11)Å, (0.80± 0.07)Å, (0.78± 0.08)Å and (0.79± 0.07)Å
for sim11, sim12, sim21 and sim22, respectively; with average full-protein RMSDs

of less than 2.3Å (Fig. 3.12). The larger RMSD values for the loop regions might
signify a lack of convergence for the dynamics of the protein loops.
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Figure 3.11: Close view of the hæm–histidine complex as found in neuroglobin179.
The molecular graphics shows hæm b coordinating two histidine side chains and nearby
hydrogen-bonding groups in the starting crystal structure (PDB ID: 1OJ6, chain B131).
Water molecule w40 bridges the hæm propionate groups via hydrogen bonds with
distances of 2.5Å and 2.8Å. The hydrogen bond between the backbone oxygen of
L92 and Nδ of H96 was conserved throughout all simulations and had a value of
(2.8± 0.1)Å when using HAEMHIS parameter Set 1 and of (2.9± 0.2)Å when using
HAEMHIS parameter Set 2.

The average distance between the Cα atoms of H64 and H96 was 12.5Å–
12.7Å with a standard deviation of 0.2Å, and by staying close to (12.2± 0.1)Å,
the distance computed for the four neuroglobin chains in the starting crystal
structure131, this was a first indicator for the quality of the HAEMHIS parameters
(Fig. 3.13).

In addition to the hæm planarity, we also looked at structural parameters
that described the geometry of the histidine groups relative to the hæm plane,
namely: the hæm–histidine distance d, measured between the hæm iron and Nε of
H64 and H96; the angles 6 Fe−Nε−Cε (α) and 6 Fe−Nε−Cδ, describing the bend
of H64/H96 with respect to the hæm plane; and the dihedral angle ω, defined
as NA−Fe−Nε−Cε, that gave the twist of the histidine imidazole group relative
to the hæm (Fig. 3.15 and Table 3.14). We used data from the 1OJ6 crystal
structure131 as reference values for these structural parameters (Table 3.14).

To further investigate the dynamics of the hæm, we analysed the planarity of
the hæm by measuring the the out-of-plane bending of the hæm iron, characterized
by 6 CH−Fe−CH (Fig. 3.14a). For simulations using HAEMHIS Set 1 (sim11 and
sim12), 6 CH−Fe−CH had a value of (177± 2)◦, and for simulations using Set
2 (sim21 and sim22), it was (176± 2)◦, thereby indicating a slightly bent hæm
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structure for both parameter sets (Fig. 3.14b and Table 3.13). This observation
was backed by several crystal structures of neuroglobin that contained hæm
b coordinated by two histidine residues (Table 3.13) and was compatible with
B3LYP computations on hæm models and inspections of hæm-containing proteins
conducted by Autenrieth et al.190.

Figure 3.12: RMSD for the Cα atoms of neuroglobin during MD simulations using
revised HAEMHIS parameters179. The loop segments have large RMSD values, their
dynamics probably not being converged (blue). In contrast, helical segments have
relatively small RMSD values (red). The RMSD of the protein as a whole is shown
in black. Simulations sim11 (a) and sim12 (b) used HAEMHIS parameter Set 1 with
optimized partial charges. Simulations sim21 (c) and sim22 (d) used the revised
parameter Set 2 with CHARMM partial charges for hæm and histidine. All RMSD plots
have been overlayed with a smoothed fit for clarity.

Inspection of the values sampled for d, α and ω (Fig. 3.15 and Table 3.14)
indicated that, overall, the interaction of H64 and H96 with the hæm plane was
well described by the revised HAEMHIS force field parameters presented here.
For both H64 and H96, the lengths of the Fe−Nε coordination bond computed
from the simulations were in good agreement with the crystal structure (Table
3.14) and with QM (Table 3.8). Despite the agreement with the crystal data, the
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Figure 3.13: Cα–Cα distance for H64 and H96 in neuroglobin179. The violin plots
show the distribution for the Cα–Cα distance sampled during the last 50 ns of simulation
time. The inlayed box-and-whiskers plots indicate the 5th, 25th, 50th, 75th and 95th
percentile. With (12.6± 0.2)Å, (12.7± 0.2)Å, (12.5± 0.2)Å and (12.6± 0.2)Å for
sim11, sim12, sim21 and sim22, respectively, the values of the Cα–Cα distance of the
different simulations are very close to the (12.2± 0.1)Å reference distance computed
from distances found in the 1OJ6 crystal structure131.

average Fe−Nε distance in our simulations was slightly lower than the neuroglobin
crystal structure average. Seeing as other bis-histidine-ligated hæm proteins can
have shorter Fe−Nε distances (Table 3.15), this further suggests applicability of
the HAEMHIS parameters to such systems.

On average, 6 Fe−Nε−Cε was (127± 4)◦ in our simulations, as compared to
(126± 1)◦ for the four protein chains of the crystal structure131 (Table 3.14).
In the crystal structure, there were differences in the value of 6 Fe−Nε−Cε

and 6 Fe−Nε−Cδ depending on the histidine residue, e.g. 6 Fe−Nε−Cδ was
(125± 1)◦ and (119± 2)◦ for H64 and H96, respectively. The symmetric nature
of CHARMM parameters was not able to reproduce these differences in hæm–
histidine interaction; however, the simulation value of (128± 3)◦ agreed with the
H64 crystal value and was close to 6 Fe−Nε−Cδ measured for H96 (Table 3.14).

The dihedral angle ω that characterized the orientation of the histidine with
respect to the the hæm plane was well described for both H64 and H96 (Fig. 3.15
and Table 3.14).

As illustrated by the simulation results (Fig. 3.14 and 3.15 and Table 3.13 and
3.14), both Set 1 and Set 1 of the optimized HAEMHIS parameters presented here
gave a reliable description of the hæm geometry and of the interactions between
hæm and histidine.

In the crystal structure, a hydrogen bond could be observed between Nδ of
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Table 3.13: Hæm planarity 6 CH−Fe−CH in our simulations and in various crystal
structures of neuroglobin179.

System Planarity (◦) Resolution (Å)

sim11 177± 2 —
sim12 177± 2 —
sim21 176± 2 —
sim22 176± 2 —
1OJ6131 176± 1 1.95
1Q1F192 173± 5 1.50
2VRY193 175± 4 1.87
4B4Y194 170± 2 2.30
4MPM195 176± 2 1.74

H96 and the backbone oxygen of L92 (Fig. 3.11). This L92–H96 interaction
was persistently sampled throughout all simulations. In sim11 and sim12, using
HAEMHIS Set 1, the hydrogen bond was present ∼90 % of the time and the
hydrogen bond distance was (2.8± 0.1)Å whereas, in sim21 and sim22, using
HAEMHIS Set 2, the frequency was ∼80 % with a hydrogen bond distance of
(2.9± 0.2)Å. These values agreed with the (2.7± 0.0)Å distance computed for
the four chains of the neuroglobin crystal structure131, with parameter Set 1
yielding a slightly better agreement with the crystal data. The increased frequency
and strength of the L92–H96 hydrogen bond when using HAEMHIS Set 1 was due to
the refinement of the histidine water interaction energies. When utilizing unrefined

Figure 3.14: Planarity of the hæm plane during simulations of neuroglobin179. (a)
The planarity of hæm is measured by the angle 6 CH−Fe−CH with two opposing
methine carbons at the ends and the hæm iron in its centre. (b) The histogram shows
the out-of-plane bending of the hæm iron in neuroglobin in sim11. Throughout most of
the simulation, the hæm stayed close to planarity, with an average angle 6 CH−Fe−CH
of (177± 2)◦ during the last 50 ns of the simulation.
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Figure 3.15: Geometry of the HAEMHIS complex during classical MD simulations
of neuroglobin179. The bond lengths, valence angles and dihedral angles, measured
for sim11, are illustrated together with their corresponding histogram. Histograms
show the distribution for the length of the coordination bond Fe−Nε (left), the angle
6 Fe−Nε−Cε (centre) and the dihedral NA−Fe−Nε−Cε (right) sampled during the last
50 ns of the simulation. The grey and orange bars correspond to data sampled from
H64 and H96, respectively.

CHARMM charges (Set 2), the histidine Nδ interaction site underestimated water
interactions by 1.88 kcal/mol—only the partial charge optimization performed
for Set 1 made the Nδ interaction energy agree well with QM (Table 3.1).

The effect of the improved Nδ site water interactions was even more apparent
when analysing H64. The crystal structure showed a hydrogen bond between
H64 and the nearby water molecule w22 (Fig. 3.11). In simulations using the
charge-optimized HAEMHIS Set 1 (sim11 and sim12), the hydrogen bond between
H64 and w22 was present more than 97 % of the time. When using Set 2, w22
initially hydrogen-bonded with H64, but left the interaction site after 27 ns and
78 ns in sim21 and sim22, respectively, with no new water molecule entering and
no new hydrogen bond forming at the Nδ site of H64.

As anticipated, based on the crystal structure (Fig. 3.11), both hæm propi-
onate groups were consistently forming hydrogen bonds with water throughout
all simulations. We note that the crystal structure contained a hydrogen bond
between Y44 and one of the hæm propionate groups (Fig. 3.11). Because of the
exposure of the propionate groups to water, a bond between hæm propionate
group and Y44 was sampled only 0 %–29 % in our simulations, with this hydrogen
bond breaking and reforming throughout the simulations.
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Table 3.14: Geometry of the HAEMHIS complex during classical MD simulations of
neuroglobin compared with the crystal structure179.

Parameter Residue Crystal* sim11 sim21

Bond distance d (Å)
Fe−Nε H64 2.11± 0.05 2.05± 0.06 2.06± 0.06

H96 2.05± 0.04 2.05± 0.06 2.05± 0.06
Angles (◦)

Fe−Nε−Cε (α) H64 126± 1 127± 4 128± 4
H96 132± 2 126± 3 127± 3

Fe−Nε−Cδ H64 125± 1 128± 3 127± 4
H96 119± 2 128± 3 128± 3

Dihedral ω (◦)
NA−Fe−Nε−Cε H64 −124± 4 −117± 12 −124± 14

H96 −116± 4 −121± 12 −127± 11
*Crystal refers to values measured in the crystal structure (PDB ID: 1OJ6131).
For H64 and H96, we report the geometry parameters illustrated in Fig. 3.15.
Results for sim12 and sim22 can be found in Appendix A.7.

Table 3.15: Distances between hæm iron and histidine nitrogen Nε for crystal struc-
tures of different proteins and for the neuroglobin simulation179.

System Distance (Å)

Neuroglobin (1OJ6131) 2.08± 0.05
Photosystem II (3WU29) 2.04± 0.04
Myoglobin (2NRL196 ) 2.03
Neuroglobin sim11 2.05± 0.06
Neuroglobin sim12 2.05± 0.06
Neuroglobin sim21 2.05± 0.06
Neuroglobin sim22 2.05± 0.06
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Get your facts first, and then you can distort them
as much as you please.

Mark Twain

4
Conclusions

CHARMM all-atom force field parameters were derived for
the iron-containing cofactor complexes of photosystem II: the bis-
histidine–hæm complex (Fig. 1.2) and the non-hæm iron–bicarbonate

complex (Fig. 1.3). We optimized partial charges and intramolecular parameters
for ferrous and ferric HAEMHIS and FEBIHIS, and additionally derived ferrous and
ferric parameters for the non-hæm iron complex in the absence of bicarbonate
(FEHIS). The parameters presented here facilitate reliable all-atom simulations of
proteins that contain hæm and non-hæm iron complexes.

The HAEMHIS complex, which consists of hæm b forming a coordination bond
with two histidine residues (Fig. 2.3), can be found in various proteins, such as
photosystem II9 (Fig. 1.2), neuroglobin131,192,193,194,195 (Fig. 3.11), myoglobin196,
mitochondrial respiratory complex II197 or in cytochromes17,18,198. To describe
the HAEMHIS complex with CHARMM, we started from the parameters for single-
histidine-ligated hæm118,119,180. We then optimized intramolecular parameters
that involved the iron coordination bonds, i.e. force constants and equilibrium
values for the bond lengths and valence angles (Figs. 3.7a and 3.7c and Tables
3.11 and 3.8) and the dihedral angle for torsion of the histidine imidazole groups
with respect to the hæm plane (Fig. 3.8a–b). The agreement between target
quantum mechanics (QM) data and molecular mechanics (MM)-obtained results
was improved for all of these parameters.

For ferrous HAEMHIS, we derived two sets of parameters: one that used
optimized partial charges (Set 1) and another one that used the standard CHARMM

charges for hæm and histidine (Set 2). We tested both parameter sets by
performing classical molecular dynamics (MD) simulations of neuroglobin and

71
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could show that—independent of the charge set used—reliable description of
the hæm–histidine geometry and behaviour was obtained (Figs. 3.13, 3.14 and
3.15, and Table 3.13 and 3.14). Water hydrogen-bonding interaction at the Nδ

interaction cite of H64, however, were improved when employing Set 1 with
optimized partial charges.

In addition to the CHARMM parametrization protocol, data from protein MD

simulations might be used to improve a parameter set by adapting an optimized
complex to specific proteins. The addition of an effective force to improve the
description of conformational flexibility of the hæm site has been explored in
myoglobin and cytochrome c 199. Such approaches make a parameter set less
transferable, but can give better results by accounting for the influence a specific
protein environment has.

The non-hæm iron complex found in photosystem II14,15,19,200 consists of a
negatively charged bicarbonate and four histidines connected via coordination
bonds to a positively charged iron ion (Figs. 1.3 and 2.4). To our knowledge,
no standard CHARMM parameters exist for this complex, and we derived new
force field parameters to describe intra- and intermolecular interactions of the
non-hæm iron complex with (FEBIHIS) and without bicarbonate (FEHIS).

For the intramolecular parameters of FEBIHIS and FEHIS, we optimized bonded
interactions for bonds and valence angles involving coordination bonds between
the non-hæm iron and imidazole groups or bicarbonate, and obtained excellent
agreement with QM data used as reference (Figs. 3.7b and 3.7d and Tables 3.9,
3.10 and 3.11). For FEBIHIS, we additionally optimized the dihedral parameters
O1/2−C3−O4−HO4 , defining the orientation of the bicarbonate’s hydroxyl group,
and Fe−O1/2−C3−O4, describing the torsion about the O1/2−C3 bond. Using
the optimized FEBIHIS parameters, we achieved a good description of these dihe-
drals, correcting the shallow energy profiles obtained with the starting CHARMM

parameters (Fig. 3.8c–f).
Because an Møller–Plesset perturbation theory (MP2) description of ferric

FEBIHIS was not feasible (Table 3.12), we performed supplementary computations
for ferrous FEBIHIS to assess the reliability of the Becke3,Lee–Yang–Parr functional
(B3LYP) method, and obtained satisfactory agreement between B3LYP and MP2

for describing the O1/2−C3−O4−HO4 dihedral potential (Fig. 3.10). We used the
unrestricted B3LYP method for optimizing ferric FEBIHIS and FEHIS.

Atomic partial charges are used to define Coulombic interactions in classical
force fields and are very important for all-atom MD simulations. In accordance
with the CHARMM protocol for optimizing partial charges27,99, we used HF/
6-31G* to generate QM target data for water interaction energies and distances
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at water accessible interaction sites of HAEMHIS, FEBIHIS and FEHIS(Fig. 2.7).
Subsequently, the MM partial charges were manually adjusted until CHARMM was
able to correctly reproduce the QM values. The final charge sets provided MM

water interaction energies to within 0.4 kcal/mol, 0.6 kcal/mol and 1.2 kcal/mol
of the QM values for HAEMHIS, FEBIHIS and FEHIS, respectively (Tables 3.1, 3.2,
3.3, 3.4, 3.5 and 3.6).

For FEBIHIS, we additionally tested the newly derived parameters, by per-
forming additional analyses of selected water interaction sites (Fig. 3.9). The
calculations showed good agreement between QM and MM water interaction en-
ergies even away from the location of the minimum (Fig. 3.9a). Moreover, the
results confirmed, for the computation of water interactions, how the choice of ba-
sis sets and methods other than HF/6-31G* might compromise the compatibility
with other CHARMM force fields (Fig. 3.9b).

In photosystem II, the histidine side chains connect the non-hæm iron and
the bicarbonate to the quinones QA and QB. The quinone interaction happens
via hydrogen-bonding to Nδ of H214 and H215. In room temperature simulations,
such interactions in a flexible protein environment will be dynamic. The good
agreement between QM and MM water interaction energies of the histidines,
particularly at the Nδ site (Fig. 3.9a), suggested a good description for protein
interactions during MD simulations, as was the case for the improved water
hydrogen-bonding interaction of H64 in the neuroglobin simulations sim11 and
sim12.

The FEBIHIS parameters have been derived for a complex consisting of a non-
hæm iron coordinating a bicarbonate and four histidine side chains. In nature,
similar complexes can be found: In the bacterial photosynthetic reaction center201,
glutamate takes the place of the FEBIHIS bicarbonate; superoxide reductase has
cysteine instead of bicarbonate202; in the factor inhibiting hypoxia-inducible factor,
an iron ion coordinates bicarbonate, two histidines and α-ketoglutaric acid203; and
in human lactoferrin and transferrin, iron coordinates bicarbonate, one histidine,
one aspartate and two tyrosines204,205. The FEBIHIS and FEHIS parameters might
be a good starting point to derive parameters for these complexes.

The topology and parameter files for HAEMHIS, FEBIHIS and FEHIS presented
here have been released recently179 and we anticipate that these parameters will
be useful for performing classical CHARMM all-atom simulations of photosystem
II and other proteins that contain hæm or non-hæm iron complexes. Analysis
of the geometry and the interactions of the hæm and non-hæm iron complexes
in such simulations can yield new insights into the functioning of proteins and
could be used to further improve the quality of force field parameters.
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guard: A swallow carrying a coconut?
king arthur: It could grip it by the husk!
guard: It’s not a question of where he grips it!

It’s a simple question of weight ratios!
A five ounce bird could not carry a one
pound coconut.

Monty Python and the Holy Grail 5
Results and Discussion

Parts of the results presented in this chapter have been submitted to PLOS
ONE and are currently under revision.

The second part of this PhD project dealt with the role the environ-
ment of the retinal Schiff base in channelrhodopsin has in stabilizing
the Schiff base proton in the closed/dark state. To this effect, we

performed molecular mechanics (MM) and combined quantum and classical me-
chanics (QM/MM) calculations on the channelrhodopsin chimæra C1C2 (PDB ID:
3UG964).

While the crystal structure contained only a single water molecule in the
Schiff base region (w19, Fig. 1.5), the protein interior became quickly hydrated
within a few nanoseconds during MM equilibration (Fig. 5.4), and our simulations
confirmed the existence of a complex hydrogen-bonding network that helped to
mediate interactions in the vicinity of the active site. The proton on the retinal
Schiff base nitrogen was stabilized by the presence of the water molecules that
had entered the retinal pocket and by the presence of the positive amino acid
residue K132 (Figs. 1.5, 5.13, 5.14, 5.15 and 5.16). Likewise, protonation of E162
had a strong stabilizing effect on the Schiff base proton (Figs. 5.13f and 5.15).
Inside hydrated wild type channelrhodopsin, however, the protonation state of
E162 did not have a detectable impact on the reaction energy or barrier height of
Schiff base deprotonation (Fig. 5.12).

Supplementary data regarding the analysis of the MM and QM/MM trajectories
can be found in Appendix B.

Unless specified otherwise, all MM average values were computed from the
last 50 ns of the respective simulation.
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5.1 | Simulation Overview

We ran independent all-atom simulations of wild type C1C2 (PDB ID: 3UG964)
containing either all-trans or 13-cis retinal, and of the mutants K132 (mutant
1), E129A (mutant 2) and E162D (mutant 3) containing all-trans retinal. The
nomenclature of the different simulation setups is introduced in Table 5.1.

The wild type simulations containing all-trans retinal with either unprotonated
E162 (simWTu) or protonated E162 (simWTp) were prolonged to 250 ns. The
wild type simulations with monomer 1 containing 13-cis retinal and monomer
2 containing all-trans retinal were denoted as simW1Cu and simW1Cp for
negative and neutral E162, respectively, while the wild type simulations with
retinal isomerized in both monomers were denoted as simW2Cu and simW2Cp
for negative and neutral E162, respectively. All 13-cis simulations were prolonged
to 100 ns.

We generated all-trans trajectories of 110 ns length for the mutants K132A
(mutant 1, simM1), E129A (mutant 2, simM2) and E162D (mutant 3, simM3),
with small caps u indicating unprotonated and small caps p indicating protonated
E162.

Repeat simulations were performed for all simulations to improve statistical
sampling and to ensure reproducibility of observations made.

For each simulation trajectory, convergence of the Cα RMSD had been achieved

Figure 5.1: Cα RMSD profiles for simWTu and simWTp. (a) During the last 50 ns
of simWTu, the RMSD had a value of (2.6± 0.1)Å for the whole protein (dark green),
and a value of (1.1± 0.1)Å and (3.7± 0.2)Å for the α-helical regions (purple) and
loops (dark slate grey), respectively. (b) With RMSD values of (2.5± 0.1)Å for the
whole protein, (1.2± 0.1)Å for α-helices and (3.5± 0.2)Å for loops, simWTp showed
the same good agreement with the crystal structure (PDB ID: 3UG964) as simWTu.
RMSD profiles of the remaining simulations can be found in Appendix B.1.
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Table 5.1: Overview over the different simulations performed using wild type C1C2
(PDB ID: 3UG964) and its mutants K132A (mutant 1), E129A (mutant 2) and E162D
(mutant 3).

Label Protein Retinal E162 Protonation Length (ns)

simWTu wild type all-trans unprotonated 250
simWTp wild type all-trans protonated 250
simW1Cu wild type 13-cis/all-trans unprotonated 100
simW1Cp wild type 13-cis/all-trans protonated 100
simW2Cu wild type 13-cis unprotonated 100
simW2Cp wild type 13-cis protonated 100
simM1u K132A all-trans unprotonated 110
simM1p K132A all-trans protonated 110
simM2u E129A all-trans unprotonated 110
simM2p E129A all-trans protonated 110
simM3u E162D all-trans unprotonated 110
simM3p E162D all-trans protonated 110

Figure 5.2: High RMSD value caused by sampling of a different loop conformation.
(a) In the repeat simulation of simM2p, the Cα RMSD had a sudden peak of ∼3.4Å for
the whole protein (slate grey) and of ∼4.8Å for the loop region selection (lime green).
Analysis of the RMSD profile showed that this large peak was caused almost exclusively
by the C-terminal loop. (b) A simulation snapshot taken at 70 ns is superimposed in
grey on top of a snapshot taken at 80 ns of simM2p. The C-terminal loop can be seen
to sample a different conformation, while the remainder of the protein shows good
structural agreement between the snapshots.

for the last 50 ns that we used here for data analysis. The convergence had been
indicated by the RMSD values reaching a stable plateau (Fig. 5.1, see Appendix B.1
for more information). We note that during the last 50 ns of simWTu the RMSD

for the entire protein was (2.6± 0.1)Å and that the RMSD profile had reached
its plateau within less than 10 ns (Figure 5.1a). The α-helical regions of the
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protein stayed even closer to the crystal structure with an RMSD of (1.1± 0.1)Å,
while the loop RMSD remained stable at (3.7± 0.2)Å. This observation of a very
low α-helical RMSD was shared across all simulations, with average RMSDs of
1.1Å–1.5Å. Average RMSD values for the whole protein were between ∼2Å–3Å,
which agreed with observations made for molecular dynamics (MD) simulations
of channelrhodopsin206,207 and similar complexes208,209,210.

For the loop regions, a larger RMSD was measured—up to (4.0± 0.3)Å in
the repeat simulation of simM2p (Fig. 5.2a). The large RMSD contributions
from loop regions could be expected because crystal structures are derived in
dehydrated media under cryogenic conditions. Once a protein is solvated and
heated to room temperature, more conformations can be sampled, resulting in
higher RMSD values (Fig. 5.2b). Moreover, on the ∼100 ns time scale of MD

simulations, the motions of loops cannot be fully sampled211, and including loop
regions might make an otherwise well behaved protein appear not converged.

5.2 | Hydration and Hydrogen Bonding

Analysis of RMSD profiles indicated that, for all C1C2 simulations, the protein
structure was overall well preserved (Figs. 5.1). Nevertheless, the number of water
molecules inside the intrahelical region of C1C2 was significantly higher in our
simulations as compared to the starting crystal structure (Fig. 5.3). The increase
in the number of water molecules was more pronounced in the extracellular half
of the protein, where water molecules entered rapidly close to the Schiff base
region without causing large conformational changes (Fig. 5.3).

The presence of water molecules inside the protein enabled the formation of
extended hydrogen-bonding networks within the Schiff base region, connecting
its various residues to each other. We analysed the hydrogen-bonding behaviour
of the key amino acid residues E162, D292, K132 and E129 and of the retinal
Schiff base (Fig. 2.9) to examine if channel opening did occur and to identify
possible proton transfer pathways for the first step of the Schiff base deprotonation.
Specifically, we examined opening and closure of the central gate at E129, the role
of K132 and immediate hydrogen-bonding partners of the Schiff base nitrogen.

Water in the Schiff Base Region

In the C1C2 crystal structures (PDB ID: 3UG964 and 4YZI31), only a single
water molecule was resolved inside the Schiff base region. In contrast, crystal
structures of bacteriorhodopsin and channelrhodopsin-2 exhibited a larger amount
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Figure 5.3: Hydration of the intrahelical region in C1C2 in simWTu. (a) Close view
of C1C2 overlaying starting crystal water oxygens (orange spheres) with waters taken
from a coordinate snapshot from simWTu (blue). (b) Distribution of water molecules
along the z-axis in simWTu for water molecules within 6Å of the protein. The initial
setup (orange) placed the C1C2 crystal structure (PDB ID: 3UG964) inside a hydrated
POPC membrane. Comparing the starting coordinates with average numbers computed
for the last 50 ns of simWTu (blue) showed an increase in the hydration of the inside
of the protein, in particular in the extracellular half.

of internal waters close to their active site, with 3–4 crystal waters resolved in
the Schiff base region67,159,212,213,214. Moreover, water molecules close to the
retinal chromophore can contribute to stabilizing the retinal configuration and
conformation215,216,217. Studies using infrared spectroscopy have shown recently
that the channelrhodopsin chimæra contains more waters inside its active site than
other microbial rhodopsins218. Because of all the afore-mentioned reasons, more
inner water molecules might have been expected in the C1C2 crystal structures.

Figure 5.4: Water inside of the Schiff base region in the wild type setup with
unprotonated E162 (simWTu) monomer 1 (a) and monomer 2 (b). The number
of water molecules forming hydrogen bonds with the Schiff base nitrogen or the
carboxyl(ate) oxygens of E162/D292 is shown and overlaid with a smoothed fit (blue).
We compared the water number with the distance between the ammonium group
nitrogen of K132 and Cγ of D292 (orange). The Pearson correlation coefficient for
distance and hydration was 0.63 and 0.79 for monomer 1 and monomer 2, respectively.
Results for the other simulations can be found in Appendix B.2.
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Table 5.2: Number of water molecules forming hydrogen bonds with the Schiff base
nitrogen or the side chains of E162 or D292.

Number of Water Molecules
Simulation Monomer 1 Monomer 2 Combined*

simWTu 6.0± 1.0 6.6± 0.6 5.9± 0.8
simWTp 5.6± 0.7 4.5± 0.7 4.7± 0.7
simW1Cu 5.8± 1.1 5.2± 0.9 5.9± 1.0
simW1Cp 4.7± 1.0 2.7± 0.6 4.2± 0.8
simW2Cu 7.1± 0.9 5.2± 0.8 5.9± 0.8
simW2Cp 3.9± 0.7 4.5± 0.8 4.1± 0.7
simM1u 5.5± 0.7 4.7± 0.5 6.0± 0.8
simM1p 5.3± 1.0 5.7± 0.7 5.4± 0.8
simM2u 5.2± 0.6 7.0± 0.7 6.5± 0.8
simM2p 3.6± 0.6 4.1± 1.0 3.7± 0.6
simM3u 3.8± 0.6 6.4± 0.7 4.6± 0.5
simM3p 4.4± 0.7 4.0± 0.8 4.3± 0.5
*’Combined’ reports the number of water molecules calculated
for monomer 1 and 2 as well as for results from repeat
simulations. Data for the repeat simulations can be found in
Table B.1 in the Appendix.

Crystallography can only resolve ordered water molecules whose positions are
repeated throughout the whole crystal219, which is why MD can complement our
knowledge about inner protein water molecules; and indeed, compared to the C1C2

crystal structure, our simulations showed a much more hydrated protein interior.
To quantify the hydration inside of the Schiff base region, we measured, for each
frame, the number of water molecules that formed hydrogen bonds with either
the Schiff base nitrogen or the counterions E162 or D292. We then calculated the
trajectory average for the last 50 ns (Table 5.2).

Looking at the number of these Schiff base waters, there were on average 5–7
water molecules in wild type setups with unprotonated E162 (simWTu, Fig. 5.3a)
and 4–6 waters for protonated E162 (simWTp, Fig. 5.3b). In all simulations,
hydration of the Schiff base regions in both monomers occurred quickly within
the first few nanoseconds. Overall, the observed water numbers showed good
agreement between the monomers in a particular setup. We note, however,
that for some simulations the two monomers displayed a different hydration: In
simW2Cu, for instance, Schiff base water numbers were 7.1± 0.9 and 5.2± 0.8
in monomer 1 and monomer 2, respectively. For all simulation setups, hydration
of the Schiff base region was on average larger for systems with unprotonated
E162 (Table 5.2).
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In our simulations, the amount of water in the vicinity of the retinal Schiff
base was closer to the amount found in crystal structures of bacteriorhodopsin
or channelrhodopsin-2 than in the C1C2 crystal structure with its single water
molecule. The quick and extensive hydration of the protein interior, observed by us,
agreed well with other computational studies of channelrhodopsin C1C2158,220. MD

simulations performed for homology models of channelrhodopsin-2 also predicted
a strong hydration of the protein inside148,221,222.

Supplementary illustrations of the water density inside the channelrhodopsin
simulations can be found in Appendix B.4.

The E129–N297 Hydrogen Bond in the Central Gate Region

In the closed/dark state of channelrhodopsin, the central gate forms the first
barrier that prevents water from entering from the extracellular side via the
Schiff base region and contains E129, N297, serine-102 (S102) and the Schiff base
counterions E162 and D29264,158 (Fig. 1.5). All of our setups contained protonated
E129, the protonation state of E129 in the dark state of channelrhodopsin65,150,151.

In most of our simulations, we could see E129 forming a strong hydrogen bond
with N297 that persisted throughout the entire trajectory. (See Appendix Tables
B.2, B.3 and B.4 for hydrogen-bonding data of E129.) The notable exceptions
were simulations of E129A (simM2), the protonated E162 setup with 13-cis
retinal in one monomer only (simW1Cp) and the repeats of the wild type setup
with unprotonated E162 (simWTu) and the E162D setup with protonated D162

Figure 5.5: Water density inside of channelrhodopsin in simW1Cp. In the 13-cis-
retinal-containing monomer (monomer 1, left), the hydrogen bond between E129 and
N297 was broken after 40 ns and stayed broken for ∼30 ns. In monomer 2, with all-trans
retinal, the bond broke within 5 ns of starting the production run and never reformed.
The water density displayed has been computed for 25 ns of trajectory time sampled
while the E129–N297 hydrogen-bond did not exist.
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(simM3p).
In simW1Cp, monomer 1 contained 13-cis retinal, while monomer 2 contained

all-trans retinal. Nevertheless, complete breakage of E129–N297 occurred only
in monomer 2 with all-trans retinal, where the hydrogen bond broke within 5 ns
without reforming. For monomer 1, only between 40 ns and 70 ns of trajectory
time was E129 not hydrogen-bonded to N297. Despite the bond breakage, no
connected water pathway formed between extracellular and intracellular side in
either monomer (Fig. 5.5) and the channel remained closed.

The simulation simWTu constituted the most probable setup for C1C2 (using
the wild type and unprotonated E162); however, the initial run and the repeat
simulation showed very distinct behaviour. In the initial run, a bond between
E129 and N297 was sampled at every frame, and E129 interacted only with N297
and nearby water molecules. No water channel formed in this simulation (Fig.
5.6a). In the repeat simulation, E129–N297 broke after ∼120 ns in monomer 1
and after ∼190 ns in monomer 2, and instead, E129 formed a strong hydrogen
bond with E162 that was present 92 %–100 % during the last 50 ns. Despite the
bond breakage in monomer 1 of the repeat simulation, water molecules were
unable to access the space between E129 and N297 (Fig. 5.6b); yet in monomer 2,
water molecules formed a hydrogen-bonding network connecting the extracellular
to the intracellular side (Fig. 5.6c).

For E162D (simM3), the E129–N297 hydrogen bond was conserved—the single
exception being monomer 2 in simM3p. In monomer 2 of simM3p, the hydrogen
bond between E129 and N297 broke after ∼50 ns, and water penetrated the region
formerly occupied by E129 (Fig. 5.6d). A connected water pathway formed, and
four instances of a water molecule crossing monomer 2 were observed: Three
times from the extracellular to the intracellular side and once in the opposite
direction. The time, it took a water molecule to cross the membrane, was 33 ns,
40 ns and 49 ns—when entering from the extracellular side—and 37 ns—when
entering from the intracellular side.

The absence of E129 from the E129A mutant simulations (simM2u and
simM2p) led to the hydration of the E129–N297 gate region, and connected
water pathways formed in all E129A mutant simulations. During the initial run
of simM2u, water molecules connected the extracellular and intracellular side of
both monomers. While water molecules were able to freely enter all parts of the
channel, no water passage could be observed. Notably, monomer 1 of simM2u
had three very stable water molecules in the vicinity of N297 that connected both
sides of the gate and were present there during the last 50 ns of the simulation. In
the repeat simulation of simM2u, we detected four water molecules per monomer
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fully crossing the protein via the central gate. One water molecule traversed
monomer 2 from the intracellular to the extracellular side, while all other seven
waters crossed the membrane in the opposite direction. The passage times were
17 ns–83 ns. The E129A simulations with protonated E162 showed similar results
with 3–5 water molecules passing through the protein. In total, eight waters
went from the intracellular to the extracellular side and four went in the opposite
direction, taking 19 ns–78 ns for passing the protein. Only in monomer 2 of the
initial run of simM2p did no water molecule cross the membrane.

Figure 5.6: Water dynamics close to E129–N297 in the central gate. Water oxygen
positions are shown in red for the last 10 ns of the respective simulations. Their position
has been averaged over 5 frames to more easily visualize clusters and water pathways.
(a) In monomer 1 of simWTu, E129–N297 remained stable throughout the simulation.
(b) In monomer 1 of simWTu (repeat), E129–N297 broke, but water molecules were
kept away from the gate. (c) In monomer 2 of simWTu (repeat), E129–N297 broke,
but unlike the situation in monomer 1, water molecules entered and formed a connected
water pathway between extracellular and intracellular side of the membrane. (d) In
monomer 2 of simM3p (repeat), water molecules were present in the space between
E129 and N297 after breakage of their bond. In this simulation, water passage from
the extracellular to the intracellular side, or vice versa, was observed.

We did not make any notable observations for the K132A simulations with
unprotonated (simM1u) and protonated E162 (simM1p). E129–N297 remained
stable, and mutating K132 to alanine did not appear to affect the functioning of
the central gate in the dark state in terms of channel opening.
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In the remaining MM simulations, the hydrogen bond between E129 and
N297 lasted throughout the whole trajectory. In the QM/MM simulations as
well, we sampled E129–N297 for all setups, independent of whether the quantum
mechanics (QM) region had been placed in monomer 1 or monomer 2. The
analysis of the hydrogen bond in the QM/MM trajectories was performed for the
last 750 ps and yielded 100 % occupation for all trajectories, except for simM3u,
which had E129–N297 present 43 % of the time. Thorough investigation of the
heavy atom distance between the ammonium nitrogen of N297 and the nearest
carboxyl oxygen of E129 revealed that the interaction between both residues,
though mostly not within hydrogen-bonding range, was never fully broken (Fig.
5.7).

Figure 5.7: Distance between E129 and N297 during QM/MM MD of the E162D setup
containing unprotonated E162 (simM3u) with the QM region located in monomer 2.
The hydrogen bond E129–N297 was present during 43 % of the QM/MM simulation.
Analysis of the heavy atom distance dON between the ammonium nitrogen of N297 and
the closest carboxyl oxygen of E129 showed that interaction between both residues was
never fully lost. The carboxyl–ammonium distance dON was (3.3± 0.3)Å.

Several studies have been made about the interaction between E129 and N297
and its importance for gating the ion channel in wild type channelrhodopsin41,206,
and a stable E129–N297 hydrogen bond has been proposed to be necessary for
channel closure151,156. In our simulations, we observed a high hydrogen-bonding
rate between E129 and N297, which appeared to confirm the significance of this
interaction for preventing ion transfer in the closed state. In fact, the hydrogen
bond was missing only from simW1Cp, the repeats of simWTu and simM3p
and simulations of the mutant E129A.

Monomer 1 of the wild type simulation simW1Cp contained 13-cis retinal,
and the breakage of E129–N297 could simply have been the first stage of channel
opening, initiated by retinal isomerization. This was the only 13-cis simulation
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that contained a continuous water pathway connecting extracellular and intracel-
lular side. Opening of the central gate might have been expected for all 13-cis
simulations, but most likely, the length of the simulation was not long enough, for
larger scale conformational changes of the protein necessary for channel opening
to take place.

In the repeat simulation of simM3p, the E162D mutant, the interaction be-
tween the counterions D162 and D292 was broken, possibly because removing the
methylene group at position 162 increased the distance from D292. Consequently,
E129 was able to form a strong hydrogen bond with the protonated D162, instead
of bonding with N297.

The most interesting results, however, were obtained for simWTu, the wild
type simulation using the predicted E162 protonation state for C1C241,64,223.
During previous studies that used the same protonation states, other groups
observed a strong E129–N297 hydrogen bond that was not broken41,206. This
apparent disagreement with our results might be explained by the differences
in simulation setup and time. The preceding MM MD studies in the field used
a monomer setup of C1C2 and generated shorter trajectories of less than 120 ns.
Even though, the C1C2 monomer has been proposed to be a functional unit59,156,
a single monomer in a lipid bilayer might not behave exactly like the natural
dimeric setup. We stress that bond breakage between E129 and N297 occurred
more than 120 ns after the end of equilibration, and therefore, would have been
unlikely to be observed in simulations of shorter time scales.

In the simulations, where E129–N297 broke, the formation of a continuous
pathway for water became possible. When water pathways formed, we could
observe free water passage in either direction of the channel. The wide range of
water passage times of up to ∼80 ns suggested that not all water passage events
could be sampled. More sampling—either by prolonging the simulations or by
adding further repeat simulations—is necessary to properly evaluate water flux
in dark state simulations of C1C2.

Because our simulation setups either contained no ions or only two chloride
ions for systems with unprotonated or protonated E162, respectively, we could
not investigate ion flux. Free water passage, however, does not imply free flow
of ions across the channel. The mutant E129A, for example, lacks the hydrogen
bond between E129 and N297 in the central gate and still has reduced proton and,
for low pH, sodium conductance224,225. In channelrhodopsin-2, E129 deprotonates
during the photocycle150,156, and the presence of a negative E129 is important
for ion selectivity151,226. New MD studies even suggest that N297 and K132
form a barrier for ion translocation207. The significance of the E129 charge for
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ion selectivity can be further highlighted by the fact that mutating E129 to a
positive residue changed channelrhodopsin to a chloride pump158. Yet in C1C2,
deprotonation of E129 during the photocycle does not occur65, and breakage of
the hydrogen bond between E129 and N297 can, therefore, not depend on the
change of the protonation state of E129.

As was implied by the results from our simulations of C1C2, the hydrogen
bond between E129 and N297 can be at most one of the components that prevents
ion passage through channelrhodopsin in the closed/dark state. The E129–N297
hydrogen-bonding interaction, though present in most of our simulations, can
be broken even for the wild type, and its continued presence is not required
inside C1C2. Future MD studies of channelrhodopsin should use trajectory lengths
>200 ns to ensure sufficient sampling of the hydrogen-bonding states in the central
gate region.

Hydrogen-Bonding Networks in the Schiff Base Region

The water molecules that entered the Schiff base region could engage in hydrogen-
bonding networks with the Schiff base and the nearby charged amino acid residues
D292, E162, K132 and E12964 (Fig. 2.9). To identify possible acceptors for the
Schiff base proton, we performed a thorough analysis of hydrogen-bonding in the
proximity of the Schiff base. (Additional data for the hydrogen-bonding analysis
of the Schiff base region can be found in Appendix B.3.)

In channelrhodopsin, the positively charged Schiff base is faced by the negative
amino acid residues E162 and D292. Mutations of E162 preserve the functionality
of C1C2, and it is assumed that D292 is the primary proton acceptor64,150. In
the crystal structure (PDB ID: 3UG964), the counterions E162 and D292 interact
with the Schiff base and a single nearby water molecule. In our simulations, both
residues were constantly exposed to water molecules that entered the Schiff base
region. The hydration of the Schiff base region at times mediated the interaction
between E162 and D292, which communicated with each other either via direct
hydrogen bond or via one- to two-water bridges in both MM and QM/MM.

We used the distance between Cγ of D292 and Cδ of E162 (Cγ in E162D)
to characterize the separation of these two residues (Fig. 5.8). In wild type
all-trans simulations, the average E162–D292 distance was 5.2Å and 5.1Å for
unprotonated and protonated E162, respectively. Isomerization of the retinal
increased the difference between the average distances obtained for the two
protonation states of E162: For unprotonated E162, the separation became 5.5Å,
and for protonated E162, it became 4.7Å. For the mutants K132A and E162D,
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distances for unprotonated and protonated E162 were similar, but longer than for
the wild type simulations. In K132A, the unprotonated and protonated distances
were 5.5Å and 5.6Å, respectively; and for E162D, they were 5.6Å and 5.8Å.
For setups with protonated E162, mutating E129 to alanine resulted in water
molecules not entering the Schiff base region and E162 and D292 permanently
engaging in strong hydrogen-bonding with each other, with an average distance
of 4.2Å. The unprotonated setup had a separation of 5.3Å, similar to the wild
type values.

Figure 5.8: Histogram of the distance between E162 and D292 in monomer 1 of the
wild type setups with unprotonated (simWTu) and protonated E162 (simWTp). (a)
In simWTu, interactions between E162 and D292 were mediated by a one-water bridge,
and the separation between the carboxyl carbons of both residues in monomer 1 was
(5.1± 0.2)Å during the last 50 ns. (b) In simWTp, direct hydrogen-bonding of E162
and D292 became possible, which resulted in a wider spread of the distance data and a
value of (4.9± 0.5)Å.

K132, which closes off the Schiff base pocket on the extracellular side, is
another important charged amino acid residue in the Schiff base region. K132
might serve as a barrier for ions207, and the presence of complex hydrogen-bonding
networks that involve K132 has been suggested218 and recently been observed206.

For MM setups with unprotonated E162, we saw K132 strongly interacting via
hydrogen-bonding with either E162 or D292 or with both residues at the same
time. In QM/MM, the hydrogen-bonding percentages of the K132–E162 and K132–
D292 interactions were higher, and even setups with protonated E162 contained
hydrogen-bonding between K132 and E162/D292—though at a lower level than
observed for unprotonated E162. To understand K132’s possible function as an
ion gate, we analysed the linear correlation between the K132–D292 separation
and the solvent exposure of the Schiff base region. As separation, we defined
the distance between the ammonium nitrogen of K132 and the carboxyl group
carbon of D292. The solvent exposure was the number of water molecules that
formed hydrogen bonds with either the Schiff base nitrogen or the carboxyl(ate)
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groups of E162/D292.
Our analysis revealed that these two quantities were strongly linearly correlated

for systems containing unprotonated E162 (Table 5.3). The correlation coefficient
had values of ∼60 %–80 %, with smaller K132–D292 separation meaning fewer
water contacts were present (Fig. 5.4). The correlation persisted even without
direct hydrogen-bonding between K132 and E162 or D292. No correlation was
apparent for setups using the E162D mutant or protonated E162.

Table 5.3: Linear correlation between K132–D292 distance and the number of water
molecules forming a hydrogen bond with either the Schiff base or the counterions
E162/D292 in MM MD of wild type C1C2 and its mutants. The Pearson correlation
coefficient is shown.

First Run Repeats
Simulation Monomer 1 Monomer 2 Monomer 1 Monomer 2

simWTu 0.6 0.8 0.7 0.6
simWTp 0.1 0.3 0.4 0.2
simW1Cu 0.7 0.6 0.8 0.3
simW1Cp 0.3 0.2 −0.1 0.2
simW2Cu 0.3 0.3 0.7 0.4
simW2Cp 0.4 0.1 −0.5 0.0
simM2u 0.3 0.6 0.7 0.7
simM2p 0.1 0.3 0.3 0.2
simM3u −0.4 −0.1 −0.2 0.0
simM3p 0.2 0.1 0.3 0.1

In the final step of the hydrogen-bonding analysis of the Schiff base region,
we looked at the immediate hydrogen-bonding partners of the retinal Schiff base
nitrogen (Table 5.4). (See Appendix B.3 for hydrogen-bonding percentages of
the repeats and the QM/MM simulations.)

E162 and D292 were the residues closest to the Schiff base in the crystal
structure (Fig. 1.5), and for all but setups containing 13-cis retinal, they were
the only hydrogen-bonding partners the Schiff base had with amino acid residues.
For all-trans systems, it was not possible to distinguish wild type and mutant
simulations based on the hydrogen-bonding behaviour of the Schiff base, as the
Schiff base interaction analysis yielded similar results (Table 5.4). We could
identify three distinct Schiff base hydrogen-bonding partners: D292, E162 or
water (Table 5.4), where water that hydrogen-bonded to the Schiff base always
formed a one-water bridge connecting the Schiff base nitrogen to either E162
or D292. Hydrogen-bonding between Schiff base and D292/water was sampled
more often, because, for the MM systems, protonated E162 did not form stable
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hydrogen bonds with the positively charged Schiff base nitrogen. We note that
in some of the QM/MM trajectories, e.g. simWTu monomer 1, protonated E162
was hydrogen-bonded to the Schiff base nitrogen up to ∼40 % of the time.

Table 5.4: Hydrogen-bonding partners of the Schiff base nitrogen during the last 50 ns
of MM MD.

Simulation Monomer Hydrogen-Bonding Percentage (%)
Water E162 D292 S295 T166

simWTu 1 19 92 — — —
2 68 — 51 — —

simWTp 1 99 — 3 — —
2 57 — 68 — —

simW1Cu 1 — — — 81 —
2 8 10 89 — —

simW1Cp 1 — — — 80 —
2 — 12 96 — —

simW2Cu 1 48 — — 23 —
2 9 — — — 92

simW2Cp 1 20 — 94 — —
2 — — — 93 —

simM1u 1 82 — 38 — —
2 — — 100 — —

simM1p 1 37 — 85 — —
2 86 — 24 — —

simM2u 1 — 100 — — —
2 92 — 22 — —

simM2p 1 — 16 98 — —
2 18 34 72 — —

simM3u 1 — 100 — — —
2 100 — 8 — —

simM3p 1 16 — 87 — —
2 12 — 90 — —

To increase clarity, only percentages >3 % are shown.

In C1C2 monomers containing 13-cis retinal, the retinal isomerization to 13-
cis,15-anti caused the Schiff base nitrogen to face away from the counterions
E162/D292, and T166 and S295 (Fig. 2.9) became the new interaction partners
of the Schiff base (Table 5.4). For simulations, with high hydrogen-bonding
percentage between Schiff base and S295, the Schiff base nitrogen was interacting
with the backbone oxygen of S295 (Fig. 5.9a). Hydrogen bonds with water
remained possible and could bridge the interaction with S295 or T166 (Fig. 5.9b).
In monomer 1 of simW2Cp and in monomer 2 of the repeats of simW2Cu and
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simW2Cp, the retinal conformation changed from 13-cis,15-anti to 13-cis,15-syn
during the MM MD (Fig. 5.9c), and the Schiff base nitrogen strongly interacted
with D292 (Table 5.4). We note that in one 13-cis QM/MM trajectory (simW1Cu
monomer 1), the Schiff base nitrogen did not have any hydrogen-bonding partner
76 % of the time (Fig. 5.9d).

Figure 5.9: Hydrogen-bonding partners of the Schiff base nitrogen for simulations
containing 13-cis retinal. (a) In most of the MM setups, 13-cis retinal formed a hydrogen
bond with the backbone oxygen of S295. (b) The Schiff base nitrogen interacts with
S295 via a one-water bridge (simW2Cu). (c) In simW2Cu, the retinal changed from
13-cis,15-anti to 13-cis,15-syn, and formed a direct hydrogen bond with D292. (d) In
simW1Cu with the QM region in monomer 1, the Schiff base rarely had a hydrogen-
bonding partner. In this snapshot, S295 is too far from the Schiff base nitrogen to
engage in hydrogen-bonding. Interaction with S295 would offer the possibility to
connect the Schiff base to D292 via an extended hydrogen-bonding network. (e) The
Schiff base hydrogen-bonds to the hydroxyl group of T166 which in return interacts
with the backbone of E162. This hydrogen-bonding network did not offer the possibility
for a proton transfer pathway that connects to the primary proton acceptor D292.

In what follows, we will discuss the results obtained for the analysis of the
hydrogen-bonding networks in the Schiff base region.

The evaluation of the distance and hydrogen-bonding between E162 and
D292 revealed that both residues strongly interact with each other. In the
crystal structure, E162 and D292 are located at 4.78Å distance from each other64.
Our wild type simulations had average E162–D292 distances that tended to be
higher than the crystal value, with setups containing protonated E162 showing
good agreement with the separation found in the crystal structure due to larger
standard deviations (Fig. 5.8). We stress, however, that some of the unprotonated
E162 simulations agreed with the crystal structure value—e.g. in monomer 1
of the repeat of the wild type simulation with unprotonated E162 (simWTu),
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E162 and D292 had a separation of (4.8± 0.2)Å. Simulations, where water-
mediated hydrogen-bonding or both direct hydrogen-bonding and water-mediated
hydrogen-bonding between E162 and D292 could be observed, gave E162–D292
distances closest to the crystal observations. The results from the E162–D292
distance analysis, although not providing conclusive evidence for the preference
of either protonated E162 or unprotonated E162, hinted at the necessity for
water-bridging and for absence of direct hydrogen-bonding between E162 and
D292 to dynamically reproduce the E162–D292 crystal separation.

We further investigated the interactions between K132 and E162/D292. In
the crystal structure (PDB ID: 3UG964), E162 is hydrogen-bonded to K132 with
a carboxyl oxygen–ammonium nitrogen distance dON of 3.36Å; for D292, dON is
3.76Å. Recent pKa studies suggested that the protonation of E162 should not
significantly affect the hydrogen-bonding networks in the Schiff base region206,
but our simulations showed a clear difference in the K132–E162/D292 interaction
depending on the protonation state of E162.

For unprotonated E162, K132 would engage in strong hydrogen-bonding
behaviour with either E162 or both E162 and D292. Using protonated E162 in a
setup broke this direct hydrogen-bonding network. In the QM/MM simulations,
the K132–E162 hydrogen bond could still be sampled even for protonated E162,
and the disappearance of the interaction in MM might have been an effect of the
non-polarizable nature of the CHARMM force field. For both MM and QM/MM,
however, protonated E162 interfered with K132 interacting with the counterions
E162 and D292, and the K132–E162 salt bridge, found in the crystal structure,
needed unprotonated E162 for its conservation. In that, our analysis supported
studies that favour unprotonated E162149,206. The correlation between K132–
D292 distance and hydration of the Schiff base was also broken by mutating E162
to aspartate. This might indicated that the flexibility of the longer glutamate
side chain might play a role in the communication between unprotonated E162
and K132.

When K132 and E162/D292 hydrogen-bonded, the Schiff base pocket was
more compact than was the case in the absence of such a hydrogen bond or for
the mutant K132A. Analysis of the number of water contacts for Schiff base
nitrogen and E162/D292 showed a clear correlation with the K132–D292 distance
(Fig. 5.4 and Table 5.3). Water entering the Schiff base pocket could bridge the
interaction between K132 and E162/D292 without breaking their communication.
Likewise, cations trying to enter the Schiff base region would have to pass closely
by K132, but unlike water molecules, cations would be repelled by the positively
charged K132. An unprotonated E162 and the strong interaction between E162
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and K132 could, therefore, be a necessary requirement for K132 to perform its
gating function in the closed/dark state of channelrhodopsin and prevent cations
from entering the Schiff base region.

Finally, we examined the direct hydrogen-bonding partners of the Schiff base
nitrogen. We found that, for the all-trans simulations, the Schiff base hydrogen-
bonded only to E162, D292 or water molecules that had entered the Schiff base
region and were themselves hydrogen-bonded to either E162 or D292 (Table 5.4).
These observations were compatible with the crystal structure, where the Schiff
base nitrogen is located 3.01Å and 3.44Å from E162 and D292, respectively, and
with suggestions from experiments that D292 is the primary proton acceptor64,150.
The varied hydrogen-bonding patterns we found in our simulations—e.g. the
Schiff base only hydrogen-bonding to E162 or the Schiff base alternating between
hydrogen-bonding to D292 and a water molecule (simWTu, Table 5.4)—reflected
observations published in the literature, where studies indicated different hydrogen-
bonding behaviour for the Schiff base nitrogen: only interacting with E162218;
interacting with water221,227; interacting with either D292 or water148; or forming
hydrogen bonds with E162, D292 or water206,222.

The analysis of the hydrogen-bonding network of the Schiff base showed that
for proton transfer calculations of all-trans retinal in the closed/dark state of C1C2
E162, D292 or a water molecule are the only possible acceptors of the proton
of the Schiff base nitrogen. We could further confirm the importance of E162,
D292, K132 and E129 for the hydrogen-bonding network of the Schiff base region
and that these residues should be included in the QM region of proton transfer
calculations.

For systems containing 13-cis,15-syn retinal, S295 and T166 or water were
the only possible hydrogen-bonding partners of the retinal Schiff base (Table 5.4).
In the MM simulations, the Schiff base often hydrogen-bonded to the backbone
of S295 (Fig. 5.9a) with visible pathway to connect to the extracellular side in
case of Schiff base deprotonation. Consequently, simulation snapshots with the
Schiff base interacting with backbone oxygens were not considered as starting
snapshots to perform proton transfer calculations. Other interaction geometries
with the Schiff base binding to the hydroxyl group of S295/T166 or water (Fig.
5.9) offered the option of concerted proton transfer via S295/T166 with D292
remaining the primary proton acceptor.

We note that, during MD simulations, we observed the isomerization of 13-
cis,15-anti retinal to 13-cis,15-syn retinal (Fig. 5.9c). The isomerization of the
C15=N16 bond might have been an artifact of dihedral barrier that might be too
low or might actually imply the presence of two states of 13-cis retinal, similar
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dark-adaptation in bacteriorhodopsin60,228, and needs further investigation.

5.3 | Proton Transfer Pathways

We performed proton transfer calculations for wild type C1C2 and the mutant
K132A in a hydrated POPC lipid membrane, and for the crystal structure in gas-
phase (PDB ID: 3UG964). All calculations were conducted for setups containing
unprotonated and protonated E162. After MM equilibration, analysis of the MM

trajectories indicated a complex hydrogen-bonding network that connected Schiff
base, E162, D292 and K132 to each other (Fig. 2.9, Table 5.2 and Appendix
Tables B.6, B.7, B.9 and B.10). The Schiff base of all-trans retinal was shown
to interact with the negative counterion pair E162/D292 either directly or via
water-bridging, and in setups with 13-cis retinal, the Schiff base was seen to
hydrogen-bond to water or T166 or S295 (Fig. 2.9, Table 5.4 and Appendix
Tables B.11 and B.12).

Based on the results of the MM simulations, we considered two potential
acceptor groups for the Schiff base proton of all-trans retinal: E162 and D292.
For these two potential acceptor groups, we computed direct proton transfer
to the closest of the two (Pathway 1, Fig. 5.10a) or proton transfer via one
water molecule that acted as intermediate carrier for the proton (Pathway 2, Fig.
5.10b). In the case of systems containing 13-cis retinal, we computed proton
transfer pathways in which the hydroxyl groups of T166 or S295 were involved as
intermediate proton carriers, similar to a water molecule (Pathway 3, Fig. 5.10c).

The Weighted Histogram Approach Method (WHAM) uses the partition func-
tion to derive the free energy from Umbrella sampling161. To avoid noisy potential
of mean force (PMF) profiles the sampling bins should have sufficient overlap and
sample enough points of the reaction coordinate161,229. Moreover, the individ-
ual bins should have a smooth shape, i.e. the force constant should be strong
enough to produce a Gaussian distribution of the data points of the reaction
coordinate. Usage of smaller force constants for the constraining potential can
have the advantage that fewer bins might be needed for a reaction, but there is
the possibility of not sampling unfavourable regions of the energy landscape.

To ensure the validity of the PMF profiles derived here, we checked the
probability density distributions of the bins of all proton transfer calculations
performed. We used a force constant k of 150 kcal/mol/Å2 to constrain the
individual bins, as test calculations had shown that this value was sufficient
to force retinal deprotonation. For most of our proton transfer computations,
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Figure 5.10: Schematic representation of proton transfer pathways. (a) Pathway 1:
A direct proton transfer pathway involves a direct jump of the proton from the retinal
Schiff base to the carboxylate acceptor group on either E162 or D292. (b) Pathway
2: In an indirect, water-mediated proton transfer pathway, the Schiff base proton is
transferred to a water molecule, and a proton from the water molecule is subsequently
transferred to the proton acceptor. (c) Pathway 3: For indirect proton transfer via
S295, the Schiff base proton deprotonates to the hydroxyl group of S295, which in
return loses its original hydrogen to one of the counterions E162/D292.

this force constant generated evenly distributed bins (Fig. 5.11a). Nevertheless,
water-mediated proton transfer pathways sometimes failed to properly sample
bins close to the transition state (Fig. 5.11b). This might have been caused
by the more dynamic nature of a water molecule when compared to an amino
acid residue and by the occurrence of concerted proton transfer, where no force
constant was constraining the proton that the water released.

At this point, an advantage of WHAM came into play: namely, the method’s
ability to combine results from multiple simulations more easily than is the
case with traditional Umbrella sampling. We performed additional sampling
calculations for bins with problematic probability density distributions, and kept
gradually increasing the force constant k, until the quality of the sample became
adequate (Fig. 5.11c). Using bins with the increased force constants, we managed
to improve the distribution close to the transition states (Fig. 5.11d).

Proton Transfer for Channelrhodopsin Containing All-trans Retinal

We generated two setups each for wild type C1C2 with unprotonated (simWTu)
and protonated E162 (simWTp): one, where the QM region was located in
monomer 1, and one, with the QM region in monomer 2. In monomer 1 of
simWTu, we calculated direct proton transfer pathways to E162 (Pathway 1e,
Table 5.5), and in monomer 2 of simWTu and in both monomers of simWTp,
we calculated direct proton transfer pathways to D292 (Pathway 1d, Table 5.5).
Indirect proton transfer calculations via water—no matter the system—always
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Figure 5.11: Checking the probability density distribution of bins generated for
sampling the proton transfer with WHAM. (a) For the direct proton transfer path-
way calculation in wild type C1C2 (simWTu), the constraining force constant used
(150 kcal/mol/Å2) was sufficient and the reaction coordinate was evenly sampled across
the energy landscape. (b) For water-mediated proton transfer in the same setup,
however, the constraint was not strong enough to generate a Gaussian distribution for
bins at 0.3Å close to the transition point (highlighted in red). (c) Increasing the force
constants to 300 kcal/mol/Å2 produced a well-behaved probability density distribution.
(d) Using a higher force constant close to 0.3Å allowed for satisfactory sampling of
water-mediated proton transfer in wild type C1C2.

resulted in D292 being the final proton acceptor (Pathway 2d, Table 5.5). We
found that proton transfer, either direct or concerted via one water molecule,
was associated with significant energy barriers of ∼18 kcal/mol–23 kcal/mol and
with unfavourable reaction energies of ∼16 kcal/mol–21 kcal/mol (Table 5.6, Fig.
5.12).

We note that, in the case of the direct proton transfer Pathways 1e and 1d,
computed for simWTu and monomer 2 of simWTp, we could not obtain a clear
valley for the free energy minimum of the product state (Table 5.6, Fig. 5.12).
This could have been an effect of forcing the proton into a specific, potentially
unfavourable geometry by directly applying the constraint to the Schiff base and
the counterion. Longer sampling might have been necessary to allow for larger
structural adaptation and equilibration of these pathways.

Water-mediated proton transfer pathways (Pathway 2d, Table 5.5), on the
other hand, displayed very good energetic agreement for the reaction energy,
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Figure 5.12: Direct (a) and water-mediated (b) proton transfer pathways in wild
type C1C2 with unprotonated and protonated E162. PMF profiles computed inside
monomer 1 and monomer 2 of the respective setup are plotted as solid and dashed
lines, respectively. (a) Direct proton transfer for setups with unprotonated (black,
simWTu) and protonated E162 (green, simWTp) had barrier heights of ∼18 kcal/mol–
23 kcal/mol, and reaction energies of ∼17 kcal/mol–21 kcal/mol. Some pathways, like
Pathway 1e in monomer 1 of simWTu (solid black) or Pathway 1d in monomer 1 of of
simWTp (solid green) had only very shallow minima. (b) For the water-mediated proton
transfer Pathway 2d, the PMF profiles showed good agreement. Monomer 2 of C1C2 with
unprotonated E162 (black dashes, simWTu) and setups using protonated E162 (solid
and dashed green, simWTp), in particular, matched very well, with barrier heights of
∼21 kcal/mol and reaction energies of ∼17 kcal/mol. The energy profile of monomer 1
of simWTu showed the same qualitative behaviour, but had both a lower barrier and
reaction energy of 18.7 kcal/mol and 16.0 kcal/mol, respectively. Illustrations 1 , 2

and 3 are coordinate snapshots taken from the Pathway 2d computation with the QM
region placed in monomer 1 of simWTu (Panel b, solid black) and indicate reactant,
transition and product states, respectively.
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and their free energy profiles showed a clear barrier followed by a minimum. In
monomer 1 of wild type C1C2 with unprotonated E162 (simWTu), Pathway 2d
had a barrier height of 18.7 kcal/mol and a reaction energy of 16.0 kcal/mol (Table
5.6). Pathway 2d in the other wild type setups had higher barriers, but otherwise
showed good agreement between setups with barrier heights of 21.1 kcal/mol,
21.1 kcal/mol and 21.4 kcal/mol for monomer 2 of simWTu and monomer 1 and
2 of C1C2 with protonated E162 (simWTp), respectively. The reaction energy of
Pathway 2d for monomer 2 of simWTu and monomer 1 and 2 of simWTp had
the values 16.7 kcal/mol, 17.3 kcal/mol and 16.8 kcal/mol (Table 5.6, Fig. 5.12).

The high energy barriers and reaction energies involved confirmed the expecta-
tion that a protonated Schiff base is the clearly preferred state in the closed/dark
state of C1C2.

Impact of the Lipid and Water Environment

After calculating reaction energies and barriers for direct and water-mediated
proton transfer pathways with different protonation states of E162, we investigated
the contributions the environment inside of the Schiff base region made to the
free energy of the proton transfer reaction. We chose monomer 1 of the wild type
C1C2 setup with unprotonated E162 (simWTu) and monomer 2 of the setup with
protonated E162 (simWTp) to perform these additional computations because
PMF profiles of these QM/MM setups had discernible energy minima even for
proton transfer calculations of the direct Pathways 1e and 1d (Table 5.5, Fig.
5.12).

For unprotonated and protonated E162, we compared PMF profiles computed
for the unmodified QM/MM setup (simWT, Fig. 5.13a), the prot setup (Fig.
5.13a), the dry setup (dry, Fig. 5.13b), the K132A setup (Fig. 5.13c) and
the dry setup applied to K132A (K132A-dry, Fig. 5.13d). The resulting
energy profiles are summarized in Fig. 5.13e–f. (See subsection ’Proton Transfer
Calculations’ of Section 2.4 in the Methods chapter for more details on the
derivation of the model systems.)

The lipid surrounding of the protein did not appear to significantly impact
the results of the WHAM calculations using sampling bins of length 100 ps. For
the indirect proton transfer Pathway 2d in the prot setup with unprotonated
E162, the barrier height decreased to 17.6 kcal/mol, while the reaction energy
retained a value of 16.1 kcal/mol—almost identical to the complete setup (Table
5.6, Fig. 5.13e). For prot with protonated E162, the barrier height decreased by
0.3 kcal/mol and the reaction energy increased by 0.6 kcal/mol, when compared
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Table 5.5: Types of proton transfer pathways analysed.

Pathway Retinal Proton Transfer Mediator Final Acceptor

1e all-trans direct — E162
1d all-trans direct — D292
1d′ 13-cis,15-syn direct — D292
2e 13-cis,15-anti indirect water E162
2d all-trans indirect water D292
3s 13-cis,15-anti indirect S295 D292

Table 5.6: List of proton transfer pathways and their respective reaction energies and
barrier heights, computed for channelrhodopsin containing all-trans retinal.

Run Pathway* Protein E162† Lipids‡ SB Energy (kcal/mol)
Waters§ Reaction Barrier

1 1e wild type u kept kept 17.6 18.7
2 1e wild type u deleted kept 17.7 19.5
3 1e wild type u kept deleted 12.5 13.5
4 1d wild type u kept kept 20.6 20.6
5 1d wild type p kept kept 19.6 22.6
6 1d wild type p kept kept 16.8 17.6
7 1d wild type p deleted kept 15.5 16.3
8 1d wild type p kept deleted 19.8 19.9
9 1d K132A p kept kept 16.6 18.6
10 1d K132A p kept deleted 8.8 11.7
11 2d wild type u kept kept 16.0 18.7
12 2d wild type u deleted kept 16.1 17.6
13 2d wild type u kept deleted 11.4 16.5
14 2d K132A u kept kept 10.0 15.8
15 2d K132A u kept deleted 6.6 16.1
16 2d wild type p kept deleted 15.7 19.7
17 2d wild type u kept kept 16.7 21.1
18 2d wild type p kept kept 17.3 21.1
19 2d wild type p kept kept 16.8 21.4
20 2d wild type p deleted kept 17.4 21.1
21 2d wild type p kept deleted 19.8 20.8
22 2d K132A p kept kept 15.2 20.9
23 2d K132A p kept deleted 8.8 13.9

* See Table 5.5 for an explanation of pathway types.
† Protonation state of E162: unprotonated (u) or protonated (p).
‡ Refers to the POPC lipid bilayer.
§ Refers to water molecules in the Schiff base region.



5.3 PROTON TRANSFER PATHWAYS 101

Figure 5.13: Contributions from the lipid, protein and water environment to the
proton transfer energetics. All computations were performed for concerted proton
transfer via one water molecule in C1C2 containing all-trans retinal (Pathway 2d, Table
5.5). To decompose energetic contributions, we generated PMF profiles for different
environments, which are illustrated in the four coordinate snapshots: the complete wild
type setup (simWT, a), the prot setup (a), the dry setup (b), the complete K132A
mutant setup (c) and the K132A-dry setup (d). The PMF profiles show results for
the complete (solid black), prot (grey), dry (black dashes), K132A (solid magenta)
and K132A-dry setups (magenta dashes), for systems using either unprotonated (e) or
protonated (f) E162. Note that hydration, E162 protonation and the presence of K132
contribute to the stability of the proton on the retinal Schiff base.
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to the complete simWTp setup (Table 5.6, Fig. 5.13f). The influence of the lipid
bilayer on the QM region might have been limited by the length of the WHAM

bins and the usage of cut-offs for SCC-DFTB.

Figure 5.14: Contributions to the free energy for direct proton transfer. A black
line indicates PMF profiles derived for the complete wild type system using a hydrated
POPC lipid bilayer and periodic boundary conditions (simWT setup). A grey line
shows PMF profiles after lipids and bulk water had been deleted (prot setup). Deletion
of Schiff base water molecules is indicated by a dashed black line (drier setup), the
mutation K132A is shown in magenta and deletion of Schiff base water molecules in
K132A is indicated by a dashed magenta line (K132A-drier setup). Results are shown
for direct proton transfer Pathways 1e and 1d (Table 5.5) in setups using unprotonated
(a, simWTu) and protonated E162 (b, simWTp), respectively. We note that for direct
proton transfer in K132A with unprotonated E162 no pathway calculations could be
completed.

For water-mediated proton transfer, deleting water molecules from inside
the Schiff base region more strongly affected the proton transfer energetics than
deletion of the POPC lipid bilayer and bulk water in the prot setup. The barrier of
the proton transfer reaction was lowered, to 16.5 kcal/mol for unprotonated E162
and to 20.8 kcal/mol for protonated E162 (Table 5.6, Fig. 5.13e–f). In the dry
setup with unprotonated E162, the reaction energy decreased to 11.4 kcal/mol,
whereas for protonated E162 the dry setup resulted in a less favourable interaction
energy of 19.8 kcal/mol.

The PMF profiles for direct proton transfer Pathways 1e and 1d showed a
similar contribution pattern (Table 5.6, Fig. 5.14a–b): Removal of the lipid
membrane and bulk water had only a small influence; and deletion of Schiff
base water decreased the reaction energy for setups using unprotonated E162
(simWTu), while increasing it for setups using protonated E162 (simWTp). For
simWTu, the prot setup had an increased barrier height of 19.5 kcal/mol and
almost no change in reaction energy with a value of 17.7 kcal/mol (Table 5.6, Fig.
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5.14a); whereas for simWTp, both the barrier height and the reaction energy were
lowered by 1.3 kcal/mol and 1.4 kcal/mol, respectively (Table 5.6, Fig. 5.14b).
The barrier height and reaction energy of the drier setups with removed Schiff
base water molecules were lowered by 5.2 kcal/mol and 5.1 kcal/mol, respectively,
for simWTu (Fig. 5.14a) and increased by 2.3 kcal/mol and 3.0 kcal/mol higher
for simWTp (Table 5.6, Fig. 5.14b).

We found that, for unprotonated E162, hydration of the Schiff base region
contributed to the stability of the proton on the Schiff base nitrogen. The
stabilizing effect hydration can have on the retinal Schiff base had been described
before49,159,230,231, and in bacteriorhodopsin, the presence of water in the vicinity
of the retinal Schiff base can have a large impact on retinal deprotonation37,48,52.
Additionally, for the protonated state of E162, the PMF calculations implied a very
strong stabilizing effect of protonated E162 on the Schiff base that outweighed the
stabilizing effect that hydration of the Schiff base region had. These observations
showed strong similarity to bovine rhodopsin, where threonine-94 (T94) together
with a water molecule interacting with glutamate-113 (E113) stabilizes the Schiff
base232,233,234.

To further test the impact of E162 protonation, we started from the dry setup
with unprotonated E162 for water-mediated Pathway 2d calculations (Table 5.5)
and changed the protonation state of E162 by placing on its carboxylate group
a proton, which had been added to the system. We then recalculated the PMF

Figure 5.15: Contribution of E162 protonation to proton transfer energetics for the
water-mediated Pathway 2d in wild type C1C2. Starting from the wild type setup with
unprotonated E162 (simWTu, solid black), the dry setup was derived by deleting
water molecules from the Schiff base region (black dashes). A proton was added to E162
of the dry setup, before repeating the water-mediated proton transfer calculations
(dry*, solid orange). The change of protonation state of E162 negated the effect the
deletion of the water molecules had and increased the reaction energy and barrier height
to 15.7 kcal/mol and 19.7 kcal/mol, respectively.



104 RESULTS AND DISCUSSION

profile for Pathway 2d using this new setup (dry*). Protonating E162 completely
negated the effect of the dehydration and increased the barrier height and reaction
energy to 19.7 kcal/mol and 15.7 kcal/mol, respectively (Table 5.6, Fig. 5.15).
The results of this protonation test were added evidence for the strong stabilizing
effect protonation of E162 has on the Schiff base proton.

K132 As an Important Determinant of Proton Transfer Energetics

As a next step, we analysed the effect removal of the positively charged K132
would have on the proton transfer energetics.

For the setup with unprotonated E162, PMF computations of K132A for the
water-mediated proton transfer Pathway 2d exhibited a large reduction in both
barrier height and reaction energy, which, relative to the unmodified wild type
setup (simWTu), had decreased by 2.8 kcal/mol and 6.0 kcal/mol, respectively
(Fig. 5.13e). Removing the water molecules from inside the Schiff base region
of the K132A setup (K132A-dry, Fig. 5.13d) led to an additional decrease
in reaction energy by 3.4 kcal/mol to 6.6 kcal/mol and made the minimum less
pronounced.

For Pathway 2d in setups containing protonated E162, the difference in
reaction energy between K132A and the wild type—a drop by 1.6 kcal/mol—was
lower than had been the case for the setups with unprotonated E162. Moreover,
with 20.9 kcal/mol, the barrier height of K132A stayed close to the wild type
value (Table 5.6, Fig. 5.13f). The reaction energy and barrier of the K132A-dry
setup had a value of 8.8 kcal/mol and 13.9 kcal/mol, respectively, and mirrored a
similar sharp decline in reaction energy as observed for unprotonated E162 setups
(Table 5.6, Fig. 5.13e–f).

For direct proton transfer, we only succeeded in computing PMF profiles for
Pathway 1d in the K132A mutant setup with protonated E162. Pathway 1e
calculations for K132A containing unprotonated E162 did not converge.

Computing direct proton transfer in K132A with protonated E162 increased
the reaction barrier by 1.0 kcal/mol, but left the reaction energy unchanged, when
compared to the wild type value (Table 5.6, Fig. 5.14b). The dehydrated mutant
setup, K132A-drier, with no water molecules in the Schiff base region, lowered
both reaction energy and barrier to 8.8 kcal/mol and 11.7 kcal/mol, respectively
(Table 5.6).

The positive K132, like hydration of the Schiff base pocket, stabilized the
proton on the Schiff base nitrogen, and like hydration, protonation of E162
appeared to be the more dominant factor compared to the effects of K132. For
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unprotonated E162, the absence of K132 and a dehydrated Schiff base region
caused a drop in reaction energy of almost 10 kcal/mol, and these two determinants
seemed to account to a large part for the stability of the retinal Schiff base proton.
For protonated E162, removal of either water or K132 did not produce the same
effect as in the unprotonated system, but once both water and K132 had been
eliminated from the setup, we observed a similar big drop in reaction energy.
Consequently, to effectively stabilize the Schiff base proton, a protonated E162
seems to need either K132 or water molecules to bridge the interaction between
E162 and D292.

Proton Transfer in the Crystal Setup

When deleting Schiff base water molecules to derive the dry and drier setups, we
were manipulating the QM region. To verify the effects the hydration had on the
proton transfer energetics using an independent approach and to ensure that the
observations made were not artefacts, we performed proton transfer calculations
for a gas-phase monomer of the C1C2 crystal structure (PDB ID: 3UG964).

We chose D292 as acceptor—conducting only direct proton transfer—and gen-
erated PMF profiles for unprotonated vs protonated E162 and for an unhydrated
interior vs one with DOWSER-generated water molecules (dowser setup). For
the unhydrated setup, we removed the single crystal water that was located close
to the Schiff base region as it was too far away from the Schiff base nitrogen
to be considered as intermediate proton acceptor and to reduce the number of
parameters influencing the PMF profile.

In the unhydrated setup with unprotonated E162, the barrier height and
reaction energy were 7.2 kcal/mol and 6.1 kcal/mol, respectively (Table 5.7, Fig.

Table 5.7: List of proton transfer pathways and their respective reaction energies and
barrier heights, computed for channelrhodopsin crystal setups with all-trans retinal.

Run Pathway* Protein E162† Lipids‡ SB Energy (kcal/mol)
Waters§ Reaction Barrier

24 1d wild type u none deleted 6.1 7.2
25 1d wild type u none DOWSER 19.0 19.0
26 1d wild type p none deleted 17.9 18.1
27 1d wild type p none DOWSER 17.9 19.4

* See Table 5.5 for an explanation of pathway types.
† Protonation state of E162: unprotonated (u) or protonated (p).
‡ Refers to the POPC lipid bilayer.
§ Refers to water molecules in the Schiff base region.
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Figure 5.16: Proton transfer calculations for a crystal structure monomer of C1C2
(PDB ID: 3UG964) in the gas-phase. (a) Direct transfer of the Schiff base proton to
D292 (Pathway 1d). We computed free energies of retinal deprotonation for the crystal
structure with unprotonated (black) and protonated E162 (green). We then compared
the energies to PMF profiles obtained for the crystal structure that had been hydrated
with DOWSER. Unhydrated and dowser setups are indicated by dashes and solid lines,
respectively. In the crystal setup, too, protonated E162 had a strong stabilizing effect
on the stability of the Schiff base proton. (b) Proton transfer from E162 to D292. To
test if protonation of E162 was preferred over D292 protonation, we performed proton
transfer calculations from E162 to D292 using a dehydrated system (dashes) and a
DOWSER hydrated system (solid line). Hydration changes the protonation preference
form D292 to E162. The Schiff base was kept protonated during these computations.

5.16a). For protonated E162, the barrier had a height of 18.1 kcal/mol and was
followed by a shallow minimum with a reaction energy of 17.9 kcal/mol (Table
5.7, Fig. 5.16a). The dowser setups behaved similarly for both unprotonated
and protonated E162 and had a barrier height of ∼19 kcal/mol and a reaction
energy of 19.0 kcal/mol and 17.9 kcal/mol for unprotonated and protonated E162,
respectively (Table 5.7, Fig. 5.16a).

The results of the crystal computations showed the same hydration effects
already observed for wild type setups (simWT) and K132A (simM1): If E162 was
protonated, then hydration of the Schiff base region had no significant effect on
the proton transfer energetics. Likewise, for unprotonated E162, an unhydrated
Schiff base region had a less stable Schiff base proton than a hydrated Schiff base
region. By reproducing the outcomes of the dimer calculations, we confirmed the
validity of the conclusions made about the hydration.

We performed an additional test for the crystal structure with protonated
E162. We conducted proton transfer calculations from E162 to D292 to verify if
there was any preference regarding the protonation of these Schiff base counterions.
For the unhydrated setup, the barrier height had a value of 0.1 kcal/mol, and
the resulting reaction energy was −2.2 kcal/mol. This meant that placing the
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proton on D292 was more favourable than placing it on E162 (Fig. 5.16b). Once
missing waters had been added with DOWSER, this was reversed and moving the
proton from E162 to D292 had a barrier height of 3.5 kcal/mol and a reaction
energy of 1.7 kcal/mol (Fig. 5.16b). These results agreed with the observation
that, during our QM/MM simulations with protonated E162, the proton would
remain on E162. The function of D292 as primary proton acceptor, however,
implies that the presence of the positive Schiff base might play a role in keeping
the proton on E162 since in our proton transfer calculations water-mediated Schiff
base deprotonation always resulted in D292 protonation.

Proton Transfer for Channelrhodopsin Containing 13-cis Retinal

We investigated snapshots of the QM/MM trajectories containing 13-cis retinal
to identify possible starting geometries to use in proton transfer calculations.
This was a non-trivial task as the information provided by the analysis of the
hydrogen-bonding network was not conclusive.

For some setups, e.g. monomer 1 of the setup with unprotonated E162
and retinal isomerized in one monomer only (simW1Cu), no hydrogen-bonding
partner existed (Fig. 5.9d). In this particular example, we placed a force constant
on S295, the closest possible acceptor, and computed proton transfer to S295,
despite this residue being located too far away to engage in direct hydrogen-
bonding with the Schiff base. For other setups, hydrogen-bonding partners existed,
but the resulting hydrogen-bonding network did not connect to the extracellular
side of the Schiff base region. In monomer 1 of the setup with a single isomerized
retinal and protonated E162 (simW1Cp), for example, the Schiff base interacted
with the backbone of S295 (Fig. 5.9a), and in monomer 2 of the setup with both

Table 5.8: List of proton transfer pathways and their respective reaction energies and
barrier heights, computed for channelrhodopsin containing 13-cis retinal.

Run Pathway* Protein E162† Lipids‡ SB Energy (kcal/mol)
Waters§ Reaction Barrier

28 3s wild type u kept kept 23.3 31.3
29 2e wild type u kept kept 24.6 28.2
30 3s wild type u kept kept 29.7 34.8
31 1d′ wild type u kept kept 17.5 21.5

* See Table 5.5 for an explanation of pathway types.
† Protonation state of E162: unprotonated (u) or protonated (p).
‡ Refers to the POPC lipid bilayer.
§ Refers to water molecules in the Schiff base region.
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Figure 5.17: Proton transfer in C1C2 with 13-cis retinal. We performed proton
transfer calculations for C1C2 containing isomerized retinal. For setups containing
13-cis,15anti retinal, we computed PMF profiles for Schiff base proton transfer to D292
via the hydroxyl group of S295 (Pathway 3s) using unprotonated (black) and protonated
E162 (red) and for water-mediated Schiff base proton transfer to E162 (Pathway 2e)
using an unprotonated E162 system (green). We additionally computed direct proton
transfer from the Schiff base to D292 (Pathway 1d′) for a setup with 13-cis,15-syn
retinal.

retinals isomerized and E162 unprotonated (simW2Cu), there was a hydrogen
bond with T166 that in return was hydrogen-bonding with the backbone of E162
(Fig. 5.9e). We tested proton transfer for the simW2Cu setup with the T166
interaction, but were unable to achieve T166-mediated proton transfer.

Eventually, we identified four setups where proton transfer was possible: (i)
monomer 1 of simW1Cu (one retinal isomerized, E162 unprotonated) with
concerted proton transfer to D292 via the hydroxyl group of S295 (Pathway 3s),
(ii) monomer 1 of simW1Cp (one retinal isomerized, E162 protonated) with
the same S295-mediated pathway to D292 (Pathway 3s), (iii) monomer 1 of
simW2Cu (both retinals isomerized, E162 unprotonated) with water-mediated
proton transfer and E162 as final proton acceptor (Pathway 2e) and (iv) monomer
1 of simW2Cp (both retinals isomerized, E162 protonated) that contained 13-
cis,15-syn retinal with direct proton transfer to D292 (Pathway 1d′). With the
exception of pathway 2e, D292 was the primary proton acceptor for all 13-cis
proton transfer calculations (Table 5.8).

Pathway 1d′ had the Schiff base nitrogen of the 13-cis,15-syn retinal form a di-
rect hydrogen bond with D292, and we calculated a barrier height of 21.5 kcal/mol
and a reaction energy of 17.5 kcal/mol—values similar to the results for the all-
trans setups (Tables 5.6 and 5.8). Pathways 2e and 3s, on the other hand, had
much higher barriers and reaction energies. The water-mediated Pathway 2e had
a reaction energy of 24.6 kcal/mol and a barrier height of 28.2 kcal/mol, while for
the setups simW1Cu and simW1Cp, the S295-mediated Pathway 3s yielded
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reaction energies and barrier heights between of ∼23 kcal/mol–30 kcal/mol and
∼31 kcal/mol–35 kcal/mol, respectively (Table 5.8, Fig. 5.17).

The very high reaction energies and barriers found in the PMF profiles for the
proton transfer calculations could mean that the Pathways 2e and 3s are not the
correct proton transfer pathways, or it could indicate a problem with the 13-cis
model employed during our calculations: We isomerized the retinal by applying
a simple harmonic potential without performing any excited state calculations,
and the 100 ns time scale of the simulation might not have been long enough
for the system to equilibrate and to sample large scale conformational changes.
In the case of channelrhodopsin-2, for instance, helix two, which contains the
residues E129 and K132, had been shown to reorient after retinal isomerization,
thus possibly leading to the opening of the ion channel235,236,237.

Nevertheless, we discovered the new possible proton transfer Pathway 3s
for C1C2 containing 13-cis,15anti retinal: proton transfer via S295 to D292
(Table 5.5). A second potential proton transfer pathway involved the Schiff
base deprotonating to T166. Hydrogen-bonding between Schiff base and T166
upon retinal isomerization has been proposed for channelrhodopsin-267; in our
computations, however, we could not identify a T166-mediated pathway that
could lead to proton transfer to the counterion pair E162/D292. Water-mediated
proton transfer still remained possible for 13-cis retinal.

For 13-cis,15anti retinal, the Schiff base nitrogen was facing away from
E162/D292. In some 13-cis simulations, we could observe a spontaneous confor-
mational change to 13-cis,15syn retinal, where interaction with the counterions
E162/D292 was reestablished and the proton transfer Pathway 1d′ became possi-
ble (Table 5.5).





Quoth he,—These reasons are but strains
Of wanton, over-heated brains
Which ralliers, in their wit, or drink,
Do rather wheedle with than think

Samuel Butler, Hudibras

6
Conclusions

We investigated proton transfer pathways for deprotona-
tion of the retinal Schiff base in the dark state of the channelrho-
dopsin chimæra C1C2 (PDB ID: 3UG964) by using the Weighted

Histogram Approach Method (WHAM). For proton transfer to D292/E162, either
directly or water-mediated, we showed that the position of the proton on the Schiff
base was very stable with barrier heights of ∼18 kcal/mol–23 kcal/mol (Table
5.6, Figs. 5.12, 5.13, 5.14 and 5.15). Furthermore, we found three important
determinants that contribute to the stability of the proton of the retinal Schiff
base. These determinants were the presence of the positive amino acid residue
K132, water molecules in the vicinity of the Schiff base and protonation of E162.

To identify suitable snapshots to generate models for the proton transfer calcu-
lations and to better characterize the interactions inside the Schiff base region, we
performed extensive analysis of molecular mechanics (MM) and combined quantum
and classical mechanics (QM/MM) molecular dynamics (MD) simulations of wild
type C1C2 and of the mutants K132A, E129A and E162D. To our knowledge, our
work represents the first use of a dimeric C1C2 setup in MD simulations. Through-
out our simulations, the alpha-helical regions of the protein stayed close to the
crystal structure and we saw a very hydrated protein interior (Fig. 5.3), consistent
with observations made in other studies on channelrhodopsin148,158,220,221,222.

In repeat simulations of wild type C1C2, in the mutant E162D and in setups
containing 13-cis retinal, we sometimes observed channel opening and water
passage between the extracellular and intracellular side of the membrane (Fig.
5.5). Opening of the channel always required the absence of the E129–N297
hydrogen bond (Fig. 5.6). For all other systems, E129–N297 was preserved
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throughout the trajectories, in agreement with other studies made41,206. Thus,
our simulations indicated that a permanent E129–N297 hydrogen bond might
not be necessary to prevent ions from crossing during the dark state and further
supported the notion that cation passage would be inhibited electrostatically by
the presence of the protonated E129150,151,156,226—rather than E129–N297.

Ions were absent from our simulations, and we could only analyse the open
channel in terms of water passage. Future work on the central gate region and
the E129–N297 interaction in particular should include ions to be able to measure
ionic flux and to calculate ion distributions.

Analysis of the hydrogen-bonding networks inside of the Schiff base region (Fig.
2.9) revealed strongly interconnected interactions between the retinal Schiff base,
E162, D292, E129 and K132, thereby justifying their inclusion in the quantum
mechanics (QM) region of our QM/MM computations.

Evaluation of the hydrogen-bonding data appeared to favour negative E162.
Both unprotonated and protonated E162 were able to reproduce the E162–D292
separation observed in the crystal structure64 (Fig. 5.8); however, setups with
protonated E162 ran the risk of underestimating the E162–D292 distance when
both residues formed a direct hydrogen bond. We discovered a correlation between
the K132–D292 distance and the number of water contacts for the Schiff base
nitrogen and the counterions E162/D292 (Table 5.3 and Fig. 5.4). This correlation
supported a possible controlling/gating function K132 might have207 and was
absent for protonated E162, providing additional support for a negatively charged
E162. It might be interesting to test if protonation of D292 would break the
correlation in the same manner E162 protonation did.

The retinal Schiff base of all-trans retinal only had E162, D292 or water as
possible hydrogen-bonding partners (Table 5.4), which matched experimental
and theoretical studies of the Schiff base interactions148,206,218,221,222,227, as well as
indications that D292 is the primary proton acceptor in channelrhodopsin64,150.
For 13-cis,15-anti retinal, we observed hydrogen bonding between the Schiff
base and S295, T166 or water (Table 5.4). For some simulations, we observed
13-cis,15-anti retinal isomerizing to 13-cis,15-syn, where the hydrogen-bonding
partners were the same as for all-trans retinal (Table 5.4).

The acceptor atoms of the proton transfer pathways were decided based on
the results of the MM-analysis of the Schiff base hydrogen-bonding network. We
generated potential of mean force (PMF) profiles for direct deprotonation to
D292/E162 or for the water-mediated Schiff base deprotonation (Table 5.5, Fig.
5.10a–b). For water-mediated proton transfer Pathway 2d, D292 emerged as
sole primary proton acceptor, and the resulting reaction energies of the different
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setups were in good agreement with each other (Tables 5.5 and 5.6).
We introduced reduced systems to dissect the influence of the lipid, protein and

water environment on the Schiff base deprotonation energetics: the prot setup,
without lipids and bulk water; the dry/drier setups with water deleted from the
Schiff base region; a setup using the mutant K132A; and the K132-dry/drier
setup, with Schiff base water deleted from K132A (Fig. 5.13a–d).

We found that the lipid bilayer had a negligible impact on proton transfer
energetics—at least on the timescales of our proton transfer calculations—and that
hydration of the Schiff base region, the presence of K132 or a proton on E162 were
large stabilizers for the Schiff base proton in the dark state of channelrhodopsin.
For systems, containing unprotonated E162, removing water and/or K132 reduced
the reaction energy by up to ∼10 kcal/mol (Fig. 5.13e). For protonated E162, as
long as either water or K132 remained present, the reaction barrier was preserved;
however, removing both water and K132 resulted in a similar drop in reaction
energy as observed for systems with unprotonated E162 (Table 5.6, Figs. 5.13f
and 5.14a–b). Likewise, placing a proton on E162 in the dry setup completely
restored the proton transfer energetics of the hydrated system (Fig. 5.15).

Complementing computations of proton transfer in crystal structure setups
showed the same dependence on hydration as demonstrated for setups based on
dimeric C1C2 simulations (Table 5.7, Fig. 5.16a): Protonation of E162 stabilized
the Schiff base and dehydration lowered the reaction barrier only for setups with
unprotonated E162. When maintaining a protonated Schiff base, hydrating the
Schiff base region with DOWSER made placing a proton on E162 more favourable
than placing it on D292.

Proton transfer calculations of 13-cis retinal failed to discover a pathway with
a lower-energy product state. For 13-cis,15-anti, we detected possible proton
transfer via S295 (Pathway 3s, Fig. 5.10c). The high reaction barriers of the
13-cis computations (Table 5.8) might have indicated that further equilibration of
the systems containing isomerized retinal had been necessary, and prolongation of
the 13-cis trajectories to at least 250 ns should be considered for future studies.

In the end, we demonstrated that the retinal Schiff base needs a hydrated
environment to make continued Schiff base protonation in the dark state of
channelrhodopsin more favourable. We also showed that K132 contributes to the
stabilization of the Schiff base and that a neutral E162 still needs either K132
or a hydrated Schiff base region to effectively stabilize the Schiff base proton.
These results revealed parallels to bacteriorhodopsin52 and bovine rhodopsin232,233,
where the Schiff base was stabilized by either the Schiff base itself or a glutamate
counterion interacting with water molecules or a nearby threonine residue.
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On the distant mountains
Shines the sun:
Withered field.

Takahama Kyoshi

Two distinct theoretical approaches to studying cofactors of
proteins have been demonstrated. In Part II, new CHARMM force
field parameters were developed to describe iron-containing cofactor

complexes found in photosystem II. The new parameters were then tested in
classical molecular dynamics (MD) of neuroglobin. In Part III, the retinal cofactor
of the channelrhodopsin-1–channelrhodopsin-2 chimæra (C1C2) was studied using
molecular mechanics (MM) and quantum mechanics (QM). We first derived MM-
equilibrated systems and based the initial analysis of the interactions between
retinal and its protein surrounding on MM. We then used combined quantum and
classical mechanics (QM/MM) to dissect the effects the retinal environment had
on the stability of the Schiff base proton in the dark state of C1C2.

Compared to QM, MM enables much longer simulations, with trajectory
timescales in the hundreds of nanoseconds and up to the microsecond range
readily accessible238. Classical all-atom force fields, however, are no universal
cure-all as they are limited to the effect that chemical reactions, like bond break-
ing, cannot be described and protonation states and partial charges need to be
set before the start of a simulation. Moreover, if parameters are not available, a
tedious parametrization procedure—as performed in here—becomes necessary.
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QM calculations, on the other hand, completely avoid the issue of needing to
parameterize specific molecules, but are computationally much more expensive.
QM/MM setups are also more difficult to set up, for instance some possible proton
transfer pathways generated for Part III did not converge and no potential of
mean force (PMF) profiles could be produced. Depending on the type of QM

calculation, e.g. for frequency computations, the choice of link atom scheme can
play an important role113 and needs to be taken into consideration.

Presently, MM MD calculations are more commonly encountered than QM

MD or QM/MM MD—mainly due to constraints imposed by computational cost.
There are efforts to incorporate QM-like properties into classical MD to enable, for
instance, explicit proton transfer239 or polarizability240,241. In the end, these MM

approaches still require parameters, and even automation of the parameterization
process184,185 will eradicate neither the need for force field optimization nor the
issue of the transferability of force field parameters. To be less dependent on
rigid choices of protonation states and for sampling real reaction cycles or at least
parts of such cycles, the future has to lie in QM/MM MD.

We showed here that large QM/MM MD setups containing more than 100 000
atoms in a periodic cell can be implemented and that for these setups, even within
the current limits, simple proton transfer reactions can be computed. To this effect,
the channelrhodopsin QM/MM work presented in Part III provides a protocol
for analysing proton transfer in setups identical to conventional MM MD setups.
Our efforts also demonstrated how to dynamically decompose contributions from
the environment surrounding a QM residue of interest by removing suspected
influencing factors, like specific amino acid residues or water, without the need for
minimum pathway calculations. Our approach can be applied to similar systems,
such as the new channelrhodopsin-2 crystal structure67.

The QM/MM calculations performed here took only twice as long as pure MM

calculations using the same hardware would have taken. And exactly herein lies the
catch: self-consistent charge tight-binding density functional theory (SCC-DFTB),
although fast, is not parallelized. Whereas for MM systems, the number of
processors and compute nodes can be increased, thus significantly lowering the
computational cost, such an increase would not affect the QM part. Faster CPUs
already allow for longer timescales, and even without parallelized SCC-DFTB, we
were able to generate 1 ns QM/MM trajectories for our complete system setups in
a hydrated lipid membrane. The computation speed has to grow by two orders
of magnitude for QM/MM to be competitive with current-day MM, and for this,
more efficient parallelization of QM methods needs to be achieved and should be
the main focus of current methods development.
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Parametrization Work A
A.1 | Topology and Partial Charges

This section contains the atom names, chemical types and partial charges included
in the CHARMM patch for HAEMHIS, FEBIHIS and FEHIS179.

In CHARMM, each atom of a residue needs to have a unique identifier, the
so-called atom names. When a residue is loaded in CHARMM, the program assigns
each atom a partial charge and a chemical type and constructs the topology of
the residue based on the atom names. The file containing all these parameters is
called the topology file.

To avoid overwriting parameters already present in other CHARMM force fields,
new chemical types were introduced for the irons found in the different complexes.
All new iron chemical types use the iron non-bonded parameters of the hæm iron
from the hæm extension118,119 to the CHARMM36 protein force field97.
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Figure A.1: Structure and atom names of hæm b as part of HAEMHIS. The CHARMM
atom names of hæm b are shown118,119. When using HAEMHIS in patch form179, the
atom names need to be preceded by the number ’1’ (e.g. ’1NA’ instead of ’NA’).
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Figure A.2: Structure and atom names of the two histidine side chains that form
part of HAEMHIS. The atom names are shown for the two histines binding to the hæm
iron in the HAEMHIS complex in its patch form179.
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Figure A.3: Structure and atom names of the FEBIHIS Complex. The atom names
are shown for FEBIHIS, when applied as a patch179.
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Figure A.4: Structure and atom names of the FEHIS complex. The atom names are
shown for FEHIS, when applied as a patch179.

Table A.1: Overview over the newly introduced CHARMM chemical types used for
iron in HAEMHIS, FEBIHIS and FEHIS.

Chemical Type Complex Iron Type

FE2H0 HAEMHIS ferrous hæm iron*
FE2H HAEMHIS ferrous hæm iron†
FE3H HAEMHIS ferric hæm iron
FE2NH1 FEBIHIS ferrous non-hæm iron
FE3NH1 FEBIHIS ferric non-hæm iron
FE2NH2 FEHIS ferrous non-hæm iron
FE3NH2 FEHIS ferric non-hæm iron
*HAEMHIS with CHARMM partial charges
†HAEMHIS with optimized partial charges
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Table A.2: Chemical types and final CHARMM atomic partial charges for the ferrous
HAEMHIS patch.

Atom
Name

Chem.
Type

Final
Charge

1FE FE2H 0.24
1NA NPH −0.18
1NB NPH −0.18
1NC NPH −0.18
1ND NPH −0.18
1C1A CPA 0.12
1C2A CPB −0.06
1C3A CPB −0.06
1C4A CPA 0.12
1C1B CPA 0.12
1C2B CPB −0.06
1C3B CPB −0.06
1C4B CPA 0.12
1C1C CPA 0.12
1C2C CPB −0.06
1C3C CPB −0.06
1C4C CPA 0.12

Atom
Name

Chem.
Type

Final
Charge

1C1D CPA 0.12
1C2D CPB −0.06
1C3D CPB −0.06
1C4D CPA 0.12
1CHA CPM −0.1
1HA HA 0.1
1CHB CPM −0.1
1HB HA 0.1
1CHC CPM −0.1
1HC HA 0.1
1CHD CPM −0.1
1HD HA 0.1
2ND1 NR1 −0.4
2HD1 H 0.42
2CG CPH1 −0.09
2CB CT2 −0.11
2HB1 HA2 0.09

Atom
Name

Chem.
Type

Final
Charge

2HB2 HA2 0.09
2NE2 NR2 −0.7
2CD2 CPH1 0.22
2HD2 HR3 0.1
2CE1 CPH2 0.25
2HE1 HR1 0.13
3ND1 NR1 −0.4
3HD1 H 0.42
3CG CPH1 −0.09
3CB CT2 −0.11
3HB1 HA2 0.09
3HB2 HA2 0.09
3NE2 NR2 −0.7
3CD2 CPH1 0.22
3HD2 HR3 0.1
3CE1 CPH2 0.25
3HE1 HR1 0.13

Table A.3: Chemical types and final CHARMM atomic partial charges for the ferric
HAEMHIS patch.

Atom
Name

Chem.
Type

Final
Charge

1FE FE3H 0.4
1NA NPH −0.17
1NB NPH −0.17
1NC NPH −0.17
1ND NPH −0.17
1C1A CPA 0.18
1C2A CPB −0.05
1C3A CPB −0.05
1C4A CPA 0.18
1C1B CPA 0.18
1C2B CPB −0.05
1C3B CPB −0.05
1C4B CPA 0.18
1C1C CPA 0.18
1C2C CPB −0.05
1C3C CPB −0.05
1C4C CPA 0.18

Atom
Name

Chem.
Type

Final
Charge

1C1D CPA 0.18
1C2D CPB −0.05
1C3D CPB −0.05
1C4D CPA 0.18
1CHA CPM −0.1
1HA HA 0.1
1CHB CPM −0.1
1HB HA 0.1
1CHC CPM −0.1
1HC HA 0.1
1CHD CPM −0.1
1HD HA 0.1
2ND1 NR1 −0.32
2HD1 H 0.4
2CG CPH1 −0.05
2CB CT2 −0.09
2HB1 HA2 0.09

Atom
Name

Chem.
Type

Final
Charge

2HB2 HA2 0.09
2NE2 NR2 −0.7
2CD2 CPH1 0.22
2HD2 HR3 0.1
2CE1 CPH2 0.25
2HE1 HR1 0.13
3ND1 NR1 −0.32
3HD1 H 0.4
3CG CPH1 −0.05
3CB CT2 −0.09
3HB1 HA2 0.09
3HB2 HA2 0.09
3NE2 NR2 −0.7
3CD2 CPH1 0.22
3HD2 HR3 0.1
3CE1 CPH2 0.25
3HE1 HR1 0.13
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Table A.4: Chemical types, final CHARMM atomic partial charges and MK charges
for the ferrous FEBIHIS patch.

Atom
Name

Chem.
Type

Final
Charge

MK
Charge

1FE2P FE2NH1 0.16 0.16
2ND1 NR1 −0.40 −0.44
2HD1 H 0.34 0.40
2CG CPH1 0.43 0.41
2CB CT2 −0.24 −0.30
2HB1 HA2 0.09 0.09
2HB2 HA2 0.09 0.09
2NE2 NR2 0.10 0.10
2CD2 CPH1 −0.48 −0.48
2HD2 HR3 0.23 0.23
2CE1 CPH2 −0.02 −0.01
2HE1 HR1 0.19 0.17
3ND1 NR1 −0.40 −0.44
3HD1 H 0.34 0.40
3CG CPH1 0.43 0.41
3CB CT2 −0.24 −0.30
3HB1 HA2 0.09 0.09
3HB2 HA2 0.09 0.09
3NE2 NR2 0.10 0.10
3CD2 CPH1 −0.48 −0.48
3HD2 HR3 0.23 0.23
3CE1 CPH2 −0.02 −0.01
3HE1 HR1 0.19 0.17
4ND1 NR1 −0.40 −0.44
4HD1 H 0.34 0.40

Atom
Name

Chem.
Type

Final
Charge

MK
Charge

4CG CPH1 0.43 0.41
4CB CT2 −0.24 −0.30
4HB1 HA2 0.09 0.09
4HB2 HA2 0.09 0.09
4NE2 NR2 0.10 0.10
4CD2 CPH1 −0.48 −0.48
4HD2 HR3 0.23 0.23
4CE1 CPH2 −0.02 −0.01
4HE1 HR1 0.19 0.17
5ND1 NR1 −0.40 −0.44
5HD1 H 0.34 0.40
5CG CPH1 0.43 0.41
5CB CT2 −0.24 −0.30
5HB1 HA2 0.09 0.09
5HB2 HA2 0.09 0.09
5NE2 NR2 0.10 0.10
5CD2 CPH1 −0.48 −0.48
5HD2 HR3 0.23 0.23
5CE1 CPH2 −0.02 −0.01
5HE1 HR1 0.19 0.17
6CT CC 0.80 0.88
6OC1 OC −0.57 −0.64
6OC2 OC −0.57 −0.64
6OC3 OH1 −0.54 −0.60
6HO3 H 0.40 0.44
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Table A.5: Chemical types, final CHARMM atomic partial charges and MK charges
for the ferric FEBIHIS patch.

Atom
Name

Chem.
Type

Final
Charge

MK
Charge

1FE3P FE3NH1 0.04 0.06
2ND1 NR1 −0.36 −0.39
2HD1 H 0.38 0.4
2CG CPH1 0.31 0.39
2CB CT2 −0.09 −0.26
2HB1 HA2 0.09 0.09
2HB2 HA2 0.09 0.09
2NE2 NR2 0.14 0.14
2CD2 CPH1 −0.45 −0.44
2HD2 HR3 0.23 0.23
2CE1 CPH2 −0.02 0.03
2HE1 HR1 0.22 0.17
3ND1 NR1 −0.36 −0.39
3HD1 H 0.38 0.4
3CG CPH1 0.31 0.39
3CB CT2 −0.09 −0.26
3HB1 HA2 0.09 0.09
3HB2 HA2 0.09 0.09
3NE2 NR2 0.14 0.14
3CD2 CPH1 −0.45 −0.44
3HD2 HR3 0.23 0.23
3CE1 CPH2 −0.02 0.03
3HE1 HR1 0.22 0.17
4ND1 NR1 −0.36 −0.39
4HD1 H 0.38 0.4

Atom
Name

Chem.
Type

Final
Charge

MK
Charge

4CG CPH1 0.31 0.39
4CB CT2 −0.09 −0.26
4HB1 HA2 0.09 0.09
4HB2 HA2 0.09 0.09
4NE2 NR2 0.14 0.14
4CD2 CPH1 −0.45 −0.44
4HD2 HR3 0.23 0.23
4CE1 CPH2 −0.02 0.03
4HE1 HR1 0.22 0.17
5ND1 NR1 −0.36 −0.39
5HD1 H 0.38 0.4
5CG CPH1 0.31 0.39
5CB CT2 −0.09 −0.26
5HB1 HA2 0.09 0.09
5HB2 HA2 0.09 0.09
5NE2 NR2 0.14 0.14
5CD2 CPH1 −0.45 −0.44
5HD2 HR3 0.23 0.23
5CE1 CPH2 −0.02 0.03
5HE1 HR1 0.22 0.17
6CT CC 0.72 0.78
6OC1 OC −0.47 −0.49
6OC2 OC −0.47 −0.49
6OC3 OH1 −0.44 −0.48
6HO3 H 0.46 0.46
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Table A.6: Chemical types, final CHARMM atomic partial charges and MK charges
for the ferrous FEHIS patch.

Atom
Name

Chem.
Type

Final
Charge

MK
Charge

1FE2P FE2NH2 0.08 0.60
2ND1 NR1 −0.12 −0.28
2HD1 H 0.31 0.39
2CG CPH1 0.33 0.33
2CB CT2 −0.11 −0.25
2HB1 HA2 0.09 0.09
2HB2 HA2 0.09 0.09
2NE2 NR2 −0.07 −0.07
2CD2 CPH1 −0.38 −0.35
2HD2 HR3 0.24 0.21
2CE1 CPH2 −0.13 −0.12
2HE1 HR1 0.23 0.22
3ND1 NR1 −0.12 −0.28
3HD1 H 0.31 0.39
3CG CPH1 0.33 0.33
3CB CT2 −0.11 −0.25
3HB1 HA2 0.09 0.09
3HB2 HA2 0.09 0.09
3NE2 NR2 −0.07 −0.07
3CD2 CPH1 −0.38 −0.35
3HD2 HR3 0.24 0.21
3CE1 CPH2 −0.13 −0.12
3HE1 HR1 0.23 0.22

Atom
Name

Chem.
Type

Final
Charge

MK
Charge

4ND1 NR1 −0.12 −0.28
4HD1 H 0.31 0.39
4CG CPH1 0.33 0.33
4CB CT2 −0.11 −0.25
4HB1 HA2 0.09 0.09
4HB2 HA2 0.09 0.09
4NE2 NR2 −0.07 −0.07
4CD2 CPH1 −0.38 −0.35
4HD2 HR3 0.24 0.21
4CE1 CPH2 −0.13 −0.12
4HE1 HR1 0.23 0.22
5ND1 NR1 −0.12 −0.28
5HD1 H 0.31 0.39
5CG CPH1 0.33 0.33
5CB CT2 −0.11 −0.25
5HB1 HA2 0.09 0.09
5HB2 HA2 0.09 0.09
5NE2 NR2 −0.07 −0.07
5CD2 CPH1 −0.38 −0.35
5HD2 HR3 0.24 0.21
5CE1 CPH2 −0.13 −0.12
5HE1 HR1 0.23 0.22
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Table A.7: Chemical types, final CHARMM atomic partial charges and MK charges
for the ferric FEHIS patch.

Atom
Name

Chem.
Type

Final
Charge

MK
Charge

1FE3P FE3NH2 0.12 0.36
2ND1 NR1 −0.26 −0.26
2HD1 H 0.41 0.40
2CG CPH1 0.35 0.35
2CB CT2 −0.09 −0.19
2HB1 HA2 0.09 0.09
2HB2 HA2 0.09 0.09
2NE2 NR2 0.03 0.02
2CD2 CPH1 −0.40 −0.33
2HD2 HR3 0.32 0.22
2CE1 CPH2 −0.09 −0.03
2HE1 HR1 0.27 0.21
3ND1 NR1 −0.26 −0.26
3HD1 H 0.41 0.40
3CG CPH1 0.35 0.35
3CB CT2 −0.09 −0.19
3HB1 HA2 0.09 0.09
3HB2 HA2 0.09 0.09
3NE2 NR2 0.03 0.02
3CD2 CPH1 −0.40 −0.33
3HD2 HR3 0.32 0.22
3CE1 CPH2 −0.09 −0.03
3HE1 HR1 0.27 0.21

Atom
Name

Chem.
Type

Final
Charge

MK
Charge

4ND1 NR1 −0.26 −0.26
4HD1 H 0.41 0.40
4CG CPH1 0.35 0.35
4CB CT2 −0.09 −0.19
4HB1 HA2 0.09 0.09
4HB2 HA2 0.09 0.09
4NE2 NR2 0.03 0.02
4CD2 CPH1 −0.40 −0.33
4HD2 HR3 0.32 0.22
4CE1 CPH2 −0.09 −0.03
4HE1 HR1 0.27 0.21
5ND1 NR1 −0.26 −0.26
5HD1 H 0.41 0.40
5CG CPH1 0.35 0.35
5CB CT2 −0.09 −0.19
5HB1 HA2 0.09 0.09
5HB2 HA2 0.09 0.09
5NE2 NR2 0.03 0.02
5CD2 CPH1 −0.40 −0.33
5HD2 HR3 0.32 0.22
5CE1 CPH2 −0.09 −0.03
5HE1 HR1 0.27 0.21
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A.2 | New CHARMM Bond Parameters

The parameters presented here use the iron chemical types found in Table A.1
and the standard CHARMM chemical types of the CHARMM36 protein force field97.

Table A.8: The new bond parameters for the ferrous and ferric HAEMHIS complex.

Parameter
Kb

*

(kcal/mol/Å2)
b0

* (Å) Source

NPH–FE2H0 270.20 2.040 NPH–FE118

NR2–FE2H0 80.00 2.110 NR2–FE118

NPH–FE2H 270.20 2.040 NPH–FE118

NR2–FE2H 80.00 2.110 NR2–FE118

NPH–FE3H 270.00 2.030 NPH–FE118

NR2–FE3H 80.00 2.080 NR2–FE118

*see Eq. (2.15) for parameter definitions

Table A.9: The new bond parameters for the ferrous and ferric FEBIHIS complex.

Parameter
Kb

*

(kcal/mol/Å2)
b0

* (Å) Source

NR2–FE2NH1 140.00 1.960 NR2–FE118

OC–FE2NH1 100.00 1.995 OM–FE180

NR2–FE3NH1 140.00 1.960 NR2–FE118

OC–FE3NH1 100.00 1.890 OM–FE180

OH1–CC 230.00 1.380 OH1–CD99

*see Eq. (2.15) for parameter definitions

Table A.10: The new bond parameters for the ferrous and ferric FEHIS complex.

Parameter
Kb

*

(kcal/mol/Å2)
b0

* (Å) Source

NR2–FE2NH2 140.00 1.940 NR2–FE118

NR2–FE3NH2 140.00 1.870 NR2–FE118

*see Eq. (2.15) for parameter definitions
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A.3 | New CHARMM Angle Parameters

The parameters presented here use the iron chemical types found in Table A.1
and the standard CHARMM chemical types of the CHARMM36 protein force field97.

Table A.11: The new angle parameters for the ferrous and ferric HAEMHIS complex.

Parameter
Kθ

*

(kcal/mol/rad2)
θ0

* (◦) Source

FE2H0–NR2–CPH1 25.00 135.00 FE–NR2–CPH1118

FE2H0–NR2–CPH2 20.00 138.00 FE–NR2–CPH2118

NPH–FE2H0–NPH 14.39 90.00 NPH–FE–NPH118

FE2H0–NPH–CPA 96.15 128.05 FE–NPH–CPA118

NR2–FE2H0–NPH 65.00 90.00 NR2–FE–NPH118

FE2H–NR2–CPH1 25.00 135.00 FE–NR2–CPH1118

FE2H–NR2–CPH2 25.00 137.00 FE–NR2–CPH2118

NPH–FE2H–NPH 14.39 90.00 NPH–FE–NPH118

FE2H–NPH–CPA 96.15 128.05 FE–NPH–CPA118

NR2–FE2H–NPH 65.00 90.00 NR2–FE–NPH118

FE3H–NR2–CPH1 25.00 135.00 FE–NR2–CPH1118

FE3H–NR2–CPH2 25.00 137.00 FE–NR2–CPH2118

NPH–FE3H–NPH 14.39 90.00 NPH–FE–NPH118

FE3H–NPH–CPA 96.15 128.05 FE–NPH–CPA118

NR2–FE3H–NPH 65.00 90.00 NR2–FE–NPH118

*see Eq. (2.15) for parameter definitions
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Table A.12: The new angle parameters for the ferrous and ferric FEBIHIS complex.

Parameter
Kθ

*

(kcal/mol/rad2)
θ0

* (◦) Source

FE2NH1–NR2–CPH1 25.00 123.70 FE–NR2–CPH1118

FE2NH1–NR2–CPH2 25.00 127.60 FE–NR2–CPH2118

OC–FE2NH1–OC 0.00 101.50 OC–CC–OC99

FE2NH1–OC–CC 40.00 85.00 CG2O6–OG302–CG32127

FE3NH1–NR2–CPH1 25.00 122.70 FE–NR2–CPH1118

FE3NH1–NR2–CPH2 25.00 125.00 FE–NR2–CPH2118

OC–FE3NH1–OC 0.00 101.50 OC–CC–OC99

FE3NH1–OC–CC 40.00 98.00 CG2O6–OG302–CG32127

H–OH1–CC 55.00 113.30 H–OH1–CD99

OH1–CC–OC† 50.00 123.00 OH1–CD–OB99

*see Eq. (2.15) for parameter definitions
†includes the UB parameters KUB = 210.0 kcal/mol/Å2 and S0 = 2.262Å

Table A.13: The new angle parameters for the ferrous and ferric FEHIS complex.

Parameter
Kθ

*

(kcal/mol/rad2)
θ0

* (◦) Source

FE2NH2–NR2–CPH1 25.00 124.00 FE–NR2–CPH1118

FE2NH2–NR2–CPH2 25.00 125.80 FE–NR2–CPH2118

FE3NH2–NR2–CPH1 25.00 127.00 FE–NR2–CPH1118

FE3NH2–NR2–CPH2 25.00 124.00 FE–NR2–CPH2118

*see Eq. (2.15) for parameter definitions
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A.4 | New CHARMM Dihedral Parameters

The parameters presented here use the iron chemical types found in Table A.1
and the standard CHARMM chemical types of the CHARMM36 protein force field97.

Table A.14: The new dihedral parameters for the ferrous and ferric HAEMHIS complex.

Parameter
Kϕ

*

(kcal/mol)
n* δ0

* (◦) Source

NPH–FE2H0–NR2–CPH1 0.19 4 0 X–FE–NR2–X118

NPH–FE2H–NR2–CPH1 0.07 2 180 X–FE–NR2–X118

NPH–FE2H–NR2–CPH1 0.04 3 180 X–FE–NR2–X118

NPH–FE2H–NR2–CPH1 0.14 4 0 X–FE–NR2–X118

NPH–FE3H–NR2–CPH1 0.10 2 180 X–FE–NR2–X118

NPH–FE3H–NR2–CPH1 0.07 3 180 X–FE–NR2–X118

NPH–FE3H–NR2–CPH1 0.55 4 0 X–FE–NR2–X118

X–FE2H0–NPH–X 0.00 2 0 X–FE–NPH–X118

X–FE2H–NPH–X 0.00 2 0 X–FE–NPH–X118

X–FE3H–NPH–X 0.00 2 0 X–FE–NPH–X118

*see Eq. (2.15) for parameter definitions

Table A.15: The new dihedral parameters for the ferrous and ferric FEBIHIS complex.

Parameter
Kϕ

*

(kcal/mol)
n* δ0

* (◦) Source

OC–CC–OH1–H 2.20 2 180 H–OH1–CA–CA99

FE2NH1–OC–CC–OH1 3.00 2 180 X–CD–OH1–X99

FE2NH1–OC–CC–OC 0.50 2 180 X–FE–NPH–X118

FE3NH1–OC–CC–OH1 3.00 2 180 X–CD–OH1–X99

FE3NH1–OC–CC–OC 0.00 2 180 X–FE–NPH–X118

CC–OC–FE2NH1–OC 0.00 2 0 X–FE–NPH–X118

CC–OC–FE3NH1–OC 0.00 2 0 X–FE–NPH–X118

*see Eq. (2.15) for parameter definitions
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A.5 | New CHARMM Improper Parameters

The parameters presented here use the iron chemical types found in Table A.1
and the standard CHARMM chemical types of the CHARMM36 protein force field97.

Because of the changed chemical type of the central hæm iron, HAEMHIS

was the only complex that required the addition of new improper parameters.
Consequently, the hæm improper parameter involving iron118,119 was used without
modification.

Table A.16: The new improper dihedral angle parameters for the ferrous and ferric
HAEMHIS complex.

Parameter
Kω

*

(kcal/mol/rad2)
ω0

* (◦) Source

NPH–CPA–CPA–FE2H0 137.40 0.00 NPH–CPA–CPA–FE118

NPH–CPA–CPA–FE2H 137.40 0.00 NPH–CPA–CPA–FE118

NPH–CPA–CPA–FE3H 137.40 0.00 NPH–CPA–CPA–FE118

*see Eq. (2.15) for parameter definitions
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A.6 | Potential Energy Scans of Bonds/Angles

This section contains the results of PES scans performed during the optimization
of the force constants of the bonds and angles of HAEMHIS, FEBIHIS and FEHIS.

Table A.17: Energy differences ∆E, in 10−2 kcal/mol, for the PES performed during
the refinement of the force constants for bond and valence angles of ferrous and ferric
HAEMHIS using QM and the optimized MM parameters.

∆E (Fe2+) ∆E (Fe3+)

Parameter Offset QM MMSet 1 MMSet 2 QM MM

(Å)

Fe–Nε −0.01 0.93 0.88 0.88 1.16 0.89
0.00 0.00 0.00 0.00 0.00 0.00

+0.01 0.87 0.87 0.87 1.10 0.89

(◦)

Fe–Nε–Cδ −1 1.92 1.91 1.79 1.13 2.07
0 0.00 0.00 0.00 0.00 0.00

+1 1.90 1.90 1.78 1.32 2.05

Fe–Nε–Cε −1 1.88 1.88 1.73 1.32 2.02
0 0.00 0.00 0.00 0.00 0.00

+1 1.88 1.88 1.74 1.12 2.03

Atoms have been labelled according to Fig. 2.3.
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Table A.18: Energy differences ∆E, in 10−2 kcal/mol, for the PES performed during
the refinement of the force constants for bond and valence angles of ferrous and ferric
FEBIHIS using QM and the optimized MM parameters Set 1 and Set 2.

∆E (Fe2+) ∆E (Fe3+)
Parameter Offset QM MM QM MM

(Å)
Fe–Nε −0.01 1.11 1.44 0.97 1.40

0.00 0.00 0.00 0.00 0.00
+0.01 1.09 1.43 1.29 1.40

Fe–O1/2 −0.01 0.76 1.15 1.00 1.15
0.00 0.00 0.00 0.00 0.00

+0.01 0.70 1.15 0.83 1.15
(◦)

Fe–Nε–Cδ −1 1.61 0.96 1.68 1.18
0 0.00 0.00 0.00 0.00

+1 1.58 1.26 1.70 1.21
Fe–Nε–Cε −1 1.44 0.82 1.54 1.03

0 0.00 0.00 0.00 0.00
+1 1.49 1.18 1.66 1.06

Fe–O1/2–C3 −1 5.02 5.86 5.50 5.73
0 0.00 0.00 0.00 0.00

+1 5.01 5.85 6.16 5.66
Atoms have been labelled according to Fig. 2.4.
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Table A.19: Energy differences ∆E, in 10−2 kcal/mol, for the PES performed during
the refinement of the force constants for bond and valence angles of ferrous and ferric
FEHIS using QM and the optimized MM parameters.

∆E (Fe2+) ∆E (Fe3+)
Parameter Offset QM MM QM MM

(Å)
Fe–Nε −0.01 1.47 1.36 1.49 1.38

0.00 0.00 0.00 0.00 0.00
+0.01 1.43 1.36 1.96 1.38

(◦)
Fe–Nε–Cδ −1 1.70 0.77 1.59 1.61

0 0.00 0.00 0.00 0.00
+1 1.72 0.77 2.00 1.62

Fe–Nε–Cε −1 1.65 0.84 1.95 1.61
0 0.00 0.00 0.00 0.00

+1 1.64 0.86 1.59 1.61
Atoms have been labelled according to Fig. 2.5.
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A.7 | Repeat Simulations of Neuroglobin

Table A.20: Geometry of the HAEMHIS complex during repeat MD simulations of
neuroglobin compared with the crystal structure.

Parameter Residue Crystal* sim12 sim22

Bond distance d (Å)
Fe–Nε H64 2.11± 0.05 2.05± 0.06 2.05± 0.06

H96 2.05± 0.04 2.05± 0.05 2.05± 0.06
Angles (◦)

Fe–Nε–Cε (α) H64 126± 1 126± 4 127± 4
H96 132± 2 126± 3 127± 3

Fe–Nε–Cδ H64 125± 1 128± 4 128± 3
H96 119± 2 128± 3 128± 3

Dihedral ω (◦)
NA–Fe–Nε–Cε H64 −124± 4 −121± 11 −121± 12

H96 −116± 4 −122± 12 −119± 14
*Crystal refers to values measured in the crystal structure (PDB ID: 1OJ6131).
For H64 and H96, we report the geometry parameters illustrated in Fig. 3.15.





Analysis of Channelrhodopsin B
B.1 | Root-Mean-Square Deviation Profiles

Figure B.1: Cα RMSD profiles for simulations of wild type C1C2. RMSD values are
shown for: the whole protein (slate grey) and the α-helical (purple) and loop regions
(green). Results from repeat simulations are shown in brighter colours.

Figure B.2: Cα RMSD profiles for mutant simulations of C1C2. RMSD values are shown
for: the whole protein (slate grey) and the α-helical (purple) and loop regions (green).
Results from repeat simulations are shown in brighter colours.

141



142 ANALYSIS OF CHANNELRHODOPSIN

B.2 | Hydration of Channelrhodopsin

Figure B.3: Water in the Schiff base region in wild type simulations of C1C2 with
all-trans retinal. We compared the number of water molecules hydrogen-bonding to
the Schiff base or E162/D292 (blue) with the distance between the ammonium group
nitrogen of K132 and Cγ of D292 (orange).

Figure B.4: Water in the Schiff base region in E129A mutant simulations of C1C2.
We compared the number of water molecules hydrogen-bonding to the Schiff base or
E162/D292 (blue) with the distance between the ammonium group nitrogen of K132
and Cγ of D292 (orange).
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Figure B.5: Water in the Schiff base region in E162D mutant simulations of C1C2.
We compared the number of water molecules hydrogen-bonding to the Schiff base or
E162/D292 (blue) with the distance between the ammonium group nitrogen of K132
and Cγ of D292 (orange).

Figure B.6: Water in the Schiff base region in the wild type simulations simW1Cu
and simW1Cp with 13-cis retinal in monomer 1. We compared the number of water
molecules hydrogen-bonding to the Schiff base or E162/D292 (blue) with the distance
between the ammonium group nitrogen of K132 and Cγ of D292 (orange).

Figure B.7: Water in the Schiff base region in the wild type simulations simW2Cu
and simW2Cp with 13-cis retinal in both monomers. We compared the number of
water molecules hydrogen-bonding to the Schiff base or E162/D292 (blue) with the
distance between the ammonium group nitrogen of K132 and Cγ of D292 (orange).
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Figure B.8: Water molecules inside of the intrahelical region of C1C2 for all wild type
and mutant simulations. The distribution of water molecules along the z-axis is shown
for all simulations. Water numbers were calculated for the simulation box for the last
50 ns of the respective simulation. Because of the dynamics of the lipid bilayer, the
hydration minimum was not always located at Z = 0Å.
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Table B.1: Number of water molecules forming hydrogen bonds with the Schiff base
nitrogen or the side chains of E162 or D292 (data for repeat simulations).

Number of Water Molecules
Simulation Monomer 1 Monomer 2

simWTu 4.4± 0.9 6.6± 0.9
simWTp 4.7± 0.8 4.2± 0.9
simW1Cu 6.8± 1.2 5.7± 0.9
simW1Cp 4.9± 0.9 4.6± 1.0
simW2Cu 5.8± 1.2 5.4± 0.7
simW2Cp 4.4± 1.2 3.6± 0.7
simM1u 7.5± 1.4 6.1± 0.6
simM1p 5.2± 0.9 5.4± 1.0
simM2u 7.1± 0.8 6.7± 1.3
simM2p 3.9± 0.6 3.3± 0.8
simM3u 3.7± 0.6 4.4± 0.9
simM3p 4.4± 0.7 4.3± 0.6
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B.3 | Hydrogen-Bonding in Channelrhodopsin

Table B.2: Hydrogen-bonding partners of the carboxyl group of E129 during the last
50 ns of first run MM MD.

Simulation Monomer Hydrogen-Bonding Percentage (%)
Water N297 E162 D292 T98 S102 K132

simWTu 1 95 100 — — — — —
2 89 100 — — — — —

simWTp 1 100 99 — — — — —
2 61 100 — — 7 — —

simW1Cu 1 97 100 — — — — —
2 92 100 — — — — —

simW1Cp 1 62 62 17 29 — — —
2 69 0 44 52 — — 6

simW2Cu 1 97 100 — — — — —
2 83 100 — — — — —

simW2Cp 1 88 100 — — — — —
2 39 96 — — 10 — —

simM1u 1 74 100 — — 6 — —
2 79 100 — — 6 — —

simM1p 1 31 100 — — 4 — —
2 12 100 — — 4 — —

simM3u 1 46 99 — 11 6 — —
2 98 92 — — — 9 —

simM3p 1 82 100 — — — — —
2 51 90 — — 6 — —

To increase clarity, only percentages >3 % are shown.
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Table B.3: Hydrogen-bonding partners of the carboxyl group of E129 during the last
50 ns of repeat MM MD.

Simulation Monomer Hydrogen-Bonding Percentage (%)
Water N297 E162 D292 T98 S102 K132

simWTu 1 40 — 100 — 6 — 46
2 70 — 92 — — — 84

simWTp 1 18 100 — — 6 — —
2 21 100 — — 7 — —

simW1Cu 1 76 — 100 — — — 46
2 46 — 97 — — — 91

simW1Cp 1 73 — 99 — — — 71
2 56 — 64 — — — 94

simW2Cu 1 23 100 — — 8 — —
2 76 100 — — 4 — —

simW2Cp 1 19 100 — — 5 — —
2 6 100 — — 8 — —

simM1u 1 97 98 — — — — —
2 5 100 — — — — —

simM1p 1 69 81 — — 8 — —
2 30 100 — — 4 — —

simM3u 1 68 100 — 5 — — —
2 14 100 — 4 6 — —

simM3p 1 27 100 — — — 16 —
2 100 — 100 — 4 — 9

To increase clarity, only percentages >3 % are shown.
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Table B.4: Hydrogen-bonding partners of the carboxyl group of E129 during the last
750 ps of QM/MM MD.

Simulation Monomer Hydrogen-Bonding Percentage (%)
Water N297 E162 D292 T98 S102 K132

simWTu 1 100 100 — — — — —
2 98 100 — — — — —

simWTp 1 100 100 — — — — —
2 99 100 — — 5 — —

simW1Cu 1 100 100 — — — — —
2 99 100 — — 4 — —

simW1Cp 1 100 99 — — — — —
2 99 100 — — — — —

simM1u 1 95 99 — — — — —
2 95 100 — — — — —

simM1p 1 — 100 — — 4 — —
2 23 100 — — — — —

simM3u 1 59 100 — — — — —
2 100 43 — — — — —

simM3p 1 91 100 — — — — —
2 83 100 — — 8 — —

To increase clarity, only percentages >3 % are shown.
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Table B.5: Hydrogen-Bonding (HB), in %, and oxygen–oxygen (dOO) and oxygen–
nitrogen (dON ) distances, in Å, between N297 and S102 during the last 50 ns of MM
MD.

Simulation Run* Monomer 1 Monomer 2
HB dOO dON HB dOO dON

simWTu 1 65 4.4± 0.7 3.5± 0.8 82 4.1± 0.3 3.2± 0.3
2 86 3.8± 0.4 3.1± 0.2 5 5.2± 0.8 4.8± 0.7

simWTp 1 84 3.9± 0.3 3.2± 0.3 60 4.3± 0.4 3.3± 0.4
2 19 4.2± 0.4 3.8± 0.6 29 4.5± 0.6 3.7± 0.5

simW1Cu 1 51 4.5± 0.5 3.6± 0.6 87 4.1± 0.3 3.1± 0.2
2

simW1Cp 1 75 4.1± 0.4 3.2± 0.4 63 3.6± 0.6 3.3± 0.4
2

simW2Cu 1 77 4.3± 0.4 3.2± 0.3 70 4.2± 0.4 3.3± 0.4
2

simW2Cp 1 69 4.2± 0.3 3.3± 0.3 12 4.1± 0.5 3.9± 0.6
2

simM1u 1 70 4.1± 0.4 3.3± 0.4 72 4.0± 0.4 3.2± 0.3
2 89 4.0± 0.3 3.1± 0.3 30 4.0± 0.4 3.6± 0.5

simM1p 1 64 4.0± 0.3 3.3± 0.3 21 4.0± 0.4 3.7± 0.5
2 47 4.6± 0.6 3.6± 0.7 41 4.2± 0.4 3.5± 0.4

simM2u 1 81 4.0± 0.3 3.2± 0.3 0 5.9± 0.6 5.0± 0.5
2 38 4.7± 0.5 3.5± 0.4 35 4.5± 0.8 3.7± 0.5

simM2p 1 30 4.2± 0.5 3.7± 0.5 62 4.3± 0.5 3.4± 0.5
2 21 4.9± 0.7 4.2± 0.8 42 4.4± 0.5 3.5± 0.5

simM3u 1 67 3.9± 0.3 3.3± 0.4 68 4.1± 0.4 3.3± 0.4
2 0 6.7± 0.8 5.8± 0.6 50 3.9± 0.4 3.4± 0.4

simM3p 1 38 4.4± 0.5 3.7± 0.6 27 4.5± 0.5 3.7± 0.6
2 1 6.7± 0.8 5.8± 0.7 37 4.1± 0.6 3.6± 0.5

*Initial simulations are denoted as run 1 and repeats as run 2.
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Table B.6: Percentage of E162/D292 hydrogen-bonding to water (E162–w/D292–w)
and of E162 interacting with D292 either via direct hydrogen-bonding or via a one-water
bridge (E–D) as sampled during the last 50 ns of MM MD.

Simulation Run* Monomer 1 (%) Monomer 2 (%)
E162–w D292–w E–D E162–w D292–w E–D

simWTu 1 100 100 100 100 100 100
2 100 100 97 100 100 99

simWTp 1 99 100 98 100 100 88
2 96 100 91 93 100 97

simW1Cu 1 100 100 100 100 100 99
2 100 100 98 100 100 98

simW1Cp 1 90 100 93 64 100 100
2 93 100 93 96 100 79

simW2Cu 1 100 100 96 100 100 99
2 100 100 96 100 100 98

simW2Cp 1 94 100 85 99 100 92
2 90 100 98 89 100 99

simM1u 1 100 100 99 100 100 0
2 100 100 98 100 100 98

simM1p 1 100 100 78 100 100 42
2 99 100 58 99 100 47

simM2u 1 100 100 31 100 100 99
2 100 100 100 100 100 98

simM2p 1 85 100 100 72 100 100
2 76 100 100 74 100 99

simM3u 1 73 100 10 100 100 31
2 95 100 78 95 100 70

simM3p 1 99 100 73 97 100 79
2 99 100 70 39 100 34

*Initial simulations are denoted as run 1 and repeats as run 2.



B.3 HYDROGEN-BONDING IN CHANNELRHODOPSIN 151

Table B.7: Percentage of E162/D292 hydrogen-bonding to water (E162–w/D292–w)
and of E162 interacting with D292 either via direct hydrogen-bonding or via a one-water
bridge (E–D) as sampled during the last 750 ps of QM/MM MD.

Simulation Monomer 1 (%) Monomer 2 (%)
E162–w D292–w E–D E162–w D292–w E–D

simWTu 100 100 100 100 100 97
simWTp 100 100 85 100 100 97

simW1Cu 100 100 94 100 100 98
simW1Cp 100 100 51 100 100 87

simM1u 100 100 88 100 100 0
simM1p 100 100 99 100 100 63

simM2u 100 100 80 100 100 99
simM2p 94 100 100 99 100 100

simM3u 94 100 87 100 100 100
simM3p 100 100 96 99 100 86

Table B.8: Distances, in Å, between carboxyl(ate) oxygens of E162 and D292 in wild
type and mutant simulations of C1C2.

Simulation First Run Repeats Average
Mon 1 Mon 2 Mon 1 Mon 2

simWTu 5.1± 0.2 5.4± 0.3 4.8± 0.2 5.5± 0.3 5.2
simWTp 4.9± 0.5 5.2± 0.3 5.2± 0.5 4.9± 0.6 5.1

simW1Cu 5.4± 0.2 4.9± 0.3 5.4± 0.4 5.2± 0.4 5.2
simW1Cp 4.8± 0.7 4.1± 0.2 4.6± 0.6 5.3± 0.5 4.7
simW2Cu 5.5± 0.2 5.8± 0.3 5.3± 0.4 5.4± 0.3 5.5
simW2Cp 4.8± 0.6 5.0± 0.5 4.7± 0.5 4.6± 0.5 4.8

simM1u 5.7± 0.3 5.7± 0.2 5.5± 0.4 5.3± 0.2 5.5
simM1p 5.6± 0.7 5.5± 0.5 5.6± 0.7 5.9± 0.6 5.6

simM2u 4.8± 0.2 5.6± 0.3 5.5± 0.3 5.4± 0.3 5.3
simM2p 4.0± 0.2 4.2± 0.2 4.2± 0.2 4.2± 0.3 4.2

simM3u 5.7± 0.2 5.8± 0.2 5.4± 0.2 5.5± 0.2 5.6
simM3p 5.7± 0.4 5.7± 0.5 5.7± 0.4 6.1± 0.4 5.8
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Table B.9: Percentage of K132 hydrogen-bonding to E162 (K132–E) or D292 (K132–
D) and of K132 simultaneously forming hydrogen bonds with E162 and D292 (K–ED)
as sampled during the last 50 ns of MM MD.

Simulation Run* Monomer 1 (%) Monomer 2 (%)
K132–E K132–D K–ED K132–E K132–D K–ED

simWTu 1 33 32 32 80 — —
2 100 73 72 91 — —

simWTp 1 5 — — — — —
2 — — — — — —

simW1Cu 1 99 76 76 92 27 27
2 80 14 14 99 — —

simW1Cp 1 5 — — — — —
2 5 — — — — —

simW2Cu 1 100 98 98 100 — —
2 99 50 50 99 — —

simW2Cp 1 — — — — — —
2 — — — — — —

simM2u 1 99 100 99 87 — —
2 69 — — 37 22 22

simM2p 1 — — — — — —
2 — — — — — —

simM3u 1 97 100 98 100 100 100
2 100 100 100 100 98 98

simM3p 1 — — — — — —
2 — — — — — —

*Initial simulations are denoted as run 1 and repeats as run 2.
To increase clarity, only percentages >3 % are shown.
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Table B.10: Percentage of K132 hydrogen-bonding to E162 (K132–E) or D292 (K132–
D) and of K132 simultaneously forming hydrogen bonds with E162 and D292 (K–ED)
as sampled during the last 750 ps of QM/MM MD.

Simulation Monomer 1 (%) Monomer 2 (%)
K132–E K132–D K–ED K132–E K132–D K–ED

simWTu 100 91 91 100 — —
simWTp 35 88 67 89 — —
simW1Cu 100 99 99 99 — —
simW1Cp 70 74 62 31 — —
simM2u 100 99 99 97 — —
simM2p 21 — — 98 — —
simM3u 93 100 97 96 96 95
simM3p 52 56 46 6 — —
To increase clarity, only percentages >3 % are shown.
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Table B.11: Hydrogen-bonding partners of the Schiff base nitrogen during the last
50 ns of repeat MM simulations.

Simulation Monomer Hydrogen-Bonding Percentage (%)
Water E162 D292 S295 T166

simWTu 1 56 38 9 — —
2 85 — 36 — —

simWTp 1 76 — 40 — —
2 60 — 54 — —

simW1Cu 1 96 — — — —
2 57 — 61 — —

simW1Cp 1 8 — — 58 —
2 72 — 52 — —

simW2Cu 1 94 — — — —
2 18 20 75 — —

simW2Cp 1 — — — 67 —
2 6 — 98 — —

simM1u 1 64 28 22 — —
2 95 — 10 — —

simM1p 1 54 — 66 — —
2 61 — 60 — —

simM2u 1 94 — 21 — —
2 23 54 30 — —

simM2p 1 — 50 78 — —
2 — 23 93 — —

simM3u 1 — 100 — — —
2 15 85 — — —

simM3p 1 35 — 71 — —
2 20 — 82 — —

To increase clarity, only percentages >3 % are shown.
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Table B.12: Hydrogen-bonding partners of the QM Schiff base nitrogen during the
last 750 ps of QM/MM MD.

Simulation Monomer Hydrogen-Bonding Percentage (%)
Water E162 D292 S295 T166

simWTu 1 90 41 — — —
2 84 — 83 — —

simWTp 1 93 — 15 — —
2 97 — 4 — —

simW1Cu* 1 — — — 24 —
simW1Cp* 1 — — — 59 —
simW2Cu 1 43 — — — —

2 — — — — 95
simW2Cp 1 19 22 82 — —

2 — — — 65 —
simM1u 1 93 — 14 — —

2 — — 95 — —
simM1p 1 5 30 91 — —

2 97 — 12 — —
simM2u 1 — 99 — — —

2 95 — 21 — —
simM2p 1 — 31 90 — —

2 — 25 90 — —
simM3u 1 5 89 27 — —

2 97 — 6 — —
simM3p 1 47 — 49 — —

2 5 12 67 — —
*Results for the monomer containing 13-cis retinal only.
To increase clarity, only results for QM regions with percentages >3 % are shown.
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B.4 | Water Density inside of Channelrhodopsin

Figure B.9: Water density inside of channelrhodopsin in simWTu for the initial run
(a) and the repeat simulation (b). (a) The hydrogen bond between E129 and N297 was
stable throughout the simulation. (b) During the repeat simulation, he E129–N297
bond broke in both monomers. While in monomer 1 (left), no water entered the space
between E129 and N297, in monomer 2, a water channel can be seen to form. Water
densities were calculated for the last 25 ns of the respective trajectory.

Figure B.10: Water density inside of channelrhodopsin in simW2u and simW2p for
initial runs (a, b) and repeat simulations (c, d). In the mutant E129A, not E129–N297
hydrogen bond could be formed and a water pathway was seen to form in all simulations.
(a) Initial run of simW2u (b) Initial run of simW2p (c) Repeat of simW2u (d) Repeat
of simW2p
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Abstract 

Channelrhodopsins are light-sensitive ion channels whose reaction cycles involve conformation-

coupled transfer of protons. Understanding how channelrhodopsins work is important for 

applications in optogenetics, where light activation of these proteins triggers changes in the 

transmembrane potential across excitable membranes. A fundamental open question is how the 

protein environment ensures that unproductive proton transfer from the retinal Schiff base to the 

nearby carboxylate counterion is avoided in the resting state of the channel. To address this 

question, we performed combined quantum mechanical/molecular mechanical proton transfer 

calculations with explicit treatment of the surrounding lipid membrane. The free energy profiles 

computed for proton transfer to the counterion, either via a direct jump or mediated by a water 

molecule, demonstrate that, when retinal is all-trans, water and protein electrostatic interactions 

largely favour the protonated retinal Schiff base state. We identified a conserved lysine group as 

an essential structural element for the proton transfer energetics in channelrhodopsins.  

Introduction 

Proton transfer reactions are of vital importance for biology(1, 2). Transfer of protons from donor 

to acceptor groups occurs, for example, during photosynthesis(3) and during the reaction cycles 

of enzymes and membrane transporters that have been implicated in human disease(4, 5). A 

fundamental issue for proteins whose reaction cycles involve proton transfer reactions is that the 

timing of the proton transfer event must be tightly controlled. A proton transfer reaction is 

typically coupled to changes in the protein conformational dynamics and can couple to other 

chemical reactions such as breaking of peptide bonds. Channelrhodopsins (ChRs) are light-

driven cation channels, responsible for phototaxis in green algae(6). ChRs are used in modern 

neurobiological applications(7) and present an intriguing structural arrangement at their active 

site, where the primary proton donor—the retinal Schiff base—is found in a highly polar 
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environment that includes two nearby carboxylate groups. Yet, proton transfer from the retinal 

Schiff base to one of these nearby carboxylate group occurs only once interactions at the active 

site have been destabilized upon photoisomerization of the retinal chromophore from all-trans to 

13-cis, thus allowing ChRs to avoid wasteful deprotonation of all-trans retinal. Knowledge of the 

molecular mechanism by which ChRs stabilize the protonated state of the retinal Schiff base 

would be valuable for our general understanding of structural and energetic determinants of 

proton transfer in polar protein environments, and could assist with fine-tuning properties of 

ChRs for their usage as optogenetic tools. 

ChRs are members of the large family of microbial rhodopsins(8), which are transmembrane 

proteins characterized by a seven-transmembrane helix fold, as first observed for 

bacteriorhodopsin(9), with the retinal molecule covalently bound via a protonated Schiff base to 

a lysine amino acid residue on helix G. Among the best-studied ChRs are channelrhodopsin-1 

(ChR1) and channelrhodopsin-2 (ChR2) from Chlamydomonas reinhardtii. Various issues 

pertaining to the reaction cycles of these two proteins have been characterized using 

electrophysiological(6, 10, 11) and spectroscopic methods(12-20). An electron microscopy 

structure of ChR2 has been solved at a low resolution of 6 Å (ref.(21)), and a chimaera made of 

helices A–E of ChR1 and helices F–G of ChR2 (C1C2) has been solved at a resolution of 2.3 Å 

using X-ray crystallography(22). Later, a blue-shifted C1C2 mutant was solved at 2.5 Å 

resolution(23), and most recently, the crystal structures of wild-type ChR2 from C. reinhardtii and 

its C128T mutant were solved at a resolution of 2.39 Å and 2.7 Å, respectively(24). 

The crystal structures of C1C2(22) and of wild-type ChR2(24) placed the nitrogen atom of 

the protonated Schiff base within hydrogen-bonding distance of the carboxylate oxygen atoms of 

the nearby carboxylate groups from helices C and G (E162 and D292 in C1C2, see Fig 1b). In 

both crystal structures(22, 24), the retinal Schiff base lacks a direct hydrogen bond to water. This 

structural arrangement at the active site of ChRs is intriguing, because it raises the fundamental 
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question as to how ChRs avoid deprotonation of the retinal Schiff base in the all-trans resting 

state of the channel. In bacteriorhodopsin, for example, hydrogen-bonding to an active site water 

molecule (w402) is known to be essential for the stability of the protonated Schiff base state (25-

29). Computations for proton transfer from the retinal Schiff base to the carboxylate counterion in 

bacteriorhodopsin (D85) indicate that the absence of w402 significantly lowers the energetic 

penalty for retinal deprotonation(28, 29). 

Fig 1. Structure and Active Site Interactions of C1C2. (a) Cut-away view of the C1C2 dimer in 

a hydrated POPC lipid membrane environment. The protein coordinates are from the crystal 

structure of C1C2 (PDB ID: 3UG9(22)). The C1C2 monomers are shown in yellow and lime 

cartoons, with water oxygen atoms from the crystal structure shown as small light blue spheres. 

The lipid membrane is shown with white spheres for all heavy atoms, except for phosphorus and 

oxygen atoms, which are shown in orange and red, respectively. (b) Close-up of the retinal Schiff 

base region from the crystal structure. The retinal molecule and selected protein side chains are 

shown in stick representation with carbon, oxygen and nitrogen atoms highlighted in yellow, red 

and blue, respectively. The active site water molecule w19 is shown as a red sphere.  

Lack of electron density for a water oxygen atom within hydrogen-bonding distance from the 

retinal Schiff base in the crystal structure of C1C2(22) and ChR2(24) might suggest that ChRs, 

unlike bacteriorhodopsin, may rely on structural elements other than hydrogen-bonding water to 

stabilize the proton on the Schiff base of all-trans retinal. Important indications that ChRs could 

use a different strategy for controlling the protonation state at their active sites are provided by 

experimental data on ChRs variants(30, 31). In C. augustae ChR1, the all-trans retinal resting 

state of has E169 (corresponds to E162 in C1C2) protonated and D299 (corresponds to D292 in 

C1C2) negatively charged(32). Deprotonation of the retinal Schiff base is thought to occur via a 

two-step mechanism, whereby a proton is first transferred from E169 to D299 and, in the second 

step, the Schiff base proton is transferred to D299(32). The observation that E169 is protonated 

in the resting state of C. augustae ChR1(32) appears compatible with initial suggestions based 
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on estimations of pKa values, that E162 (Fig 1) is protonated in the crystal structure of all-trans 

C1C2(22). By contrast, FTIR spectroscopy data were interpreted to suggest that both E162 and 

D292 of C1C2 are negatively charged, and that E162 hydrogen-bonds directly with the retinal 

Schiff base(19). In the case of C. reinhardtii ChR2, D253 (corresponds to D292 in C1C2) was 

identified as the primary proton acceptor of the retinal Schiff base proton(17). 

An important structural element that distinguishes some of the ChR variants is whether they 

contain a specific lysine group on helix B (corresponding to K132 in C1C2) or not(31) (Fig 1b). 

K132 is present in C. reinhardtii ChR1 and ChR2, but not in C. augustae ChR1, where it is 

replaced by a phenylalanine group(31, 33). Based on observations from site-directed 

mutagenesis, it has been proposed that K132 controls the effective charge of the counterions 

E162 and D292(31). Inside C1C2, the presence of complex hydrogen-bonding networks that 

involve K132 has been suggested by FTIR(19) and was observed in a recent molecular 

dynamics (MD) study(34). 

The reaction mechanism for proton transfer is given by the sequence of structural changes 

and associated energetics along the pathway from the reactant state, where the proton is on the 

proton donor group and the proton acceptor group is negatively charged, to the neutral product 

state, where both the proton donor and acceptor groups are electrostatically neutral(35). The 

reaction mechanism will then be given by the transition state of the pathway(29, 35). In protein 

environments, where the proton donor and acceptor groups can engage in complex 

intramolecular interactions, more than one reaction pathway is possible(29, 36, 37). In the case 

of the all-trans retinal resting state of ChRs, stability of the protonated retinal Schiff base would 

require a proton transfer energy profile characterized by unfavourable reaction energetics, i.e. 

the free energy of the product state would need to be sufficiently larger than that of the reactant 

state. By dissecting the reaction energetics of such proton transfer pathways, we can 
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understand what the molecular interactions are that help control the protonation states at the 

active site of the protein.  

To find out the structural and energetic determinants of the protonated retinal Schiff base 

state in ChRs we pursued systematic computations of proton transfers in C1C2. We used a 

combined quantum mechanical/molecular mechanical (QM/MM) approach(38, 39) that allows us 

to treat with quantum mechanics (QM) the breaking and forming of covalent bonds during proton 

transfer and to account for the protein environment with a simpler, classical mechanical (MM) 

description. Because protein flexibility(40) and water interactions(36) can impact significantly the 

energetics of proton transfer pathways, we performed computations of the potential of mean 

force (PMF) for proton transfer at 300 K, in the flexible environment of C1C2 embedded in a 

hydrated lipid membrane. The results of our computations indicate that K132 and active site 

water molecules largely stabilize the protonated Schiff state in all-trans retinal C1C2. 

Methods 

We performed MM and QM/MM all-atom MD simulations of ChR using the CHARMM36 

protein(41, 42) and lipid(43) force fields, the ion parameters of Roux and coworkers(44) and the 

TIP3P water model(45). The retinal parameters were based on work performed by Hayashi(27, 

46), Nina(47), Baudry(48) and Tajkhorshid(49-51). As QM method, we used the self-consistent 

charge density functional tight binding (SCC-DFTB) method(52), whose applicability to 

describing retinal geometry and proton transfer energetics has been documented extensively(29, 

53-55). 

MM simulations of all-trans C1C2 

As starting coordinates, we used the crystal structure of the chimaera C1C2 (PDB ID: 

3UG9(22)). Using the Phyre2 web portal(56), we modelled amino acid residues 110–117 that 

were missing from the crystal structure of C1C2. We assembled the protein dimer with PISA(57) 
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and linked the dimer with three disulphide bridges for C66, C73 and C75. We used standard 

protonation for all amino acid residues, except for E122, E129 and D195, which were considered 

protonated, and E162, for which both neutral and negatively charged states were generated in 

independent simulations. Hydrogen atoms were constructed with HBUILD in CHARMM(58). The 

protein dimer was placed inside a hydrated 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine 

(POPC) bilayer using the CHARMM-GUI(59, 60) Membrane Builder(61-63). The complete 

system consisted of the protein dimer, 86 waters found in the crystal structure (43 per 

monomer), 300 POPC molecules and ~28 500 bulk water molecules in a simulation box of size 

110×110×120 Å3. For charge neutrality, we added two chloride ions to setups with protonated 

E162. 

The MM simulations were performed using NAMD(64, 65) with a Langevin dynamics scheme 

and a Nosé–Hoover Langevin piston(66, 67) at a temperature of 300 K. We constrained covalent 

bonds involving hydrogen atoms using the SHAKE algorithm(68). 

The first nanosecond of heating and equilibration was done following the CHARMM-GUI 

protocol(59, 60), while maintaining an integration time step of 1 fs and reassigning velocities 

every 0.5 ps. This was followed by two additional steps of equilibration of 2 ns each, where we 

placed on the protein and lipid heavy atoms a harmonic constraint of 5 kcal/mol/Å2. Starting from 

the last 2 ns of the equilibration, we used to the reversible multiple time step integration 

scheme(69, 70) with steps of 1 fs for the bonded forces, 2 fs for short-range non-bonded and 

4 fs for long-range non-bonded interactions. With the exception of the first 100 ps, where a 

canonical ensemble (NVT) was used, we used an isothermal–isobaric ensemble (NPT) with 

isotropic cell fluctuations at a pressure of 1 bar. After 5 ns of equilibration, production runs were 

started. The Langvin damping coefficient was 1 ps-1 during equilibration and 5 ps-1 during 

production runs. We generated 250 ns trajectories for each simulation of all-trans C1C2. We 

saved coordinates every 10 ps.  
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Modelling of the K132A mutant 

To understand the impact K132 has on the proton transfer energetics of the retinal Schiff base, 

we performed additional calculations with the K132 to alanine (K132A) mutant of C1C2. K132A 

has faster kinetics than wild-type C1C2 and changes the ion selectivity of the channel from an 

unselective one to a potassium channel(22). 

For the mutant computations, we used the wild type starting coordinates of C1C2 with 

protonated and unprotonated E162. We performed the equilibration as described above for wild-

type C1C2, with the only exception being that the 5 kcal/mol/Å2 harmonic constraint placed on 

the protein atoms was not relaxed. The equilibration was followed by 20 ns of simulation with the 

protein still constrained, after which we used CHARMM to mutate K132 to alanine in both 

monomers of C1C2. We then repeated the equilibration procedure using the same approach as 

described above for the wild type simulations, before prolonging the trajectories of the 

production runs to 110 ns each. 

QM/MM computations of all-trans C1C2 

We employed the CHARMM software package(42, 58, 71) with the SCCDFTB module(72) to 

perform the QM/MM calculations using third-order SCC-DFTB(52, 73, 74). To prepare the all-

trans QM/MM systems, we took one snapshot each from the end of each of the MM trajectories. 

In case of the wild type simulations, we saved the coordinates at the end of the 250 ns 

production run. We used the same protocol for the QM/MM simulations of the K132A mutant, 

which were started from the end of their MM production run at 110 ns. During the first 50 ps of 

QM/MM dynamics, we placed on all heavy atoms a mass-scaled harmonic positional constraint 

given by the constraining potential: 

𝑈𝑈(𝑥𝑥) = 𝑝𝑝∑ �𝑘𝑘𝑖𝑖𝑚𝑚𝑖𝑖�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑖𝑖,𝑟𝑟𝑟𝑟𝑟𝑟�
2�𝑖𝑖 , 
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where, for an atom i, ki is the force constant of the constraint in kcal/mol/Å2, mi is the atomic 

weight, xi is the current position in Å, xi,ref is the position of a reference set of coordinates in Å, 

and p is a pre-factor used to scale the constraint. We started with a pre-factor value of 1.0, and 

every 10 ps we reduced the value by 0.25 until 0 was reached. The equilibration was followed by 

a production run of 1 ns. 

Because on the 1 ns timescale water molecules inside the Schiff base region could be 

replaced by water molecules initially located farther away from the Schiff base, we constrained 

MM water molecules at the entrance of the Schiff base region by 2.5 kcal/mol/Å2. This keeps QM 

water molecules inside the Schiff base region without having to directly apply a constraining 

potential to them. A similar approach has been used before(75). 

The QM/MM dynamics calculations were run using the Leapfrog Verlet algorithm and a 

canonical ensemble with a damping constant of 5 ps-1 at a temperature of 300 K. We used an 

integration time step of 1 fs and saved coordinates every 1 ps. 

Choice of QM region 

Because ChR is a dimer, the QM/MM treatment could be applied to either one of the active sites 

in the two C1C2 monomers. For simplicity, we treated the active site of only one of the protein 

monomers with QM, and we performed independent QM/MM MD and proton transfer 

computations in which the QM treatment was applied either to monomer 1 or to monomer 2 of 

C1C2. 

The QM region consisted of the side chains of E129, K132, E162, D292 and Lys296 with the 

covalently bound retinal molecule (Fig 1b). Three water molecules that were located close to the 

Schiff base nitrogen in the starting crystal structure, were also included in the QM region (later in 

the text, these three water molecules are labelled as w1, w2 and w3). We used the divided 

frontier link atom scheme(76) and placed link atoms on CB for D292, on CD for K132 and on CG 
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for E129, E162 and Lys296. In K132A, we did not treat residue 132 with QM. The QM/MM 

computations were initiated from the end of each MM trajectory. 

Proton transfer calculations 

Proton transfer calculations were performed starting from the last coordinate snapshot of the 

QM/MM simulations using Alan Grossfield’s implementation(77) of the Weighted Histogram 

Approach Method (WHAM)(78), an extension of the umbrella sampling method(79, 80). By using 

WHAM, the PMF of a reaction coordinate can be derived combining bins with different 

constraints placed on the reaction coordinate. 

The reaction coordinate D of the proton transfer was defined as the difference between 

donor–donor hydrogen distance and acceptor–donor hydrogen distance: 

𝐷𝐷 = 𝑑𝑑𝐷𝐷𝐷𝐷 − 𝑑𝑑𝐴𝐴𝐷𝐷, 

where dDH is the distance between donor and donor hydrogen, and dAH is the distance between 

donor hydrogen and acceptor. We used the restrained distances (RESD) command(81) inside 

CHARMM to constrain D to generate bins for sampling the deprotonation potential of mean 

force. The constraint is given by: 

𝐸𝐸 = 1
2
𝑘𝑘(𝐷𝐷 − 𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟), 

where k is the constraining force constant in kcal/mol/Å2, and Dref is the minimum of the 

constraint in Å. We used a force constant k of 150 kcal/mol/Å2. 

To generate starting points to begin sampling the bins for the WHAM analysis, we performed 

a short initial sampling as follows: Using the initial coordinates and starting from a value of 

Dref,0 = −1.2 Å for an amino acid as acceptors, or Dref,0 = −1.0 Å for a water molecule as acceptor, 

the RESD constraint was applied; the system was equilibrated for 2.5 ps and a restart file was 

saved; Dref was decreased by 0.1 Å and another equilibration followed. This was done until 
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Dref = −1.7 Å was reached. A second run was started from the initial coordinates; this time Dref,0 

was increased by 0.1 Å, followed by a 2.5 ps equilibration, until Dref = 1.7 Å was reached. Once 

all 35 restart files had been generated, a 100 ps equilibration was started for each bin, using the 

respective Dref value. The last 50 ps of each bin were employed for the WHAM calculations, with 

the values of the reaction coordinate D being saved at every time step. 

To characterize structural and energetic determinants of the proton transfer energetics, we 

performed additional WHAM analyses with reduced systems as summarized below. 

In the first test system, denoted as the PROT setup, we started from the end of the QM/MM 

simulation of C1C2 and deleted all lipid molecules and all water molecules farther than 5 Å away 

from the protein. The PMF computation on the PROT setup was then performed without 

additional geometry optimization. We performed 10 ps of equilibration, and then performed PMF 

computations using the same protocol as described above for the complete system.  

In the second test system, denoted as DRY, starting from the end of the QM/MM simulation 

of C1C2 as well, we deleted, except for the water molecule closest to the Schiff base nitrogen, 

all water molecules within 4 Å of the Schiff base nitrogen or the carboxyl(ate) oxygen atoms of 

E162 or D292. In the DRIER setup, we deleted all water molecules within 4 Å of the Schiff base 

nitrogen or carboxyl(ate) oxygens without any exception. We found that the deletion of QM 

waters in the DRY test setup led to the need for a brief energy minimization before the initial 

10 ps equilibration and the PMF computation could be performed. 

Finally, the crystal setup consisted of the starting crystal structure of a C1C2 monomer (PDB 

ID: 3UG9(22)). In the crystal structure, there is only one water molecule (w19) in the Schiff base 

region; the distance between the oxygen atom of w19 and the Schiff base nitrogen of 4.43 Å, is 

too long for a direct hydrogen bond. Consequently, the PMF computations on the crystal test 

system considered only proton transfer pathways from the retinal Schiff base to E162 and D292. 
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To further test the importance of hydration for the energetics of the proton transfer pathways, 

we used the DOWSER plugin(82, 83) inside VMD(84) to generate possible missing water 

molecules in the Schiff base region, and then performed PMF computations. These test systems 

are labelled here as the DOWSER setups. 

To preserve the shape of the protein during computations on the PROT, crystal and 

DOWSER test systems described above, we constrained coordinates of the heavy atoms of the 

loop regions and of all water molecules within 5 Å of the loop regions by using a harmonic 

constraint of 10 kcal/mol/Å2 and 5 kcal/mol/Å2 for loops and water molecules, respectively.  

All molecular graphics were prepared using PyMOL(85). 

Unless specified otherwise, all average values were computed from the last 50 ns of each 

MM simulation. 

Results and Discussion 

We performed MM and QM/MM studies on the C1C2 chimaera of C. reinhardii ChR (PDB ID: 

3UG9(22)) to assess the impact the environment of the Schiff base has on the stability of the 

Schiff base proton in the dark state.  

A summary of all MM simulations performed is given in Table 1. For each simulation and its 

repeat (indicated by a prime symbol), the Cα root-mean-square deviation (RMSD) had achieved 

plateau values for the last 50 ns that we used here for data analysis (S1 Fig). We note that 

during the last 50 ns of the wild type simulation with unprotonated E162 the RMSD for the entire 

protein was 2.6 ± 0.1 Å, and that the RMSD profile had reached its plateau within less than 

10 ns (S1 Fig). The α-helical regions stayed even closer to the crystal structure with an RMSD of 

1.1 ± 0.1 Å. This observation of a very low α-helical RMSD was shared across all simulations, 

with average RMSDs of 1.1–1.5 Å. Average RMSD values for the whole protein were between 

2.3–3.1 Å, indicating overall good structural stability. For the loop regions, we obtained larger 
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RMSD values of 3.3–4.4 Å; such values are consistent with previous indications from MD 

simulations that the loop regions can be the most dynamic part of a protein, such that their 

motions cannot be sampled sufficiently on the timescale of ∼100 ns(86). 

Table 1. List of MM Simulations Performed for Wild-Type C1C2 and for the K132A Mutant. 

Simulation Protein E162 Length 
simWu wild type unprotonated 250 ns 

simWu′ wild type unprotonated 250 ns 

simWp wild type protonated 250 ns 

simWp′ wild type protonated 250 ns 

simMu K132A unprotonated 110 ns 

simMu′ K132A unprotonated 110 ns 

simMp K132A protonated 110 ns 

simMp′ K132A protonated 110 ns 
A prime symbol indicates repeat simulations. See S1 Fig for Cα RMSD profiles of the simulations. 

In what follows, we first summarize observations from the MM simulations, with focus on 

internal water molecules and hydrogen bonding at the retinal Schiff base region, before 

proceeding to discuss the QM/MM computations. 

Water molecules visit the intrahelical region of wild-type C1C2 

The number and location of water molecules close to the proton transfer groups can significantly 

impact the proton transfer pathways and their associated energetics(29, 36). Our simulations on 

C1C2 indicate that, when the protein is found in a flexible, hydrated lipid membrane 

environment, numerous water molecules visit the interhelical region of C1C2, where they sample 

hydrogen bonds with protein groups. Indeed, the number of water molecules inside the 

interhelical region of C1C2 was significantly higher in our simulations as compared to the 

starting crystal structure (Fig 2). The increase in the number of water molecules was more 

pronounced in the extracellular half of the protein, where water molecules entered rapidly close 

to the Schiff base region (Figs 2 and 3). An important outcome of waters entering the 

extracellular half of C1C2 was that, in all simulations performed on wild-type C1C2, there were 
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on average ~5–6 water molecules hydrogen-bonding to either the Schiff base or E162/D292 

(Figs 2 and 3, Table 2). In simulations on wild-type C1C2, regardless of the protonation state of 

E162, we observed the retinal Schiff base in both C1C2 monomers sampling direct hydrogen-

bonding to water (Table 3). 

Fig 2. Hydration of the Intrahelical Region in Wild-Type C1C2 with Unprotonated E162. (a) 

The number of water molecules along the membrane normal (z-axis) for water molecules within 

6 Å of C1C2. The initial profile (orange) indicates the distribution of water molecules at the start of 

the simulations, that is, positions of waters inside C1C2 are as found in the starting crystal 

structure (PDB ID: 3UG9(22)). The simulation profile (blue) indicates the average number of 

water molecules computed for the last 50 ns of simWu (wild-type C1C2 with unprotonated E162). 

Note the increase in the number of water molecules inside C1C2, in particular in the extracellular 

half. (b) Close view of C1C2, overlaying starting crystal water oxygen atoms (orange spheres) 

with water oxygen atoms taken from a coordinate snapshot of simWu (blue). 

Fig 3. Dynamics of the K132–D292 Interaction Compared to the Hydration of the Active 

Site. (a–b) Time series of the number of active site water molecules (blue profiles) and of the 

distance between NZ of K132 and CG of D292 (red profiles) in monomer 1 (a) and monomer 2 (b) 

of simWu. For each profile, thin lines indicate the calculated values, while thick lines indicate a 

smoothed fit. As water count we defined the number of water molecules forming hydrogen bonds 

with the Schiff base nitrogen or the carboxyl(ate) oxygens of E162/D292. The Pearson correlation 

coefficient for the K132–D292 distance and the water count was 0.63 and 0.79 for monomer 1 

and monomer 2, respectively. Illustrations (1) and (2) are coordinate snapshots of monomer 1 

with short (Illustration 1) and long (Illustration 2) distances between K132 and D292, as observed 

in the trajectory used for panel a. Note that there are more active site water molecules in 

Illustration 2 than in Illustration 1. Additional data analyses on the water count and the distance 

between E162 and D292 are given in S2 Fig. 
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Table 2. Number of water Molecules Forming Hydrogen Bonds with the Schiff Base Nitrogen or the 
Side Chains of E162 or D292. 

Simulation 
Number of Water Molecules 
Monomer 1 Monomer 2 

Wild-type C1C2 

simWu 6.0 ± 1.0 6.6 ± 0.6 

simWu′ 4.4 ± 0.9 6.6 ± 0.9 

simWp 5.6 ± 0.7 4.5 ± 0.7 

simWp′ 4.7 ± 0.8 4.2 ± 0.9 

K132A mutant 

simMu 5.5 ± 0.7 4.7 ± 0.5 

simMu′ 7.5 ± 1.4 6.1 ± 0.6 

simMp 5.3 ± 1.0 5.7 ± 0.7 

simMp′ 5.2 ± 0.9 5.4 ± 1.0 
A prime symbol indicates repeat simulations. 

Table 3. Hydrogen-bonding Partners of the Schiff Base Nitrogen during the Last 50 ns of the MM 
Simulations. 

Sim 
Monomer 1 (%) Monomer 2 (%) 

Water E162 D292 Water E162 D292 
Wild-type C1C2 

simWu 19 92 — 68 — 51 

simWu′ 56 38 9 85 — 36 

simWp 99 — — 57 — 68 

simWp′ 60 — 54 96 — — 

K132A mutant 

simMu 82 — 38 — — 100 

simMu′ 64 28 22 95 — 10 

simMp 37 — 85 86 — 24 

simMp′ 54 — 66 61 — 60 
For clarity, only percentages >3 % are shown. A prime symbol indicates repeat simulations. Additional hydrogen-

bonding data are summarized in S1–S4 Tables. 

We note that, although the two C1C2 monomers had overall similar numbers of water 

molecules close to the retinal Schiff base region, for some simulations, the two monomers had 

slightly different levels of internal hydration (Table 2) and showed different tendencies for water 

hydrogen-bonding directly to the retinal Schiff base (Table 3). In SimWu′, for example, there 
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were 4.4 ± 0.9 and 6.6 ± 0.9 water molecules in monomer 1 and 2, respectively, and direct 

hydrogen bonding between the retinal Schiff base and water was sampled only transiently 

(19 %) in monomer 1, whereas in monomer 2 it was sampled frequently (68 %) (Table 3). These 

differences in the occupancies of dynamic hydrogen bonds in the two C1C2 monomers could be 

interpreted to suggest that full sampling of the dynamics of some of the intramolecular 

interactions would require simulations to be prolonged to timescales beyond the 250 ns reported 

here (Table 2). To account for water active site interactions as suggested by the analyses of 

both C1C2 monomers, the QM/MM computations for proton transfers reported below were 

performed separately for monomer 1 and monomer 2. 

Hydrogen-Bonding Networks in the Schiff Base Region 

Direct hydrogen bonding of water molecules with proton donor and/or acceptor groups can 

impact significantly the proton affinity and the geometry of these groups, and consequently, the 

proton transfer energetics (55, 87). We found that, for both wild-type C1C2 and K132A the Schiff 

base could hydrogen-bond only to E162, D292 or with nearby water molecules (Tables 3 and 4). 

This observation is compatible with the C1C2 crystal structure (PDB ID: 3UG9(22)), with 

suggestions from experiments that D292 is the primary proton acceptor(17, 22), that E162 could 

hydrogen-bond with the Schiff base(19), and with previous MD work on homology models of 

ChR(34, 75, 88, 89). Importantly, however, details of water hydrogen-bonding at the active site 

depend significantly on the protonation state of E162. 
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Table 4. Hydrogen-bonding Partners of the Schiff Base Nitrogen during the last 750 ps of the 
QM/MM Simulations of C1C2. 

Sim 
Monomer 1 (%) Monomer 2 (%) 

Water E162 D292 Water E162 D292 
Wild-type C1C2  

simWu 90 41 — 84 — 83 

simWp 93 — 15 97 — 4 

K132A mutant 

simMu 93 — 14 — — 95 

simMp 5 30 91 97 — 12 
For clarity, only percentages >3 % are shown. 

The distance between CD of E162 and CG of D292 informs on whether the carboxylate 

groups hydrogen-bond directly with each other, or via one or more water molecules (Fig 4). 

Indeed, the average E162–D292 distance was 5.2 Å when E162 is negatively charged (Fig 4a), 

which corresponds to a water-mediated interaction between the two carboxylate groups. In the 

case of protonated E162, we observed that the distribution of the distances between E162 and 

D292 had a peak at 4.6 Å, corresponding to a direct hydrogen bond between E162 and D292, 

and a shoulder at larger values of the distance, which corresponds to water-mediated bridging of 

the two carboxylate groups (Fig 4b); for comparison, the distance between E162 and D292 in 

the starting crystal structure is 4.78 Å.(22) 

Fig 4. Dependence of the Dynamics of the Interaction between E162 and D292 on the 

Protonation State of E162. We computed histograms of the distance between CD of E162 and 

CG of D292 in monomer 1 of simWu (panel a, wild-type C1C2 with unprotonated E162) and 

simWu′ (panel b, wild-type C1C2 with protonated E162). (a) In simWu, a one-water bridge 

mediates interactions between E162 and D292, and the distance between E162 and D292 is 

5.1 ± 0.2 Å during the last 50 ns. (b) In simWp, D292 and the protonated E162 can either 

hydrogen-bond directly, resulting in the peak at ~4.5 Å, or interact via a one-water bridge, 

resulting in the shoulder from ~4.9 Å to ~5.4 Å. Additional data on the distance between E162 

and D292 in simulations performed here are summarized in S3 Fig. 
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The protonation state of E162 additionally had an impact on the dynamics of its interactions 

with the K132 side chain (Fig 3). For negatively charged E162, K132 hydrogen-bonded with 

either E162 or D292, or with both residues at the same time (S4 Fig). These dynamics of the 

interactions between K132 and the carboxylate counterions were associated with changes in the 

number of water molecules close to the retinal Schiff base region (Fig 3). In simulations with 

E162 negatively charged, an increase in the distance between K132 and D292 led to an 

increase of the number of water molecules in the active site and vice versa. 

To further assess the relationship between the K132–D292 distance and active site hydration, 

we computed the linear correlation between the distance that characterizes the K132–D292 

interaction and the number of active site water molecules within hydrogen-bonding distance of 

either the Schiff base or E162/D292. We found that the K132–D292 distance and the number of 

active site waters were strongly linearly correlated in simulations with unprotonated E162, with a 

linear correlation of ∼70 %. The high correlation persisted even in the absence of direct 

hydrogen bonding between K132 and D292. Protonation of E162 eliminated this correlation and 

was associated with the K132–E162 salt bridge being broken. Taken together, these analyses 

suggest that K132 helps to control the access of waters to the active site of C1C2. 

K132A alters internal water dynamics and protein hydrogen bonding 

K132, which is present in many of the ChR sequences(33), appears to be involved in important 

electrostatic interactions at the active site of ChR. K132 influences the effective charge of E162 

and D292(31) and affects the absorption maximum of the retinal (90). These observations are 

compatible with our computations above that indicated that the dynamics of the K132–D292 

distance correlates with the dynamics of water at the active site (Fig 3). 

To further probe the role of K132 in helping control the hydrogen-bond dynamics at the active 

site of C1C2, we used the crystal structure of C1C2(22) to model the K132A mutant, and we 

utilized MM simulations to evaluate the impact that the mutation would have on hydrogen 
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bonding at the active site of C1C2. We found that, when the K132 side chain was absent, R159 

on helix C, which initially faced the extracellular side, could orient itself towards the active site 

region and engage in largely stable interactions with E162 and D292, i.e. we could associate the 

K132A mutation with altered dynamics of interhelical hydrogen bonds in the extracellular half of 

C1C2, including the counterions E162 and D292 (S4 Table). 

Proton transfer pathways in all-trans C1C2 

The MM simulations summarized above indicate that the active site of C1C2 is characterized by 

the presence of a dynamic hydrogen-bonding network that includes the retinal Schiff base, 

protein side chains and water molecules. The retinal Schiff base can interact with a water 

molecule, with E162 or with D292, its preferred interaction partner depending to some extent on 

the protonation state of E162 (Table 3). For unprotonated E162, we observed persistent 

hydrogen bonding between E162 and the retinal Schiff base for monomer 1 of C1C2, which was 

associated with lower occupancies of water hydrogen bonding of the retinal Schiff base in both 

simWu and the repeat simWu′ (Table 3). 

 To characterize the energetics of proton transfer in all-trans C1C2, we pursued an 

exhaustive set of QM/MM computations, in which we studied the dynamics and calculated 

proton transfer pathways for conformations of wild-type C1C2 that were representative for the 

active site dynamics observed. To this effect, we performed PMF computations for proton 

transfer from the retinal Schiff base to E162 or to D292, either directly (Type 1, Fig 5a) or via one 

water molecule that acted as intermediate carrier for the proton (Type 2, Fig 5b). 

Fig 5. Illustrations of Proton Transfer. Proton transfer from the all-trans retinal Schiff base can 

occur via a direct jump or via an intermediate water molecule. The reaction coordinate D used for 

the proton transfer calculations is the difference between donor–hydrogen distance dDH and 

acceptor–hydrogen distance dAH. (a) In a Type 1 proton transfer pathway, the proton directly 

moves from the retinal Schiff base to either E162 or D292. (b) In a Type 2 proton transfer 
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pathway, the Schiff base proton is transferred to the carboxylate acceptor group via an 

intermediate water molecule. 

As starting point of our QM/MM proton transfer computations, we first used the last coordinate 

snapshot of the MM simulations simWu and simWp (Table 1) to perform 1 ns of QM/MM 

equilibration for each system. The occupancies of selected active site hydrogen bonds 

computed for these QM/MM simulations were mostly higher than in the corresponding MM 

simulations (Tables 3 and 4). We suggest that these differences in the occupancies of selected 

hydrogen bonds in MM vs QM/MM simulations are likely due to the fact that the QM/MM 

simulations, whose length is limited by the computational costs, provide an incomplete picture of 

the dynamics of the complex hydrogen-bonding network of C1C2. 

The equilibrated QM/MM simulations provided the starting point for the PMF computations of 

proton transfer. For simplicity, we denote as reactant state (R) structures in which the proton is 

located on the retinal Schiff base and as product state (P) structures in which the retinal Schiff 

base is deprotonated and E162 and/or D292 are protonated; structures at the energy barrier of 

the pathways are labelled as intermediates (I, Fig 6). The proton transfer computations 

performed are illustrated in Figs 6–10 and are summarized in Table 5. Given the large number of 

paths computed here (27 in total, see Table 5), we assigned a unique path number to each PMF 

proton transfer calculation. In all of our setups, proton transfer calculations via water (Pathway 

Type 2, Fig 5) resulted in the proton being transferred to D292 (Table 5). 

Fig 6. Proton Transfer in Wild-Type C1C2. We computed PMF profiles for direct (panel a, 

Paths 1–4) and water-mediated (panel b, Paths 5–8) proton transfer pathways with E162 

protonated (green curves) and unprotonated (black curves). PMF profiles computed for monomer 

1 and monomer 2 are plotted as solid and dashed lines, respectively. Illustrations R1, I1 and P1 

are reactant, intermediate and product states of the direct proton transfer pathway to D292, 

computed with E162 protonated in monomer 2 (panel a, green dashes). The red arrows in 

Illustrations R1 and I1 indicate the direction for proton transfer. Illustrations R2, I2 and P2 
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correspond to water-mediated proton transfer to D292 computed for monomer 2 with E162 

unprotonated (black dashes in panel b). 

Fig 7. Assessing the Influence of the Lipid and Water Environment on the Proton Transfer 

Energetics. We performed all computations for water-mediated proton transfer (Table 5). (a–b) 

PMF profiles computed for wild-type C1C2 and K132A with E162 unprotonated (a) and with E162 

protonated (b). The PMF profiles were computed for the setups illustrated in panels c–f, namely: 

full (solid black line), PROT (grey line), DRY (black dashes), K132A (solid magenta line) and 

K132A-DRY (magenta dashes). (c–f) Representative snapshots for PMF calculations for: wild-

type C1C2 with or without a lipid membrane (full/PROT, c); wild-type C1C2 with a lipid 

membrane, but with some active site waters removed (DRY, d); the K132A mutant in a lipid 

membrane (K132A, e); and K132A with a lipid membrane, but some active site waters removed 

(K132A-DRY, f). The corresponding path numbers are given in brackets (Table 5). Note that 

active site hydration, E162 protonation and the presence of the K132 side chain contribute to the 

stability of the proton on the retinal Schiff base. 

Fig 8. Assessing the Impact of the E162 Protonation on the Proton Transfer Energetics. We 

computed the PMF for water-mediated proton transfer to D292 in monomer 1 of wild-type C1C2 

in a hydrated lipid membrane environment (Table 5). We compared the PMF profiles of negatively 

charged E162 (full, solid black line, Path 5) to the PMF profile computed by first removing some 

of the active site water molecules (DRY, black dashes, Path 15) and the profile computed for the 

DRY setup, but with a proton added to E162 (DRY*, solid orange, Path 16). Note that, compared 

to computations with E162 unprotonated, adding a proton to E162 (DRY*) made the product state 

with neutral Schiff base and protonated D292 less favourable relative to the reactant state. 

Fig 9. Role of Water and Protein Electrostatic Interactions in the Stability of the Protonated 

Retinal Schiff Base of Resting State C1C2. (a) PMF profiles computed for direct proton transfer 

to D292 in wild-type C1C2 with unprotonated E162. We compare the PMF profiles computed for 

C1C2 in a hydrated lipid membrane environment (full, black line, Path 1 in Table 5), for C1C2 with 

lipids and bulk water removed (PROT, grey line, Path 9) and for C1C2 with all active site waters 
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removed (DRIER, dashed line, Path 13). (b) Testing the impact of the K132A mutation on proton 

transfer. We show PMF profiles computed for direct proton transfer to D292, when E162 is 

protonated. We compare PMF profiles computed for wild-type C1C2 in the full (solid black line, 

Path 4), the PROT (solid grey, Path 10) and the DRIER setups (black dashes, Path 14) to PMF 

profiles computed for the K132A mutant in the full (solid magenta, Path 18) and the DRIER setup 

(magenta dashes, Path 21). We note that, for direct proton transfer in K132A with unprotonated 

E162, pathway calculations did not converge and were not used in the analysis. 

Fig 10. Proton Transfer Calculations in the Crystal Structure Monomer of C1C2 in Vacuo. 

(a) PMF profiles for direct transfer of the Schiff base proton to D292. In the first step, we deleted 

w19 (Fig 1b) und considered the remaining crystal structure water molecules for the PMF 

calculations with E162 unprotonated (black dashes, Path 24 in Table 5) and protonated (green 

dashes, Path 25). In the second step, we used DOWSER to add three water molecules to the 

active site of the crystal structure. We then computed PMF profiles for E162 unprotonated (solid 

black, Path 26) and protonated (solid green, Path 27). (b) Proton transfer from E162 to D292. We 

performed PMF calculations for direct proton transfer from E162 to D292 in the C1C2 crystal 

structure without w19 (dashes) and in the crystal structure with DOWSER-added waters (solid 

line). In both of these PMF computations, the Schiff base was considered protonated. Note that 

adding waters makes the proton prefer staying on E162 instead of D292. 
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Table 5. List of Proton Transfer Pathways with their Respective Reaction Energies and Barrier 
Heights. 

Path 
Proton 

Transfer 
Final 

Acceptor 
Monomer 

E162 
Protonated 

Reaction 
Energy 

Barrier 
Height 

Wild type with membrane, active site waters present (full setup) 

1 direct E162 1 − 17.6 18.7 

2 direct D292 2 − 20.6 20.6 

3 direct D292 1 + 19.6 22.6 

4 direct D292 2 + 16.8 17.6 

5 via water D292 1 − 16.0 18.7 

6 via water D292 2 − 16.7 21.1 

7 via water D292 1 + 17.3 21.1 

8 via water D292 2 + 16.8 21.4 

Wild type without membrane, active site waters present (PROT setup) 

9 direct E162 1 − 17.7 19.5 

10 direct D292 2 + 15.5 16.3 

11 via water D292 1 − 16.1 17.6 

12 via water D292 2 + 17.4 21.1 

Wild type with membrane, all active site waters removed (DRIER setup) 

13 direct E162 1 − 12.5 13.5 

14 direct D292 2 + 19.8 19.9 

Wild type with membrane, single active site water kept (DRY setup) 

15 via water D292 1 − 11.4 16.5 

16 via water D292 2 + 15.7 19.7 

17 via water D292 1 + 19.8 20.8 

K132A with membrane, active site waters present (K132A setup) 

18 direct D292 2 + 16.6 18.6 

19 via water D292 1 − 10.0 15.8 

20 via water D292 2 + 15.2 20.9 

K132A with membrane, all active site waters removed (K132A-DRIER setup) 

21 direct D292 2 + 8.8 11.7 

K132A with membrane, single active site water kept (K132A-DRY setup) 

22 via water D292 1 − 6.6 16.1 

23 via water D292 2 + 8.8 13.9 

Wild type monomer in gas-phase, no active site waters (crystal setup) 

24 direct D292 — − 6.1 7.2 

25 direct D292 — + 17.9 18.1 

Wild type monomer in gas-phase, DOWSER-added waters (DOWSER setup) 

26 direct D292 — − 19.0 19.0 

27 direct D292 — + 17.9 19.4 

Reaction energies and barrier heights are given in kcal/mol and have been computed for C1C2 containing all-trans 

retinal. 

We found that proton transfer in wild-type C1C2, either direct or concerted via one water 

molecule, was associated with significant energy barriers of ∼18–23 kcal/mol and with 
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unfavourable reaction energies of ∼16–21 kcal/mol (Table 5, Fig 6); that is, the energetics of the 

PMF proton transfer pathways computed here was consistent with the notion that the protonated 

state of the retinal Schiff base is stable in all-trans C1C2. 

The PMF computations for the direct proton transfers tend to largely lack clear valleys for the 

free energy minimum of the product state (Table 5, Fig 6a). This could be interpreted to suggest 

that, in these direct paths, the active site of C1C2 might be driven into energetically unfavourable 

geometries, and that longer sampling might be necessary to allow groups from the active site to 

adjust to the altered protonation state. By contrast, all water-mediated proton transfer pathways 

(Table 5, Fig 6b), display similar values of their reaction energies, and clear minima for the 

product state. This suggests that our PMF computations for proton transfer via a mediating water 

molecule were overall well converged. 

A surprising observation from the PMF computations we performed was that, in simulation 

setups that include the hydrated lipid membrane environment of C1C2 (Fig 1a), the protonation 

state of E162 appeared to have had only a minor impact on the barrier for proton transfer. The 

water-mediated proton transfer pathways Path 6 (E162 unprotonated) and Path 7 (E162 

protonated) were associated with largely the same reaction energetics (Table 5). Likewise, the 

direct proton transfer pathways Paths 2 and 3 had largely similar energy barriers of 20.6–

22.6 kcal/mol (Table 5). 

Impact of the lipid and water environment on proton transfer energetics 

To derive further insight into the structural elements essential for the stability of the protonated 

state of the all-trans retinal Schiff base, we pursued PMF computations in which we probed the 

role of the lipid and water environment. For these tests we used monomer 1 of the wild-type 

C1C2 setup with unprotonated E162 (simWu in Table 1) and monomer 2 of the setup with 

protonated E162 (simWp in Table 1). For either protonation state of E162, we then computed 

PMF profiles for: (i) the PROT setup, in which we deleted the lipid membrane and considered 
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only the protein and water molecules within 5 Å of the protein (Fig 7a); (ii) the DRY setup, where 

we removed waters within 4 Å of the retinal Schiff base region, such that only a single water 

molecule close to the Schiff base remained (DRY, Fig 7b); and (iii) the DRY setup applied to 

K132A (K132A-DRY, Fig 7d). We compare these PMF profiles with the computations 

considering the full hydrated lipid membrane system for wild-type C1C2 (full, Fig 7a) and the 

K132A mutant (K132A, Fig 7c) 

Comparison of the energetics of pathways initiated from reactant states that were the same 

except for the presence or absence of the lipid environment suggests that the lipid membrane 

has only a minor influence on the energetics of proton transfer from the Schiff base to the nearby 

carboxylate groups: Contrasting Path 1 with 9, Path 4 with 10, Path 5 with 11 and Path 8 with 

12, we see that the effect that removing the lipid membrane environment has on the 

corresponding path energetics is within 1 kcal/mol (Table 5, Fig 7f). Such a small impact of lipids 

on the proton transfer energetics could be due to the fact that the proton transfer site is located 

close to the centre of the hydrophobic core of the lipid membrane (Fig 1a). 

The PMF computations for water-mediated proton transfer in the absence of active site water 

other than the water closest to the Schiff base (Fig 7b) indicated that removal of waters from the 

active site leads to significantly lower reaction energies and energy barriers, when both E162 

and D292 are negatively charged. In the case of Path 5 compared to Path 15, the energy barrier 

and reaction energy were lowered by 2.2 kcal/mol and 4.6 kcal/mol, respectively (Table 5, Fig 

7e). The effect of removing waters from the active site is less pronounced when E162 is 

protonated, where the energy barrier decreased by 0.6 kcal/mol and the reaction energy 

increased by 3 kcal/mol (see Path 8 vs 17 in Table 5 and Fig 7f). 

The computations above, on which water-mediated proton transfer was computed in the 

presence of a single active site water (Fig 7b), indicated that the energetics of Schiff base proton 

transfer is influenced significantly by waters hydrogen-bonding to the counterions. To further 
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dissect the role of waters in Schiff base proton transfer, we performed PMF computations for 

direct proton transfer in which we first removed all waters within 4 Å of the Schiff base, E162 and 

D292, i.e. we also removed the water molecule that can hydrogen-bond to the retinal Schiff 

base. Comparison of Paths 1 and 13 indicated that, relative to the full setup (Path 1), the 

reaction energy and energy barrier for direct proton transfer to the negatively charged E162 

were ~5 kcal/mol lower, when active site waters were removed (Table 5, Fig 9a). For protonated 

E162, removing all active site water had a smaller impact on the proton transfer energetics: 

Comparing Path 4 and Path 14, we see that the reaction energy and the energy barrier 

increased by 3.0 kcal/mol and 2.3 kcal/mol, respectively. 

To further test the impact of E162 protonation, we started from the DRY setup with 

unprotonated E162 for water-mediated proton transfer (Path 15) and changed the protonation 

state of E162 by placing on its carboxylate group a proton, which had been added to the system 

(Path 16). We then recalculated the PMF profile using this new setup (DRY*). Protonating E162 

completely negated the effect of the dehydration and increased the barrier height and reaction 

energy to 19.7 kcal/mol and 15.7 kcal/mol, respectively (Table 5, Fig 8). The results of this 

protonation test were added evidence for the strong stabilizing effect protonation of E162 has on 

the Schiff base proton. 

K132 as an important determinant of proton transfer energetics 

The PMF results summarized above indicated that the protein and water environment largely 

stabilize the protonated state of the all-trans retinal Schiff base, such that proton transfer is 

energetically prohibitive. The analysis of the MM simulations (Fig 3 and S1–3 Tables) indicated 

that K132 has complex hydrogen-bond dynamics, where it always hydrogen-bonds with water 

and where it further samples hydrogen bonds with E136, E162 and D292. We reasoned that 

these interactions could affect the energetics of proton transfer to E162 or D292, and 

consequently, studied the dynamics of the K132A mutant with MM simulations.  
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The overall structure of the K132A mutant, as indicated by the Cα RMSD profile, is largely 

stable (S1 Fig), i.e. at least on the timescale of our simulations, the mutation does not appear 

associated with large structural rearrangements of the protein. Important details of the active site 

geometry were, however, altered by the mutation. When E162 was negatively charged it 

favoured interactions with R159, and R159 could additionally hydrogen-bond to D292, E136 or 

H288 (S1, S2 and S4 Tables). In wild-type C1C2, R159 mainly interacted with water (S4 Table). 

In K132A simulations with E162 protonated, E162 hydrogen-bonded to water and N297, 

whereas the occupancies of hydrogen bonds to D292 and R159 were small.  

As discussed above for wild-type C1C2, we used the equilibrated MM simulations of K132A 

to perform QM/MM MD simulations followed by PMF computations for proton transfer. We found 

that the mutation lowered significantly the energetic penalty for water-mediated proton transfer 

when E162 was negatively charged. Path 19, computed for the K132A mutant, had an energy 

barrier and a reaction energy of 2.9 kcal/mol and 6.0 kcal/mol, respectively, smaller than the 

corresponding Path 5 computed for wild-type C1C2 (Fig 7e). Removing the water molecules 

from inside the Schiff base region of the K132A setup (K132A-DRY, Fig 7d) led to an additional 

decrease in reaction energy by 3.4 kcal/mol to 6.6 kcal/mol (see Path 22 in Table 5, Fig 7e, 

compare to Path 5 for wild-type C1C2). 

When E162 is protonated, the effect of the K132A mutation on the energetics of water-

mediated proton transfer to D292 was mild—within ~1 kcal/mol (compare Paths 8 and 20 in 

Table 5, see also Fig 7f). This result is compatible with the PMF computation for direct proton 

transfer in K132A with protonated E162, for which we note that the energy barrier increased by 

1.0 kcal/mol and the reaction energy remained the same as computed for wild-type C1C2 

(compare Paths 4 and 18 in Table 5, see Fig 9b). 

Removing waters from the active site of K132A can alter drastically the energetics of proton 

transfer. The reaction energy and energy barrier for water-mediated proton transfer computed 

202 PAPERS



28 
 

for the K132A mutant with the DRY setup and protonated E162 were 8.8 kcal/mol and 

13.9 kcal/mol, respectively (Path 23 in Table 5, Fig 7e–f); these energy values were ~6–

7 kcal/mol lower than for the corresponding Path 20. Similarly, the direct proton transfer to D292 

computed with protonated E162 and all active site waters removed (Path 21, K132A-DRIER) 

had its reaction energy and energy barrier ~7–8 kcal/mol lower than the corresponding Path 18 

for K132A with full internal hydration.  

Based on the computations discussed above, we conclude that K132 and active site waters 

help stabilize the protonated state of the all-trans retinal Schiff base. The stabilizing effect of the 

positively charged K132 side chain depends on the protonation state of E162. For unprotonated 

E162, the absence of K132 and a dehydrated Schiff base region were associated with the 

energetic penalty for proton transfer decreasing by ~10 kcal/mol. For protonated E162, removal 

of active site waters or the K132A mutation had milder effects on the proton transfer energetics, 

but, in the absence of both active site waters and of the K132 side chain, the reaction energy 

decreased by 8.0 kcal/mol. Consequently, to effectively stabilize the Schiff base proton, a 

protonated E162 seems to need at least either the K132 side chain or active site water 

molecules to bridge the interaction between E162 and D292.  

Proton transfer in the crystal structure 

The computations presented here support an important role of water molecules as determinants 

of the proton transfer energetics. As an independent test of the effect of water on the proton 

transfer energetics, we performed an additional set of PMF computations for an isolated 

monomer of C1C2 starting from the crystal structure (PDB ID: 3UG9(22)). These tests were 

performed for direct proton transfer using D292 as acceptor, and we considered protonated and 

unprotonated E162. For either protonation state of E162, we performed computations in which 

we used two different setups for the internal water molecules: In the first one (crystal), we 

removed the single crystal water that was located close to the Schiff base region (w19 in Fig 1b); 
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in the second one (DOWSER), we considered all crystal structure waters and used 

DOWSER(82, 83) to add three water molecules close to the active site. Results of these test 

PMF computations are summarized in Table 5 (Paths 24–27). 

In the crystal system with unprotonated E162, the barrier height and reaction energy were 

7.2 kcal/mol and 6.1 kcal/mol, respectively (Path 24 in Table 5, Fig 10a). For protonated E162, 

the energy barrier was 18.1 kcal/mol and is followed by a shallow minimum with a reaction 

energy of 17.9 kcal/mol (Path 25 in Table 5, Fig 10a). The DOWSER setups gave similar results 

for both unprotonated and protonated E162 and had energy barriers of ∼19 kcal/mol and 

reaction energies of 19.0 kcal/mol and 17.9 kcal/mol for unprotonated and protonated E162, 

respectively (Path 26 and 27 in Table 5, Fig 10a). 

As an additional test for the crystal structure with protonated E162, we performed a PMF 

computation for proton transfer from E162 to D292. For the crystal system, we found that proton 

transfer was favourable, with an energy barrier of 0.1 kcal/mol and a reaction energy of 

−2.2 kcal/mol; that is, a protonated D292 was more favourable than a protonated E162 (10b). 

Once water molecules were added with DOWSER, however, proton transfer from E162 to D292 

had a barrier height of 3.5 kcal/mol and a reaction energy of 1.7 kcal/mol (10b), that is, the 

crystal structure with added water molecules favours a protonated E162 over D292. These test 

computations further support our proposal that water molecules can largely shape the energetics 

of proton transfer in the active site of C1C2. 

Overall, the results of the crystal computations were compatible with the results on the effect 

of water molecules on the proton transfer energetics computed for the wild type and K132A in 

hydrated lipid membrane environments: Active site water molecules have a pronounced impact 

on the energetics of proton transfers computed for negatively charged E162 and only a mild 

effect on paths computed for neutral E162. 
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Conclusions 

The reaction cycles of retinal proteins involve proton transfer reactions that couple to the 

dynamics of the protein environment and internal water molecules. A fundamental aspect 

common to these proteins is the need to control the protonation state of the Schiff base of their 

retinal chromophore (35). An overall productive reaction cycle requires proper timing of the 

proton transfer reactions and protein conformational changes that might be required, for 

example, to ensure proper accessibility of water to the interior of the protein. Computations with 

isolated model compounds indicated that the proton affinities of retinal Schiff base and acetate 

models strongly favour the deprotonated retinal state(54, 55). The structure of the retinal binding 

pocket of ChRs, with its direct hydrogen bonds between the protonated retinal Schiff base and 

the carboxylate counterion(s)(22, 24) (Fig 1b), raises the important question of how the protein 

environment ensures stability of the protonated retinal Schiff base state. We addressed this 

question by performing systematic computations of proton transfer pathways using a QM/MM 

description of C1C2 in a hydrated lipid membrane environment. We performed independent 

computations with unprotonated and protonated E162, because the protonation state of the 

active site glutamate in ChRs has been controversial(17, 19, 22, 30). 

Proton transfer from the all-trans retinal Schiff base to a nearby carboxylate group may occur 

via a direct jump of the proton or via a water molecule (29). The energetics of the proton transfer 

pathways is influenced significantly by the relative orientation of the proton donor and acceptor 

groups and their water interactions(27, 28, 36, 55, 87, 91), as well as by protein flexibility(40) 

and by the protein electrostatic environment (54, 92, 93). 

We accounted for the dynamics of the protein and water interactions by performing an 

exhaustive set of 27 PMF computations on C1C2 at room temperature, in which we considered 

both the direct and water-mediated proton transfers (Table 5). The ensemble of these 

computations indicates that the protonated state of the retinal Schiff base is energetically 
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favourable in all-trans C1C2 and that transfer of the proton from the retinal Schiff base to E162 

or D292 is associated with a significant energy penalty of ~16 kcal/mol in the lowest-energy 

water-mediated pathway (Table 5, Fig 6). 

The high energetic cost of proton transfer from the retinal Schiff base to D292 in wild-type 

C1C2 ensures that the protein avoids unproductive deprotonation of the Schiff base prior to 

photoisomerization. Since the energetics of proton transfer computed without a protein 

environment strongly favours the transfer of the proton from the retinal Schiff base to a nearby 

carboxylate side chain(54, 94), the important question that arises is that of the molecular 

interactions that stabilize the protonated retinal Schiff base state in all-trans C1C2. We 

addressed this question by calculating proton transfer pathways for the wild type and for the 

K132A mutant using different amounts of active site water molecules, different protonation states 

of E162 and performing our computations with and without a lipid membrane. 

We found that, for negatively charged E162, hydration of the Schiff base region contributes 

largely to the stability of the protonated Schiff base state. Removing water molecules from the 

vicinity of the retinal active site lowered the reaction energy for water-mediated proton transfer 

by ~5 kcal/mol (compare Paths 5 and 15 in Table 5). In the crystal structure of C1C2(22), which 

resolves only one water molecule close to the counterion carboxylates (Fig 1b), we find that 

adding water increases the energetics for Schiff base deprotonation by ~13 kcal/mol (Paths 24 

and 26, Table 5). 

The observation that active site water interactions are essential for the stability of the 

protonated retinal Schiff base in C1C2 is compatible with previous work on retinal proteins (25, 

27, 55); while the observation that the active site of C1C2 contains more water molecules than 

indicated by the crystal structure(22) is compatible with previous experiments (19) and 

computations(95, 96). Water molecules that we found to be important for the energetics of 

proton transfer had entered the active site region during the simulations (Fig 2). This fact 
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highlights the importance of sampling the dynamics of membrane proteins in fluid, hydrated lipid 

environments. 

The impact of waters on the energetics of proton transfer from the retinal Schiff base to D292 

appears to depend on the protonation state of E162. In the crystal structure with protonated 

E162, proton transfer to D292 is 12 kcal/mol less favourable than for negatively charged E162, 

and the energetics remain largely the same, when water is added (Paths 25–27 in Table 5). 

Likewise, in membrane-embedded C1C2 with protonated E162, removing waters from the 

vicinity of the active site shifts the reaction energy by only ~3 kcal/mol (Paths 8 and 17 in Table 

5). Changing the protonation state of E162 alters the intermolecular interactions at the active 

site, which in return might explain the impact of the E162 protonation state on the extent to 

which waters can influence the energetics of proton transfer (Figs 7, 9 and 10). 

Our simulations showed that K132 has a strong effect on the proton transfer energetics in 

C1C2. For negatively charged E162 in K132A, the reaction energy for water-mediated 

deprotonation of the retinal Schiff base to D292 is 10.0 kcal/mol, which is ~6 kcal/mol less than 

in wild-type C1C2 (Paths 19 and 5, respectively, in Table 5). The significant role of K132 on the 

stability of the retinal Schiff base appears associated with its interactions with E162. In contrast 

to the significantly changed proton transfer energetics in K132A with negatively charged E162 

(Fig 7), in the presence of protonated E162, the effect of the mutation is within 2 kcal/mol (Paths 

8 and 20 in Table 5). Taken together with the significant conservation of K132 in sequences of 

ChRs(33) and experimental data indicating a role of K132 in controlling the charge of the 

counterion groups (31), the PMF computations presented here suggest that K132 is an essential 

determinant of the energetics of proton transfer in ChRs. 

The approach used here, whereby we sampled the conformational dynamics of C1C2 and 

performed PMF computations on membrane-embedded C1C2 at room temperature, allows us to 

account explicitly for motions of the protein and its environment. In the future, we envision that 
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such a setup could be used to perform proton transfer calculations at the proton uptake and 

release sites of ChR, and thus study proton transfer at the interface between proteins and lipid 

membranes. 
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Supporting information 

S1 Fig. RMSD of the Backbone Cα Atoms of C1C2. (a) RMSD profile for wild-type C1C2 with 

unprotonated E162 (simWu). The RMSD computed from the last 50 ns of simWu is 2.6 ± 0.1 Å for the full 

protein (dark green), as compared to 1.1 ± 0.1 Å and 3.7 ± 0.2 Å for the α-helical regions (dark purple) and 

loops (dark slate grey), respectively. (b) RMSD profile for the K132A mutant simulation with unprotonated 

E162 (simMu). (c) RMSD profile for wild-type C1C2 with protonated E162 (simWp). (d) RMSD profile for 
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K132 with protonated E162 (simMp). Results from the corresponding repeat simulations are shown in 

brighter colours. 

S2 Fig. Water inside the Schiff Base Region in Simulations of Wild-Type C1C2 with Unprotonated 

(simWu) and Protonated E162 (simWp). The number of water molecules hydrogen-bonding to the Schiff 

base or the side chains of E162 or D292 is shown in blue and the distance between NZ of K132 and CG 

of D292 is shown in red. (a, d) Data from the repeat simulation of wild-type C1C2 with unprotonated E162 

for monomer 1 (a) and monomer 2 (d). (b, e) Data from the simulation with protonated E162 (simWp). (c, 

f) Data from the repeat simulation of wild-type C1C2 with protonated E162 (simWp′). 

S3 Fig. Violin Plots of the Distance between CD of E162 and CG of D292. Violin plots have been 

calculated for the last 50 ns of each simulation, with simulations labels according to Table 1. The inlayed 

box-and-whiskers plots indicate the 5th, 25th, 50th, 75th and 95th percentile. 

S4 Fig. Interactions between K132 and the Counterions E162/D292. (a) K132 hydrogen-bonding to 

both E162 and D292. (b) K132 hydrogen-bonding to a single counterion (E162) only. 

S1 Table. Hydrogen Bonding Partners of the E162 carboxyl(ate). Percentages have been computed for 

the last 50 ns of the MM simulations. For clarity, only percentages >3 % are shown. A prime symbol indicates repeat 

simulations. 

S2 Table. Hydrogen Bonding Partners of the D292 Carboxyl(ate). Percentages have been computed for 

the last 50 ns of the MM simulations. For clarity, only percentages >3 % are shown. A prime symbol indicates repeat 

simulations. 

S3 Table. Hydrogen Bonding Partners of the K132 Ammonium Group. Percentages have been computed 

for the last 50 ns of the MM simulations. For clarity, only percentages >3 % are shown. A prime symbol indicates 

repeat simulations. 

S4 Table. Hydrogen Bonding Partners of the R159 Side Chain Amine and Imine Groups. Percentages 

have been computed for the last 50 ns of the MM simulations. For clarity, only percentages >3 % are shown. A prime 

symbol indicates repeat simulations. 
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