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Introduction

The main challenge of the 21st century is the solution of thedg energy problem. Amazingly in every
hour more solar energy hits the surface of the earth, thahuhman population of the earth consumes in
one year. The direct conversion from light energy to eleariergy (photovoltaics) unfortunately has a
relatively low energy efficiency (6 % to 18 %), and the coniamdl solar cells are relatively expensive
due to the high production effort. A cheaper alternativehi® silicon photovoltaics might be organic
solar cells in the future. The process with nearly 100 % quangfficiency is the approach used by
plants, bacteria and algae. Although it still might be a levay to a technical adaptation of photosyn-
thesig, it is a fascinating process, created and optimized by &eolwver more than 2 billion years.
In photosynthesis energy from the sunlight is converted to

chemical energy (Fig 1). The photons of the sunlight are

absorbed by so-called antenna pigments (chlorophylls, bac ~
teriochlorophylls and carotenoids) and the excitation en- un \ ,
ergy is transferred to the photosynthetic reaction center, ‘

where transmembrane charge transfer reactions are driven. hv ’ @0
In the oxygenic photosynthesis water is used as an electron /:O
source and the electron transfer is accompanied by proton ; 2
gradients, which drive the production of ATP (Adenosine ‘ o
triphosphate), the universal energy currency, from ADP O, j — @0

(Adenosine diphosphate). In this way light energy is con-

verted to chemical energy. As a by-product of the water-

fission, oxygen is released, which forms a basis of our life.

The oxygenic photosynthesis is performed by higher plants, T CeH1206
H,O

algae and cyanobacteria. The water splitting of oxygenic (Glucose)
photosynthesis requires a relatively high redox potential

which is achieved with two reaction centers connected in ‘ "’Q

series. These two reaction centers are called photosystem | ’ &D&

and Il (PSI and PSII). Both photosystems receive energy
from antenna pigments or from direct optical excitation.

PSIl is the first one in the serial connection and it is the
water splitting part while PSl is the second part and the one
where the proton gradient drives the NADP+ to NADPH synthedihe well known overall reaction
scheme for the oxygenic photosynthesis reads:

Figure 1:Cartoon of photosynthesis.

6 COy +12 HyO ™. Cg Hiy Og +6 Oy 1)

wherehv is the energy of a photon with frequeneyandh is Planck’s constant an@s H15 Og is the

The quantum efficiency is the fraction of absorbed photoas ¢émgage in photochemistry. The energy efficiency is a
measure of how much energy in the absorbed photons is sterglteaical products. In photosynthesis about a fourth of the
energy of each photon is stored, hence the energy efficisranpund 25 % [1]. .

20w, phos =light, otvfeois, synthesis = composition.
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chemical formula for glucose. Another, in the sense of dimiuolder process, is the anoxygenic pho-
tosynthesis, performed by anaerobic bacteria, such as grefer bacteria. In contrast to the organisms
performing oxygenic photosynthesis, they have only oneti@a center. It is called bacterial reaction
center (bRC) and is structurally similar to PSI. It is ablexidize hydrogen sulfideH.S) and similar
compounds. Its overall reaction scheme reads:

COs +2 HyS ™ CHL0 + 28 + Hy0 )

whereC H-O is the chemical formula of formaldehyde. Although the olleseheme of the primary
photosynthetic reaction is well understood, the molecuiachanisms are still unclear in many cases. A
combined approach by high-resolution structure detertiginaoptical spectroscopy and theory is nec-
essary to understand the building principles of photostittsystems and how function and structure of
these nano-machines are related. This progress waseditigt the first high-resolution X-ray structure
(2.8 A) determination of a photosynthetic pigment-proteamplex by Fenna and Matthews in 1975 [2].
In 1988 the Nobel Prize in chemistry was awarded to Deisarhbluber and Michel for the determina-
tion of the first three-dimensional structure of a photosgtit reaction center [3], namely the reaction
center of the purpur bacterihodopseudomonas virigiwhich performs anoxygenic photosynthesis.

3The ability to convert light energy into chemical energy ibuge advantage in evolution. Photosynthesis came up very
early in the history of life on earth, which began around 3lkob years ago. Oxygenic photosynthesis arose appraein2
billion years ago, as geological evidence suggests. Arenxiggphotosynthesis came up even earlier.



Chapter 1

Photosynthetic Pigment — Protein
Complexes

The first step of photosynthesis is the capture of
light by a grid of protein bound pigments. The
pigment-protein complexes are therefore term
light-harvesting complexes or antenna complexes.

In 1932 Emerson and Arnold [4] estimated
from experiments investigating the oxygen pro-
duction efficiency of algae that only a tiny frac-
tional amount (less than 0.05 %) of the pigments
contributes directly to the photochemical reac-
tions. Antenna pigments transfer excitation en-
ergy with high quantum yield to the reaction ce
ters, where it is used to drive charge transfer ¢
more generally, to drive chemical reactions, whig
store the light energy in chemical form. To cha
nel the excitation energy flow in a defined dire(if. . ) _

. S . Figure 1.1: Antennas collect signal of low density and
tion, there has to be an energetic sink, i.e., P95 hcentrate it on a central acceptor

ments in the target region must have lower absorp- '

tion energies than the initially excited pigments.

Unfortunately, the idea of energy transfer in analogy ofewéibwing downhill is too simple. A precon-
dition for energy transfer is the existence of excitonicpmngs, due to Coulomb interactions, between
local excited states. These couplings cause the excitegssththe pigment-protein complex to be de-
localized, i.e., the exciton state wave function contaiostiibutions of a number of pigments of the
complex. Adjusted energy transport follows from energeglexation, transferring population between
exciton states of different spatial extends. Because ther ldepends crucially on excitonic couplings
and local transition energies, also the excitation enayster of the light harvesting system depends
on them.

The pioneering work of biochemists and crystallographexrs esulted in high resolution crystal
structure data of membrane proteins of astonishing sizeitong some ten thousands of atoms. Among
the largest pigment-protein complexes are those of phstesy| [5] and photosystem 1l [6, 7]. These
structures open the way for an understanding of the molemaghanisms of complex reaction schemes
like light-harvesting and primary charge separation intpygnthesis. A challenging question that should
eventually be answered with these structures is how ptinceed in functionalizing the same type of
cofactor in different ways. Whereas chlorophylls act abtligarvesting pigments in the antennae, they
perform charge transfer in the reaction center. Cleargyjriter-pigment distances are important, but also
the tuning of the optical and electrochemical propertiethefpigments by their protein environments.
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{ 4 Phytol chain

g

’\,\ O Charge

Separation I N

Figure 1.2: (Lef) Cartoon of excitation energy transfer: Initially excitat event and the subsequent energy
transfer to the reaction center, where the charge sepatates place.Righf) Sketch of a BCd molecule (the
phytyl chain is truncated at the marked position in the figuBmlor code: Magnesiumgreen Oxygenred, Carbon
grey, Nitrogenblue The four Nitrogen atoms are labeled according to the stahatamenclature.

The underlying molecular mechanisms are far from being rgtded, even for small proteins. For
the latter, there is a chance to obtain the relevant infdonmadbout the local optical properties (site
energies) of cofactors by a fit of optical spectra. These fitwige a critical test for any method that
uses a direct calculation based on the structural data. Aortant system in this respect is the FMO
protein [8, 9] which acts as a mediator of excitation energyMeen the outer antenna system, i. e., the
chlorosomes [10], and the reaction center complex [11].

1.1 Pigments

The most important photosynthetic pigments are chlord@hyChla), occurring in green plants, oxygen
producing algae and cyanobacteria, and bacteriochlooph§BChla), occurring in anaerobic bacteria.
The name chlorophyll is derived from Greeshloros= green andghyllon = leaf. Chh absorbs most
strongly in the blue and red, but poorly in the green part efeékectromagnetic spectrum. This is the
origin of the green color of chlorophyll containing tissuiés plant leaves.

(Bacterio)chlorophyll is a chlorin pigment, which is sttui@lly similar to other porphyrin pigments
such as heme, appearing for instance in hemoglobin, theemxgrgnsporting metallo-protein in red
blood cells. In the case of Chl/BChl, at the center of the thldng a magnesium ion is located (Fig
1.2,right), in contrast to an iron ion in the case of heme. The chlorig dan have several different side
chains, usually including a long phytythain.

There are a few different forms that occur naturally: in af/gen producing organisms Ghlis
present, furthermore Chlin higher plants and green algae, €l various algae [12] and Cttlin
Acaryochloris maring13].

BChla is present in most anoxygenic bacteria, B&Chi purple bacteria, BChlandd in green
bacteria, BChe in brown bacteria and BCglin heliobacteria [12]. These pigments absorb at different
energies to increase the absorption cross section andntodorenergy funnel for the transition energy
from the antenna pigments towards the reaction center.t€als contribute to the stability of pigment-
protein complexes, are also able to act as photo protectoguenching of chlorophyll triplet states,
i.e., they prevent formation of destructive singlet oxygand participate in light harvesting [14, 15].
Bacteriochlorophyll and chlorophyll pigmenits vivo are protein bound. Depending on their function,

IPhytyl is a natural linear diterpene alcohol. It is an oitydid that is nearly insoluble in water, but soluble in mostastic
solvents. Its chemical formula 820 H400.
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their optical spectra can differ substantially from tho§éhe isolated molecules in solution.

The reaction center, where the charge separation takes, ptacomposed either of Ghl (higher
plants, algae, cyanobacteria) or B&h{anoxygenic bacteria). However, the major part of Chis/BCh
(more than 99.5 %) acts as light absorbing antennas, furnelicitation energy to the reaction center.
The antenna pigments serve to increase the absorptionsgoisn of the RC.

1.1.1 Electronic Structure

Chlorophyll a Bacteriochlorophyll a

phytyl chain phytyl chain

Figure 1.3: Chlorophylla (left) and Bacteriochlorophyth (right). The gray areas mark the cyclicelectron
system. The ellipses mark the positions whereaCitid BChé differ. Figure (except ellipses) from Hanson [16].

The optical properties of pigments are determined by theneldd conjugated-electron systems
of the tetrapyrrolé ring system. The strong optical transitions of Chl and BQ#l due tor — 7*
transitions.

According to the four-orbital model of Gouterman [17] thetiogl transitions of Chls/BChls arise
from linear combinations of one electron promotions betwie two highest occupied (HOMO-1 and
HOMO) and the two lowest unoccupied (LUMO and LUMO+i-)molecular orbitals. Gouterman ex-
plained the orthogonally polarized Q-bandg (3:) and Q (S2) of the optical spectra as subtractive
combination of the one electron promotion, while an addittombination defines the high energetic
Soret band. The electronic-system of Chls/BChlis can be thought as a disturbed idaalpygtrole -
system. The destabilization of thesystem arises from the saturation of pyrrol rings (ring & €hl,
and rings Il and IV in the case of BChls). By this saturatiomithitial degeneracy of the two one-electron
promotions is destroyed, and a gain of oscillator stren§the subtractive combination at the expense
of the additive is induced. Actually the observeg-tansition of BChl is stronger than that of éhl
Furthermore, the four orbital model is also capable to emglze red shift of the Qtransition. With the
help of quantum chemical calculations [16] it was possibledrify Gouterman’s model, also for triplet
states, which arise (according to Gouterman) from HOMQ@UMO transitions. For CHd, the energy
of the first triplet statd; is below the lowest excited singlet () -state.

Tetrapyrroles are compounds containing four pyrrole rin@yrrole is an aromatic organic compound, arranged in a
pentagon with the chemical formuday Hs N.

®In Knox & Spring [18] the following vacuum dipole strengthE@y transitions in Chl/BChl were determined. B@hl
37.1 D, Chla: 21.0 %, Chib: 14.7 .
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Vacuum Transition Energy Site Energy
Vacuum W
n. J

Pigment Protein

E AE1
@ AEo T Eio— AE1 + AEo

Figure 1.4:The vacuum transition energy of a pigment is changed by tba jorotein environment to its local
transition energydite energy.

1.1.2 Influence of the Environment

Pigments that are located in pigment protein complexes bhifed transition energies. These shifts
have two origins: (i) the Coulomb interaction between pigteeand (ii) the interaction with the protein

surrounding. The change in transition energy caused by théo@b interactions between transition

densities of the pigments is termed excitonic shift. Toead#htiate these excitonic shifts from shifts
induced by the individual protein surrounding, the tesite energiess introduced. The site energies

are the transition energies of pigments in their local pnoggvironment, assuming vanishing excitonic
couplings. Site energies can not directly be measuredusedae excitonic couplings cannot be turned
off during the measurement. The site energies are sensiticearged amino acid groups, hydrogen
bonds, Mg-ligation and deformation of the pigment macréeyc

1.2 Proteins

The word protein originates from the Greekwros (protog, which meansof primary importance
These molecules were first described and entitled by the iStwvetlemist Jons Jakob Berzelius in 1838.
However, the central role of proteins in organisms was nibt acknowledged until 1926, when James
B. Sumner showed that the enzynmeasewas a protein [19]. The first protein sequence was determined
for insulin, by Frederick Sanger, who achieved the Chemistry NobekRniZ958 for his work on the
structure of proteins, especially that of insulin. The finsitein structures were determined in 1958 for
hemoglobin by Max Perutz [20] and myoglobin by Sir John Cowdéendrew [21], by X-ray diffraction
analysis. To both scientists the 1962 Nobel Prize in Cheynghs awarded for these investigations.
Proteins are large organic compounds composed of amine.dldiet amino acids form linear chains
and are connected by peptide bonds between the carboxyhaind groups of neighboring amino acid
residues. The amino acid sequence of a protein is deterntipexigene and encoded in the genetic
code. Although the genetic code specifies only 20 naturahamacids, a large variety of proteins with
many specific functions appear in nature. A still unsolvazbpegm is the prediction of protein structures,
based on the protein sequence. Reliable structure pauistould be extremely beneficial, because the
determination of the sequence is relatively easy, whilectiistallization, which is a precondition for the
X-ray structure analysis, is a very difficult and time congugrprocess, as well as the X-ray analysis.
For small proteins molecular dynamics is a suitable andessfal structure prediction method, for large
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proteins due to calculation effort, other methods like aknetworks have to be enhanced.

In photosynthetic antennas, pigments are attached to tieiprwhich often has been called a scaf-
fold which holds the pigments in a proper position. But thet@in part of pigment protein complexes is
much more than only a static scaffold, it also accepts theesgpraergy that is dispensed during excitation
relaxation and its fast dynamics (in comparison to typiqatical transition times) is important for the
energy transfer through the antenna pigments towards Hwtioa center. The slow dynamics of the
protein causes static disorder of the site energies: thesirgies fluctuate slowly (compared to the op-
tical transition times) around their mean value, hence lis®®ption lines are broadened. Such a thermal
broadening can typically be described by a Gaussian disiwito function and is termed inhomogeneous
line width.

1.3 The FMO Complex of Green Sulfur Bacteria

Figure 1.5:(Left) Sketch of the FMO trimer, the symmetry axis is perpendictdahe paper plane.Gente)
FMO trimer with the symmetry axis in the paper plane. One nmogiois highlighted and numbered according to
Fenna & Matthews [2].Righf) Sketch of the mutual arrangement of the FMO complex anddhetion center, as
obtained from an electron-microscopic study [11, 22]. THerdgation of the FMO complex is the same as in the
Center

The Fenna-Matthews-Olson (FMO) protein, is a water solgbl@plex and was the first pigment-
protein complex that could be crystallized and analyzed byayspectroscopy in 1975 by Fenna &
Matthews [2]. Meanwhile the resolution of the electron dignmeap has been refined to 1.9 A by Tronrud
et al. [23] for the FMO complex oProsthecochloris aestuarind to 2.2 A for the structure @hloro-
bium tepidunby Li et al.[24]. The structure of the FMO complex has a 3-fold rotati@ymmetry, i.e.,
it is a trimer (Fig 1.5Jeft). Each of the three monomers contains seven BGhblecules, as shown in
Fig 1.5 cente). The BCha molecules are bound to the protein by ligation of their cantragnesium
atom to histidine, leucine or water bridged oxygen atomse diiginal numbering (Fig 1.5ente) of
the BChls, chosen by Fenna & Matthews, is used throughositithik. The FMO complex appears in
green sulfur bacteria and mediates the transfers of eixcitanergy between the chlorosorfieshich
are the main light-harvesting antennae of green sulfurdbagtand the membrane-embedded bacterial
reaction center (Fig 1.5ight) and Fig 1.6). This energy transfer from the antennas tod&etion center
is controlled by the protein with systematic changes of twall optical transition energies (site ener-
gies) of the pigments. The determination of these site é®rgas a problem with partly contradictory
solutions for about 30 years.

The FMO-complex of green sulfur bacteria represents an itappmodel protein for the study of
elementary pigment-protein couplings, because it is orthesimplest antenna protein complexes, ap-

“Large photosynthetic antenna complex found in green sblisteria. They are ellipsoidal bodies, their length is acbu
100 to 200 nm, width of 50 to 100 nm and height of 15 to 30 nm. Tdmreymostly composed of BCht,(d, or €) with small
amounts of carotenoids and quinones surrounded by a giédtmonolayer.
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Figure 1.6:Schematic representation of the location of the FMO prdtethe photosynthetic apparatus of green
sulfur bacteria according to the most recent models [10,Ri§lure created by Frank Miih [26].

pearing in nature. Furthermore the resolution of 1.9 A [83hie highest resolution achieved so far for a
pigment-protein complex, and there are many spectrosagtaavailable from various experiments.

Methods developed on the relatively simple FMO protein dllapplied to more complex systems,
like photosystem 1.

1.4 The Photosystem | of Green Plants

Figure 1.7:(Lefi) Sketch of the monomeric PSI complex 8f elongatussight nearly parallel to the thylakoid
membrane, in grey the protein is shown while the six core derypigments are coloredCénte) Details of the
six core complex pigmentsR{gh?) Spatial arrangement of all 96 pigments of one monomeriair§!

The conversion from light energy to chemical energy in @agreen algae and cyanobacteria is
driven by two cooperating large pigment protein complexesnely photosystem | and II, which are
both located in the thylakoid membrane, Fig 1.8.

The concept of the existence of two photosystems came ugilath 1950s to explain the so-called
Emerson-Effect [27]: If single-cell algae or isolated ablalasts are en-lighted by monochromatic light
of either 680 or 700 nm, the sum of the two resulting photdsstit rates (@ production) is significantly
smaller than the resulting rate if both monochromatic Bgdre switched on at the same time. This result
can be explained by assuming two photosystems with reactinters absorbing at specific wavelengths.
Only if both systems work to full capacity, the maximum preytiathetic rate can be reached. If the
system is en-lighted solely at either 680 or 700 nm, holduperelectron transport chain results and the
photosystem cannot work optimal.

The reason for the nanghotosystem (PSI) is due to the fact that PSI was discovered earlier than
PSII, it doesnot reflect the order of the electron flux. The main steps of thenite energy storage are
carried out by four protein complexes: PSII, cytochrobgé, PSI and ATP synthase. These membrane
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of water
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Figure 1.8:The electron and proton transfer in the thylakoid membramairied out vectorially by four protein
complexes. Water is oxidized and protons are released iluthen by PSII. PSI reduces NADRo NADPH in
the stroma, by the action of ferredoxin (Fd) and the flavagroterredoxin-NADP reductase (FNR). Protons are
also transported into the lumen by the action of the cytatiedy; f complex and contribute to the electrochemical
proton gradient. These protons diffuse to the ATP synthazgme, where their diffusion down the electrochemical
potential gradient is used to synthesize ATP in the stromaduRed plastoquinone (PQHand plastocyanin
transfer electrons to cytochromgf and to PSI, respectively. Dashed lines: electron tranSielid lines: proton
movement. Figure from the bodKant Physiology1].

complexes are ariented in the thylakoid membrane as showigit.8 and function as described in the
following (see also Fig 1.9):

e PSIlI oxidizes water to ®in the lumen and delivers protons into the lumen.

e Cytochromebg f grasps electrons from PSII and releases them to PSI. Addltip it conveys
protons from stroma into lumen.

e PSlreduces NADPto NADPH in the stroma with the help of ferredoxin (Fd) and flagoprotein
ferredoxin-NADP reductase (FNR).

e ATP synthase generates ATP while protons diffuse back irdifrom the lumen into the stroma.

The PSI referred to throughout this work is the recently metieed 2.5 A structure of the thermophilic
cyanobacteriunSynechococcus elongafuetermined in 2001 by Jordat al. [5] in cooperation of the
Freie Universitat BerlinandTechnische Universitat Berlin

The PSI protein exists as a trimer and has a relative moleocuwess of3 x 356 kDa. For the 96
chlorophylls, position and orientation of the chlorophigtad groups were determined, leading to the
mapping of the orientation of the,Qand Q transition dipole moments.

1.5 Excitation Energy Transfer Mechanisms

In a simple excitation energy transfer reaction an eleatrercitation is transfered between two pig-
ments. In the initial statgA) = [AexBgr) pigment A is excited and pigment B is in its ground state.
In the final statdB) = |Ag Bex) the excitation was transferred from pigment A to pigment Befe

are two possible mechanisms for this radiationless eimitdtansfer: Forster-transfer [28] (Fig 1.10,
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Figure 1.9: Simplified Z-schemeof photosynthesis. Red light absorption by photosysteniP8I{) produces

a strong oxidant and a weak reductant. Far-red light abisorjply PSI produces a weak oxidant and a strong
reductant. The strong oxidant generated by PSII oxidizaemnvthe strong reductant produced by PSI reduces
NADP*. This scheme is basic to an understanding of photosynthlstatron transport. P680 and P700 refer

to the (maximum) absorption wavelength (nm) of the reactienter chlorophylls in PSII and PSI, respectively.

Figure from the boolPlant Physiology1].

t=0 t>0

A B A B d
— ~O— —O— s,
T VAB

o O —O— ¥ s,

VAB
Excitation Forster-Transfer Dexter-Transfer

Figure 1.10:The two excitonic coupling mechanisms (Forster and Dextex)llustrated. At time = 0 (left) an
excitation occurs, at time> 0 either Forster transfecénte) or, Dexter transfer{ght) takes place.

cente) where the energy is transfered by Coulomb coupling betwieetransition densities of pigment
A and pigment B and Dexter-transfer [29] (Fig 1.1i@ght), where two electrons are exchanged between
A and B. If the distance between the pigments is much largar their extensions, only Forster transfer
takes place and contributions from Dexter transfer areigibtg, since the latter relies on wavefunction
overlap and therefore depends exponentially on distangepi§ments in close proximity, for example
in the special pair, Dexter couplings need to be includedcpbedn experimental results.



Chapter 2

Theory of Optical Spectra

Since atom coordinates of pigment-protein complexes aadadle from high-resolution X-ray spec-
troscopy (see chapténtroduction ) it is possible to calculate structure based optical speend to
compare them with measured optical spectra. A realistiorihkas to describe two quantities: The cou-
pling between pigments (pigment-pigment coupling, Fig &ft) and the coupling between each pig-
ment and the protein (pigment-protein coupling, Fig 2ight). Unfortunately both coupling strengths
are in the same range, which is a challenge for theory. Indatantheories one uses perturbation the-
ory for one of the two types of couplings, resulting in Forgteeory of excitation energy transfer and
Kubo/Lax theory of optical spectra in the case of weak ipigment couplings and Redfield theory for
transfer and spectra for strong pigment-pigment couplitige present theory of optical spectra (Renger
& Marcus [30]) includes both, the pigment-pigment and thgnpent-protein coupling beyond perturba-
tion theory. Roughly speaking, the peak positions of optisas are determined by the pigment-pigment
coupling and the lineshape is determined by the pigmertepraoupling, including lifetime broadening
and vibrational sidebands.

2.1 Hamiltonian of Pigment-Protein-Complexes

The theory is based on a standard Hamiltonfif,.. for the pigment protein complex, that describes the
pigments as coupled two-level systems interacting withational degrees of freedom of the pigments
and the protein,

prc = Hex + Hex—vib + Hvib . (21)
Pigment-Pigment Coupling Pigment-Protein Coupling
A

e >

o

—_— —_— )

W, ) L, ks
Local States Exciton States

Figure 2.1:(Leff) Pigment-pigment coupling leads to delocalized excitatest Righf) Pigment-protein coupling
leads to lifetime broadening and vibrational side bandhénaptical spectra.
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The exciton part

Hex =Y Em|m)(m| + Y Vin|m) (n| (2.2)

m#n

contains the site energiés,, of the pigments, defined as the optical transition energitgsaequilibrium
position of nuclei in the electronic ground state, and thatation energy transfer couplings,,., (see
section 3.2).

The HamiltonianH i, describes the modulation of site energies by the vibratiérisear depen-
dence of the site energies on the (dimensionless) vib@tiwoordinatel) is assumed, which is defined

in terms of creation and annihilation operators of vibragloquanta@); = Cg + C¢ [30,31]

Hex—vib = Z Z mﬁgém)Q§’m> <m‘ . (23)
E m

The dimensionless coupling constagﬁg‘) = ge enter the spectral densit(w) of the exciton vibra-
tional coupling

J(w) =) g80(w — we) (2.4)
3

which is the key quantity in the expressions for optical s@eand the rate constants for exciton relax-
ation discussed below!(w) is assumed independent on the site index.e., the same local modulation
of site energies by the vibrational dynamics is assumed.

The vibrations are described by an Hamiltonfdnp,, of harmonic oscillators

hw
Hvib = Z T§Q§ + Tnuc s (25)
3

whereT,. is the kinetic energy of nuclei.
The coupling between the pigment-protein complex and agreat radiation field is described by
the semiclassical Hamiltoniaf .24, Which reads in rotating wave approximation

Hpperad = — Y _ fimé@ Eq(t)e ™ |m)(0] + h.c., (2.6)

where(i,, is the molecular transition dipole moment of theth pigment,¢’ the polarization of the field,
and h.c. the hermitian conjugate. The field may be eitheiosety, i.e..Fq(t) = E, or time-dependent.
In the latter case a Gaussian shapeHeg(t) is assumed

E
Ealt) = e 0, 2.7)
p

where the full width at half maximum (fwhm) dfq(¢) is 27,v/21n 2.

For the calculations of optical spectra and exciton relarathe above Hamiltoniaf . + Hppe-rad
is expressed in terms of delocalized exciton statés, which are given as linear combinations of local-
ized excited stateg\/) = > R |m), Where]c%w) | describes the probability that theth pigment is
excited when the PPC is in thg'th exciton state. The exciton coeﬁiciem@” ) and excitation energies
Enr are obtained from the solution of the eigenvalue problém|M) = Ey/|M), with the He, of Eq

2.2. The HamiltoniarH ., in Eq 2.2, simplifies in the basis of delocalized excitonedtdb:

Heo =S ens|M)(M]. 2.8)
M
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The HamiltonianH.._vii, in Eq 2.3, in the basis of delocalized exciton states, ugifig= > _,, c%m | M)

becomes

Hexin = > > hwege(M, N)Qe|M)(N| (2.9)
M,N ¢

with the exciton vibrational coupling constant

ge(M, N) :ch)cg)gém), (2.10)

that contains now diagonal{ = N) as well as off-diagonal¥/ # N) parts. The former give rise to
vibrational sidebands of exciton transitions in opticaé&pa and the latter lead to relaxation between
different exciton states. The coupling to the radiatiordfiél,,..r.q in Eq 2.6 now reads

Hpperad = — Y i € Ea(t) e[ M){0] + h.c., (2.11)
M

where the transition dipole moments,; of the delocalized exciton states are obtained from thd loca
transition dipole momentg,,, and the exciton coefﬁcienténM) as

i =Y 3 fiy, . (2.12)

The above Hamiltonians lead to the expressions for lineacaspectra, exciton state occupation prob-
abilities, created by a short pulse, and rate constantsaitbexrelaxation, described in the following.

Delocalization of Excitons

The delocalization of excitons is investigated by the disoaveraged exciton states pigment distribution
functiond,, (w) that describes the contribution of a given pigmento the different exciton states [32]

dpn (w) = <Z |36 (w — wM>> : (2.13)
M

dis

The functiond,,, (w) for the N pigments of a pigment protein complex can be compared wétliénsity
of exciton states

dar(w) = (0(w — war)) g - (2.14)

( )ai denotes an average over static disorder in site energiesiudgian distribution function of width
(fwhm) Ag;s is assumed for these energies, and the disorder averagefasnped by a Monte Carlo
method.

2.1.1 Linear Optical Spectra

The linear absorption(w) is obtained from the Fourier-Laplace transform of the dipdibole correla-
tion functionD(t) [33,34], i. e,

aw) o %/OO dte™t D(t), (2.15)
0

whereD(t) = 3", lua[2paro(t) andpaso(0) = 1, with the density matriy o, for detail see [30]. The
linear absorption spectrum then is

a(w) o <Z |ﬁM|2DM(w)> : (2.16)
M

dis
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where D), (w) is the lineshape function. In the calculation of circulachdbism, the dipole strength

|iia|? in Eq 2.16 is replaced by the rotational strength= 3", .., cﬁ,i”)c%M)Emn - (fm X (i), Where
x denotes a cross product af,,, is the center to center distance of pigmemtandn. In the case of
linear dichroismljis/|? in Eq 2.16 is replaced biyiys|?(1 — 3 cos? 05), whered), is the angle between

the symmetry axis of the trimer and the excitonic transitigzole momenii,,.

Singlet Minus Triplet Spectra

The singlet spectrum is the usual linear absorption spectiuN pigments described above (Eq 2.16),
while the triplet spectrum is the linear absorption spentwith a triplet state on one of th¥ pigments.
The effect is that the pigment with the triplet state doesatisiorb in the Qregion any more, i.e., does
not effect the absorption spectrum. Hence the triplet spects the linear absorption spectrum of the
remainingN — 1 pigments. The T—S spectrum is the difference of both spettrat has the advantage
that in good approximation, only the pigments coupled gfipio the pigment which carries the triplet
state, affect the difference spectrum (see chapter 5).

Cation Minus Neutral Spectra

The P™— P spectra are similar to the T—S spectra. In this case thed®gpeis the linear absorption
spectrum ofN pigments and the Pspectrum is the spectrum with a cation on one of sh@igments.
This pigment does analog to the pigment with the tripletestadt absorb in the egion, hence a
linear absorption spectrum &f — 1 pigments results. In contrast to the T—S spectra, additiotize
electrochromic shift of the site energies of the remainig- 1 pigments caused by the charge, must
be considered. This is done by distributing the positiveneletary charge over all heavy atoms of the
pigment and calculating the electrochromic effect of thetrge distribution on the transition density of
the other pigments, following Eq 3.36 (here the chargeididion of the pigment with the cation is the
background charge distribution, bg).

2.1.2 Lineshape function

The lineshape functio®,,(w) was obtained using a non-Markovian partial ordering pipgon (POP)
theory. It is given as [30]

Dyr(w) = gﬁ/oo dt ' w—on)t (G () =G (0) o—t/7im 7 (2.17)
0

where denotes the real part of the integrdl,,(w) contains both vibrational sidebands and life-time
broadening due to exciton relaxation. The vibrational Iséatels are described Iy, (¢) and the life-
time broadening is described by the dephasing tipg(discussed in detail below). Both quantities are
related to the spectral densifi{w) in Eq 2.4. The time-dependent functi6hy (¢) in Eq 2.17, is given
as

GM(t) =YMM G(t) (2.18)
with
G(t) = / dw [(1 + (W) J(w) et + n(w) J(w) eiwt] (2.19)
0
and-~ysas being the diagonal part of
YMN = Z e~ Hmn/Re c%vj)cgbv)ch)cgN) . (2.20)

m,n
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It contains the exciton coefﬁcientéjlw), a correlation radiug, of protein vibration$ and the center to
center distance,,,,, between pigments: andn.

The functionn(w) in Eq 2.19 is the mean number of vibrational quanta with enétg that are
excited at a given temperatufé(Bose-Einstein distribution function)

1

- (2.21)

n(w)
wherek is Boltzmann’s constant. The dephasing timein Eq 2.17 is determined by the rate constants
kys_.n oOf exciton relaxation, obtained using a Markov approximmtfor the off-diagonal parts of the
exciton vibrational coupling,

1
-1 _
T =5 > kuon (2.22)
NAM
where the rate constant reads
knvi—n =2 yun OB () - (2.23)

It resembles the standard Redfield rate constant (e.g. B&j. [TheC ) (wy,n) is the real part of the
Fourier-Laplace transform of the pigment’s optical eneggp correlation function [30]:

C(Re) (wunN) = Ww]QV[N {(1 + n(WMN))J(WMN) + n(WNM)J(WNM)] ) (2.24)

whereJ(w) = 0 for w < 0, andwy;y = was — wy is the transition frequency between th&h and the
Nth exciton state. Th&,, in Eq 2.17 is shifted from the purely excitonic transitioeduencyw;,; due
to the exciton-vibrational coupling

WM = wi + Z’YMNé(Im)(WMN)
N
E .
=wym — 'VMM?A + > yunC™ (warn) (2.25)
NAM

whereyysn IS given in Eq 2.20 and’), is the local reorganization energy
EA:h/ dw w J(w) . (2.26)
0

TheC™) (wyr ) in Eq 2.25 is related to the real partt®) (w) in Eq 2.24 by a Kramers-Kronig relation
[30, 36]

- 1 +oo C®Re)(,
CI) (wyy) == p / de, (2.27)
™ —00 WMN — W

wheregp denotes the principal part of the integral (details arergimesection 2.1.5).

2.1.3 Vibrational Sidebands
The lineshape functio®,(w) of Eq 2.17 is rewritten as
Diy(w) = e=Cn© { R / g e ante e | g / T areitemanr (On 1) /}
0 0

= ZL(w) 4+ SB(w) (2.28)

1A value of R. = 5 A is used, that was determined from transient spectra ofgsiystem Il reaction centers in [30]. The
stationary spectra calculated here do not depend critioalthis value.
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where the zero vibrational quant@ -t 0) lineshape is
ZL(w) = e~ GO DM () (2.29)

with the Lorentzian shaped lineshape functia@”k) (w) obtained from Markov approximation [30]

(Mk) Y
D (w) = ~ — . (2.32)
M (w—awn)?+ TM2
The vibrational sideband reads
SB(w) = ¢~CuO g / "t et (eGM(t) - 1) et/ (2.33)
0

We note that the area of the two contributions in the spec&atheir integrals are
/ dw ZL(w) = e~ and / dwSB(w) =1 — e GO (2.34)

Hence the importance of non-Markovian effects, i.e. thegrdal weight of vibrational sidebands

[ dw SB(w) — (Gum(0)
[ dw ZL(w)

depends on the function (using Eq 2.18 and Eq 2.19, tthD)

—1 (2.35)

Gu(0) =y /000 dwJ(w)(1+2n(w)). (2.36)

We note that the quantity dw J(w) in Eq 2.36 is known as the Huang-Rhys factor (see Eq 3.1) that
is a measure of the local exciton-vibrational coupling aedde it seems to be useful to introduce a
Huang-Rhys factor of exciton transitigty, as [30]:

S]\/[ = ’}/M]\/[S, with 1 > YM M > % (237)

The factorvy,,y; varies between unity for delocalized vibration®.(— o) and <, where N is the
number of pigments for localized vibrations and delocalieéectronic states. In general, thefactors
that are reported in the literature for multi-pigment piotomplexes must be interpreted $g factors.
For most antenna systensg; < 1 holds. A notable exception being the red antenna states IcdriRiS
the exciton states formed by the special pair pigments imghetion centers. We see from Eqs 2.35 and
2.36 that the Markov approximation is valid for low temperas, where:(w) ~ 0 in combination with
Sy <13,

2.1.4 Franck-Condon Principle

The composition of the lineshape functiéh, (w) of the zero vibrational quanta linéL(w) and vibra-
tional sideband B(w) is due to the well known Franck-Condon principle (FABRAC definition [37]:

) . . . et >0
That is because the Fourier-transformation fft) = 0 t<0 reads
1 Foo it 1 1 1 7 —w
Flw)=— dt f(t)e ™" = : = . 2.30
@) V2r /,oo 1 V2 T tiw V2r T +w? (2:30)

and for the zero lin&Z L(w) follows from

'] —1
are/ dtele=omte=t/me - TM_____ (2.31)
0 (w—wm)?+ T]ff

n(w)x~0 = Gu(0)=yum [dw)(w) =vumS = —} ij?f =e™MS _1=0 if S~0.
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Figure 2.2:(Left) Franck-Condon principle energy diagram. Due to the FCRoatransitions occur, favoring
vibrational levels. In the situation shown here, transisidbetween’” = 0 andv’ = 2 (and vice versa) are
favored. Righf) Schematic representation of the line shape of an elect@xtitation. The narrow component
at the frequencyo,, is the zero-phonon lin L(w) and the broader feature at higher frequency is the phonon
sidebandSB(w). In emission the relative positions of the two componenésraversed. Images by Mark M.
Somoza.

Classically, the Franck Condon principle is the approxiroatthat an electronic transition is most likely
to occur without changes in the positions of the nuclei inftf@ecular entity and its environment. The
resulting state is called a Franck Condon state, and theditzon involved, a vertical transition. The
quantum mechanical formulation of this principle is that fhtensity of a vibronic transition is propor-
tional to the square of the overlap integral between theatibnal wavefunctions of the two states that
are involved in the transition.

Usually electronic transitions of molecules are simultarsechanges in electronic and vibrational
energy levels due to absorption or emission of a photon ofdineesponding energy. The FCP declares
that during an electronic transition, a change from oneatibnal energy level to another will be more
likely to occur if the two vibrational wave functions oveplanore significantly.

The vibrational levels and wavefunctions can be descrieguantum harmonic oscillators, or by
more complex approximations to the potential energy of mdés, e.g. Morse potential. In Fig 2.2
(left) the FCP for vibronic transitions in a molecule with a poianénergy functions of Morse type (for
ground and excited electronic states) is depicted. In thetdonperature approximation, the molecule is
originally in ther = 0 vibrational level of the electronic ground state. The apson of a photon of the
appropriate energy induces a transition to the excitedrelgic state. The new electron configuration
may result in a change of the equilibrium positions of theanoles nuclei. In Fig 2.2€ft) this change in
nuclear coordinates between ground and excited stategkethbsyy;. In the case of a diatomic molecule
the nuclear coordinates axis refers to the separation eatweth nuclei. The vibronic transition is
indicated by a vertical arrow due to the assumption of frozeclear coordinates during the transition.
The probability for the molecule to end up in a particularratibnal level is proportional to the square
of the overlap of the vibrational wavefunctions of the amgiand final state (Franck-Condon factors,
compare section 3.2.5). In the electronic excited stateeoubds relax to the lowest vibrational level,
quickly. From there the decay to the lowest electronic statirs via photon emission.

The FCP is valid for absorption and fluorescence. The vitmatistructure is most clearly visible if
inhomogeneous broadening is absent, as it is the case fecuies of a cold diluted gas. In this case
vibronic transitions are narrow, equally spaced Lorentziarves. Equally spaced vibrational levels only
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appear for the parabolic potential of harmonic oscillat®i@ more realistic potentials, such as the Morse
potential, energy spacing decreases with increasing tiolmie energy. Electronic transitions from the

lowest vibrational states of the electronic ground statdédowest vibrational states of the first excited

state are called 0—0 transitions, and have the same eneapsorption and fluorescence. Transitions
from the lowest vibrational states of the electronic grostate to the first vibrational states of the first
excited state are called 0—1 transition and so on.

2.1.5 Frequency Shift

The non-diagonal parts of the frequency shift in Eq 2.25 amgeineral small compared to the diagonal
partyas i Ey/h. These non-diagonal parts are obtained with the help of taenkérs-Kronig relation (Eq
2.27) using Eq 2.24:

- oo 2 [oe} 2 2
0 WMK —W 0 Wi — W

To solve the principal part integrals in the above equatierayply an approximation of Jang, Cao and
Silbey [38] for the functiom(w) of Eq 2.21

w w kT 92 w
n(w) m e A 4 e e (2.39)

and approximate the spectral densiifw) (Eq 3.2) by a more simple functional form [38]

S;
SoJo( - 2.40
0 0 ~ W Zz:; WZ2 ( )
wheres; = 0.9, so = 0.25, s3 = 0.15, andfiw; = 2.5 meV, hw, = 8.7 meV, fiws = 12.4 meV [39].
The above principal part integrals are then solved for tige@pmations introduced above fdp(w)
andn(w). At low temperatures{ < 10 K), considered here, th€' ™) (wx) in Eq 2.38 can be

approximated by the first integral in Eq 2.38, leading to

3

= Si L WMEK\ —2ME

™) (wark) ~ So Z w—; [w?’w( Ei < » >e wi — 2P — Wik — Wik | (2.41)
i=1 1 ¢

where E(xz) is the Exponential integral, which is defined fort < oo, z # 0 (p denotes Cauchy’s
principal value) as:

T et 0 "
= R 1 R 2.42
p/_oodtt C+n|x|+nzz:1n-n!’ ( )

with the Euler-constant’ = 0.577215665 . It was calculated numerically [40].
The second integral in Eq 2.38, which contributes at highemperatures, yields

2 2 i —a
/ dw w? UJMK2 ( )J( ) S(] Si {/ dw w3 UJMK2 aiw 1 (243)
/ dw w3 WMK2 —bw / dw w? WWMK _Ciw}’
wMK w wMK w?
where h 1 2h 1 5h 1
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The first integral of Eq 2.43 is given as:

3

w3 WMK — _g. w . . ) . WMK

/ dw 2 aw — ZMK e aleKEl(ainK) + ealeKEl(—ainK) — 5 (2.45)
wMK —w 2

%

the second integral is obtained by replacindy b; in Eq 2.45, and the third integral reads:

2

w WMK . w [ .. . . . WMK
/ dw 5 5 € cw — ZMK | o =CiwMK EI(CinK) — ecZwMKEI(—CinK)] — . (2.46)
wMK —w 2 L Ci

Combining the above three expressions that solve Eq 2.43gi2.41 the overall solution far (™) (wWrk)
is obtained as

3

~ . YMK

™ (W) = So E :%{wﬁ%w{e r EI(wMK)
7

w
i=1 v

+ w}gw( [e‘ai“’MKEi (awr k) + eV “MEE] (—ainK)]
+ w%/IK |:e_binKEi (szMK) + ebi WMEE] (_bz WMK)]

kT . _ .
+ ?W%V[K [e‘ci“’MK Ei(cqwymk) — €“T“MEEI(—¢; wMK)}

11 kT
— wi (202 + wiwnrk + Wik ) = 2oni (5 + 7 +—)}. (2.47)
a; by he;

2.1.6 Different Levels of Theory

Simulated spectra using different levels of theory desctiim the following, are shown in Fig 2.3.

1. Stick-spectra (Fig 2.3eft, red): obtained from Eq 2.16 by neglecting any homogeneoaesden-
ing, i.e., life-time broadening and vibrational sidebarussettingG;(¢) = 0 andrj;[1 =0in Eq
2.17. In this case the line shape functibn, (w) becomes just a delta-function that peaks at the
exciton transition frequenay,s, Dy (w) = d(w — war).

2. Gauss-dressed stick-spectiaft( green): to perform the average over disorder analyticalhy
resonance energy transfer narrowing [41], i.e. a decrddbe wvidth of the distribution of exciton
energies with respect to that of the distribution of locahsition energies is neglected as well.
Assuming a Gaussian distribution function

_ 52
Plwy —woum) = %02 exp [%} (2.48)

of the same width (fwhn= 2+/21n 2 o) for all exciton energieéw;, (a so-calledGauss-dressed
stick-spectrur)) results in

a(w) « e~ (w=om)*/(20%) (2.49)

where the mean exciton energieg; are those obtained for the mean site energies.

3. Dynamic theory, Markov approximationight, red): Additionally to the solution of the exciton
eigenvalue problem it includes a shift of the peak positigts 2.25) and lifetime broadening due
to pigment-protein coupling, resulting in Lorentzian sbapineshapes (Eq 2.32). The peak shift
of Eq 2.25 can even be simplified to the diagonal part only, i.e

- E
WM = WM — ’YMM?)\a (2.50)

because the overall spectrum is more affected by the sigatlifin of the lineshape.
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4. Dynamic theory, non-Markoviarright, green): Beyond the Markov approximation it includes
also vibrational sidebands, i.8));(w) = ZL(w) + SB(w), given in Egs 2.29, 2.32, 2.33, and the
complete peak shift of Eq 2.25.

T I T I T I T I T T I T I ] I T I T
| o Experiment do4 o Experiment _
B 1. Stick-Spectr. ’ — 3. Markov-Approx.
- & 2. Gauss*Stick | - 4. NonMarkov-Theory | -
| o —0,3
5 o i
— o :;& —0,2
¢

i . @ 1
- g ¥ Jou
J 1 ] | ] 1 | N ! wa

12200 12400 12600 12800 12200 12400 12600 12800

wavenumber / cm” wavenumber / cm”

Figure 2.3: Simulated spectra for different levels of theory are shogeft) 1. stick-spectra (red), 2. Gauss-
dressed stick-spectra (greemjght) 3. Markov approximation (red), 4. non-Markov theory (grgeThe experi-
mental spectrum of the FMO complex frdPhaestuarii is measured by Wendlingt al. [42].

2.1.7 Relation of the Present to Earlier Theories

The theory used by Vultet al. [43] was the method of Gauss-dressed stick-spectra, descabove.

In the theory of Wendlinget al. [42, 44], resonance energy transfer narrowing, life-tin@adening
and vibrational sidebands were taken into account usindoltmving approximations for the function
Dy (w) in Eq 2.17: (i) a shift of the transition frequency,, by the exciton vibrational coupling was
neglected, i.ewyr = wys in Eq 2.25, (ii) any dependence of the vibrational sidebasfdbie exciton
transitions on the delocalization of exciton states wadewtgd by replacing the functio',,(t) =
ymmG(t) in Eq 2.17 by the functiorG(t), that describes the vibrational sidebands of a monomeric
BChla in a protein environment, (iii) the factcrrwjzwv appearing in Eqs 2.22 and 2.24 for the rate
constant of exciton relaxation between th&h and theNth state was approximated by a constant
that is assumed the same for all transitidds— N, i.e., instead of thé’Re(w) in the lower part of Fig
3.3 ascaled/(w) in the upper part of this figure is used.

The main differences between the non-Markovian theorydikeughout this work) and the two
earlier theories are illustrated in Fig 2.4. Due to the negté vibrational sidebands in the theory of
Vulto et al. [43] (green line), there is less intensity in the blue pathefspectrum. The missing life time
broadening seems to be compensated in part by the neglees@iance energy transfer narrowing as
seen by the width of the two main peaks. In the theory of Weigdt al. [42, 44] (red line) the neglect
of the dependence of the vibrational sideband on the exsitates delocalization leads to a stronger
vibrational sideband as seen in the blue part of the speanarto a change of the relative height of the
two main peaks. We note that the differences between the themries are partly compensated in the
fit of optical spectra by different site energies. Howeverwdll be seen below the overall ranking of
optimal site energies is similar in all three approaches.
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Figure 2.4:Calculation of absorption spectra of FMO-trimer@ftepidunusing site energy values from Table 4.3

using three different theories of optical spectra as erplain the text. The black line shows the non-Markovian
theory, the green line Gauss-dressed stick-spectra ad.ifdR8gand the red line a theory in which the vibrational

sidebands of exciton transitions were approximated by eatitmal sideband of monomeric BChl as in Ref. [42].

For better comparison the red line was red-shifted by 50'cand the green line by 35 cni.

2.1.8 Excitation by a Short Laser Pulse

In chapter 4 we want to describe exciton relaxation afteitation by a short laser puls. For this purpose
we first introduce the potential energy surface (PES) ofteratates by rewriting the Hamiltonidi,

of Eq 2.1 in terms of exciton statéd/) (using Eqs 2.5, 2.8 and 2.9) and the completeness relation
0)(O + 220 IM)(M] =1, as

prc = UO( |0 0| + Z UJ\/[ |M <M| + Z Z h'wf.gf(Mv N)Q§|M><N| + Tnuc (251)
M#N ¢

where the diagonal part of the exciton-vibrational couphmas used to construct potential energy sur-
faces (PES) of exciton states

Um(Q) = €M + Z £ (Qe¢ +29¢(M, M))? (2.52)

that are shifted along the coordinate axis-¥g. (M, M) with respect to the PES/,(Q) of the ground
state

Uo(Q) = %Q? (2.53)
3

The energ)e(o) hw', is the transition energy between the minima of the excitatésind the ground

state PES (see Fig 2.5),

6581) = ey — YmmEN (2.54)
wheree); = fiwyy is the vertical transition energy (site energy) dngthe local reorganization energy
in Eq 2.26, see Fig 2.5. It is assumed that the off-diagoneb pmf the exciton vibrational couplifig
g¢(M, N), Eq 2.10, are weak enough so that exciton relaxation duhieghort excitation pulse can be

“The diagonal parg (M, M) of the exciton vibrational coupling determines the shifitteé PES of exciton statg\/)
relative to the ground stat@), while the non-diagonal pag (M, N) couples the exciton statésd/) and|N), i.e., leads to
exciton relaxation.
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neglected. In this case, a non-perturbative inclusion efdilagonal part of the exciton vibrational cou-
pling and a second order perturbation theory with respeft{o...q in Eq 2.11 yields for the population
Py (t) of the Mth exciton state

— 2 t T ) ,
Py (t) = |MV[2| / dr [ dr e )T Bo (1) Eq (1) -
3h to to

iy {eF =) = Vol m) pyfed | (2.55)
where Tr,;;, denotes a trace with respect to the vibrational degreesetlm, and the vibrationally
relaxed initial electronic ground state, is described leyafuilibrium statistical operat(.WéOQ)

e_(UO +Tnu:‘,)/kT

(eq) _
WO N Trvib{e_(UO'i"Tnuc)/k'T}

(2.56)

and an average over a random orientation of complexes wsthent to the polarization of the external
field was performed. By changing the integration variable -, — 7, and settingtg — —oo the
occupation probability is obtained as

2
Pua(®) =255 [ e (1, m)g(m) (257)

whereR denotes the real part arfdt, ;) is given as
t
ft.m) = [ drBo(r)Ea(r — m). (2589
which fort — oo becomes the autocorrelation function of the pulse. Thetfomg(7;) contains the av-

erage over the vibrational degrees of freedom that is paddrusing a second order cumulant expansion,
which is exact for harmonic oscillators [31]

9(7'1) — Trvib {e—%U}VI(Tl)e—%Uo(Tl)Wécq)} — eGJVI(Tl)_GIVI(O) . (259)

The population of exciton states after the action of thetspollseP](Vf[’) is obtained by formally setting
t — oo. With the Eq (¢) in Eq 2.7, the populatiom?](vﬂ’) reads

2|ﬁ]\/l|2 > —i(Q—w)y )T ,Gum(T)—G —72/(472
Pﬁ;) =3 §R/O dre Q=) G (1) =G (0) =72/ (47;) (2.60)
This result will be used as an initial condition in the caftidn of exciton relaxation, discussed in the
following.

2.1.9 Exciton Relaxation Dynamics

In Redfield theory a Markovian treatment of the diagonal pathe exciton vibrational coupling is per-
formed, neglecting the mutual shift of the excitonic PES dified Redfield theory [32,45-47] allows to
treat this shift. By that, the reorganization of nuclei atitig upon exciton relaxation between different
excitonic PES (Fig 2.5) is included. Assuming that the sysie relaxed in the PES of exciton state
| M), initially, a rate constank;_.y for exciton relaxation between the two excitonic PES is ioletz
from second order perturbation theory in the couplings betwthe PES of statd/) and|N). Using a
harmonic oscillator description for the vibrations, thédeing rate constant is obtained [32,47]:

knfn = / dr eiw}uNTe¢1VIN(T)_¢MN(O)[()\JWTN + GMN(T))Z + Fyn(1)], (2.61)
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Figure 2.5:Potential energy surfaces of the ground state and two exsitaeg M) and|N). The displacements
of the different PES along the vibrational coordinate Q gitise to vibrational side bands of exciton transitions in
optical spectra and reorganization effects of nuclei interaelaxation.

with w’, v following from Eq 2.54:
Wiy = Wiy — Wy = wmn — (Ymum — INN) - By (2.62)
and where the time-dependent functions
dun(t) =amun ¢o(t), Gun({)=bun ¢1(t), Fun(t)=cun ¢2(t) (2.63)

are related to the spectral density.Jy(w) via the functiongy(t), with & = 0, 1, 2,

or(t) = So /00 dw e (1 4+ n(w)) w*(Jo(w) — Jo(—w)). (2.64)

— 00

The time-independent part in the integrand in Eq 26k, IS

Aun =dyunEy, (2.65)

using the local reorganization energy in Eq 2.26 withJ(w) = SpJp(w). The coefficients, n, barw,
cu N, anddys v in the above equations are given by the exciton coefficiemdstlae correlation radius of
protein vibrations as [32]

aApMN = Z ((Cg/l))z(ch)y + (C%V))z(cgN)y _ 2(6%\4))2(69))2) o~ Rmn/Re (2.66)

mn

i = 3 ([0 () - e
enin = 3 eI (M) (M) ¢~ Ron/ Fe (2.68)

i = 3 (202 + (¢h9)2) el e 269
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If the diagonal part of the exciton vibrational couplinge.j.the mutual shift of excitonic PES sur-
faces, is neglected, Eq 2.61 reduces to the Redfield restgif.23: The only function in Eq 2.61
that does not contain a diagonal part of the coupling isfhey(t) in Eq 2.63 [47]. After setting
the remaining functions zero, Eq 2.61 becomgs .y = ffooo dr e“MNT [y (7). If the Fuyn(t) in
Eq 2.63 is introduced and the integration oveis carried out, the rate constant becontgs .y =
2rymnvwisn (1 + n(winn))(J(wiy) = J(wnar). By noting that—(1 + n(wyk)) = n(wk ), the
equality of the above rate constant with the Redfield reauliq 2.23 is seen.

Exciton relaxation dynamics is described by the rate eqoatior the population#,, (¢) of exciton

states d
—Py(t) =— > (kasr—nPu(t) + kn—a Py (1)) (2.70)

dt NZM

with the initial populationsP,;(0) = P](VZ}’) created by the short pulse (Eq 2.60). Alternatively, excito
states which are formed by the pigments at the top of the trimeig 4.10 will be populated at time zero
to mimic excitation energy transfer as it occuryivo between the chlorosomes and the RC. For the rate
constantsc, . x the modified Redfield result in Eq 2.61 or the Redfield exposssi Eq 2.23 is used.

In matrix form Eq 2.70 readg: P(t) = —AP(t), where theMth element ofP(t) is Py(t) and the
kinetic matrix A contains in the diagonal the elements;y; = ZN;AM kar—n and in the off-diagonal
Ayn = —kn_n. The standard solution faP(t) is given asP(t) = 3., d;¢e~ i, where the); and

¢; are the eigenvalues and (right) eigenvectors of the kimeéitrix A and the constani are obtained
from the initial conditionP(0) = 3, d;é;.

2.2 Theory of Excitonic Couplings in Dielectric Media

The following perturbative treatment of solute-solveriemaction is a part of [48]. We consider a pair of
excitonically coupled solute (pigment) molecules, dedditg A and B, that is surrounded b¥ solvent
(amino acid residue) moleculés, where = 1,..., N. The localized excited states of the system are

denoted asA©)), |B©)), and|C5)), denoting the states of the system wherés in its first excited
state,B is in its first excited state, and solvent molecglis in excited staten,, respectively, while all
other molecules are in their ground state. The respectigey@s aret's, £ and £y, The energyFy
of the ground state of the compléX is set to zero. The intermolecular Coulomb-coupling Haonikn
V contains three parts

V =Vap + Z (VACE + VBCg) ) (2.71)
3

the coupling betweenl and B, A andC¢, andB andC¢, respectively. In the following, a perturbation
theory in the solute-solvent coupling is uséd derive an expression for the matrix element for excitatio
energy transfer betweefi and B. For moleculesA and B which are not excitonically coupled to each
other but to the solvent molecules, we can express the pomeing states asi) = [A©)) + [§4(©))
(|B) analog), used in Eq 2.72:

Viy = (AlVIB)
(AQWV|BOY + (6A|V|BO) + (AO|V|6B) (2.72)
where first order perturbation theory in the solute-sohanipling gives for the wavefunctiongA):
v
A= —=_|C, 2.73

57mf

5The termVaz is the main part of the Hamiltonian, while the teEnjE (VAC5 + VBQ) is considered as the small pertur-
bation.
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analog for|d B). After inserting Eq 2.73 into Eq 2.72 we obtain

Vi) = v+ vy (2.74)

where V{9 = (A®|77,5/BO) describes the excitonic coupling in vacuum afidi% contains the
effect of the dielectric medium, with

1 1
SV =
AB Z C(f) )8\ E, — Epng + Ep — B,
£
Vacs Ve s
~ - Z 5 Sy (2.75)
&me

In the second line of Eq 2.75 we have used the fact that théagixei energies of the solvent molecules
are much larger than that of the first excited state of thetssiLe., it hoIdsEA/B <K B

Starting from a many electron wavefunction for the solute e solvent molecule, the above matrix
elements are described by the Coulomb coupling betweeni@partial charges [49]

Z (A)(O 1) ( E)(O,mg)

(2.76)
C,
~ |RW —RS Q

(A, o) =

WhereRgA) and Rgcg) are the position vectors of thih atom of moleculed and the.Jth atom of

moleculeC¢, analog for molecule3. The atomic partial chargaﬁA/B)(O, 1) and qgcf’(o,mg) are

determined from a fit of thab initio electrostatic potentials of the transition densities efdblute and
solvent molecules, respectively. If a dipole approximmatfor solvent molecule’, is used, Eq 2.76

becomes, using qf,cﬁ)(o,mg) =0:
A A
(0, 1>déﬂ1§<R( '~ Re)

. (2.77)
|RI - R§|

(A () =Y
I

analog for B. Thel‘:{5 points to the center of thgth solvent molecule with transition dipole moment
Omé =>, qJ ( )Rgcg)_ After inserting Eq 2.77 into Eq 2.75, we obtain

R”) — R¢)ae(Re — RV
sV =33 P, ne? (o, ! " 6)%((5 1) (2.78)
& IJ ’RJ _RSP‘RI _Rdg

where the polarizability tensaer, of the{th solvent molecule was introduced. The tensor elements;
with i, j = {z,y, z}, are given as [50]:

(o )i(din )5

Oég J—2Z Omg

(2.79)
me

The interpretation of Eq 2.78 is as foIIows The transiticblar@eSq§A)(0, 1) of solute A produces an
electric f|8|dE(A)(R§) = qf, )(0 1)(Re — R )/|R — R¢|? at the location of the solvent molecule
. This field induces a dipole momep§ ) = = Q¢ E( )in the solvent molecule. The latter interacts with

the chargegg )(0 1) of soluteB to yield 5Vj§§§ =22 qJ (0 1)<;5(5 (R(B)) where¢§f34(RSB)) =
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pf)q(R( ) —Rg)/ |RSB )~ Re¢|? is the electrostatic potential @ﬁ% at theJth partial charge of solute
B. The overall excitonic coupling thus may be written as

Vi = Zq DRP) (2.80)

where the electrostatic potent'taﬂA)(Rf,B )) reads

(4)
— Re)de(Re — RY

oV R =P (0,1 ——— Z w5 e)Oe( y U ey
RV R TR - RPR;Y - Ref?

The first contribution on the right hand side reflects thedaliceupling between solute$ and B and the
second contribution contains the effect of the dielectredium discussed above.
Eqg 2.81 suggests the following calculation by using a camtin approximation for the solvent

molecules. The potentiaigA) is obtained from the solution of a Poisson equation

v (e(r)v¢§A>(r)> — 4r ZI: ¢ (0,1)5(x = Ry) | (2.82)

where the atomic partial chargq%A)(O, 1) are determined from the fit of thab initio electrostatic
potential of the transition density of solutein vacuum. The:(r) equalsn?, if r points to the solvent
region, and one inside the molecule-shaped cavity. We mateanly the electronic polarizability of
the solvent (protein) needs to be taken into account, simeeticlei are frozen on the time-scale of an
electronic transition (Franck-Condon principle).



Chapter 3

Calculation of Parameters

3.1 Spectral Density

The spectral density of exciton vibrational couplidgv) = 25 ggé(w — we) (Eq 2.4) describes how
the configuration of nuclei of the protein changes upon edeat excitation of the pigment. The spectral
density is related to the Huang-Rhys factor by

S:/O de(w):Zg:gg. (3.1)

Since the displacement of the minima of the potential enstgfaces of the two electronic states with
respect to each other equal2g, (Fig 3.1,left), the more this displacement, the largerThe exciton-
vibrational coupling is weak wheffi < 1, and strong whety' > 1. The typical coupling in photo-
synthetic antenna complexes lies in an intermediate rafige, 1. If the potential energy surfaces are
unshifted relatively to each other, the spectral densityskes and the spectra do not contain vibrational
sidebands.

11

Energy

|0) e

> S
_Zga Qé Jg

0

Figure 3.1:(left) Franck Condon transition with non-vanishing spectrakitgwith negativey. (right) Model for
the B777-complex. The model has been adapted from the asimitture of the LH2 complex [51] (Brookhaven
Protein Data file 1kzu.pdb), figure adopted from [30].
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Figure 3.2:(top) Spectral density (w), extracted from the fit of fluorescence line narrowing sgecfthe B777-
complex. pottom) Correlation function of the pigment transition energy afB-complexes df' = 1.6 K. Solid
and dashed lines show the real and imaginary parts, regplyctiThe inset in the lower half is a zoom into the
small amplitude long time components of the correlatiorcfiom. Figure adopted from [30].

3.1.1 Spectral Density Extracted from Fluorescence Line Naowing Spectra

Renger and Marcus [30] used the B777-complex (Fig 8ght) as a model system to investigate the
local interaction between a pigment and the protein in photthetic antennas. They extracted the
spectral density of the pigment-protein interaction froré K fluorescence line narrowing spectra of
B777-complexes, measured [52] at different excitationelavgth. They used an empirical functional
form for J(w) (see [30]) and determined it finally to

1 S; _ N\1/2
J _ i 3 (w/w;) 3.2
(@) S1+ So 2_22122 7! 2wf‘ woe (32)

with the extracted parametess = 0.8, so = 0.5, fiw; = 0.069 meV andhiws = 0.24 meV. The spectral
density.J(w) from Eq 3.2 and the resulting correlation functiéfit), calculated from Eq 3.3 [30]

C(t) = /000 dw w?{(1 + n(w))J(w)e ™! + n(w)J(w)e“'}, (3.3)

is depicted in Fig 3.2 (adopted from [30]).

3.1.2 High Energy Mode

In the model we used in Adolphs and Renger [53], the spectasity J(w) contains both a broad
low frequency contributiorty.Jy(w) by the protein vibrations with Huang-Rhys factsif and a single
effective high-energy vibrational mode of the pigmentdwiuang-Rhys factofy;

J(w) = SoJo(w) + Sud(w — wn) . (3.4)
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Figure 3.3:Upper part: Comparison of the low-frequency p8t/(w) of the spectral density and the fluores-
cence line narrowing spectrum 6f tepiduni44]. Lower part: The functio®(®®) (w) is shown that results from

the SpJo(w) in the upper part (Eq 2.24). The factoyrg y are shown as bars centered at the mean transition energy
hwys v between the exciton states. The numbers at the top of theshavsbetween which excitordd and N the

transition takes place (in the FMO monomer).

For the normalized low-frequency functioh(w), i.e., [;° Jo(w) dw = 1, we assume that it has the
same form ag/(w) in Eq 3.2.

The Huang-Rhys factaof, of the pigment-protein coupling in Eq 3.4 was estimated ftbmtem-
perature dependence of the absorption spectra [44, 54]JeoF MO complexes oP. aestuariiand C.
tepidumto be approximately 0.4. A comparison of the functi@iw) with the fluorescence line narrow-
ing spectrum ofC. tepidum[44] is shown in the upper part of Fig 3.3. The experimentactum (for
the present weak exciton-vibrational coupling) shouldib®lar [30] to the.J(w) in Eq 3.4. On the basis
of this comparison, the Huang-Rhys factor and the energhehtgh-frequency mode were estimated
asSy = 0.22 andwy = 180 cm~!. By taking into account that the energy of the high-freqyemode
is large compared to the thermal energyXat 5 K), i.e., hwy > kT, the functionG ,(¢t) in Eq 2.18
becomes, using Eqgs. 2.19 and 3.4

GM(t) = TMM SO/ dw |:(1 + n(w)) JO(W) e_th + n(w) Jo(w) eiwt + Ymm SHe—int
0
=G (1) + s Swetent (3.5)

By introducing thisG';(t) into Eq 2.17, using a series expansion ¢@p(yasas Sue~“H?), the fol-
lowing lineshape functioD,;(w) is obtained

0o o k
Dy (w) = e~ Summn %/ dt Z M . eiw—(@n+hwn))t eG%}) (t)-G47(0) et/ (3.6)
0

k!
k=0
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Figure 3.4: Calculation of the correlation function. The run with a fixaethdow size gives one point of the
correlation function. To obtain the whole function the wamdsize has to be varied from 0 t@ay.

The aboveD,,(w) differs from the one obtained previously (Eq 2.17) in thahdludes now also vi-
brational satellites of a high-frequency vibrational modéne dephasing time,; of the Mth exciton
transition and the off-diagonal part of the shift in traiusitenergy" .., v nC "™ (wprn) in Eq 2.25
are determined by the low frequency contributi&y/,(w) of the spectral density.

3.1.3 Spectral Density from Molecular Dynamics Simulation

The correlation functior®,,,,, (¢) of the time-dependent site energi€s,(¢) andE,,(¢) reads [30]

1

Cmn (t) B2 <5Em (t) OB, (O) >7 (3-7)

where(...) denotes an average over all trajectories. Both case$é n andm = n (auto-correlation)
are possible. ThéE,, (t) is the deviation off,,(¢) from the mean valuéE,,, ),

0Em(t) = En(t) — (En), (3.8)

and can be calculated (in discrete form) according to
(Em) = L %T:Em(ti) (3.9)

Nr =

whereN7 is the number of time stepst andt; = i - At. Application of theergodic theorerhon Eq 3.7
leads to

1 .. 1T
Crn(t) = ﬁTlgI;o ?/0 dr SEn,(t + 1) 0E,(T), (3.10)
whereT is the length of the time-trace amds the variable time window. In discrete form it reads:
1 Nr—j
Crn(tj) = 2N, ZZ:; OEm(tj +t;) 0En (). (3.11)

The argument of the correlation function, i.e(or¢t; = At - j in discrete form) must be considered as
time-window, which is shifted over the hole trajectory tdcceéate the (auto-) correlation between the
site energy at all times and all timesr + ¢ by integrating over, see Fig 3.4. For one window size
this gives only one point of the (auto-) correlation funot@(t¢). To get the hole function for an interval
[t,tmaz], ONE has to calculate the (auto-) correlation function fopassible window sizes. The time-
dependent site energiés,, (¢) can be calculated for each time step of a molecular dynarugation

very efficiently and sufficiently with th€harge Density Coupling Method that will be introduced

in section 3.3.2. The site energiés,(¢) are obtained from Eq 3.36, where the time-dependent atom

position5r§m) = rf,m) (1) andrf,bg) = rf,bg) (t) are obtained from molecular dynamics simulations.

Ergodic theorem: In the case of ergodicity (trajectory comes arbitrary clmsevery phase-space point), the phase-space
mean is equal to the time mean.
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Extraction of the Spectral Density

From a semi-classical harmonic oscillator approach, asidakcorrelation function can be obtained
[55,56] as:
2kT

/ dw J(w) w cos(wt), (3.12)

0

which is also known as Wiener-Khintchin theorem. It is vadidy for high temperatures, which is the
case in usual MD-simulations. The above relation (Eq 3.EvbenC,,(t) and J(w) will be used to
extractJ(w) from classical molecular dynamics simulations of the FM@ptex, and has been used be-
fore by Warshel & Hwang [55] to extract a spectral densityle€&on transfer. A Fourier transformation
Ce(@) = FT{Cq(t)} of Eq (3.12) together with Euler's formula leads to:

. +o0 4_ kT [ +o0 . 4 _
Ca(w) = / dt e Oy (t) = - / dw J(w) w/ dt (™! 4 7y g7t (3.13)
o 0 —00
The second integral of the right hand side can be writtén as
+o0 e +00 o
/ dt e7 @)t 4 / dt e @ — on [§(0 — w) + (@ +w)]. (3.14)

—00 —00

For the Fourier transformed correlation function follows:

Ca(@) = 27T’];T /Ooodwj(w)w[é(w —w)+o(w+w)]
= zﬂsT [J(@)o — J(—-&)@]. (3.15)

Having in mind that/(—w) = 0 and replacings by w andC by C, we get an equation for the com-
putation of the spectral density via the classical cor@tatunction of site energies calculated by MD
simulations:

h C(w)

= — 3.16
orkT w ( )

J(w)

whereC'(w) = Cg(w).

Correlation Radius

The correlation radiugk. of protein vibrations has been introduced in Eq 2.20. Up te ). was
assumed to be around 5 A [30]. For the relation betw@€gp (t) and Cy,,,,(t) we assume’,,,(t) =
exp (— &) . Cpn(t) for m # n, whereR,,, is the center to center distance between pigments
andn. With the correlation function§’,,,, (t) for m # n andm = n from MD we will be able to prove
or disprove the upper relation, and if it fits it will yield tleerrelation radiug?,..

Summary

From the autocorrelation functiafi(t) = Cy,,(t) the spectral density (w) can be extracted. Assum-
ing Cpn(t) = exp (—Rg") - Cm (t) for m # n will yield the correlation radius?.. In general the

c

correlation function has the prope,, (t) # Cym(t).

2For the Dirac delta function one possible representatir)rﬂé;f et dt = 2m 6(w)
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3.2 Excitonic Couplings

In 1948 Forster suggested a mechanism that is able to tramsafiiation between molecules [28]. He
related the rate constant of this transfer mechanism tovkdap of the fluorescence spectrum of the
donor and the absorption spectrum of the acceptor. The @dutoupling of the electrons of the excited
molecule with those of the molecule in the ground state iedibe excitation energy transfer, due to
Forster. The respective coupling matrix element is giveithigycoupling between the transition dipole
moments of the molecules. Since structural informationafasponding complexes is available, ex-
citation energy transfer in photosynthesis can be undsdsito molecular detail. If the intermolecular
distances between photosynthetic pigments are in the @rgen smaller than the pigments extension,
additional short-range contributions to the matrix eletrean be expected, which have two reasons:
electron exchange between the molecules, first mention&kkter [29], and the point dipole approxi-
mation fails for the Foérster coupling matrix element.

By means of the innovative work of Weiss [57] and Chang [58hrfitative corrections for the
convenient point dipole approximation for the Forster dmgpmatrix element became available. The
point dipole approximation is achieved from a multipole &xgion of the transition densities of the
interacting molecules. It is only valid if the extension b&tmolecular wave function is small compared
to the distance between the molecule centers.

While for the point dipole approximation only informatioh@ut geometry and strength of the molec-
ular transition dipole elements and the intermoleculatadises is needed, for the more exact method
of Weiss and Chang, so-called transition monopole chargesn&oduced. Those are obtained from
semi-empirical quantum chemical calculations, using &amisistent field method. These transition
monopoles reflect the transition density of a molecule, tinias no classical analogue. It contains a
product of ground and excited-state wave functions, imstifaan absolute square of a wave function,
as an ordinary charge density. The excitation energy tearmcsfupling can simply be calculated as the
Coulomb coupling between the transition charges of one catdewith those of the other, i.e., it can
easily be applied if the transition charges are known.

3.2.1 Excitonic Coupling in Vacuum

The excitonic coupling/,,,, between a pigment in an excited electronic state and a pigm#re ground-
state, introduced in Eq 2.2, is conveyed by Coulomb coupliiige respective matrix elements of excita-
tion energy transfer reads:

Vinn = <1/}m’ Qpn ’ VCOulomb’ me %/ > (317)

where,, ,, denote the ground and, ,,» the excited state wavefunctions of pigmentn. Vcouombis
the Coulomb coupling between both, electrons and nucldiefwo pigments.

Point Dipole Approximation

If the extension of the electronic wavefunction of pigmeistsmall compared to their center to center
distance,Vcoulomb Can be Taylor expanded, and the first non-zero term of thigomagries is the point
dipole approximation, where the excitonic coupling is giees

Vi = Jg‘Teff [Em - € — 3 (Em  Ean) (En - Eonn)] (3.18)
mn
wheree,, is a unit vector along the transition dipole moment of thi pigment, the unit vectat,,,,, is
oriented along the line connecting the centers of pigmengndn, andu2g = f - 12,. is the effective
dipole strength of the (Xransition of BCha (see section 3.2.2).
In Eq 3.18 the excitonic coupling is expressed as dipoleldigoupling between optical transition
dipoles. These transition dipoles are an approximatiortferquantum mechanical transition density,
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which has no classical analoge (see below). The orientatiinposition of pigments transition dipoles
can be obtained from structural data. The orientation ofQetransition dipole moment of (bacte-
rio)chlorophylls is approximately along thegNNp axis (Fig 1.2) of the molecules [49]. The dipole
strength are estimated from optical spectra measureddotgbio)chlorophylls in different solvents [18].

Extended Dipole Approximation

A first improvement of the point dipole approximation, is #ndended dipole approximation. This ap-
proximation considers a certain extend of the pigmentdreleic wavefunctions, by placing two partial
charges of opposite sighdq,, in a certain distancéon the transition dipole direction @N-Np axis).
The chargestdg,, have to be chosen as to achidyg,| = [ |dg,,| with |x,,| of the optical transition.
The excitonic coupling is given by the Coulomb interacti@tvireen the point charges of pigmentand

n:

)
Vin = Y ij qmiq’; (3.19)
I |8, — 7nl
1 1=y ) - . .
whereij = {+1 Z 7&‘7_ and|r?, — r}| is the distance between the partial charg@g,,, and+dg,,.

Transition Density

A general expression for the excitonic coupling can be d¢ated by a quantum chemical method. The
couplingV,,,, is written as a Coulomb coupling between transition degssiti

Vinn = / dy dy P on(72) (3.20)
|7 — 73

where the transition density of pigmemtis defined as integral over the product of ground and excited

state wavefunctions,,, andi,,, [49,59, 60]:

pm(’Fl) = /dS/d’FQd’FN Tll)m(Fl,Fg,...FN) -le;kn/(Fl,FQ,...FN)
= N/dfg---dFN Y (F1, 7oy . TN) -0 (T1, T2, .. TN, (3.21)

where the integration is performed over tNespin coordinates and th€ — 1 spatial coordinates.

After calculation of the transition densities by a quantumeroical method, there are several oppor-
tunities to determine the excitonic couplings. One poksiks to approximate the coupling of Eq 3.20
by discrete transition charges of the two pigments. Thesegels can be obtained from the transition
densities by integration over particular volume elementse oldest approach is the so-called transition
monopole method of Weiss [57] and Chang [58]. They calcdl&i@nsition charges for each atom of a
pigment, using a semi-empirical Pariser-Parr-Pople ntetho

The transition density cube method of Kruegérl. [61] fractionizes the space around the pigment
into cubes and solves the integral of Eq 3.20 numericallyhan three dimensional grid. Roughly half
a million cubes are required for one (bacterio)chloropipiiment to reach convergence of the inte-
gral. The latest method of Madjet al. [49], the so-called TrEsp-method, determines atomic ttians
charges by fitting the electrostatic potential of point gearto the electrostatic potential of the quantum
chemical transition density. Because the couplings fragrtridinsition density cube method converge for
small cubes against the TrEsp couplings [49], this methodamos the full information of the ab initio
transition density. Therefore it is more accurate than thlsition monopole method, even though the
coupling calculations finally need the same relatively $rafibrt, compared with the high numerical
effort of the transition density cube method.
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3.2.2 Dielectric Environment

Although the excitonic couplings, in contrast to the sitergies, can be calculated straightforwardly
from the structural data, there is an unknown scaling fatttar contains the uncertainty about the effect
of the dielectric environment on the Coulomb (excitonidgmaction:

Vinn = f - v vacuum (3.22)

The factorf describes the enhancement of the dipole stréngtidl the screening of the Coulomb cou-
pling by the dielectric environment with optical dielectdonstant, wherey2, . is the dipole strength
of the Q, transition of BCh& (Chla) in vacuum andu(¢))? in the dielectric,

=g (@)2 : (3.23)

If the distance between the pigments is large compared tettension of their ground and excited
state wavefunctions, the screening fagjaqualsl /<, which is the case for the empty cavity situation.
The dipole strength of a point dipojein a spherical cavity in a dielectric medium is enhanced £j:[6
= 25’% - vac (empty cavity model). In the simplest approximation theiddag for two interacting
point dipoles in spherical cavities, both dipoles are enhdrby the empty cavity factor, the interaction
is screened by/e and the therefore the effective (shielding included) enepiiity factor is then just the
product of all factors:f = (259%)2 If two pigments are very close, it can be expected that thiofa
f becomes distance dependent, because the two pigments tlirmateparate cavities with dielectric
medium in between but are rather situated in the same c@stpointed out by Knox and van Ameron-
gen [63] the enhancement of the dipole strength, i.e. thegdha quantum mechanical transition proba-
bility by the dielectric can be classically understood bg thange of local electric field interacting with
the vacuum transition dipole. Recently, Knox and Springd Hi@lyzed the dipole strength of B@hin

15 different solvents and found the empirical relatipric))? = (43.3 + 24.2(y/c — 1)) D? between
the dipole strengttiu(e))? in the solvent with dielectric constaatand the vacuum valugu(1))?. If
this empirical formula is compared with the predictionswbtcavity models, the empty cavity model
was found to provide the best explanation [18]. Within thitela the dipole strength of BCalin the
solvent is obtained agu(¢))? = 37.1 - (3¢/(2¢ + 1))? D?, that contains the vacuum dipole strength
u2,. = (1(1))? = 37.1 D2. For the dipole strength of Chl they [18] analyzed the dipole strength in 43
different solvents and fount the relatigp(c))? = (20.2 + 23.5(,/ — 1)) D2. The extracted vacuum

dipole strength for Chl is 12, = 21.0 D.

3.2.3 Test Case — Comparison with Results from Literature

In a recent study Hset al. [64] demonstrated that the excitonic coupling between tvatecules in a
dielectric environment that results from a quantum mea®nieatment using time dependent density
functional theory, can be obtained also classically. Thesital calculation just involves the electrostatic
coupling between the transition densities of the two md&ctaking into account the fast (optical) part
of the dielectric response of the medium. Hstual. [64] showed, using a multipole expansion, that
the interaction between two transition dipoles in a spla¢gavity can be either increased or decreased
by the dielectric response of the environment, dependinthemeometry of the transition dipoles. As
described in detail below the present method is based on anahsolution of the Poisson equation and
allows thereby to treat also non-spherical cavities, asedlaj the BChls in the FMO-protein. We have
tested our numerical procedure by reproducing the sph@&awdy results of Hstet al,, as shown in Fig
3.5. In this calculation, the transition dipoles are repnéad by two transition charges of opposite sign

3Here we use the usual but non-Sl unit D (Debye), respectdélfor the (electric) dipole strength. The conversion to Si
units follows 1 D= 3.33564 - 10~3° Cm. Primary definition: a positive and a negative elementharge, separated by 1 A,
have a dipole moment of 4.8 D.
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Case I: Sandwich Case II: In-line

VE/V .

0,6

8>1 8>l 04t . é . L . 1

Figure 3.5:Left part: Sketch of the spherical cavity containing twans#tion dipoles with different geometries:
The dipoles are located at (-0.8,0,0) and (0.1,0,0), théyceadius equals 1. Right part: Ratio of the Coulomb
coupling obtained for different dielectric constarisX 1) and the Coulomb coupling in vacuum € 1) for the
two geometries in the left part. The values obtained eabyeHsu et al. [64] using a multipole expansion are
shown also.

at close distance. The two geometries are depicted in thpdefof Fig 3.5 and the resulting couplings
are shown in the right part in dependence on the dielectnstent.

3.2.4 Calculation of the Couplings

The excitonic couplings are obtained from the Coulomb dogpl between the transition densities of
the BChls. To take into account the influence of the dieleete introduced the following method [53],
based on the theoretical considerations of section 2.2ekedric volume of the protein is created from
overlapping spheres of its atoms with atomic radii takemfthe CHARMMZ22 force field [65]. The
transition density of BChin, is described by atomic transition charg;é,?)(l,o) that are located in
the respective cavities in the FMO protep, (7) = > _; qf,m)(l, 0)o(7 — ﬁ&m)). An optical dielectric
constant ot = 2 is assumed for the protein and= 1 (i.e. vacuum) for the BChl cavities. The transition
charges are rescaled such as to result in the correct mdgrofithe vacuum transition dipole moment
magnitude of 6.1 D as determined in an empty cavity analygiKrnnx & Spring [18] from absorption
data of BCha in different solvents. The Poisson equation

V- [e(F) V(7 :—47TZq 5(F—R™) (3.24)

is solved for each BChl numerically by a finite difference huoet using the program MEAD [66]. The
value ofe() equals 2 if 7 points to a position in the protein and 1 in the case of BChlonkFthe
resulting electrostatic potentiail,, () of the transition density of BChh, the excitonic coupling with
BChln is given as [53]

mn_/dmm ) pulF) = Z% ™ (1,0) (3.25)

In a first approach [53] the atomic transition monopole (TMargesq; of Chang [58] were used
for the transition charge§§m)(1,0). In a second approach [67] the transition charé@‘%(l,O) are ob-
tained from a fit of the electrostatic potential of the tréiosi density (TrEsp, [49]), obtained with time
dependent density functional theory using a 6-83b@sis set and a B3LYP exchange correlation (XC)
functional. A geometry optimization is performed, consiirzg the torsional angle of the 3-acetyl group
to its value in the crystal structure [23] to study the infloewof the acetyl group orientation of the BChls
on the excitonic coupling. Alternatively, the coupling elaulated with transition charges obtained for
fully geometry optimized BClal [49]. In this case, all BChls carry the same set of chafggs$. The
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Figure 3.6: Dielectric volume considered in the calculations of exgitocouplings. (Left) The pigments are
surrounded by protein with = 2, outside of the proteia equals 1(Right) The BChls are surrounded by protein
and solvent, both described by= 2. In both cases the BChl shaped cavities havel inside.

guantum chemical calculations were performed with the ranog [68] and QChem [69] and the fit of
the electrostatic potential with the CHELP-BOW program][70

In a simplified version of the method, the polarizability bétsolvent is taken into account, using
the same optical dielectric constant= 2 as for the protein. In this case, there is no need to create a
dielectric volume of the protein, and the BChls are modeledacuum cavities containing the TrEsp
charges in the homogeneous dielectric. The simplified mimgddther with the TrEsp charges for @hl
is also applied on the central part of photosystem I. The tifferdnt types of dielectrics are illustrated
in Fig 3.6.

The results obtained by the above methods are comparedheigtirhple point dipole approximation
of Eqg 3.18. It will be investigated, which value ¢fgives the closest agreement with the values obtained
from the electrostatic calculations above. We note thagimegalf is distance and orientation dependent
[71].

Finally, we note that the Knox/Spring analysis of the dipstlengths was limited to the 0—0 transi-
tion of the BCha Q, transition, i.e., it does not include excitations of int@etular vibrations (see also
section 3.2.5). To take into account excitonic couplingd ilvolve intramolecular vibrational transitions
would require to include those vibrational modes via th@eetive Franck-Condon factors explicitly in
the theory (see e.g. [72, 73]), which is beyond the scopeisftidy.
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3.2.5 Dipole Strength

The vacuum dipole strength20_0) = 37.1D?

from Knox & Spring [18] is iimited to the 0— 1 el
0 transition, i.e., the excitation of intramolecular —_ $h0) |

vibration is not included. Therefore a legitimate , e0 et
question is, whether we have to use this vacuum

dipole strength 087.1 D?, if we take into account Voo.11

only the 0—0 transition in the simulation of spec-
tra, or if we have to use the accumulated dlpoIEA

Viooo E B

strength of the 0—-0 and 0— 1 transition united on vV

the 00 transition, i.eu® = 7, o+ w2 (0-1) 1 e 1
Two excitonically couple p|gments Wlth each 9 g

having a vibrational ground and excited level in v $h® v

the electronic ground and excited state (Fig 3.7) A 90 B g0

will have dimer eigenstates that reflect the exci-

tonic couplings between the different transitiongigure 3.7: Two pigments A and B, each having a vi-
Since the 0—0 transitions couple strongest thbyational level in the ground and excited electronic state.
will show the largest splitting and the transitionBlack arrows: possible transitions. Green arrows: se-
involving vibrational levels will not be splitted lected excitonic couplings between transitions.

that much (by coupling with a transition of the

other molecule) because of their low dipole strength. Soremsing the dipole strength of the 0—0
transition would put the oscillator strength in a differgtdce of the spectrum than by explicitly includ-
ing the vibrational transitions in the diagonalization gedure.

In the following dimer calculations are performed to inigate this point in detail. For this purpose
we study a dimer where one vibrational level for the ground arcited state is taken into account.
The vibrational frequency is set to 180 th taken from [44], see Fig 3.3. The matrix of excitonic
couplings between all possible transitions and the enerfieespective states is presented in Table 3.1.
Notation: |A g0) stands for molecule A in electronic and vibrational groutades|A g1) means molecule
Ais in electronic ground and vibrational excited stafeg0) means molecule A is in electronic excited
and vibrational ground state af®ig1l) means molecule A is in electronic and vibrational excitedest
analog for molecule B.

The diagonal elements of the left upper and right lower reglaof the matrix in Table 3.1 do not
belong to transitions but are the energy of the actual state.instance the (4,4)-entryeg + 2hiw) is
the energy of molecule A in electronic ground state and vitmal excited statéA g1), which amounts
to 7w and the energy of molecule B in electronic and vibrationaitex stateB el), which amounts to
Eg + hw, see Fig 3.7.

In the right upper and left lower rectangle the respectiv@teric couplings are listed. For example
the excitonic couplind/y, 11 is the excitonic coupling of the transition of pigment A betm|g0) and
|e0) and pigment B betweejg1) and|el) (Fig 3.7). The matrix elements;; ,,,,, with 4, j, m,n = {0, 1}
of Table 3.1 can be calculated with the Franck-Condon faabEq 3.27 as shown exemplary in Eq 3.26

Voo,11 = (Ag0 Bel|V[Ae0 Bgl) = (xgolxeon)a(Xe1lXxg1)8{AQ Be|V |Ae Bg), (3.26)

where (Ag Be|V/|Ae Bg) is calculated as explained in section 3.2 and the Francld@Qofactors are
obtained as (see e.qg. [31]):

m!n! (N —

(xgm|xen) = e/ Z Z \/_\/S_m\/ M' ak ) T 00 —m,N—n, (3.27)

m=0n=0

where e, g is the electronic index (here ground and excite)stV, M is the number on vibrational
quanta, in our cas®, M = {0, 1} andS is the Huang-Rhys factor of the vibrational level. Bdr= N
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Table 3.1:Matrix of excitonic couplingsw = 180 cm~! is the vibration frequency of the vibrational mode.

CHAPTER 3. CALCULATION OF PARAMETERS

Ag0  AgO Agl Agl | Ae0  Ae0 Ael Ael
BeO Bel BeO Bel B g0 Bgl Bg0 Bgl

Ag0 | EB 0 0 0 Voooo  Voo,01 Vot,00 Vot,01
BeO
AgO0 0 Ep+hw 0 0 Voo,io Voo,11 Voti,10 Voi,11
Bel
Agl 0 0 Ep + hw 0 Viooo  Vio01 V11,00 Vii,01
BeO
Agl 0 0 0 Eg+2hw | Vipo  Vioi V11,10 Vi1
Bel
Ae0 || Voooo Voot Vo1,00 Vot,01 En 0 0 0
B g0
Ae0 || Voo,i0 Voot Vo1,10 Vor,11 0 En + hw 0 0
Bgl
Ael | Viooo  Vioo1 V11,00 Vit,o1 0 0 Ep + hw 0
B g0
Ael | Viopio  Vion Vi1,10 Vit 0 0 0 En + 2hw
Bgl

the Franck-Condon factors simplify to

M m
{(Xgm|Xen) =€ mZ::O (mDZ (M —m)! (3.28)

With Eq 3.27 and 3.28 we determine the required Franck-Comfactors to:

(xoolxeo) = €752, (xgilxer) = e/2(1 = 5), (xgolxer) = —e™/*V/S, (xqilxen) = e=/?V/S.
Without vibrational levels th& x 8-matrix in Table 3.1 reduces to tl2ex 2 exciton matrix for two
pigments described in Eq 2.2. Then the diagonal elementtharsite energies and the non-diagonal

elements are the usual excitonic couplings explainedeganlithis chapter.

With the matrix in Table 3.1, Eq 3.26 and Eq 3.27 we performeddudation of dimer spectra (Gauss-
dressed stick-spectra) with and without excitonic coupfior the case with vibrational level in ground
and excited state (Fig 3.8, black lines). To elucidate wéreithis better to use the 0—0 dipole strength
in the calculation or the accumulated dipole strength ofth® and 0—1 transition, calculation without
vibrational level with the 0—0 dipole strength (37.2)Fig 3.8, green lines) and the accumulated 0—0
and 0—1 dipole strength (1.2¥.1 D*)* have been performed (Fig 3.8, green lines). The calculkation
were done for the BChl 1 — BChl 2 dimer of the FMO complex fr@mtepidum with strong coupling,
taking into account the site energies (12410 and 12530'¢fnom the genetic fit (Table 4.3, Trimer).

Both calculations deviate from the result with vibratiotelels. However, it seems that just taking
into account the dipole strength of the 0—0 transition pfesia better description of the spectral position
of the two main bands.

Increasing the effective dipole strength would also addhé¢dife time broadening of the 0—0 transi-
tion in an artificial way.

4Knox & Spring [18] alert that the dipole strengths they répdrare the 0— 0 strengths and that the remainder of jtmed
strength is around 20 %. We interpret that they mean a relafi@0 % dipole strength belong to the 0—0 transition and 20 %
to 0—1 and (higher) transitions. Hence we chose the Huang-Rictor to S=0.25.
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Figure 3.8:(Top) Energy scheme for two pigments with vibrational level i #lectronic ground and excited
level. (Cente) Solution with vibrational levels for couplingawvitched off site energies 12410 and 12530ctin
vibrational levels +180 cm'. (Botton) Three possible results for couplingwitched orand same site energies as
in center

3.2.6 Systematic Study of Couplings in Dielectric

Here the idea is to investigate the influence of the dieleatgdium on the pigment-pigment-coupling in
a systematic way to eventually find a rule how the influencdnefdielectric can be effectively included
in the calculation of pigment couplings in vacuum. The factb0.8, estimated before for FMO is in
principle only valid for strongly coupled pigments (whicreadominating the spectra of FMO), and a
more general factor would be very useful. Schadesl. [71] recently published a distance dependent
factor s(r) (Eq 3.29), based on an exponential function, resulting fedaborate quantum chemical
calculations for 100 pairs of molecules in four differenppsynthetic proteins.

s(r) = Vined = Ae P45, with A=268, 5=0.27, so=0.54. (3.29)
Vvac
As our calculations will show, beside the distance also th&ual orientation is important. The calcula-
tions here have been done with the program Mead [75] for B®@¥ith the TrEsp charges from Madjet
et al. [49], rescaled to the dipole moment 37.% Bf Knox & Spring [18]. All calculations are done in
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Figure 3.9:(Left) Calculations are either done for fixed distance-direction (?), different angles: and different
distances inz-direction or different anglea and different distances in-direction. (Right) VMD [74] picture

(perspective) of two pigments with= 6 A, z = 14 A anda = 0°. The colored areas have= 1 and the black
areas = 2 for medium calculations.

vacuum £ = 1) and dielectric medium with = 2, to extract the influence of the medium by compari-
son. The vacuum couplings from Mead were reproduced witimalsi Fortran program, that calculates
the vacuum couplings in point dipole approximation (Eq 3d&l in extended dipole approximation (Eq
3.19), using the dipole extend df = 8.8 A from Madjetet al. [49]. From Fig 3.10 it is evident that
the vacuum couplings are reproduced in good approximagidhdextended dipole couplings, while the
point dipole approximation is not sufficient.

800 F
i 1 — V
5 vac
£ 600 | Ly
on 400 ED
o0 "
g Vop
&, 200
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o OF
_200 i 1 i 1 i 1 i 1 i i 1 i 1 i 1 i [ i
10 15 20 25 10 15 20 25 30
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Figure 3.10:Excitonic couplings in vacuum (red), extended dipole agpnation (black) with extensiod, = 8.8
A and point dipole approximation (green), plotted versestnter-to-center distance(Left) Move in z-direction
andz =3 A, a = 0°. (Right)Move in z-direction andc = 0 A , o = 0°.

Interestingly, it is possible to reproduce the differenetaeen the vacuum couplings and the cou-
plings in the dielectric (Fig 3.11left) by the couplings of an extended dipole of an enlarged length
d; = 10 A, multiplied by a factor (Fig 3.11tight) AV ~ f - iE2(d; = 10 A). As one can see in
Fig 3.11, the minimum position AV is a critical measure of the extend of the dipole to be use@. Th
AV},(aECD) for 10 and 11 A describe the functiohV with nearly the same quality, but the 10 A curve
describes the couplings for small distances a little bitdvet

To investigate the angle dependence\df, the couplings have been calculated for fixedistance
(R = 3 A) at several different angles:(= 0°, 10°, 20°, 30°, 45°, 60°, 75°, 135°) for distances varied
in z-direction as shown in Fig 3.9¢ft). The resulting couplings are presented in Fig 3.17. Théeang



3.2. EXCITONIC COUPLINGS 45

90° is skipped, because the coupling nearly vanishes at thie &g 3.18, 3.19) and therefore numeric
artefacts would be enhanced. To identify the angle deperdefthe factorf that yields

AV = Viac — Vimed = f(a) - V\/I;:}(I?(dl) ) (3.30)

the difference of the couplings in Fig 3.17 are calculated the extended dipole couplings féy = 10
A are fitted to them (Fig 3.12), yielding different factoféx) for the respective angles

T i T 11— AV 4 200
_ 800:\ v —ees V88|
‘2 600 T e V@0 [ 1150
©Q VE])(IO') -4 100
~
éﬂ 400. )
= 200
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Figure 3.11:(Left) Excitonic couplings in medium (red) and vacuum (black)cukdted withMead (Right)
Difference of vacuum and medium couplingsd” = Vac — Vinea, in comparison with extended dipole couplings
with different dipole extensions. For better comparisbe,ED couplings are scaled with individual factors.
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Figure 3.12:Black circles: difference between vacuum couplings angbogs in dielectric withe = 2 (from

Fig 3.17), i.e., AV = Viac — Vineq, calculated for plan parallel bacteriochlorophylls witars distanceR = 3 A

at certain angles between both Qtransition dipole moments, plotted versus center-toaretiistance: (see Fig
3.9). Blue line: scaled coupling (scaling factbgiven in the figure) of two extended dipol&€$2(d, ), following

Eq 3.19, with extensions 10 A and dipole strengths 3721 D
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In Fig 3.13 the fit factors of Fig 3.12 are shown for angles leetm0° and135° (R = 3 A). Obviously
these factors are well fitted by a scaled cosine function.

'0,2 C 1 L 1 L 1 L 1 L 1 L 1 L 1 L -
0 20 40 60 80 100 120 140
angle o / degree

Figure 3.13: Scaling factorsf(«) (Eq 3.30) obtained from Fig 3.12, in dependence of the angler fixed
z-distanceR = 3 A (red circles), in comparison with a scaled cosine (black)i

To investigate the distance dependence, the couplings e calculated for three different an-
gles @ = 0°, 20°, 45°) and distances between 0 and 30 A zlirection. The results are shown
in Fig 3.16. It is evident thayf is also distance dependent, i.e., in the simplest case itléHwld
[ = frr(R,7) - fo(a). The function which is suitable to describe the data poistsfithe type
f(R,7) o 1 — e m-B-a27 whereR is the distance between the planes, described by the Nitroge
atoms M, —Np in the BChls and- is the center-to-center distance.

The coefficients have been determined by a manual fit usingrdwramgnuplot[76].

Now it is possible to present a formula for the coordinateedamalculation of the couplings in media
without an explicit numerical solution of the Poisson-Batann Equation:

Vil = Viae = f - Vigo(da) , (3:31)

m

where f is angle and distance dependent:
f=f(,R,7) =ap-cosa-(1—e @l gmazr) (3.32)

with ag = 0.42, a; = 0.28, a2 = 0.04 for BChla. For other types of pigments (e.g. BGHr Chla) it
is necessary to do the calculation again and extract speodfficientsag, a1, a2, because they might
depend on the pigment type.

As a test of the empirical derived formulas Eq 3.31 and Eq,3a3&lculation with a different fixed
z-distanceR = 6 A and anglen = 0 is done for center-to-center distancebetween 6 and 25 A. The
result is shown in Fig 3.14.

In Fig 3.15 the ratio ol/jeg and V4 for the Mead values is compared to the Scholes function (Eq
3.29) s(r) and the ratio of our approximation (Eq 3.31, 3.32) to the uacouplingsV. 2P/ V;... The
zero crossing of the ratio of calculated couplings (Fig 3lé8) is well described by our approximation,
as well as the limit for large distances fits very well with @mproximation. The Scholes functiaiyr)
fits only better for a move in-direction in the range of 8 to 13 A, while it fails in the deigtion of the
overall behavior and gives wrong limits.

In Fig 3.16(left) the approximated medium couplings using our approximgtied) and the Scholes
approximation (orange) is compared to the exact medium lcmsgobtained by solving the Poisson
equation numerically. Our approximation fits very well te #xact values, while the Scholes values fit
well for distances larger than 10 A. In Fig 3.17 also our agpnation (red) fits very well to the medium
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Figure 3.14:(Left) Vacuum couplingd/,c (red) and couplings in dielectric medium with= 2, Vieq (black).

(Right)Couplings in medium (black circles); @™ following Eq 3.31, 3.32 for an angle = 0° and plane distance
R =6 A (orange) in comparison with the Scholes-approximaticn3E29)s(r) - Viac (green).

values, while the Scholes values (orange) fit very well fetatfices larger than 7 A. In the range of 10 to
13 A the Scholes values even fit slightly better.

As a result of the good agreement between the extended dippteximation with the exact vacuum
couplings (Fig 3.10) we can give an even simpler expressoiif] 3.31. Here only the coordinates of
the Nitrogen atoms are needed.

y(@ppn _

o) = Vige(do) — f - Vige (dh) (3.33)

with dg = 8.8 A, dy = 10 A and f specified in Eq 3.32.

2 o—o Vm::d / Vvac o—o Vmed / Vvac 1!
— s(1) — s(n)
v @ppr) /v v (@ppr) /
med vac med vac
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r / angstrom

[Nl
N
o
(9]

15 20
r / angstrom

Figure 3.15:(Left)Move in z-direction withR = 3 A anda = 0. (Right)move inz-direction,a. = 0. s(r) from
Eq 3.29, in comparison withimeq/ Viac from the mead calculations (Figs 3.17 and 3.16).
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Figure 3.17:Move in z-direction. Vacuum couplings (black) and couplings in éatic withe = 2 (green
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and 3.32s(r) - Viac calculated following Eq 3.29.
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3.3 Calculation of Site Energies

In the following, four independent methods to obtain thealdcansition energies (site energies) of the
seven BCh molecules of the monomeric subunits of the FMO proteif.odiestuarii andC. tepidum
are described. First the site energies are used as parartteteare optimized by a genetic algorithm in
the fit of optical spectra. Afterwards, three methods whiglewate the site energies directly at different
levels of approximation, are presented.

3.3.1 Site Energies from Fit of Optical Spectra
Evolutionary Algorithm

An evolutionary algorithm is an optimization method, whiakes the biological evolution as a paradigm.
The evolution has the ability to adapt complex life-formsl anganisms to their environmental and life
conditions by manipulating their genetic constitution.efdby a very difficult optimization problem is
solved. The most amazing property of evolution is the neddyi simple procedure and the cooperation
of different control mechanisms. In a simple model the dearocedure can be reduced to three simple
principles: Mutation, selection and recombination.

Description of the Algorithm

An often successful way to treat nonlinear multidimensiaimization problems is to use an evolu-
tionary algorithm as a fit routine [77—79]. An overview of thytimization process is given in Fig 3.18.
In the initial step/V sets of site energies are generated (a so-caligdilationof N chromosomés one

Scheme of a genetic algorithm Recombination

random

Result Input| ChOicel

Set with highest N random sets of site energies| [x1 ]2 [x3|xa]xs]x6 [ |

finess value I elnle s ely]
break or Simulate > Compare N [x1 [ x2 [x3 [ x4 ]|
continue? N spectra simulated 6 6 [ ]
spectra with
experiment
N new sets of - .
site energies N Fitness values Mutation
random
Rank N sets of choice
site energies
Genetic d e e xa 58] x6 [x7
operations i i
reproduction \ Selection of sets: higher rank - = Random
recombination higher selection-probability.
mutation (Distribution function) e e Il [x7]

Figure 3.18:Left Working scheme of the genetic algorithm used in the fit of agitspectra to obtain the site
energiesRightGenetic operations, recombinatidog) and mutationlgotton).

set is provided (start set) arid—1 are randomly created. The corresponding spectra ardatduand

the different sets are ranked according to tfigiess valugwhich is obtained from the reciprocal of the
mean square deviation between the calculated and expeaahspectrum. To get better individuals from
generation to generation it is necessary to use a suitaftigbdition function which takes into account
the ranking of chromosomes by choosing higher ranked chsomes with higher probability than those
with lower rank: the so—calledelectionof chromosomes. With these selected chromosomes genetic
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Table 3.2: Test of the genetic algorithm, using the FMO coordinated. s energies are expressed in units
of cm~!. TheTrue values are site energies that were used to calculate a spetat is used instead of the
experimental spectrum in the fit. Theitial values are different sets of initial site energies used éfih as
explained in the text, and thHdt-Resultvalues are the respective optimal site energies obtaimed fine genetic
algorithm.

Initial Fit-Result
BChl || Center Swap| Center Swap| True

1 12460 124500 12451 12442 12450
12460 12470 12521 12514 12520
12460 12550 12210 12207 12210
12460 12540 12320 12317 12320
12460 12210 12548 12558 12550
12460 123200 12542 12538 12540
12460 125200 12471 12469 12470

NOoO o~ wWDN

operations [77—79]réproduction recombinatiorandmutatior) are performed.

Reproduction:; To avoid the loss of important information, in each stepadlmosome with the highest
rank is copied to the next cycle.

Recombinationt Two sets of parameters are selected and it is decided bydamanumber after which
position across-over(see figure 3.18) is done to produce a new parameter set.

Mutation: One or two elements of a chromosome are selected by randdrthein values are changed
by adding a random number (reasonable boundaries!). Mutatin be done after selection of one set of
parameters or additional after recombination. The fit imtieely completed. In this work 100 to 200 fit
cycles were computed, with a population of 100 chromosomes.

Test of the Algorithm for FMO

The algorithm was tested (using the FMO coordinates) firseplacing the experimental spectrum by a
calculated spectrum, shown as circles in Fig 3.19, that Wwteireed for the site energies given in the last
column (True) of Table 3.2. A simultaneous fit of the absorption (OD), #inéichroism (LD), circular
dichroism (CD) and the derivative of the absorption (Pépectrum was performed. A typical population
of 100 chromosomes was used. After 200 iteration steps,ahes for the site energies found by the
algorithm were withint=2 cm~! of the true values for convenient initial values and withifi cm=! for
inconvenient initial values. The algorithm converges ,fisall initial values for the site energies are
chosen equal at an energy of 12460¢nn the center of the target spectrum. The spectrum resiftting
those initial site energies is shown as dotted line in Fi®3The most difficult situation occurred with
an inverted order of the initial values with respect to theroal values, the respective initial spectrum is
shown as a dashed line in Fig 3.19. If only the OD spectrumealoas fitted, the optimal site energies
obtained were wrong, even if a population of 500 chromosoneesused.

Test of the Algorithm for PS1

Again the experimental spectra are replaced by simulatedtis here triplet minus singlet (T—S) and
cation minus neutral (P—P) spectra and the derivatives of both. For the algorithshthe triplet state

is placed on R and the charge ongP. For each inhomogeneous spectrum N = 2000 homogenous spec-
tra are averaged. The special pair coupling is set to 180'cmhat is relatively close to the expected
special pair coupling. In contrast to the FMO fit, also theomimgeneous line-widths (fwhm) are treated

as fit parameters. A simultaneous fit of the T—S and-PP spectra and their derivatives was performed.

A typical population of 200 chromosomes was used. After 28fation steps, the values for the site
energies found by the algorithm were withiri0 cm™! of the true values and the values for the inho-
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Figure 3.19:Test of the genetic algorithm, using the FMO coordinatese fi¥o Initial spectra are obtained for
different initial sets of site energies used in the gendtiodhm as explained in the text. Therue spectrum
is used in place of the experimental spectrum, it is obtafoed set of known test values of site energies. The
Fit-Results(solid line) shows the spectra obtained for the two sets tifrap site energies given in Table 3.2.

T-S P -P
01F ' ! ! a - T T T J 0.2
"
™~ 1 L ' i
A\ ' 01
0 e ,- " e I ' |
" . '~ ] y

| 7 i »

-O,l - ‘ /\ [] - B \ ’ f
r | 1
| L b $ r < -0,1
t r ' J Start Values 1 Wy
s L r I — —  Fit Results « |\ !
0,2 t y ¢ !
L = = True Values R —1-0.2
LU/
[ 1 [ 2 1 I. 1 2 1 1
14000 14500 15000 14000 14500 15000
-1
wavenumber / cm

1
wavenumber / cm

Figure 3.20:Test of the genetic algorithm, using the PSI coordinates ihhial spectrum for T—S is scaled

by factor 0.4, because of better visualization. Thigal (green line) spectra are obtained for the initial set of site
energies used in the genetic algorithm as explained in thie T&e True Valuespectrum (black dots) is used in

place of the experimental spectrum, it is obtained for a Skhown test values of site energies. THé&Results
(red dashed line) shows the spectra obtained for the twm§etstimal site energies given in Table.
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Table 3.3:Test of the genetic algorithm, using the PSI coordinatee. Siergiesk,,) and inhomogeneous line-
widths (fwhm) are expressed in units of th The True values are site energies that were used to calculate a
spectrum that is used instead of the experimental spectnutrei fit. Thelnitial values is the set of initial site
energies used in the fit, as explained in the text, andrilhiBesultvalues are the respective optimal site energies
obtained from the genetic algorithm.

Initial Fit True

Chl E, fwhm| E, fwhm| E, fwhm
1011 (R) || 14550 150 | 14689 258 | 14680 250
1021 (B) || 14550 150 | 14496 257 | 14500 290

1012 14550 150 | 14764 157 | 14770 160
1022 14550 150 | 14438 197 | 14440 190
1013 14550 150 | 14732 119 | 14730 140
1023 14550 150 | 14180 175 | 14170 180

mogeneous line-widths are within20 cm—!, except for B, where the deviation is around 30 tfn for
the given initial values. The algorithm converges fast|lifratial values for the site energies are chosen
equal at an energy of 14550 crin the center of the target spectrum. The spectrum resultintghe
initial site energies is shown as thin green line, the Testspm for the True Values is the black dotted
line and the spectrum resulting for the fitted values is tiedashed curve in Fig 3.20.

3.3.2 Site Energies from Structural Data

In the following, three methods are described that aim arecticalculation of site energies from the
structural data. In these approaches no absolute siteieséxg relative site energy shifts are calculated.
The site energy,,, for pigmentm is given by:

Enm = Ey + AE,,, (3.34)

where the site energy shithE,,, is obtained by the methods described below, and the consgfant
is assumed to be equal for all pigments and will be determinam the overall spectral position in
comparison with experiment.

Point Charge — Dipole Method

From classical theory the interaction between a dipbénd an electric fields (in vacuum) is given as
W =—i- E. The ground and excited states of the pigments are desdripttir dipole momentg,,
andji.y, respectively, and the electrochromic shift of the traonsienergy is obtained as the difference in
interaction energies of the excited and the ground gkdfe= W, —W,,. We note that an additional shift
—1/2 Aa E? occurs because of the difference in polarizability: of the two electronic states [80, 81].
Including theA« reported for BChh from Stark experiments [82], spectral band shift measurgsnea
solution [83] and quantum chemical calculations [80] hasalkeffect on the calculated electrochromic
shifts. The site energies obtained, including fhe-term are withinl0% of those obtained by neglecting
this term. The large variance in the report&e values ranging from-4.3 A3 [80] to 16 A® [83] makes
it difficult to obtain a reliable estimate of the small cotien term for the site energies. Therefore this
second order correction is neglected in this study and dmyfitst order term described above is taken
into account.

The shift AE,, of the transition energy of thexth pigment in a field ofV point charges;; in a
dielectric medium then follows as:

1 o Aji 7
ABEy = — ¢, =Hm lmk (3.35)

3
Ceft ;1 7] Tk
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Amino Acid Pigment
(bg)

q] Aq(m)

1

Coulomb
Couplings

Figure 3.21:Left: Structure of monomeric subunit of the FMO complex®ftepidumas used in PCD method:
BChls green, positively charged amino acids (Arg, Lys) meelgatively charged amino acids (Asp, Glu) blue,
neutral amino acids grefright: Calculation of site energy shifts as in CDC method: all apartial charges of
the environment (charged and neutral) as well as the difteré charge density between excited and ground state
of the pigments (negative charge density red, positive)ldue considered.

whereAji,, = i, — jim is the difference of the permanent dipole moments of groamd excited
state of themth pigment and-,,,, = 7, — 7% iS the vector connecting the center of thth pigment
with the kth point charge. The effective dielectric constagt in the denominator of Eq 3.35 is used to
describe the screening and local field effects by the digdestivironment [84] in an effective way. This
method has been successfully applied to calculate eléctotc shifts of pigment transition energies
due to oxidized and reduced pigments in bacterial react@mecs [84] and photosystem Il reaction
centers [32]. Here, the method is applied to calculate sigegy shifts due to charged amino acids.

The experiments were performed at pH 8 [42, 43]. For sinplicve assume that this pH value
also applies to the environment of all the titratable groumpthe protein and hence arginine (Arg) and
lysine (Lys) are negatively charged, whereas aspartic(@ad) and glutamic acid (Glu) carry a positive
elementary charge (Fig 3.21). The charges were locatedeatehter of charge of the amino acid,
obtained from the atomic partial charges of the CHARMMZ23 [igce field.

The difference vector of excited and ground state permattipote momentg\i,, is assumed to be
of equal magnitude and orientation with respect to the BGhacrocycle for all pigments. From Stark
spectra of BCHd [85] a value forlAfi| between 1.6 D and 2.4 D and an orientation\gf approximately
along the Ny — Np axis of the BChl can be estimated [85] In the present calculations we use
|Aji] = 2.0 D and determines.s from the fit of the overall width of the spectrum obtained fbet
calculated site energies. In the following we refer to thetmod as the the PCD method.

Poisson —Boltzmann Quantum Chemical Method

In the Poisson-Boltzmann quantum chemical (PBQC) apprapantum chemistry of BCalin vacuum

is combined with electrostatics of the whole protein in atodetail including polarization effects of the

solvent and the protein and an average over the protondatesf the titratable residues [26]. In short,
atomic partial charges of the BChls are obtained by a fit oktketrostatic potential of the ground and
excited state charge densities [49]. The site energy diffegsA F,,, are then obtained by calculating the

°For BChh in polystyrene £ = 2.6) a value|Afi|/f of 2-3 was reported [85]. Using the empty cavity facybor=
3e/(2e + 1) then results iAfi| = 1.6 — 2.4.
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electrostatic free energy change that occurs when movigib sets of partial charges from the solvent
(with dielectric constant,,,) into the specific binding site of BChh in the protein. Further details are
given in [26].

Charge Density Coupling Method

In the charge density coupling (CDC) method, the PBQC ambratescribed above is simplified by
(i) assuming a standard protonation pattern and (ii) desgrithe polarization effects by screening the
charge density coupling by an effective dielectric constagn. To evaluate the charge density coupling,
two sets of partial charges are need@dqf,m)} and {ngg)}. The Aqf,m) = q}m)(l, 1) — q§m>(0,0)
describe the shift in charge density of the PPC when B@lik excited. It is non-zero only on the
macrocycle of BChin. The remaining charge density of the PPC is described byablegoound charges
ngg) that include the whole protein, certain water molec§lesl BChlsn # m in the ground state and
also the phytyl chain of BChh.

The electrochromic shift of theaxth pigment is calculated from the Coulomb interaction of diife

ference of ground and excited state partial charzge}’") of pigmentm with the background charges
(bg)
45

N K (m)  (bg)
A .
AE, — L > :% , (3.36)
Celf T g—ilry  — 1y

whereN is the number of partial charges of the macrocycle of B@hlK is the total number of back-
ground partial charges armf,m) - rgbg)| is the distance between tlih difference partial charge of the
mth pigment and the'th partial charge of the background.

The background charges of the protein and the water are takarthe CHARMM22 force field [65].
The partial charges of BChls are obtained from a fit ofdabénitio electrostatic potential of the ground
and excited state charge densities as described in defd®jnThe quantum chemical calculations are
either performed on a fully geometry optimized B&mesulting in the same partial charges for all BChls,
or after performing a restricted geometry optimization vehéhe torsional angle of the acetyl groups of
BChis is kept as in the crystal structure [23]. In the latt@se; we also included the direct effect of the
acetyl group rotation on the transition energy as obtainewch the quantum chemical calculations. The
site energy is then obtained &%, = Fy + AE,, + AETS?C) with AFE,, in Eq 3.36 and adjusting, to
describe the spectra. We note tthET(,‘}C) is also considered in the PBQC method.

5These water molecules are the hydrogen bond donor to thetglaroup of BChl 1, the axial ligand to the Mg atom of
BChl 2, and two water molecules bridging the side chains gf 234 and Ser 235 via H-bonds.
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Application to FMO

Absorbance

Figure 4.1:The absorbance of light of a photosynthetic pigment-pnateimplex (FMO protein oP. aestuari)
is explained by structure-based simulations. The dipolenert of ana-helix determines the energy sink at a
particular pigment in this system by electrostatic intéoans as illustrated in the lower part.
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Since the first high resolution crystal structure of the FM@t@n appeared more than 30 years ago [2],
there have been numerous of theoretical approaches trymgptain the low-temperature optical spectra.

In these approaches, the structural data have been usettttata excitonic couplings between
the seven BClal pigments that are bound per FMO monomer and the site enesgiestreated as fit
parameters. Nevertheless, it has been an unsolved problemadire than 20 years to find a satisfying
description of the different linear optical spectra and mowmn set of site energies.

A large part of the puzzle was solved by Aartsma and coworf2s86] who used a smaller ef-
fective dipole strengths of the BChls in the calculation ximnic couplings than assumed previously.
The smaller excitonic couplings allowed for a simultanedascription of absorption and linear and
circular dichroism. We have recently checked [53] that thiki@s for the optimal site energies do not
change qualitatively, if a more sophisticated theory ofagbtspectra [30] is used that contains vibra-
tional sidebands, life-time broadening and resonanceggneansfer narrowing, which were neglected
in the original approach [86].

In addition, we presented [53] a quantitative explanatibtihe low effective dipole strength. In this
approach, a Poisson equation is solved for the electrogtatential of transition charges originating
from the transition monopole approximation of thg — S transition of BChé [58]. The monopoles
are positioned in vacuum cavities in the dielectric volurfi¢he protein, where the cavity shapes are
determined by van-der-Waals radii of the atoms of the BCFhaiors and the protein volume by the
radii of protein atoms.

Recently, a new method (TrEsp) has been developed by Metdi¢t[49] to obtain transition charges
from a fit of the electrostatic potential of tlad initio transition density. The coupling from these tran-
sition charges was shown to be identical with the one thabtaioed in the transition density cube
method [61]. Here, we will use the TrEsp transition chargessimplify the description of the dielectric
environment by including the solvent and assigning the sdiglectric constant to the protein and the
solvent.

The drawback of a fitting procedure for the site energiesasiths impossible to relate the obtained
optimal values to structural details of the pigment-protmplex. A first attempt of a direct calculation
of site energies from structural data was reported by Gukladowaket al. [87]. Quantum chemical
calculations of BChl transition energies were performégh@into account the different conformations
of the macrocycles of the BChls, including the acetyl groofation and also all charged amino acids in
the vicinity of the BChls. However, the reported site enesgio not describe the optical spectra, most
likely because important long-range electrostatic irtgoas were neglected in this purely quantum
chemical approach.

We have recently used a very simple electrostatic methodtfbBiclude all charged amino acids
of the protein, assuming a standard protonation patter sitb energy shifts were obtained from the
difference in Coulomb couplings between the charge dessit the charged amino acid residues and the
ground and excited state charge densities of the BChls. drhest were described by point charges and
the latter by the difference permanent dipole moment batwyesund and excited state. We will therefore
term this approach PCD (point charge-dipole) method. Aitaisde description of experimental data
was obtained, after performing a partial fit of the site eer@f those two BChis that are not ligated
by His but by Leu (BChl 5) and water (BChl 2). The major drawbat this approach is a too simple
description of interactions between BChls and their closérenment as is evident from the difference
potential between the charge density of the excited and ringnd state of BClal [49] in Fig. 4.11.
This potential is clearly different from that of a dipole,catinerefore, e.g., hydrogen bond effects to the
13'-keto and 3-acetyl group are incorrectly described in th® R@proach. The difference potential
indicates how a partial charge of the protein varies thesttim energy of the BChls. For example, if
a positive charge is located in the negative differenceriatie(shown in red) a stronger stabilization of
the excited state and therefore a red shift of the transé@iergy results.

To take into account both, the short- and the long-rangedotens in an appropriate way, a new
calculation method was proposed by Mgihal. [26], combining quantum chemistry with electrostatics
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in atomic detail. The charge density of both the protein &iedpigments was described by atomic partial
charges. Moreover, polarization effects of the dieleadfithe protein and the solvent were considered as
well as a realistic protonation pattern by solving a PoisBotlizmann equation and using a Monte Carlo
approach to sample the possible protonation states oftth&able residues. We will call this approach
the PBQC (Poisson-Boltzmann Quantum Chemistry) method.tHeofirst time, it became possible to
reach quantitative agreement between experimental spaatt calculations that essentially contain no
free parameters. On this basis, the importance of diffgrarts of the protein could be analyzed. Rather
unexpectedly, the electric field of the backbone of iwbelices was identified to determine the energy
sink at BChl 3 [26]. Besides this effect, charged amino adiyslrogen bonds between the keto and
acetyl groups of BChls and their protein environment, arftbiotharge density couplings contribute
to the shifts. Polarization effects and the different comfations of the BChls were found to be least
important.

The latter finding provided the inspiration to study whetfigs possible to simplify the PBQC
approach by just taking into account the Coulomb couplingvben the charge densities of the ground-
and excited states of the BChls and those of the protein. isnafproach that we term CDC (charge
density coupling) method, any polarization effects araeximated by screening the Coulomb coupling
by an effective dielectric constants. Furthermore, a standard protonation pattern is assunmetido
titratable residues.

4.1 Couplings

Here the couplings calculated with the methods introducesettion 3.2 for the FMO complex &.
tepidum andP. aestuarii are presented.

4.1.1 Couplings Calculated with Point Dipoles and Transitbn Monopoles

The results for the couplings calculated in the transitimnopole approximation and fer= 2 (Table
4.1, column 3a and 3b) are compared to the values obtained=ar in the transition monopole (column
la/b), and point dipole approximation from Eq 3.18, using 1.0 (column 2a/b) ang’ = 0.8 (column
4a/b). A least mean square fif,.M(e = 2) = f - V,IM(c = 1), for the transition monopole couplings
in columns 1 and 3 results ifi = 0.80. The closest agreement betwegn (s = 2) and the point
dipole approximation (column 2) were obtained by using &iaof f = 0.81 (P. aestuari) and0.82 (C.
tepidun), i.e., we obtain nearly the same correction factor as fedifference betweel'M (¢ = 2) and
V IM(e = 1). Itis clear, thereby that the point dipole approximatiorrkgovell and that the main effect
on the couplings is due to the dielectric environment. Thes@nt factor 0H.80 — 0.82 is somewhat
larger than the factor 0.72 obtained for point dipoles intsesical cavity.

A closer examination, using extended dipoles instead ofiti@n monopoles, shows that about half
of the deviations occur because of the more realistic chdigggbution and the remaining half due to the
more realistic cavity shape and the fact that cavities gjm@dring pigments overlap. However, overall
the simple spherical empty cavity model is seen to work ssirgly well, being just off by about 10
%. In the calculation of optical spectra and exciton relaxapresented below we use the point dipole
approximation and a factgf = 0.8 for both P. aestuariiandC. tepidum

4.1.2 Couplings Calculated with TrEsp Charges

The excitonic couplings (only fdP. aestuari) were calculated in vacuuna & 1) and in a dielectricd =
2), representing the protein (prot) or the protein and thesstl(psol). TrEsp transition monopole charges
were used obtained either for fully geometry optimized ptaBChla (plan) or taking into account the

'Fore = 2 inserted into the empty cavity factor that includes theetitic shielding%, ie.fe=2) = =0.72.

9e
T (2e+1)2
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conformation of the acetyl group (conf). The results foisthgarious calculations are presented in Table
4.2. As seen from a comparison of columns (1) - (4), there g @minor influence of the acetyl group
conformation on the couplings. The couplings obtainedHerprot and thepsol dielectric are also very
similar. However, the comparison of these calculation wie vacuum calculations & 1) in columns

(5) and (6) shows that there is a reduction of the strongastlicms by about 20 % due to the dielectric
medium. The excitonic couplings determined by the variotisp methods can be well approximated
by the point dipole approximation and a factbr= 0.8 as seen in the last column of Table 4.2 and
in Fig 4.2, where the optical spectra obtained with TrEsg/fsonf) and PD f = 0.8) are compared

to experimental data [42]. In the TrEsp calculation, thengj@ain transition dipole orientatioryif,)
was taken into account. We find, however, that all transitijpole momentgi,,, lie within +2° of the
Ng—Np axis of the respective BChh. The site energies of the PBQC approach [26] were used in the
calculation of the spectra.

4.1.3 Comparison of TM and TrEsp Couplings

If we compare the couplings calculated with TrEsp chargeplemar BChls (prot) and = 2 (column 1,
table 4.2) with the couplings calculated with TM charges bffig [58] (Table 4.1, column 3b), which
are also calculated for planar BChls in the same environmenfind that the couplings are very similar.
The largest deviation of 14 cm is found for the coupling between pigment 5 and 6, the otheiatiens
are smaller than 9 cmi. The highest couplingl(— 2) is exactly the same for both methods.

The couplings with TrEsp charges have been calculated onK.faestuarij but we can expect that
also forC. tepidumthe point dipole approximation and a factbe= 0.8 is a good approximation.

4.1.4 Discussion

The calculations with TrEsp charges (section 4.1.2) camate the conclusion from the former calcu-
lations of section 4.1.1 that the excitonic couplings in BMO protein can be well described by the
point-dipole approximation taking into account the infloerof the dielectric by an effective dipole
strength offd2,. = 30 D?. The semi-empirical transition monopole charges of Ch&gj {ised in
section 4.1.1 were replaced by thke initio TrEsp charges of Madjett al. [49], taking into account the
influence of the acetyl group rotation. In addition, the salwas included by assigning to it the same
as to the protein. All of these extensions do not change thetife dipole strength and therefore support
our earlier explanation. If at all, there is a slight decesakthe factorf from 0.80 in the calculations
of section 4.1.1 to 0.76—0.78 in section 4.1.1. Howeverhatpresent level of theory, we consider
such a small change as not significant. The assumption ofine $actorf becomes incorrect for the
small couplings obtained at large inter pigment distan68% [The error made for these small couplings
does not influence the spectra significantly because of therdaing influence of the nearest neighbor
couplings.
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Table 4.1: Excitonic couplings foiC. tepidumandP. aestuariiin units of cnt!. (1) Transition monopole ap-
proximation using transition charges of Chang [58], (2)npdiipole approximation witlf = 1 in Eq 3.18, (3)
electrostatic calculation of transition monopole couglin dielectric environment of the protein (with optical di-
electric constart = 2) using the program Mead and the same transition charges #eefoalculations in columns
(1), (4) Point-dipole couplings, Eq 3.18, obtained fo+ 0.8. The large couplings are highlighted.

| [

C. tepidum [ P. aestuarii |

(1a) (2a) (3a) (4a) (1b) (2b) (3b) (4b)

™ PD ™ PD ™ PD ™ PD
BChl Eq3.18 Eq3.18 Eq3.18 Eq3.18

vac prot vac prot

e=1 f=1 e=2| f=0.8 e=1 f=1 e=2| f=0.8

1-2 -122 -110 -96 -88 -133 -123 -104 -98
1-3 7 7 5 6 7 7 5 5
1-4 -8 -7 -4 -6 -8 -7 -4 -6
1-5 8 8 5 7 9 9 5 7
1-6 -17 -17 -13 -14 -20 -19 -15 -15
1-7 -10 -12 -6 -10 -11 -17 -8 -14
2-3 39 39 33 31 38 38 33 31
2-4 10 10 7 8 10 10 7 8
2-5 1 1 5 1 2 2 5 1
2-6 13 15 7 12 15 16 8 13
2-7 4 5 -0 4 6 11 1 9
3-4 -73 -67 -51 -54 -69 -70 -47 -56
3-5 -2 -3 1 -2 -2 -2 1 -2
3-6 -12 -12 -8 -10 -11 -12 -8 -10
3-7 7 8 8 6 4 4 5 3
4-5 -95 -88 =77 -71 -88 -82 -71 -66
4-6 -21 -21 -14 -17 -22 -23 -15 -18
4-7 -82 -79 -67 -63 -76 -73 -62 -58
5-6 95 101 78 81 109 111 20 89
5-7 -3 -2 -0 -1 -6 -4 -3 -3
6-7 49 50 38 40 41 46 33 37

Table 4.2: Excitonic couplings foiP. aestuariiin units of cnt! obtained with different methods explained in

detail in the text. The large couplings are highlighted.
| I P. aestuarii |

@ @ 3 4 ®) (6) M
TrEsp | TrEsp | TrEsp | TrEsp || TrEsp | TrEsp PD

BChl plan plan conf conf plan conf Eq3.18

prot psol prot psol vac vac

e=2|e=2|e=2|e=2 e=1|e=1 f=038
1-2 -104 -101 -101 -98 -133 -130 -98
1-3 5 3 5 3 7 7 5
1-4 -4 -4 -4 -4 -8 -7 -6
1-5 5 4 5 4 9 8 7
1-6 -18 -18 -16 -15 -24 -21 -15
1-7 -8 -8 -7 -7 -12 -11 -14
2-3 34 25 33 24 39 38 31
2-4 7 6 7 6 10 10 8
2-5 5 3 6 3 2 3 1
2-6 8 8 8 8 15 14 13
2-7 2 1 2 1 6 6 9
3-4 -56 -52 -50 -45 -81 -72 -56
3-5 3 1 -2 0 0 -1 -2
3-6 -8 -6 -8 -6 -11 -11 -10
3-7 6 7 1 2 3 3 3
4-5 -70 -68 -71 -68 -87 -88 -66
4-6 -16 -15 -15 -15 -24 -23 -18
4-7 -58 -59 -58 -59 -70 -70 -58
5-6 76 77 70 71 97 89 89
5-7 7 6 4 3 5 1 -3
6-7 32 27 31 26 40 39 37
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Figure 4.2:Comparison of 4 K absorption (OD), circular dichroism (CByldinear dichroism (LD) experimental

data [42] with calculations using site energies from PBQQable 4.5 and different methods for the excitonic

couplings: The green dashed curves were obtained for eg@gtalculated in point dipole approximation with

f = 0.8, assuming the transition dipoles to be oriented g+Mp direction. The red solid lines were obtained for
the TrEsp/prot/solv (conf) couplings including the inflgerof the BChl conformations on the transition charges

and on the orientations of local transition dipole momets
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4.2 Site Energies

The site energies presented in the following are obtaingl thie methods introduced in section 3.3.
They are calculated for the FMO complex ©f tepidum andP. aestuarii, using the X-ray structures
from the protein data bank, i.e., from Tronretdal. [23] for P. aestuariiand Liet al. [24] for C. tepidum

4.2.1 Site Energies from Fit of Optical Spectra

A genetic algorithm was used for a simultaneous fit of the OD; Qierivative of OD), CD and LD
spectra ofC. tepidumand P. aestuarii (Adolphs & Renger [53]), measured by Vulat al. [43] and
Wendlinget al. [42]. The temperature of measurement and simulation was@ K ftepidumand 4 K
for P. aestuarii A width of 100 cnm! for the distribution function of site energies gave the lbagseement
between the calculated and experimental spectra. Thevaicitouplings in Table 4.1, column (4a/b) for
C. tepidunrespectivelyP. aestuariiwere used in the optimization. The fit of site energies watkpaed

for the monomeric as well as for the trimeric structure of /MO complex, to evaluate the effect of the
inter-monomer couplings. Later [67] it turned out that itiere realistic to use the monomer structure,
because that includes implicitly the dynamic localizatisee below).

The optimal site energies obtained from the fits are showmbi€l4.3. As one can see the maximum
deviation of optimal site energies between monomer ancetrisalculations (with high energy mode) is
70 cnT! (BChl 7 of P. aestuarij and the ranking of the site energies is almost identicaliceordance
with some of the earlier results [42, 43], pigment number Stha lowest site energy f@. tepidumand
P. aestuariiand the largest deviation in site energies between the teciepis obtained for BChl 5. The
overall ranking in site energies obtained here, is almcesttidal to those obtained earlier by Vulked
al. [43] and Wendlinget al. [42] as seen in Table 4.3. The spectra obtained for the pregptimal site
energies for monomers and trimers are compared in Fig 4tBthetexperimental data [42,43]. Although
the spectra for the monomers and the trimers are very sjrttiaire are some quantitative differences for
the CD spectrum oP. aestuarij that cannot be ignored. Hence all calculations of optipglcsa in
Adolphs & Renger [53] have been done for the trimeric stmgcturhe quality of the trimer fit is very
good for all spectra of. tepidumand for OD and LD ofP. aestuariiand somewhat weaker for CD of
the latter.

Inspired by the further development of the structure bagedesergy calculations (PBQC by Mih
et al. [26] and CDC, section 3.3.2) we revised the genetic fit andsgote slightly changed new results:
The FMO protein fronP. aestuarii has been investigated with improved methods in Adoktdted. [67].
Again the genetic algorithm was used for the fit of OD,’QOOD and LD spectra of Wendlinet al. [42]
at 4 K. The differences to the calculations from Adolphs & Bemn[53] are: (i) the high energy mode in
the spectra simulation program is skipped, (ii) insteachefdame inhomogeneous broadening we used
different width for the seven pigmentsand (jii) instead of using the trimeric structure, only roareric
structures were used, because the strongest excitonitimmpbptween two BCld molecules in different
FMO monomers is around an order of magnitude smaller thalotiaéreorganization energy,. Hence,
the coherence between the excited states of these pignsedéstructed by protein vibrations. This
dynamical localization is included implicitly by assumitigat delocalized states can be formed only
between pigments of the same FMO monomer, i.e., we neglestnmonomer excitonic couplings.

The optimal site energies obtained from these new fitff@restuarii are shown in Table 4.3. The
highest deviation to the former results is obtained for B&EhThe ranking order is the same as for the
trimer fit from Adolphs & Renger [67] and Wendlirgj al. [42].

2We use different widths for the seven pigments. Pigment 4: 3whm = 60 cn! ; Pigment 2: fwhm = 100 cm' ;
Pigment 5 - 7: fwhm = 120 cm'. This empirical assignment is based on the assumptiontihaetBChls, which according to
the crystal structure have more water molecules bound invt@nity, should have a larger disorder because of thecstiral
heterogeneity of the water molecules.
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Table 4.3:Site energies in units of cm for C. tepidumandP. aestuariiobtained from the fit of optical spectra
in Fig 4.3 for FMO monomers and trimers, together with eaffiteresults of Vultoet al. [43] and Wendlinget

al. [42]. The bold numbers give the rank starting with the snsaléite energy.

C. tepidum

P. aestuarii

| Adolphs & Renger | Ref[43] | Adolphs & Renger | Adolphset al. | Ref [42] |

BChl || Monomer.  Trimer | Monomer| Monomer  Trimer | Monomer | Trimer |
1 124453 124103 | 12400 3 124755 124453 12470 4 12430 4
2 125206 125306 | 12600 7 124604 124504 12450 3 12405 3
3 122051 122101 | 121401 122251 122301 12190 1 121751
4 123352 123202 | 122802 124052 123552 12380 2 123152
5 124905 124805 | 125005 126657 126807 125707 12625 7
6 126407 126307 | 12500 6 125456 12560 6 12565 6 12500 6
7 124504 124404 | 124304 124403 125105 124755 12450 5
C. tepidum P. aestuarii C. tepidum P. aestuarii
T T T T T T T T T T | T T T T T T T
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Figure 4.3:Low temperature optical spectra calculated fieft) optimal site energies from Table 4.3, depicted
are monomer (green) and trimer (red) calculatiofiRight) site energies from electrochromic shifts of Table 4.4
and patrtial fit of site energies of BChl 2 and 5 as explainedhétéxt. The calculations were performed for the
trimer structure assuming two different angles for thediiithe Q, transition dipole moment of the BChls toward

their 13'-keto-group:0° (green line) and® (red line). The experimental data of Vuka al. [43] for C. tepidum

and of Wendlinget al. [42] for P. aestuariiare shown as circles.
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Table 4.4:Electrochromic shifteAE,,,, obtained with PCD method (Eq 3.35) and respective sitegie®RE,,,
from Eq 3.34 for monomeric FMO structure 6f tepidumandP. aestuariiin units of cnr 1.

C. tepidum P. aestuarii
BChl AE,, Ey+ AE,, AFE,, Ey+ AE,
m Eoff = 3.8 FEg=12315 || €ef = 4.3 Eg = 12350
1 115 12430 135 12485
2 -50 12265 -15 12335
3 -105 12210 -135 12215
4 120 12435 105 12455
5 -70 12245 35 12385
6 195 12510 165 12515
7 0 12315 30 12380
C. tepidum P. aestuarii
12800 — T T T 12800 — T T T
§ S . S .
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Figure 4.4: Correlation between site energies obtained from electomolt shift calculations Table 4.4 and fit
of optical spectra [53], foC. tepidum (leftandP. aestuarii (right) The arrows indicate the shift of the elec-
trochromic site energies of the two BChls which are not kgaby His, obtained from a partial fit as explained in

the text.
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4.2.2 Electrochromic Site Energy Shifts

First the results calculated with the CDC method are preskrithe electrochromic shifts F; calculated
by Eq (3.35) for monomeric FMO structures ©f tepidumandP. aestuariiare listed in Table 4.4. The
strongest red shift is obtained for BChl 3 for both specid® largest difference between the two species
is obtained for BChl 5. Whereas the site energy of this pigrshiits to the red irC. tepidum it shifts

to the blue inP. aestuarii The main contributors to the redshift of BChl 3 are Arg-32pA260, Lys-30,
Lys-34, and Lys-267 irC. tepidumand their equivalents Arg-32, Asp-261, Lys-30, Lys-34, ayd-
268 inP. aestuarii The situation is different for BChl 5, where the number oim@ontributors is much
larger and the equivalence of the dominating charged anaigls & much less in the two species. A main
contributor to the large blue shift of BChl 6 is its positiyeharged hydrogen bond donor ARG-95 which
is conserved in both species and is responsible for one dhitide difference in site energies between
BChl 3 and BChl 6. The specific contributions of each titrégadroup to the electrochromic shift of
the different pigments is given in the supplementary makeri Adolphs & Renger [53]. The largest
deviations between the fitted site energies in Table 4.3 lamddlues obtained from the electrochromic
shift calculation in Table 4.4 are obtained for BChls 2 and/Bich are the only two pigments which are
not ligated by histidine but by a water bridge to asparagBt@hl 2) and by leucine (BChl 5).

To take into account the influence of the different ligandghensite energy, a partial fit of the OD,
OD’, LD and CD spectra was performed using just the site eegmgf BChls 2 and 5 as fit parameters
and applying the site energies obtained from the electomalur shift calculations in Table 4.4 for the
remaining five BChls. In case of BChl 5 which is ligated by lieec(Leu) in both speciex. tepidum
andP. aestuarij nearly the same blue shifts, 295 thand 280 crm!, respectively, with respect to the
electrochromic shift values in Table 4.4, are obtained. dnti@ast, the site energy of BChl 2, which is
bound by a water bridge, shifts differently in the two baiete’ blue shift of 170 cm! results forC.
tepidum for P. aestuariithe shift is just 100 cm'. In other words the energi, in Eq 3.34 is now
assumed to depend on the ligand. THg for histidine (His) is equal to thé, in Table 4.4, for Leu
itis B + 295 ecm~! and E§ + 280 ecm ™! in C. tepidumandP. aestuarij respectively and for water
itis EgUS + 170 em™! in C. tepidumand E{US + 100 em™ in P. aestuarii A correlation plot of the
electrochromic shift values (with and without partial fit)dathe site energies obtained from the fit of
the spectra is shown in Fig 4.4. The spectra calculated anpaxed in Fig 4.3 with the experimental
data [42,43]. The absorption and LD spectra fit very well, kghs for CD a much better agreement can
be obtained if the direction of the,@ransition dipole moment is rotated i3y towards thel3!-keto-
group (IUPAC-numbering) with respect to the N> N1 (same as N — Np) axis of the BChls.

In the following the results published in Adolples al. [67], where only the FMO protein from
P. aestuarii has been investigated, are presented. In Table 4.5, thersitgies obtained by the fit
are compared with those of the simple PCD approach [53], apgisticated PBQC method [26] and
the CDC [67] approach. In contrast to the calculations preeskin Adolphs & Renger [53], where
the electrochromic shifts have been calculated on the lohsiee monomeric FMO structures, here the
trimeric structure of the FMO protein froi aestuarii is used for the electrochromic shift calculations
(the spectra are calculated for the monomer structure} dduses the main difference of the results for
P. aestuarii from Table 4.4 and the PCD-results from Table 4.5. A smaltrioution to the difference
has its origin in the fact that in Adolphs & Renger [53] onlgtheavy atoms from the coordinates file
are used, while in Adolphst al. [67] also the hydrogen atoms are included. The correlatiotihe
directly calculated and the fitted site energies (Tablei4.Shown in Fig 4.51éft). There is a significant
improvement of the correlation when going from the PCD to@R¥C approach. The correlation of the
PBQC site energies with the values from the fit is the highd@$te spectra obtained with the various
sets of site energies are compared in Fig 4.7 with the expetizh data [42]. The PCD spectra deviate
strongly from the experiment, whereas there is a semi-gatwe agreement between the CDC spectra
and the experiment. The PBQC calculations describe theiexpetal OD and LD spectra quantitatively
and the CD spectra semi-quantitatively. The CDC and the PB@thod result in nearly the sanig,
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Table 4.5: Comparison of site energy shifts of the FMO protein fr@maestuarii obtained directly from the
trimeric structure using different methods with valuesaidx¢d from the fit. The values fegg andEy in PCD and
CDC were treated as parameters obtained from comparisbnexierimental data. The values 1.8/10.0 for the
dielectric constant in PBQC refer to the dielectric constarsed for the protein and the solvent respectively.

| BChl | Fit PCD | PBQC | CDC

1 -90 4] 305 7] -150 3] 5 6
2 |[-1203] -10 2| -60 5] -180 2
3 ||-370 1[-130 1| -365 1| -380 1
4 |[-180 2| 190 6| -165 2| -85 4
5 10 7] 103| 60 7| 507
6 56| 1555| -50 6| -70 5
7 -85 5| 90 4| -100 4] -135 3

| eer | - | 18 [18100] 25 |

| Eo || 12560] 12320 | 12560 | 12540 |

Table 4.6:Site energy shift?\E,,, / cm~! caused by certain parts of the PPC: Side chain groups ($@pds
(Lig), protein backbone (BB), backbone a@fhelices (Hel), explicitly modeled water molecules (Wéydrogen
bonds (HB) and BChls. The calculations were performed wigh@DC approach.
| BChl || SC | Lig | BB | Hel | Wat | HB | BChI |
1 95| 15 5| 25| -95| -85 10
-225| 65| -20| -25| 75| -115 -15
15| -35| -320| -225 0| -150 -80
130| 10| -210| -185| 15| -65 -20
145| 40| -100| -20| 30 0 -25
-80 0 60 55| 25| -115 -75
-30 | -35 40| 115| -50 0 -95

N([o|joalbh|lwWN

whereas the one in the PCD approach is very different.

In accordance with some of the earlier fitting results [42, pByment number 3 has the lowest site
energy, independent of the method. The overall rankingta esiergies obtained here from the fit is
exactly identical to that obtained earlier [42].

In Fig 4.5 (ight), the influence of the acetyl group conformation of BChls ba talculated site
energies is investigated by taking into account the condédion of this group in the quantum chemical
calculation of partial charges. Although there are somentiadive differences, the site energies ob-
tained by using the same set of partial charges for all BOlsvary similar. Therefore, all following
calculations are performed neglecting the acetyl grougororation in the calculation of BChl partial
charges. Here, we uses = 2.5 in Eq 3.36, as determined from the comparison of calculatB€ C
spectra and experimental data in Fig 4.7.

Influence of Certain Parts of the PPC

In the following the results of the investigation of certgiarts of the FMO protein oP. aestuarij
investigated with the CDC method, are presented.

The advantage of a direct structure-based calculatiornt@gsiergies is, that it is possible to identify
the influence of certain parts of the protein. Here, we ingag the influence of the amino acid side
chains, the protein backbone, the backbone ofdthelices, the water molecules, the hydrogen bonds
and the BChils, using the CDC method. The resulting site gradnits are summarized in Tables 4.6 and
4.7 and illustrated in Fig 4.6.
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Figure 4.5:(Left) Correlation of P. aestuarij site energies calculated with PCD (black circles), CD@ (riecles)
and PBQC (green circles) with the site energies from the @mnaar) fit, Table 4.5. The horizontal lines refer to
the pigments (black numbers on the right axi@ight) Site energy shifte\ F,,, /cm~! obtained by using partial
charges of fully optimized BChl(plan) or by taking into account the rotation of acetyl gregbthe BChlis as in
the crystal structure (conf).

As seen in Fig 4.6léft), the site energies of BChls are influenced by all of the doutiions consid-
ered. Side chains have a large influence on BChls 1, 2, 4 ar fyrotein backbone is important for
BChis 3 and 4, H-bonds lead exclusively to red shifts (BChigl16) and also the BChl—BChl charge
density coupling has some influence (BChls 3, 6, 7). Intarglst the large red shift of BChl 3 is due
to its charge density coupling with the backbonendifielix 5 and 6 (see Mikt al. [26]), as shown in
detail in Table 4.71éft) and Fig 4.6.

In the FMO complex, two types of hydrogen bonds to BChl appéat differ in the H-bond accep-
tor group of BChl: H-bonds to the 3-acetyl group and to iBé&-keto group. Two BChls are without
hydrogen bonds (BChl 3and 7), one has a H-bond to a water molecule (BChl 1), and 8Gh( 2, 3,
4, 6) have up to three H-bonds to amino acids (Ala, Arg, lle, 3, Tyr). The detailed contributions
of these groups are given in Table 4rigft).

4.3 Exciton Relaxation

In the following the temporal and spatial relaxation of ¢éxes is calculated in the monomeric subunit
of the FMO complex ofC. tepidum The exciton dynamics iR. aestuariiis very similar and therefore
not shown.

4.3.1 Delocalization of Excitons

The delocalization of excitons in the FMO complex is invgated by the disorder averaged exciton states
pigment distribution functiod,,, (w) (see Eq 2.13) that describes the contribution of a given eigm to

the different exciton states [32]. In Fig. 4.9 the functibp(w) for the 7 pigments of the FMO-monomer
of C. tepidumis compared with the density of exciton statgs(w), Eq 2.14. In the calculations, the site
energies obtained from the genetic fit (trimer) in Table 4688ewsed. It is seen, that the excited states

3The close proximity of one water molecule to th&'-keto group of BChl 5 suggests formation of an H-bond theug, b

in our structural model this water molecule is oriented talsahe negatively charged Asp 234, so that no H-bond is fdrme

Turning the water molecule towards th&"-keto group of BChl 5 results in a moderate red shif&o50 cm ™!,
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Figure 4.6:(Left) Site energy shift\E,, /cm~! (Table 4.6) caused by the backbone, side chains, BChls and
H-bonds.(Right)Site energy shiftd £,,, / cm~! caused byr-helices 5 and 6 and the remaining backbone (Tables
4.6 and 4.7left).

Table 4.7:(Left) Site energy shiftAE,, / cm~! caused by the backbone of certairhelices, obtained with the
CDC method.(Right) Site energy shifte\E,,, / cm~! caused by hydrogen bond donors, obtained with the CDC
approach. In the second column, the hydrogen bond donoetisfiul, where (B) indicates that the backbone is
the H-bond donor. The side chain of Arg 95 is positively cleakg

BChl H-Bond H-Bond | AFE

donor acceptor| cm™!

BChl a-Helix 1 H,O 3-acetyl | -85
1]2[]3]4] 5 ]6 2 Ser72 | 3-acetyl| -57

1 5(/-35] 5] 5 ol -5 lle 137 (B) | 13'-keto | -36
2 5]-10] 15| 10| -20] -15 Tyr 138 (B) | 13'-keto | -21
3 0| 5| -5| 5/|-145|-75 3 Tyr 15 3-acetyl | -103
4 ol o]l of-10]-105]-75 Ala 40 (B) | 13'-keto | -48
5 5] 5| o] 10| -10] -10 4 Tyr345 | 13'-keto| -67
6 0| 15[ -20| 45| 25/|-10 S - - -
7 15| 20| 25| -10| 70| -5 6 Trp 184 | 3-acetyl| -40
Arg95 | 13'-keto| -75

7 - - _

of the pigments contribute to more than one exciton statehlR@nd BChl 2 form an excitonic hetero
dimer and dominate exciton levels 3 and 6. BChls 3 and 4 ddamih& two lowest exciton levels 1 and
2, and BChl 4 has additional contributions in exciton levebnd 5. The excited states of the remaining
pigments5 — 7 are distributed ove? — 4 different exciton states predominantly in the blue sidehef t
spectrum.

4.3.2 Spectral Density and Exciton Relaxation

The spectral density,.Jy(w) that is used in the calculations of exciton relaxation is pared in the
upper part of Fig. 3.3 to the vibrational sideband measuyad@/éndlinget al. [44] on the FMO complex
of C. tepidum The Jy(w), that was originally extracted from fluorescence line naimg spectra of
B777-complexes [30], is similar to the experimental sidebmeasured fo€. tepidum Based on this
comparison a high frequency vibrational mode with a wavepemof 180 cnt! was included in the
calculation of optical spectra in addition to the low-fregay partS,Jo(w), as noted before.

The lower part of Fig. 3.3 contains the functiGh®®) (w) that is obtained from the spectral density
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Figure 4.7:Comparison of 4 K absorption (OD), circular dichroism (CBydinear dichroism (LD) experimental
data [42] (circles) with calculations, using the site efmes@btained with different methods (Table 4.5) and a point
dipole approximation for the excitonic couplings (Eq 3.£87 0.8).

SoJo(w) in the upper part of this figure by Eq. 2.24. WhereasS$hé,(w) peaks at about 20 cn the
quadraticw dependence of (R¢)(w) shifts the maximum to larger energies at around 200 cnThe
vertical bars in the lower part of this figure contain the fimc~y,, v in EQ. 2.20 at the average energetic
position of the exciton transition energigs;y. The C®e) (w) covers the whole range of transition
energies between the different exciton states.

4.3.3 Exciton Relaxation after Excitation by a Short Pulse

The population of exciton states after initial excitationab50 fs (fwhm) pulse centered at the blue edge
(12626 cntl) of the spectrum was calculated and is shown in Fig &®)( For comparison, Redfield
(solid lines) as well as modified Redfield (dashed lines) catestants were used in the calculation of
exciton relaxation. The two types of rate constants givg semilar results, the modified Redfield theory
predicts slightly slower exciton relaxation. The pulsejaktis spectrally broad, populates exciton levels
2—7. The high energy exciton state populations decay on a sodgwond time scale and the low energy
ones on a picosecond timescale. After 4 ps the lowest stdtéoamvery minor extent the third exciton

state carry the whole excitation.

4.3.4 Exciton Relaxation Perpendicular to the Trimer Plane

Itis finally investigated how the transfer of excitation egyeoccurs along the normal of the trimer plane.
For this purpose as an initial condition the exciton stateiklwhave the largest contribution of pigments
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Figure 4.8:(Left) Disorder averaged population dynamics of exciton stafés;, aptical excitation with a 50 fs
pulse centered energetically at 12626¢m The solid lines were obtained using Redfield theory ratestzors
(Eq. 2.61) and the dashed lines show the modified Redfieldyhresults.

(Right) Disorder averaged population dynamics of exciton statesulzded in Redfield theory, where the initial
population was created assuming that the excitation ersriges from above the trimer in Fig. 4.10 as explained
in detail in the text.

1 and 6 located on the upper part of the trimer in Fig. 4.10 wegmlated, weighted by the transition
dipole moment square of those exciton states. The evolofiexciton state populationB,,(t) for this
initial condition is shown in Fig. 4.8right). At time zero mainly exciton states 3 and 7 are populated.
The subsequent relaxation times of the two populationgdbly an order of magnitude. The exciton
initially on exciton state 7 relaxes within 200 fs and the onestate 3 in 2 ps. The corresponding local
occupation probabilities of the pigmentB,,(t) = > _,, |C%\4)|2PM(75) are shown in the lower part of
Fig. 4.10 for three different times. At time zero BChls 1, 2aBd 6 in the upper half of the trimer carry
the excitation. After 200 fs, all the pigments are excitddl ps the excitation is localized on pigments
1 — 4, and after about 5 ps the equilibrated excited state of thgptex is reached were only pigments 3
and 4 at the bottom of the trimer are in the excited state.

4.4 Discussion

Discussion of the Results folC. tepidumand P. aestuarii

For the first time, a convincing correlation between two petedent calculation methods of pigment
transition energies in proteins, the so-called site ersrgs obtained [53]. The site energies of FMO
complexes from two different green sulfur bactefaaestuariiand C. tepidum were obtained from a
fit of optical spectra and, independently, by a calculatibalectrochromic shifts due to charged amino
acids. The three main results of those calculations arégfiy@nt number three has the lowest site energy,
(ii) for pigment number five the strongest deviation occugtr®en the two species and (iii) for the five
BChls which are bound to His, BChl 6 has the largest site gndfgom the two possible orientations
of the FMO trimer relative to the membrane, that were idexdifty LD measurements on isolated FMO
trimers and membrane fragments [88], only the one with BCat the bottom and BChl 6 at the top
allows for an efficient transfer of excitation energy to teaation center.

From the earlier fits [42, 43, 86, 89-92] those by Vulto [43§l &dendling [42] predicted the correct
site energies. The main difference between the presenthaise two earlier fits [42, 43] is the use of
a more advanced theory for optical spectra that results iat@ibagreement with experimental data,
and the explanation of the low effective dipole strengthdusethe calculation of the excitonic cou-
plings. The effective dipole strengtfy.2,. = 30 D? obtained here justifies the earlier use of similar

vac
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Figure 4.9:The top part contains the disorder averaged density ofa@xsiiates!, (w) defined in Eq. 2.14, and
the lower parts the exciton states pigment distributiorcfiomsd,,, (w) in Eq. 2.13.

FMO

t=0fs t=200fs t=1ps

Figure 4.10:Left upper part: BChls of the FMO trimer. The BChls — 7 of one monomeric subunit are high
lighted (numbering according to Fenna and Matthews [Rlight upper part:sketch of the mutual arrangement
of the FMO complex and the reaction center, as obtained froelectron-microscopic study [11, 22] Lower part:
spatial and temporal relaxation of excitons from the topht® hottom of the complex. As initial condition the
exciton states with large contributions from BChls 1 and 8eygpulated. The color of thesystem of the BChls

is varied between light and dark red according to the pojmuratf the excited states. The enclosed areas mark the
delocalized exciton states that are populated (see als@lREgight).
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low valuesfu2,. = 29 D? in [43] and fu2,. = 31 D? in [42], which have been treated essentially as
fit parameters. The present explanation of the effectiveldiptrength is based on electrostatic calcula-
tions of the Coulomb coupling between transition chargeB@fil in the dielectric environment of the
protein, assuming an optical dielectric constant= 2 for the latter and a vacuum dipole strength of
p2,. = 37.1 D? as determined recently by Knox & Spring [18] for the presenpty cavity model. The
explanation of the low effective dipole strength is impattaince, it seems, the use of a higher dipole
strengths {1 — 55 D?) prevented the other fits [89—-92] from finding the right sitegies.

However, also for the present low effective dipole strengis not guaranteed that there exists a
unique fit and that there is no other set of site energies wdaahexplain the spectra. In the present study
we tried to minimize this possibility by a check of the geaetigorithm using calculated spectra as a test
set for the algorithm. However, a real proof of the globalimim requires an independent determination
of the site energies. Such a determination was achievedblyetee calculation of electrochromic shifts
in site energies due to charged amino acids. Although, asdirelation plot in Fig 4.4 shows, there
are deviations between the fitted and directly determingxiesiergies, there is a clear correlation. In
particular the large difference in site energies betweemlBCand BChl 6 in the genetic fit is well
reproduced by the electrochromic shifts, allowing to decabout the orientation of the FMO trimer
relative to the membrane containing the reaction centee ré€l shift of BChl 3 and the blue shift of
BChl 6 are caused by charged amino acids that are conseribé iwo bacteria, as for example the
positively charged hydrogen bond donor ARG-95 of BChl 6.

The effective dielectric constantsg of 3.8 and 4.3 inferred from the electrochromic shift calcu-
lations for C. tepidumand P. aestuarij respectively, are in between earlier values estimatedhfer
two branches of bacterial reaction center [84] and agreewith values for the dielectric constant of
proteins obtained independently: From molecular dynarmédsulations [93, 94] and normal mode cal-
culations [95] using Kirkwood-Frohlich dielectric theoaydielectric constant in the range Dt 6 has
been calculated for the interior of proteins. A valuegf = 4 is routinely used in calculations of redox
potentials of cofactors in proteins [96—99].

The major deviations between the electrostatic calculatiand the fitted values of site energies
are obtained for the two BChls which are not ligated by His. tdke into account the effect of the
ligand a partial fit was performed, where the two site energighe pigments with non-His ligand were
optimized. In agreement with mutation studies, which ssggieat His ligands lead to low transition
energies [100], a blue shift of the site energy of the two BGfihich are not ligated by His is obtained
from the partial fit. A reason for the low transition energedshe BChls with a His ligand might be
the large polarizability of the conjugatedelectrons of His that results in a large dispersive intioac
[101-103] which is known to yield a red shift of the transitienergy. Taking into account the effect of
the ligand, there is an approximately equal additional kshi& of the site energies of BChl 5, which is
bound by Leu, for, bothC. tepidumandP. aestuarii In contrast, the site energy of BChl 2, which is
bound by a water bridge to Asn-79 (asparagin), shifts difidy for the two species. An inspection of
the water ligand of the Mg atom of BChl 2 in the structures adv¢hat the Mg-O distance . tepidum
is 2.4 A, whereas itP. aestuariiit is just 1.9 A, a difference that might explain the differeshifts of
the site energies of BChl 2. A reason for the different positf the water molecule could be that one
neighboring amino acid of Asn 79, which binds the water, ffedént in the two species. Mutation
studies would be helpful to clarify this point.

The optical spectra calculated from the electrochromic thedtwo partially fitted site energies in
Fig 4.3 agree surprisingly well despite the simplicity oé tmodel. The agreement suggests that the
major contribution to the shift in site energies in the prtsgystem is from charged amino acids and
the ligands. In particular, these effects explain the tiffiee in the absorption spectra between the two
bacteria, i.e., the switch in relative intensity of the twaimbands. A major contributor to this switch is
BChl 5 which is the only pigment for which the electrochrorafift in Table 4.4 has a different sign in
the two species.

The largest deviation between experimental and calculspedtra occur for the CD spectra, both
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of C. tepidumandP. aestuarii Those deviations might have several reasons, the nedlsiteenergy
shifts by hydrogen bonds, by the different conformationshef pigments and by different protonation
states of the titratable groups of the protein. We are ctlyrémvestigating those effects in detail. Alter-
natively, the deviations in the CD spectra become much smafhen a 7 rotation of the Q transition
dipole moment of the BChls towards th&!-keto-group is assumed. It is interesting to note that such a
rotation is discussed in the literature for bacteriochpbndl a [104, 105] and for the related chlorophyll
a molecule [106, 107]. The exact value of the tilt angle id sl open question, and might depend also
on the protein environment. From experiments on Brthbedded in a liquid crystal matrix, evidence
was reported for a partial x-polarization of the @ansition [104], that depends on the type of matrix
environment. In [105] an angle of has been inferred for the B85®Chls of the LH2 light-harvesting
complex on the basis of modeling CD data. For chlorophyfirom an analysis of time resolved fluo-
rescence anisotropy measurements on the peridinin-ghighea-protein, an angle of4.5 + 2.5)° was
estimated [107]. An angle &f0° was reported [106], based on linear dichroism experimemishtoro-
phyll a oriented in a lamellar phase of glycerylmonooctanoat&H

By the tuning of site energies, the proteins can trigger thedial and temporal way of excitons
through the FMO-complex, on their way from the outer antetimachlorosomes, to the reaction center.
Since this spatial transfer is connected with an energelaxation, on the basis of the site energies de-
termined here, we conclude that the linker pigments betwleerMO complex and the reaction center
are BChls 3 and 4 which form the lowest exciton state (Fig 4r8) are situated at the bottom of the
trimer shown in Fig 4.10. The actual calculation of excitetakation, either initiated by assuming an
excitation by an ultrashort optical pulse or by assuming e excitation arrives from above the trimer,
where the chlorosomes are situatedvivo, reveals the occurrence of a fast subpicosecond as well as
a relatively slow picosecond transfer branch of excitonsveen the upper part of the trimer and the
bottom containing BChls 3 and 4. The fast branch involvesIB6h6 and 7, and the slow branch BChls
1 and 2. It is not clear whether there is a physiological $icgmce of the difference of one order of
magnitude in relaxation times between the two branches.sd ldferent relaxation times were found
also in transient absorption measurements [108, 109] assfied in the introduction. A difference of
the present calculations with respect to the earlier Reblfialculations [108] is the use of the correct
C®e) (w) oc w?J(w) instead of the” ) (w) o J(w) that incorrectly favors relaxation between exciton
state with small energy differences. In addition, the preséudy contains an estimation of the maxi-
mum rate constants (obtained for uncorrelated fluctuati@it® energies) of exciton relaxation without
using a free parameter to adjust the relaxation times [188lifference between the present calculation
of exciton relaxation with the modified Redfield/Forsteratyestudy [109] is the use of a spectral den-
sity that was extracted from experiments and the compan$dhe modified Redfield theory with the
much simpler Redfield theory. The spectral density that wagnally extracted from calculations of
fluorescence line narrowing spectra of B777-complexesng sienilar in shape to the fluorescence line
narrowing spectrum measured on the FMO-comple® aepidum(Fig 3.3). This similarity, that is also
found with respect to spectral densities extracted forratbenplexes [110, 111], suggests that the local
modulation of pigment transition energies by the protewvirenment is a global quantity that does not
so much differ for the specific environments of the pigmefitee comparison of the relaxation dynamics
obtained in modified Redfield theory with that in Redfield ttyeim Fig 4.8 (eft) shows that there are
only minor differences. The slightly slower modified Redfiehtes might be due to the barriers created
between the excitonic PES due to their mutual shifts whiemaglected in Redfield theory. On the other
hand the delocalization of excited states leads to rathge laff-diagonal parts of the exciton vibrational
coupling, and so there are also corrections to the modifietfiéld rates due to the fact that the nuclei do
not relax in the excitonic PES determined solely by the diadjpart of the exciton vibrational coupling.

An advantage of Redfield theory is the simple form of the ratestant that allows to analyze the
different relaxation channels, present in the FMO complé¥e focus therefore on the Redfield rate
constant in Eq. 2.23 in the following. The latter is given gg@duct of the functiony,,;n in Eq. 2.20
and C(R®)(w)/) in Eq. 2.24. The former contain the exciton coefficients areldorrelation radius
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of protein vibrations that describes in an effective way hbe fluctuation of site energies of different
pigments are correlated. In the limiR. — oo we haveyyny = dun, i-€. there is no relaxation of
excitons, whereas the fastest relaxation occurs for uelated fluctuations of site energies. In this case
yun =3, 1edD 1212 .. relaxation occurs between such exciton states whigh bontributions
from the same pigments. From a comparison with relaxatida deeasured in transient absorption
experiments [54, 108,112, 113] it can be concluded that iteeesergies of the pigments in the FMO
complex fluctuate rather uncorrelated, iRB.,< 10 A 4. Important insights into the relaxation channels
are obtained by investigating the disorder averaged exsiates pigment distribution functiods, (w),
shown forC. tepidumin Fig 4.9. As seen there, BChl 1 and BChl 2 form an excitonineti there
are no major contributions from those two pigments in othxeiten states, explaining why thg; and
~32 and therefore the exciton relaxation rates from excitotes3ato the lower states are so small. In
contrast, the remaining pigments via their exciton statssildutions efficiently connect the remaining
exciton states and lead to the fast subpicosecond relax@ties. The disorder averaged factoigy
are shown as bars in the lower part of Fig 3.3 together wittithetion C'(R¢) (w) which describes how
well the protein vibrations can dissipate the excess enafrgxcitons during relaxation. The respective
transition energies that occur during relaxation, degidtg the energetic position of thg, bars, fit
very well into the energetic range of the functi6tc) (w), which at low temperature is proportional to
w?J(w) with the J (w) from the upper part of this figure. It is seen thereby that peesal density of the
pigment-protein coupling is well optimized to dissipate #xcess energy of excitons during relaxation.

The present method of obtaining site energies and excitmniplings from electrostatics calculations
provides an additional basis for the elucidation of strrestiunction relationships in pigment-protein
complexes and a testing ground for the development of dysartheories. The latter will allow for a
more complete comprehension of the rich information coi@iin the newly measured 2D photon echo
spectra [109, 115]. The present calculations of excitonigtings show that it is very unlikely that the
second strongest excitonic coupling occurring between|BGind 6 in the FMO complex is reduced
by almost 60 % with respect the to coupling obtained in poipblé approximation, a reduction that
was inferred from the calculation of the photon echo spddi@@, 115]. Neither deviations from the
point dipole approximation nor the influence of the dieliecprotein environment support this reduc-
tion. Besides the point dipole approximation, which in tmesent study is shown to be valid, Chb
al. [109, 115] pointed out that another approximation in thewalions of the photon echo spectra, that
could be crucial, was the neglect of electronic cohereragsfer terms in the non —linear polarization.
It is interesting to note that although those terms were dotinbe small in the calculations of linear
absorption spectra of the LH2-light harvesting complexg]1in the calculation of non—linear fluores-
cence anisotropy decay spectra on the same complex theyspended to be important [117]. Another
correction that could improve the agreement between treiledbd and measured photon echo spectra
concerns the detuning of two exciton state energies [1b8Jexample, by intramolecular excited state
absorption of the BChls [92].

Conclusions

Based on two independent methods, using a fit of optical spedth a genetic algorithm, and by direct
electrochromic shift calculations, the site energies ef T BChlis in the FMO monomeric subunits of
the FMO-complexes o€. tepidumand P. aestuariiwere determined and used to calculate the spatial
and temporal relaxation of excitons. From those calcutatibcan be concluded: (i) the most important
contributions to the shift in site energies are due to clihegeino acids and the ligands, (ii) the charged
amino acids are responsible for the low site energy of BCHih& large site energy of BChl 6 and the
large difference in site energy of BChl 5 betwe€ntepidumand P. aestuarij (iii) histidine ligands
lead to lower site energies than leucine or water, (iv) ineor allow for efficient excitation energy

“Avalue of R. = 5 A is used, that was determined from transient spectra ofgslystem Il reaction centers in [114]. The
stationary spectra calculated here do not depend critioalthis value.
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transfer to the reaction center, the relative orientatibthe FMO trimer with respect to the reaction
center is such that BChls 3 and 4 are at the interface betvireetivb complexes, (v) exciton relaxation
through the FMO complex between the chlorosomes and theioramenter in green sulfur bacteria
occurs along a fast subpicosecond and a slow picoseconchboréhe present simple electrostatic method
of calculating site energies can be readily applied to lazgmplexes for which an unambiguous fit of site
energies from optical spectra is not possible because tditfpe number of pigments, and hence the large
number of parameters. The advantage of an electrostatitochetompared to a solely quantum chemical
method [87, 119], is that the whole protein, and not just allsemwironment of the pigments, can be
included in the calculations. At the moment, the method ieliped further by performing an average
over the different protonation states of the titratableugsy using a more sophisticated electrostatic
description in atomic detail that is capable also of inahgdihe effect of hydrogen bonds, the influence
of the charge density of the neutral amino acid residuestamihfluence of the water/glycerol dielectric
environment.

Discussion of Molecular Details

As seen in Figs 4.9€ft) and 4.7, there is an impressive improvement in accuracyt@kesergies cal-
culated with the new CDC method compared to our earlier PGidageh. The RMSD between the site
energies directly calculated and those obtained from tliefiteases from 245 chin PCD to 65 cnt!

in CDC and to 40 cm! in PBQC. The significant improvement between PCD and CDC dsinates
the importance of the charge density of neutral amino agdloes and of the correct description of
the difference potential of BChls, which allows now to déseralso hydrogen bonding effects to the
13'-keto and 3-acetyl groups.

In our earlier PCD calculations, it was necessary to readjtssite energies of BChis 2 and 5 by
performing a partial fit. The resulting blue shifts Bf and E5 were ascribed to the different nature of
the axial ligands of these BChls, i. e., water and the backlobiheu, respectively, compared to His [53].
An inspection of the ligand contributions to the site enesjjfts in the CDC approach in Table 4.6
shows that indeed the strongest blue shifts are obtaine@Ghit 2 and 5. However, the magnitudes are
smaller than predicted by the partial fit, indicating a dareanount of error compensation in our earlier
approach.

As with the PBQC approach [26], it turns out with the CDC metlioat the dominating effect on
the energy sink at BChl 3 is due to the electric field of the bade ofa-helices 5 and 6. The dipole
moments of these:-helices amount to 33 D and 37 D, respectively. The largeldipmoments of-
helices were suggested to stabilize the structure of halidles [120] and were found important for the
tuning of redox potentials in photosynthetic reaction een{121]. The present and our recent PBQC
results [26] provide clear evidence thathelices can tune transition energies of pigments and,isn th
way, direct the energy flow. The mechanism of this tuning camifiderstood in the following way. As
reported by [120], the electric field of amhelix can be well approximated by two partial charges of
opposite sign and a magnitude of 0.5 elementary charge gk the ends of the helix. As seen in Fig
4.11 (eft), the positive partial charge of-helix 5 is located in the negative difference potentiat and
the negative partial charge in the positi of BChl 3. Therefore, a larger stabilization of the excited
state and hence a red shift of the site energy results. Tdhishié is further increased hy-helix 6 which,
however, points away from BChl 3 so that only its negative eotributes significantly.

In qualitative agreement with experimental results on o#mgenna systems [122], hydrogen bond
donors to BChl cause red shifts of the site energies as sdeig .6 (eft) and Table 4.7r{ght). The
result that hydrogen bonds always lead to red shifts can deratood on the basis of the difference
potential in Fig 4.11: It is negative around the acetyl arelkéto group. A hydrogen bond donor from
the protein will place a partially positively charged hygem atom into the negative difference potential,
causing thereby a red shift of the transition energy. As amgpte, the site energy shift of BChl 2 by the
hydrogen bond of its 3-acetyl group with Ser 72 is illustdaire Fig 4.11 €ente).
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BChl 3 BChl 2 BChl 5

Figure 4.11:Dominant influence of local protein environments on opticahsition energies of BChl 3, 2, and 5.
The upper part contains structural elementshélices, hydrogen bond donors, charged amino acid resjdunel
the lower part places the charge distribution of these efésnelative to the difference in electrostatic potential
Ag(r) = ¢11(r) — doo(r) between excited stat®y and ground staté,, of BChla [49], shown as a contour plot in
the plane of the pigmenBlue: Positive potential valuefed: Negative potential values.

Besides thev-helices and the hydrogen bond donors, the charged amidaesidues influence the
site energies. The largest blue shift of a site energy in tkegmt system is caused by the positively
charged Arg 95 that is located in the positid (blue) of BChl 5 (Fig 4.11right). We note that this
residue is calculated to be protonated in the PBQC appraaehthe standard protonation state assumed
in CDC is correct for this group. In general, however, thetéble residues could be in a non-standard
state.

Therefore, the best description of experimental data iainbt with the PBQC method, which in-
cludes an average over the protonation probabilities dd@$tato account polarization effects in a more
sophisticated way by solving a Poisson-Boltzmann equathkssuming a standard protonation pattern
in the PBQC approach results in a broader spectrum, i. emt@mal difference between site energies
is 495 cnT! compared to 425 cm in the non-standard protonation pattern [26]. This effecidmpen-
sated for in the CDC method by using a higher effective digteconstant, resulting in a maximal site
energy difference of 430 cmi.

These results are very valuable because one can exploitcildulations of the spectral density
J(w) of the pigment protein coupling by combining CDC with molkeuynamics (MD) simulations.
The important advantage of CDC compared to PBQC in this mtspéhe fast evaluation of the (time-
dependent) site energies.
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Up to now theJ(w) has been extracted [30] from experiments and the safwg was assumed for
all sites in the calculation of the spectra. With the MD siatigins we plan to compare the spectral den-
sities of all seven pigments, and we will also study the dati@n between modulations of different site
energies. We aim at a microscopic model for the correlatamhius of the exciton-vibrational coupling,
that we introduced as an empirical quantity earlier [30, 92]
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4.5 Molecular Dynamics Simulations

Molecular dynamics (MD) simulations are a mighty instrumtminvestigate molecules with known
structures from X-ray crystallography. It is of high intstéo inspect whether the X-ray structure is
roughly kept or if major changes take place. Also it is vereiasting what the timescales of these
changes are and if these changes are periodically (as ebtaira normal-mode analysis). Due to rising
computer power, it is even possible to treat large molecofesany kD&, like the FMO complex, that
has a size of 41 kDa and is a rather big complex for a MD sinadati

The idea behind a MD simulation of the FMO complex is not onlshow that the X-ray structure
is stable. Rather we want to get information about the dyoarf the system, in particular we are in-
terested in the calculation of time dependent site enerdiesse site energies can be calculated with the
CDC method (section 3.3.2) very efficiently for each timgsiea MD simulation. With these time de-
pendent site energies we can calculate a correlation fum{iq 3.11), that is connected with the spectral
density. Hence we can extract the spectral density from Miukitions (Eq 3.16), independently and
compare this result with the spectral density extractedifeB777-complex by Renger & Marcus [30].

The MD simulations performed here, have been done for thdemMABIO trimer in a water-box
with the program NAMD [123]. The site energies were obtaindgith the CDC method, processed with
Charmm [124], in cooperation with Jorge Numata from the A@pm The calculation of the correlation
function and the spectral density was done with a C-progiachydingNumerical RecipeBFT-routines.

Test of the Fourier Transformation

For testing the fast Fourier transformation (FFT) and tHeutation of the spectral density following
Eq 3.16, we used the correlation function of Renger & Mar@®, [following Eq 3.3 (/(w) of Eq 3.2)
and calculated the spectral density followidg (@) = FT{Cq(t)} and Eq 3.16, to compare it with
the spectral density of [30], Fig 3.2. In [30] the spectrahsity was found by fitting fluorescence line
narrowing spectra of the B777-complex and then the coroeldtinction was calculated, here it was
done in the inverse direction.

As one can see by comparing Fig 4.12 with Fig 3.2, the caledl&t?) and.J (w) is in agreement with
the correlation function and spectral density of [30] foghhtemperature, but not for low temperature,
reflecting that the classical correlation function from EgZ3is only valid for high temperatures.

First Results

A time-trace of the site energy fluctuation (Eq 3.8) of BCht khown in Fig 4.12r{ght, top), together
with the resulting correlation function (Eq 3.Xight, center) and the resulting spectral density (Eqgs 3.13,
3.16,right, bottom). The short-time behavior of tli§¢) and the spectral density from MD is in the same
range as the one of Renger & Marcus [30]. Longer time-traoesemuired for higher resolution.

We can conclude from these first results that it is in prireipbssible to calculate a reasonable
correlation function of site energy fluctuations with MD silations.

°Da (dalton) = unified atomic mass unit (u)
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Figure 4.12:(Left) Test of the Fourier transform, transforming t6€¢) from Eqgs 3.2, 3.3 and calculation of
the spectral density following, Eq 3.16. Top: correlationdtionC(t). Center: Fouriertransformatioﬁ(w) of
C(t). Bottom: spectral density(w) following from Eq 3.16.(Right) Preliminary results for BChl 1. Top: time
dependent fluctuation of the site energies, Eq 3.8. Centemelation functionC(¢), Eq 3.11. Bottom: spectral
density.J (w) following from C(t), Ce(@) = FT{Cq(t)}, Eq 3.16.



Chapter 5

Application to Photosystem |

Since the 2.5 A structure of photosystem | from the thermlapbyanobacteriunSynechococcus elon-
gatusappeared in 2001 [5], for the first time a high resolution @&lystructure of PSI is available. It is
a photosynthetic pigment protein complex that binds bodélctien center pigments and light harvesting
antenna pigments inseparably on the same protein subtisita property of PSI that all primary photo-
synthetic processes take place within one and the samerpooi@plex. Therefore it is on the one hand
possible to study the interplay of light absorption, exaita energy transfer and trapping by electron
transfer within one functional unit. On the other hand ttze sind complexity of PSl is a challenge for
theory and it is necessary to apply methods, that have bestoged and tested on simple systems first.

The PSI complex oB. elongatusconsists of 12 subunits. The structure we refer to [5] idiexsti
96 Chls, 22 carotenoids, two phylloquinones, three irdfusuclusters, four lipids, around 200 water
molecules and a metal ion. The two largest subunits are teiPsaA and PsaB and bind most of the
antenna pigments, as well as the following redox cofactspgcial pair P700 (dimer off{Chla) and
Ps (Chla)), accessory chlorophyll A(Chla), A, (phylloquinone), ik and the terminal electron accep-
tors Fa and Fg are both coordinated by the PsaC subunit, which is one ohtlee istromal side subunits.
Fx, Fa, Fg, are 4Fe —4S iron sulfur clusters.

In this chapter the methods developed and tested on the Fvler will be applied to PSI. The
main difference is, that it is not appropriate to run a fittprgcedure for the absorption, circular dichro-
ism and linear dichroism optical spectra [125] in which the energies of the 96 Chls of PSl are treated
as fit parameters in the same way as for FMO, because the nafnb&rameters is too large. But there
are some difference spectra available [126], which can miledéed by only using the reaction center
of PSI. The number of pigments determining these differaapaetra is only six, hence a fit will give
reasonable results.

Figure 5.1:The six reaction center pigments of photosystem | with thalmering used here for the couplings.
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5.1 Couplings

Here the couplings are calculated for the PSI reaction cerit8. elongatus using the methods intro-
duced in section 3.2. The numbering used here is depicteid)ib. E.

The excitonic couplings for PSI fror8. elongatuswere calculated in vacuunz (= 1) and in a
dielectric medium4{ = 2), representing the protein and the solvgrgd]in chapter 4). TrEsp transition
monopole charges were used obtained for fully geometryropgid planar Cld (planin chapter 4) [49]
which have been rescaled to result in aa&CHipole strength of 21 Bas determined by Knox & Spring
[18]. For the extended dipole approximation (ED), Eq 3.18ipale extend of 8.7 A, suggested for @hl
in PSI by Madjetet al. [49], was used. The magnitude of the two partial charges w&srhined as
+0.11 e such as to result in a dipole moment square of 21 The same dipole strength was used in the
point dipole approximation (PD), Eq 3.18.

The results for these calculations are presented in Tablel®.column (1) the couplings for TrEsp
charges in vacuum are presented, in column (2) the coupfmg$rEsp charges in cavitieg (= 1)
surrounded by a dielectric medium € 2). In the right half of the table the results for extended t&po
(column 5) and point dipole approximation (column 6) in vacuare presented. For the special pair
coupling (1-2) unexpected couplings result: the couplgtiny in the exact and extended dipole cal-
culation and huge in the point dipole approximation. | wdhee back to the reason for this discrepancy
later and skip the special pair coupling in the following.

A least mean square fitj,i=P(e = 2) = f - Viie-N(e = 1) is done with the couplings of column
(1) and (2) (skipping the special pair coupling), resulting factor f = 0.8. For better comparison the
vacuum TrEsp couplings are multiplied with this factor M&olumn (3). A second least mean square
fit, VP = 2) = f - VED(c = 1) is done with the couplings of column (2) and (5) (also skipptine
special pair coupling) resulting in a factgr= 0.7. Also the extended dipole couplings are multiplied
with this factorf and shown in in column (4). From the comparison of column (&) @) one finds that
the maximum deviation between these values is 4 'tni.e., the couplings of PSI can be obtained by
calculating the TrEsp couplings in vacuum and multiplyihgrh with a factor of 0.8. From the compar-
ison of column (2) and (4) one finds that the maximum deviakietween these couplings is 9 tih
i.e., the couplings of PSI can even be obtained by a simplended dipole approximation in vacuum
and multiplying them with a factor of 0.7 instead of runnimgdatively complicated and time consuming
MEAD [75] calculations. The point dipole approximation isauitable for PSI, as one can see by com-
paring the vacuum couplings of 1 -3 and 2 -4, which are urzbstsin point dipole approximation and
3-5and 4-6, which are oversized in point dipole approxiomati

Taking into account the different conformations of the glcgtoups of the pigmentscénf) in the
qguantum chemical calculation of transition charges, waspgkl because the investigations on the FMO
complex have shown that there are only minor differencefénrésults if the different conformations
are included. In chapter 4 two slightly different ways to sideer the proteinpsol andprot, have been
used. The results did not differ significantly, hence we uUse@ the simple methqgosol

5.1.1 Summary

The PSI couplings, except for the special pair coupling, e#mer be approximated by Coulomb cou-
plings of extended dipoles, scaled by a factor of 0.7 reptesg the influence of the dielectric (Eq 3.19)
or by the Coulomb couplings between the TrEsp point chamggaduum, scaled by a factor of 0.8. The
point dipole approximation is not appropriate for the RC.

The special pair coupling has only a tiny Coulomb part, thémantribution is of the Dexter type
and must be calculated by quantum chemical methods. Inipkinihe other pigments have Dexter type
contributions to the couplings, too, but due to calculagioh Madjetet al. [127], even for those where
one can expect larger contributions because of small piggnent distances, i.e., Acc.A—A (3-5)
and Acc.B—AB (4-6), these are around 10 % of the Coulomb part, i.e. aréradmmportance. Due to
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Figure 5.2:The six RC pigments of PSI with the major couplings in wavehars (cnt?).

Table 5.1:Excitonic couplings for PSI fron$. elongatusn units of cnt! obtained with different methods ex-
plained in detail in the text. The large couplings are higftied and the special pair couplings are separated in an
own line.

| [ Excitonic Couplings /cm! |

[@) ) [€) 4) () (6)
Chl TrEsp | TrEsp | TrEsp ED ED PD

e=1|e=2]e=1 f=07| f=1] f=1

*0.8
[1-2] -5 | 17 ] -4 ] 1] 2] 465]

1-3 -119 -93 -93 -93 -133 -101
1-4 -35 -27 -27 21 -30 -27
1-5 16 9 12 10 15 16
1-6 6 5 4 5 7 7
2-3 -35 -27 -27 -21 -30 -26
2-4 -115 -91 -90 -87 -124 -95
2-5 4 4 3 4 6 7
2-6 15 9 12 9 13 15
3-4 39 26 30 27 38 31
3-5 75 56 59 65 93 177
3-6 -10 -6 -8 -7 -10 -10
4-5 -11 -6 -8 -8 -12 -11
4-6 72 59 56 62 89 215
5-6 3 1 2 2 3 3

the exponential distance dependence of the Dexter coyphirgexcitonic couplings between pigments
with larger distances do not contain a significant Dextetrdaution.

5.2 Site Energies

In contrast to the site energy determination for the FMO dempn PSI the number of pigments is too
large for a fit of the site energies of all 96 pigments. Newddbs there exist the attempt of Byrdih
al. [125] who did a fit by hand, considering symmetry relationgaigands, H-bonding and functional
arguments concerning the location of the red pigments, lsmdttempt of Briiggemaret al.[79], who
used an genetic algorithm after assigning some chromoptiorthe red-most states.

Furthermore there exist measurements of Schlodtat. [126, 128] (Fig 5.3) that contain informa-
tion exclusively about the reaction center pigments. Tihspsetra are triplet minus singlet (T—S) and
cation minus neutral (P— P) spectra. Inthe T—S case by optical excitation a tripktest created on
one of the special pair pigments and the absorption spedsguneasured. The triplet carrying pigment
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does not absorb in the,@egion anymore, hence a spectrum of the remaining 95 pignu#fSI is mea-
sured. After the decay of the triplet state the so calledlsirgpectrum is measured, which is identical
with the absorption spectrum (Eq 2.16) of all 96 pigmentsoAs can see in Fig 1.Tight), in the center

of PSI are there six pigments that are spatially separatea tine outer pigments. These six pigments are
strongly coupled, while the coupling to the outer pigmestaéak. Hence, it is possible to describe the
spectrum as a sum of the spectrum of the outer 90 pigmenthargpéectrum of the inner 6 pigments. If
atriplet state is generated on one of the inner pigmentg,tbalspectrum of the inner pigments changes.
As a result in the difference of triplet and singlet spedieagpectrum of the outer pigments vanishes and
the difference spectrum is a spectrum of the six RC pigmémtgpod approximation.

The P*— P spectrum is similar to the T—S spectrum: by optical exoited cation is created on one
of the special pair pigments and the absorption spectrune&sored. The pigment with the cation is op-
tically deactivated, the difference to the effect of thpl&i state is, that the cation causes electrochromic
shifts of the pigment site energies. Again the absorptich amnd without the cation is measured and in
the difference the spectrum of the outer pigments vanishibat means that we can determine the site
energies of the six RC pigments by fitting T—S and-PP spectra.

5.2.1 Reaction Center Site Energies from Fit of Optical Spdra
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Figure 5.3:Difference spectra of PSI measured by Schlodsteal. [126]: triplet minus singlet (T—S), cation
minus neutral (P — P) and linear dichroism of triplet minus singlet, LDTS, aeaperature of 5 K.

The fits presented here are simultaneous fits of T—S and P spectra, where the excitonic cou-
plings were calculated in extended dipole approximatioth witransition dipole moment of 4.58 D [18]
and a dipole extension of 8.7 A [49] together with a scalingtdaof 0.7 for all but the special pair
coupling. The special pair coupling was varied between 10'ciand 280 crm! for different fits, be-
cause the Coulomb coupling of the special pair is very sroatiMadijetet al. [127] calculated a Dexter
coupling of 230 crm!, including a small Coulomb contribution.

| note that the spectra are nearly identical, due to the apsfimmetry, if the triplet position, the
cation position and all site energies (and inhomogenecesdenings) are interchanged between the two
branches A and B. Therefore the fits were performed only aisgutriplet state localization onand
cation localization on g The triplet and the cation are located on the special paimbt on the same
pigment (section 5.2.5).

From the test of the genetic algorithm (section 3.3ést of the Algorithm for P§lwe have an
estimate of the error of the fit resulAE,,, > 10 cm~! and Afwhm > 30 cm~!. As an additional test
of the fit results, the linear dichroism of the triplet minusgéet spectrum (LDTS) is calculated with the
site energies and inhomogeneous broadenings obtainedHmfit of T—S and P — P.

It was tried to fit the RC spectra only with the six site enesdgis fit parameters and with fixed and
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Table 5.2:Fitness values for fits of T—S and'P- P spectra for different special pair couplings, in units of
cm~!. The maximum value is highlighted. The fitness value is defamexplained in section 3.3.1.
Vsp! cm~! 10 110 150 180 | 210 | 220 | 230 | 240 | 260 | 280

Fitness || 0.121| 0.126| 0.130| 0.151| 0.151| 0.160| 0.167| 0.152| 0.163| 0.161

identical inhomogeneous broadenings (analog to FMO, eha@t It was not possible to find any satis-
fying result. Hence | tried to run the fit with additional 6 oMhogeneous broadenings as fit parameters,
that were allowed to vary between 100 and 300-émFor large enough special pair couplings it was
possible to find satisfactory solutions. Interestingly fitreess value of the resulting set of site energies
and inhomogeneous broadenings has a maximum for a speiiabpaling of 230 cnt! (Tab 5.2), i.e.
the best fit is obtained for the special pair coupling alscwated by Madjekt al. [127] directly from

the structural data by an ab initio method. As one can seegrbHi, the fit with the small Coulomb
coupling for the special pair (10 cm, blue) does not fit at all, while the result for a special painging

of 230 cn1! fits, also for the LDTS-spectrum (Fig 5.4 and 5.5, red), attlgaalitatively.

T-8
2
g OF 0.2
=
g o
._% 0
% 02 — VSPZZSO
5L = a0
14000 15000 14000 15000 %3 14000 15000
wavenumber / cm waverumber / cm wavenumber / cm

Figure 5.4:Fit result for special pair couplings of 10 crh(blue) and 230 cm! (red) of the T—S, P —P and
LDTS spectra in comparison to experimental spectra [128], 12
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Figure 5.5:Fit result for special pair couplings of 110 crh(blue) and 230 cm! (red) of the T-S, P — P and
LDTS spectra in comparison to experimental spectra [128], 12
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Table 5.3:Site energies for PSI fror@. elongatusn units of cnm ! obtained from fit of T—S and P— P spectra
with a genetic algorithm, using different special pair clings Vs, The highlighted values are those obtained for
maximum fitness value.

| Vep|| Pa | Ps [Acc.A| Acc.B| AjA | A¢B |
10 || 14495| 14231 | 14342 | 14448 14582] 15113
210 || 14680| 14500| 14770 | 14440| 14730| 14170
220 || 14700| 14480| 14690 | 14410| 15100| 14140
230 || 14730| 14480| 14690 | 14430 15140| 14160
240 || 14720| 14510| 14740 | 14430| 14710| 14150
260 || 14740| 14490 | 14760 | 14380 | 14690| 14130
280 || 14740| 14510| 14750 | 14370| 14700| 14160

Table 5.4:Inhomogeneous broadenings for PSI fr8elongatusn units of cni ! obtained from fit of T—S and
P*—P spectra with a genetic algorithm, using different spegéat couplingslsp. The highlighted values are
those obtained for maximum fitness value.

| Vp || Pa | Ps | Acc.A | Acc.B | AgA | AB |
10 || 250 | 250 | 150 150 | 150 | 150
210 || 250 | 290 | 160 190 | 140 | 180
220 || 200 | 290 | 100 220 | 100 | 150
230 || 110| 290 | 100 180 | 100 | 160
240 || 190 | 290 | 100 180 | 160 | 160
260 || 100 | 290 | 130 250 | 100 | 160
280 || 110| 280 | 120 290 | 120 | 170

5.2.2 Electrochromic Site Energy Shifts

The site energies presented in this section are calculatedhve CDC method (section 3.3.2), following
Eq 3.34 and Eg 3.36. The site energies are calculated fo6aligments of the PSI complex frof.
elongatuswith the amino acids of the protein in standard protonattaies The spectral width suggested
valueseest = 1.8, andEy = 14450 cm™tin Eq 3.34 respectively Eq 3.36. In Tab 5.5 only the RC site
energies are shown, together with the site energies frorfitthéor comparison. The site energies for all
96 Chls are shown in Table 5.7. If one compares the CDC sitayimseof the RC (Table 5.5) with each
other, one finds that the values for Acc.A and Acc.B as well @ and AyB are nearly equal, due to the
structural symmetry. For the special pair the site enefi€% is significantly smaller thang? according

to the broken structural symmetry of the special pair: intst to B, Pa has an H-bond, which causes
a redshift. Furthermore one finds that the CDC site energoes the A-branch are very close to the site
energies from the fit, while all CDC site energies from therBrch are blue shifted, compared to the
site energies from the fit. In Table 5.6 the fitted inhomogesdwroadenings, are shown. A remarkable
result is that the inhomogeneous broadening is much laagdtsfthan for all other pigments.

Conclusions

From the comparison of site energies from the free fit and D€ Gethod, it is evident that not all site
energies from the free fit are reasonable. On the one handdhe spatial symmetry it is expected that
the site energies for Acc.A and Acc.B are nearly equal, a$ agethe site energies ofyA and AyB.
The special pair is not symmetric, because there exist anrd-to R but not to . Hence we expect
different site energies for fand Fs. Moreover it is expected that the energy sink is on the piymar
electron donor (special pair or accessory Chl), otherwiseshergy flux would not be efficient (see Fig

Free Fitin Table 5.5 and in the following, because all site energiegevallowed to vary independently from each other.
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Table 5.5:Site energies in cm' from free fit and fits with boundary conditions (BC) of T—S antt PP spectra,
and site energies from CDC-method. BC Fit 6 respectively @madit with BC only for the RC respectively for
the RC and the 3 additional pigments. All fits were performét & special pair coupling of 230 cm.
\ H Pa \ Ps \ Acc.A \ Acc.B \ ApA \ AyB \ 1239 \ 1237 \ 1238 \
Free Fit || 14730| 14480 | 14690 | 14430| 15140 14160 - - -
CDC 14680 | 15010 14810 | 14800| 15190| 15270| 14590| 15080 | 15080

BCFit6 | 14740| 14420| 14780| 14780 | 14690| 14690 - - -
BCFit9 | 14730| 14420 | 14820| 14820| 14670| 14670 | 14870 | 14840| 14930

Table 5.6:Inhomogeneous broadenings in thfrom free fit and fits with boundary conditions (BC) of T—S
and P™— P spectra. BC Fit 6 respectively 9 means fit with BC only forf@ respectively for the RC and the 3
additional pigments. All fits performed with a special paiupling of 230 cnt!.

‘ H Pa ‘ Ps ‘ Acc.A ‘ Acc.B ‘ ApA ‘ AoB ‘ 1239‘ 1237\ 1238\
Free Fit || 110| 290 | 100 180 | 100 | 160 - - -
BCFit6 || 110 | 290 | 190 190 | 110 | 110 - - -
BCFit9 | 110| 390 | 190 190 90 90 | 150 | 160 | 190

4.10). This is not the case for the site energies from frethéte the pigment with the lowest site energy
is AyB.

5.2.3 Fit of RC Site Energies with Boundary Conditions

Because of the former conclusions we decided to run a newtfitttvt boundary conditions that the site
energy of Acc.A equals the site energy of Acc.B and the siezgnof AjA equals the site energy of
AoB, while P, and s can vary freely. The inhomogeneous broadening was allowedrly between 60
cm~! and 400 cm! (that yielded better results than the interval 100 —300 mAs one can see in
Table 5.5, the resulting site energies for the special paivary similar to those of the free fit, and as in
the free fit, R has a higher site energy thag.FMore convincing at these new site energies is, that the
lowest site energy is in the special pair, namely gnahd not on AB as for the free fit. As one can see
in Fig 5.6 (red), the resulting spectra do fit not as well agtierfree fit, but they fit in a reasonable way.

In the experimental spectra there are more peaks than weepesduce by our fit with 6 pigments.
Therefore we tried to increase the quality of the fit by inahgd3 more pigments (1237, 1238, 1239)
which are coupled relatively strongly to the RC pigmentstisa 5.2.6, Fig 5.11). As one can see in
Table 5.5, the site energies of the six RC pigments resultorg the 9-pigments-BC-fit are very similar
to those obtained from the 6-pigments-BC-fit. In Fig 5.6, oan see that the result for nine pigments
(blue) fits slightly better to the experiment than the refrisix pigments (red).

5.2.4 Delocalization of Excitons

The delocalization of excitons in the RC is investigatedhmsy disorder averaged exciton states pigment
distribution functiond,,, (w), Eq 2.13, that describes the contribution of a given pigmettd the different
exciton states [32]. In Fig 5.7 the functiah, (w) for the six pigments of the RC of S. elongatus

is compared with the density of exciton statég(w), Eq 2.14. In the calculations, the site energies
obtained from the genetic fit with boundary conditions (€hlb, BC Fit 6) were used. Itis evident, that
the excited states of the pigments contribute to more thareaniton state. Land B form an excitonic
hetero dimer and dominate the lowest and the highest eXeteh Acc.A and Acc.B as well asgA and
AoB form also dimers, what seems to be astonishing in the casgfoand AyB, because these pigments

The result for nine pigments did not include additional mfation, but was not so clearly as for six pigments.
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Figure 5.6:Fit result of BC fit for 6 (red) and 9 (blue) pigments (Table)x0btained for a special pair couplings
of 230 cnT ! in comparison to experimental T—S;tP- P and LDTS spectra [126, 128].

are coupled weakly to each other (Fig 5.2), but the coupBrapnveyed over the other pigments. Exciton
level 5 is mainly determined by Acc.B, and exciton levels & &are mainly determined by A and
AoB, but all in all one has to say that the exciton levels 2 -5 aterthined of the four non-special pair
pigments. Although the reaction center pigments are monediike, P, has a significant contribution to
exciton levels 3 and 4. Altogether, the delocalization igenaronounced compared to FMO. The most
important conclusion is, that the lowest exciton level igmiyadetermined by B, i.e. R represents the
energy sink of the RC.

5.2.5 Localization of the Triplet State

First we notice that both, the triplet state and the catienlecated on the two special pair pigments. It
hast been concluded from EPR/ENDOR experiments [129] teatation is mainly localized of one of
the special pair pigments. For the triplet state there isesewidence from virtually identical zero-field-
splitting parameters ofP700 and of monomeritChla or 3Chla’ in organic solvents at low temperature
thatitis localized mainly on one chlorophyll [130]. Additially, the orientation dependence of the triplet
state showed that the plane of the triplet carrying pigmerdriented perpendicular to the membrane
[131], i.e. the triplet state is localized on Br Ps.

Under that condition, four combinations are possible: @ithithe triplet state and the cation oR,P
(i) both on R, (iii) triplet on P5 and cation on Pand (iv) cation on R and triplet on B. We conclude
that the triplet state and the cation are located on diftespecial pair pigments from the following
considerations. The effect of the triplet state and theonai in principle the same: the respective
pigment does not absorb in thg, @gion and hence only a spectrum of the five remaining pigsnent
results (in good approximation). The difference betweereffect of triplet and cation is, that in the case
of a cation additionally an electrochromic shift result@cBuse this shift is rather small (see below), the
T-S and P"— P spectra are rather similar, if the cation and the triple@cated on the same pigment.
The Pt— P spectrum is calculated with and without including eledttromic shifts, for comparison.
As one can see in Fig 5.8, the'- P spectrum obtained without including electrochromictstfill is
similar to the experimental P— P spectrum, while it differs strongly from the T—S spectrufmom
this result we conclude that the large difference betweereperimental P—P and T—S spectra is
not due to electrochromic effects. Hence we can concluddtikariplet state and the cation are located
on different special pair pigments.

Due to the fact that the difference spectra look like neatgntical for interchanged site energies and
triplet/cation localization of A- and B-branch, mutatioxperiments are needed to distinguish whether
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Figure 5.7:The top part contains the disorder averaged density of@xsitatesi,, (w) defined in Eq 2.14, and
the lower parts the exciton states pigment distributiorcfiomsd,,, (w) in Eq 2.13.

the triplet state is located omPr Ps. Suitable experiments on PSI froBhlamydomonas reinhardtii
have been done by Wigt al. [128]: T—S spectra have been measured for the wilde ty@e @inhardtii

and for a mutant with removed H-bohtb Pa, what causes a blue-shift of the site energy of that pigment.
These mutation spectra enable us to decide whether thettisdbcated on Ror Ps.

For that we calculate a T—S spectrum with a suitable set@fesiergies from fit, with triplet local-
ized on R, this is the simulated wild type spectrum (Fig 9¢5t, black). For the same set of site energies
but blue-shifted R site energy we calculate a T—S spectrum again, which is thtiarmmhapectrum (Fig
5.9left, red). To simulate the mutation, we have to blue-shift tkeamnergy of R by a reasonable value,
we used 200 cm!. For the calculation with the triplet orgRve have to interchange the site energies of
A- and B-branch (without blue-shift). The simulated wilgp&yT—S spectrum is obtained by these site
energies (Fig 5.9ight, black). The mutant T—S spectrum is obtained by blue-sigifthe new R site
energy (Fig 5.9right, red).

The resulting spectra are compared to the experimentatrapiecFig 5.9. The special pair cou-
pling used here was 230 crh and the site energies as well as the inhomogeneous brogdeinim
S. elongatugTab 5.5, Free Fit) were used. The fact that we use the stejotouplings, site energies
and inhomogeneous broadenings fr@nelongatusto simulate the spectra of a different speci€s (
reinhardtii), results in calculated spectra with a higher deviatiomfitbe experimental data than 8t
elongatus Nevertheless, from comparing the experimental spectitative simulations (Fig 5.9) assum-
ing triplet localization on R (left) or on R (right), it is evident that the triplet is localized o PEven
the blue-shift of the red-most peak can be reproduced byirtihdation with triplet on R (green arrows)
although the simulated shift is smaller than the measuregdh&rmore the trend of the intensity relation

3A present hydrogen bond shifts the local transition enefgymigment to the red (explained in section Discussion of
Molecular Detaild, hence a removed H-bond shifts it in comparison to the pitddebond to the blue.
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Figure 5.8:Simulated T—S spectra assuming triplet localized gratd P — P spectra assuming cation local-
ized on R, using the site energies from Table 5.5 (BC Fit 9) in comperi® experimental data [126,128].

between the 14250 cm and 14550 cm'! peaks is reproduced by the simulation with triplet gn P
From that we can draw the conclusion that the cation is locateRs, in accordance with ENDOR
studies of p700 which led to the conclusion that at least 85 % of the spin drisilocalized on

Pg [129].

Simulation Experiment Simulation
Triplet at P, C reinhardtii Triplet at P

delta absorbance
Q

0.2 — p 14730 | L5 — wild-type {02 — B,=144%0
L | = — P +=200| o | ——  mutant | | — P, +=200
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Figure 5.9:(Left) Simulated T—S spectra with triplet localized og. RVild type (black), mutant (red)Center)
Experimental T—S spectra of the PSI complex frGareinhardtii for the wilde type (black) and a mutant with
removed H-bond to P(red), measured by Wit al. [128]. (Right)Simulated T—S spectra with triplet localized
on Bs. Wild type (black), mutant (red).

5.2.6 Linear Optical Spectra of PSI

In the following, spectra of whole PSI complexes are catedaising the 96 site energies, obtained with
the CDC-method. If these spectra are calculated as deddribghapter 2, for each cycle of the Monte
Carlo method a matrix with dimension 986 has to be diagonalized. Because not all of the 96 pigments
have a significant excitonic coupling with all other 95 pign® it is reasonable to determidemains
That has also the advantage that the dynamic localizationgBcitly included by the use of domains.
Up to now there is no theory for an explicit treatment of the@aiyic localization through the protein
vibration, hence the use of all 96 pigments as a single domegnlts in a stronger delocalization of
excitation energy than we expect to be realistic.

The domains are defined to contain pigments with couplinggetathan a certain cutoff coupling
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strength (here 35 cml), that is chosen in the same order as the reorganizatiogyenéthe local optical
excitations of the pigments to take into account dynamioedlization effects in an effective way. For
a 35 cnt! cutoff we find 21 domains. The largest domain contains 27 piys) the second largest 26
pigments and the third largest domain is the domain with tBe tRat contains 9 pigments, the former
six RC pigments and three additional pigments (Fig 5.11¢vé&h domains consist of single pigments.

For the fit of T—S and P— P spectra we first used the six RC pigments, but now it turnshaut
we cannot find a cutoff that results in a domain that contaxastty the six RC molecules. Interestingly
the three antenna pigments that belong to the RC domaineatelbon the B-side of the RC. This result
reflects a certain asymmetry in the organization of the aragrigments around the RC. The maximum
coupling of the three antenna pigments on the B-side (12338,11239) occurs between 1239 and 1023
(AoB), and amounts 65 cm, while the maximum coupling of the three antenna pigmenthem\-side
(1138, 1139, 1140) occurs between 1140 and 10L2\JAvith a value of around 31 cmt.

After determination of the domains, we can calculate thetspm as a sum of the 21 domain spectra,
i.e., we have a maximum matrix of dimension>2¥7 for diagonalization. This procedure decreases
the computation time by a factor ¢96/27) ~ 45. The parameters of the simulations are: equal
inhomogeneous broadenings of 300 ¢nfwhm) for all pigments, a temperature of 295 K, a special
pair coupling of 230 cm!, a screening factor of 0*8&and 100 Monte Carlo steps for each spectrum
(due to the high temperature and the large inhomogeneoasiémongs more Monte Carlo steps do not
improve the spectra).

In Fig 5.10 the experimental LD, CD and absorption spectrByoflin et al. [125] (left andright),
together with simulated spectra are shown. In the left paRi@5.10, the spectra calculated with the
site energies obtained with the CDC method (Table 5.7, nedd$laown. Alternatively the spectra were
calculated using the nine site energies fitted for the RC dorflable 5.5) and the remaining 87 site
energies from Table 5.7 (blue). In the right part of Fig 5th@,spectra calculated by Yét al. [132] with
site energies from two quantum chemical methods are shawmtofnparison. Our CD and absorption
spectra fit very well with the experimental ones. The desrabf the calculation from the experiment
is much larger for the LD spectrum, but still there is someilgirity, including the position of the main
peak and the fact that the spectrum is mainly positive. Inpammson with the simulation of Yiret
al. [132], our LD spectrum fits much better. In their calculaidwo positive main peaks are obtained
for the INDO method, one on the low energy side and one thedmigihgy side of the experimental peak,
and a very large negative peak. With the CAM—B3LYP method thigain a very large negative peak,
and a slightly red shifted main peak.

5.3 Discussion

In this chapter the excitonic couplings of the photosystemattion center frons. elongatushave been
calculated using TrEsp transition monopoles [49] and dmrsig the dielectric medium by solving the
Poisson equation numerically [75]. It was shown that theptings can also be calculated by extended
dipole approximation and representing the influence of therenment by an effective factor of 0.7,
extracted from the comparison between the exact solutidrtfeextended dipole approximation. The
extended dipole approximation together with the factor.@fif valid for all RC pigments but the special
pair pigment. From fits of difference spectra, T—S and-PP, we found the same special pair coupling
of 230 cnT! which was calculated by Madjedt al. [127] with a quantum chemical method. The
extended dipole approximation yields wrong results fot dwapling, because the mayor part of it is of
the Dexter type and only a small contribution is of the Coldype and our method is only capable to
consider the Coulomb part.

It was possible to find a set of site energies for the RC pigméhat is able to reproduce the spectra

“The couplings have been calculated by the domain-programg G$Esp charges. Hence the facfoe= 0.8, determined
for this case in section 5.1 has been used.
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Figure 5.10: (Left) Spectra simulated with site energies from CDC method @&ht), and site energies of
RC domain from fit (Table 5.5) combined with site energiesmttana from CDC method (Table 5.7)Ri¢h)
Simulated spectra from the literature for site energieaiokt with two different quantum chemical methods (Yin
et al. [132]). The calculated spectra in the left and right half@@mpared with experimental data [125].

sufficiently and to be reasonable in terms of energy flux. $htof site energies was found by a fit with
boundary conditions, taking into account the spatial sytmyrad the system. With this set of site energies
the delocalization of the excitation energy over the RC @igte was calculated. It turned out that the
lowest exciton level is mainly determined by,R.e., this pigment acts as an energy sink. Interestingly,
P which has a red-shifting H-bond is not the energy sink, kytwhich has no H-bond. This might be
due to exchange effects of the wave function, which can nabbsidered in the CDC method.

With the CDC method site energies of the PSI complex have bakulated. These site energies
have been used to calculate optical spectra of the PSI cam@éernatively the fitted values were
applied for the 6 RC and the 3 additionally pigments (Fig bdrid combined with the CDC values for
the remaining 87 pigments. The absorption and CD spectraenBeroduced very well, while the LD
spectrum did not fit as well as OD and CD, but much better thansgiectra obtained from quantum
chemical calculations by Yiet al. [132]. The agreement between the spectra calculated wit §li@
energies and the experiment might improve if it will be pbksto identify the red Chls and to consider
them in the calculation of the spectra.
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Figure 5.11:RC complex (1011=F 1012=Acc.A, 1013=AA, 1021=R;, 1022=Acc.B, 1023=4B) with six

additional excitonically coupled antenna pigments (Aesid138, 1139, 1140. B-side: 1237, 1238, 1239). The
three antenna pigments of the B-side belong to the RC donfdia.numbering is according to the protein data
base numbering of the file 1JB0.pdb.

Table 5.7:Site energies (SE) of 96 Chls of PSI fra®n elongatusn cm™!, determined with the CDC method.

Numbering according to the pdb nomenclature (1JB0.pdb).

| No.

SE | No.

SE [ No.

SE [ No.

SE [ No.

SE [ No.

SE |

1011
1021
1012
1022
1013
1023
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110

14680
15010
14810
14800
15190
15270
15080
15080
14590
14990
14750
14420
15060
14890
14990
14970

1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126

14620
14840
14670
14970
14950
15110
14580
14800
14610
14710
14930
14690
14820
14780
15140
14730

1127
1128
1129
1130
1131
1132
1133
1134
1135
1136
1137
1138
1139
1140
1201
1202

14580
15170
14940
15230
15150
14570
14490
14780
14960
14720
14710
14790
14480
15040
14950
14520

1203
1204
1205
1206
1207
1208
1209
1210
1211
1212
1213
1214
1215
1216
1217
1218

14810
14500
14300
14960
14760
14760
15120
14790
14930
14690
14970
14990
14620
14540
14730
14560

1219
1220
1221
1222
1223
1224
1225
1226
1227
1228
1229
1230
1231
1232
1233
1234

14500
14570
14840
14700
15090
14670
14710
14870
14790
15170
14940
14610
14540
14830
15000
14750

1235
1236
1237
1238
1239
1301
1302
1303
1401
1402
1501
1502
1503
1601
1701
1801

14670
14780
15200
14500
14920
14990
14760
14720
14790
14970
14750
14940
14880
15300
14780
14770
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Chapter 6

Summary

Since the first high resolution X-ray crystal structure ofignpent-protein-complex (FMO complex [2])
has been determined more than 30 years ago, humerous piobkic&ied to explain the optical low-
temperature spectra of this complex. The X-ray crystakstine has been used to calculate the excitonic
couplings of the pigments, while their local transition eyes (site energies) have been treated as fit
parameters. The main reason why it took over 20 years to firadisfysng description of the different
linear spectra and a unique set of site energies, was the o$an oversized dipole strength (up to 51.6
D? [89]) for the optical transition dipole moment of the pignenAartsma and coworkers [42, 43, 86]
found that using a smaller effective dipole strength (282) &llows one to significantly improve the
description of optical spectra. They treated the dipolergjth as a fit parameter. Here, for the first time,
the effective dipole strength has been calculated directly

For that purpose we have developed a theory of excitoniclcmsoin dielectric media using a
perturbative treatment of the pigment-solvent interactid@Vith this theory, it is possible to calculate
the excitonic couplings in the dielectric medium by solvihg Poisson equation numerically. We cal-
culated the excitonic couplings for two different pigmenbtein-complexes (FMO and PSI) with an
existing software [75]. Thereby we used the values of Knoxptii®y [18]* for the transition dipoles of
BChla/Chla and the TrEsp charges of Madjet al. [49]? for the atomic transition charges. We found
that the effective dipole strength is nearly equal to theditted before in [42, 43, 86], namely 29.7 D
for BChla. We also pointed out that the usage of the point dipole appration for the FMO complex,
respectively the extended dipole approximation for the &Biplex, are suitable for the calculation of
the excitonic couplings, if the factorg, = 0.8 for FMO andf = 0.7 for PSI, are considered. These
factors suggested here, describe the influence of the tlieléhielding and local field effects) in an ef-
fective way. These factors are not universally valid (sdevie but are valid for the large couplings (the
small couplings are not relevant for the spectra) in the gaoes of FMO and the PSI reaction center.

With the methodology of coupling calculation, a systematiedy of the distance and angle de-
pendence of couplings in a dielectric medium has been peddr We found the relatiofeq ~
VER(do) — f - VIED(dy), where f is distance and angle dependem{E2(d;) is the vacuum coupling
of an extended dipole of extensioh = 10 A, and V;ED(dy) is the vacuum coupling of an extended
dipole of extensionl;, = 8.8 A. The advantage of this method is, that it is not necessasphee the
Poisson equation numerically. Nevertheless the coupluagsbe determined with high accuracy. The
parameters andd, have to be recalculated for each pigment type. The parasngitezn here are valid
for BChla.

The exponential distance dependence of the ratio betweerothpling in medium and the coupling
in vacuum, recently published by Schoksal. [71], has been confirmed only for specific geometries of
the interacting molecules.

1An analysis of the dipole strength of BGHh 15 different solvents yielded a vacuum dipole strengtB®i 7.
2The TrEsp-method determines atomic transition chargesttingfithe electrostatic potential of point charges to thexel
trostatic potential of the quantum chemical transitiongieixs.
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For a long time the theory used for the calculation of spestia based on the calculation of stick-
spectra, resulting from the exciton eigenstates and tbairatution with Gauf3 functions [43,86,133] that
take into account the pigment-protein-coupling in an difeovay. In the present work a theory of higher
complexity [30] was applied. It considers the Hamiltonignttee complete pigment-protein-complex
Hppe = Hex + Hex-vib + Hyib, cOmposed of the excitonic and the vibrational part, ancctvribution
of exciton-vibrational coupling. Previously, often onllyet excitonic part was included. Finally the
pigment-protein-complex Hamiltonian used here yieldf@lime broadening, (i) vibrational sidebands
and (iii) an energy shift of the transitions compared to tlaagition energy following from the exciton
Hamiltonian.

In the framework of this thesis two basically different neadh for the calculation of site energies
were developed: A genetic algorithm, which is capable tafé or several spectra (and their derivatives)
simultaneously to the respective experimental spectrarélly the site energies are the fit parameters.
During the application to PSI it turned out that it is necegsa treat the inhomogeneous broadening of
each pigment as additional fit parameter.

The other method (CDC) is based on a direct calculation o€llz@ge density interaction of ground
and excited states of the pigments with the protein. Botlhods are based on the X-ray crystal structure.
The fit needs only the positions of the pigments (respegtieélthe Nitrogen atoms N—Np) for the
calculation of the excitonic couplings. In the CDC methog étomic structure of the complete pigment-
protein-complex is considered for a direct calculationite# snergies.

It is of large benefit to have two independent methods for #heutation of the site energies, because
it gives corresponding results a high relevance, if theyaaigieved in two independent ways. Fur-
thermore the CDC method allows to draw conclusions aboustitueture-function relationships of the
pigment-protein-complex. Contributions of single amidda and their side chains, hydrogen bonds, as
well as the influence of the protein backbone, respectivaetysmof it, have been calculated.

A more accurate method, the Poisson-Boltzmann Quantum €ae(®BQC) method [26] com-
bines quantum chemical methods on B&hi vacuum with electrostatic calculations for the whole
pigment-protein-complex. Different protonation statéghe titratable residues and the polarizability
of the medium are also considered. This method is more tiedlisn the CDC method, but much more
complex and highly expensive, in terms of computationatsobdlevertheless, the results of the CDC
method are rather similar to the results from the PBQC meféio[

For the FMO complex of two different green sulfur bacteRegsthecochloris aestuarandChloro-
bium tepidum beside the excitonic couplings also the site energies baga determined. They differ
only slightly from those determined earlier by Vukt al. [43] and Wendlinget al. [42]. Whereas the
spectra calculated here with the advanced theory are glemne similar to the experimental spectra. A
main result is, that pigment 3 (numbering according to FéaMatthews [2]) has the lowest site energy.
Calculations of the excitation energy relaxation confir@at tthe main part of the excitation energy re-
laxes within 5 ps to pigment 3. Therefore we were able to aniveequestion concerning the orientation
of the FMO complex relative to the reaction center. It wasvkmdefore, that either pigment 1 and 6
or pigment 3 and 4 are oriented towards the reaction cente2p]. Since the FMO complex functions
as an excitation energy bridge between the outer chloros@me the reaction center, it follows that it
must be oriented with pigments 3 and 4 toward the reactiotecemd with pigments 1 and 6 toward
the chlorosomes. Investigations on the contributions ghae parts of the protein to the shift of the site
energies of the seven pigments show that the electric fielldeobackbone of twa-helices determines
the energy sink on pigment 3 and 4 and thereby the directidheoéxcitation energy transfer.

Molecular dynamics simulations have been performed for ®RNner in a water-box, to determine
the spectral density and the correlation radius. Firstli®suwe promising, however it is necessary to
calculate longer time traces to obtain meaningful con@tafiunctions and spectral densities with higher
resolution. The calculation of the correlation functio&sed on the CDC method, developed and tested
first for static structures.
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For the PSI complex of the cyanobacteri@ynechococcus elongatosside the excitonic couplings,
the site energies of the reaction center have been detatmgieg a fit and the CDC method. In addition,
with the fit also the inhomogeneous broadenings have beenndeed, i.e. the width of the Gaussian
distribution of the site energies due to slow (in comparispexcited state life-times) protein vibrations.
Since the special pair is coupled mainly by the Dexter meishanit was not possible to calculate that
contribution by solving a Poisson equation, because omdyGbulomb part is considered. Hence the
fits have been performed for a set of special pair couplings.( 280 cm™!). We obtained the best
fit (highest fitness-value) for a special pair coupling of 280~ in agreement with the value Madjet
et al. [127] obtained for the sum of Dexter and Coulomb contributiy the use of quantum chemical
methods.

For the fit of the site energies it was necessary to considebtwndary conditions, following from
the symmetry of the crystal structure and from the CDC catéuhs: the site energies of pigments Acc.A
and Acc.B as well as those of pigmentgAdand AyB have to be equal. The resulting spectra are similar
to the experimental spectra and the site energies havenaaeovalues, in particular the special pair
pigment BB has the lowest site energy, i.e. the excitation energy esléx k.

With the help of mutation experiments [130], where the Hdbtm P, has been removed, from the
calculation of the spectra the localization of the tripkettes could be assigned t@ Pwhile the cation is
located on B.

With the CDC approach, a method is available that allowedatoutate the site energies for all 96
pigments of the complete PSI complex. With these site eegngie calculated absorption, CD and LD
spectra and compared them with the experimental spectraByrdin et al. [125]. For the absorption
and CD spectra the agreement was rather good, while it wasageeing for the LD spectrum. An
improvement could be achieved by assigning the red chigitgplwhat was not possible up to now. In
comparison with the spectra calculated with the site easrgbtained by Yiret al. [132] from an ab
initio method, our spectra are much more similar to the arpemt, especially the LD spectrum.

In the framework of this thesis two of the three parametex githe pigment-protein-complex Hamil-
tonian, namely the excitonic couplings and site energiee baen determined based on a microscopic
model. The third parameter of the pigment-protein-comptamiltonian is the spectral density, that
is obtained from fluorescence line narrowing spectra [30]Jth\Whese quantities it is now possible to
calculate optical spectra on the basis of the crystal stracpractically without fit parameters. The elec-
trostatic calculation of site energies provides the basiairect calculation of the spectral density by a
combined electrostatic / molecular dynamics approaclst Fésults in that direction are promising.
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Chapter 7

Zusammenfassung

Nachdem die erste hochaufgeloste Rontgen-Kristallsirugines Pigment-Protein-Komplexes (FMO-
Komplex [2]) vor Uber 30 Jahren aufgeklart worden war, wurdeahlreichen Veréffentlichungen ver-
sucht die optischen Tieftemperatur-Spektren dieses Kexeplzu erklaren. Dabei wurde die Rontgen-
Kristallstruktur verwendet, um die exzitonischen Kopman zwischen den Pigmenten zu berechnen
und die lokalen Ubergangsenergien der Pigmente wurderitePaFameter behandelt.

Der Hauptgrund, warum die Suche nach einer zufriedenstile Beschreibung der verschiedenen
linearen Spektren und einem einheitlichen Satz lokalerrgtbeysenergien tiber 20 Jahre dauerte, war
die Verwendung einer zu groRen effektiven Dipolstarke ¢his51.6 ¥ [89]) fiir das optische Uber-
gangsdipolmoment der Pigmente. Eine geringere effektipelBtarke wurde erstmals von Aartsma und
Mitarbeitern [42,43,86] vorgeschlagen, und zwar 28?7fDr BChla), wobei sie die Dipolstérke als Fit-
Parameter behandelt hatten. Wir konnten hier die effelRQipeIstarke erstmals quantitativ begrinden.

Dazu haben wir Uber eine stérungstheoretische Behandemigigment-Losungsmittel-Wechselwir-
kung eine Theorie der exzitonischen Kopplung in diele&tresr Medien entwickelt. Nach dieser Theorie
ist es moglich, die exzitonischen Kopplungen im dielektren Medium Uber die (numerische) Lésung
der Poisson-Gleichung zu berechnen. Wir haben die exgitban Kopplungen fur zwei verschiedene
Pigment-Protein-Komplexe (FMO und PSI) unter Verwendungrebestehenden Software [75] berech-
net. Dabei haben wir als Vakuum Ubergangsdipolstarken déetéMiir BCh&/Chla von Knox &
Spring [18} und fiir die atomaren Ubergangsladungen die TrEsp-LadumngerMadijetet al. [49]?
verwendet.

Wir haben dabei herausgefunden, dass sich die effektivel®@rke auf ungefahr den zuvor schon
in [42, 43, 86] verwendeten Wert reduziert (29.7 fir BChla). Weiterhin konnten wir zeigen, dass
die Verwendung der Punktdipol Naherung fir den FMO-Komjtleziehungsweise dextendeeDipol
Naherung fir PSI geeignet sind um die exzitonischen Komgg@nreu berechnen, wenn man dabei die von
uns angegebenen Faktoren bertcksichtig(0.8 fur FMO und f = 0.7 fur PSI), die den Einflul3 des
Dielektrikums beschreiben (Abschirmung und Lokalfeldrtéstur). Die hier angegebenen Faktoren
sind nicht allgemeingultig (s.u.), sondern gelten nur figr gtoRen Kopplungen (die kleinen sind nicht
relevant fir die Spektren) und nur aufgrund der hier vodreten Geometrien.

Mit der in der Arbeit entwickelten Methode der Kopplungsl#mung wurde eine systematische
Studie zur Abstands- und Richtungsabhangigkeit der Koyg@n in einem dielektrischen Medium durch-
gefihrt. Es ergab sich der Zusammenhdigy ~ V,EP(do) — f-V,ED(d1), wobei f abstands- und winkel-
abhangig und/EP(d;) die Vakuum-Kopplung einesxtendeeDipols der Langel; = 10 A ist, wahrend
Viac(do) die Vakuum-Kopplung irextendeeDipol Naherung mit einem Dipol der Langlg = 8.8 A ist.
Der Vorteil dieser Beziehung ist, dass es nicht mehr nétidiesPoisson Gleichung numerisch zu l6sen

Eine Analyse der Dipolstarken von B@hin 15 verschiedenen Lésungsmitteln ergab eine VakuumiBide von
37.1D.

2Die TrEsp-Methode bestimmt atomare Ubergangsladungechcampassen des electrostatischen Potentials von Punkt-
ladungen an das electrostatischen Potential der quarernsthen Ubergangsdichten.
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und dennoch die Kopplungen recht genau berechnet werderektDie Parametef unddy mussen fur
jeden Pigment-Typ neu bestimmt werden, die hier bestimmRemameter gelten fir BCl Die kirz-
lich von Scholet al. [71] verdffentlichte exponentielle Abhangigkeit des \@thisses der Kopplung
im Medium zur Kopplung im Vakuum konnte nur fir bestimmte @etrien der wechselwirkenden
Molekile bestétigt werden.

Die zur Berechnung der Spektren verwendete Theorie bad@rge Zeit lediglich auf der Berech-
nung von Strich-Spektren, die aus den Exzitonen Eigenadstiiund deren Faltung mit Gaul3-Kurven
[43, 86, 133] (zur effektiven Beschreibung der Pigmentt&mKopplung) resultieren. In der vorliegen-
den Arbeit wurde eine komplexere Theorie [30] verwendeg, zivar dhnliche lokale Ubergangsen-
ergien ergab wie zuvor [42, 43], jedoch Spektren erzeugt,déim Experiment starker ahneln als die
vorhergender Anséatze. Die in dieser Arbeit verwendete fibdmeriicksichtigt den Hamilton-Operator
des gesamten Pigment-Protein-KompleXgg,. = Hex + Hexwib + Hyib, bestehend aus dem exzito-
nischen und dem vibronischen Anteil, und dem Anteil der ExeiSchwingungs Kopplung, wahrend
zuvor oft nur der exzitonische Teil berticksichtig wurde.tztlech flhrt der hier verwendete Pigment-
Protein-Komplex-Hamiltonian zu (i) Lebensdauerverlaneihg, (i) Schwingungs-Seitenbanden und (iii)
einer Verschiebung der einzelnen Ubergéange relativ zu dmrdgangsenergie die aus dem Exziton-
Hamiltonian resultiert.

Im Rahmen dieser Arbeit wurden zwei im Ansatz sehr unteesitithe Methoden zur Berechnung
von lokalen Ubergangsenergien entwickelt: Zum einen weidegenetischer Algorithmus entwickelt,
der ein oder mehrere Spektren (und deren Ableitungen) tamah die entsprechenden experimentellen
Spektren anpassen kann. Die Fit-Parameter sind dabeikdiletoUbergangsenergien. Bei der Anwen-
dung auf das Reaktionszentrum des Photosystem | hat edsicbtaeendig herausgestellt, die inhomo-
genen Verbreiterungen fir jedes einzelne Pigment eberdlIFit-Parameter zu behandeln. Die zweite
Methode (CDC) basiert auf einer direkten Berechnung deuhgsdichte-Wechselwirkung der Grund-
und angeregten Zustande der Pigmente mit dem Protein. Béitieoden basieren auf der Réntgen-
Kristallstruktur, wobei fir den Fit nur die Positionen dagmente (bzw. der Stickstoff Atome AN-
Np) bendétigt werden, um daraus die exzitonische Wechselwgkau berechnen. In der CDC-Methode
hingegen wird die atomare Struktur des gesamten PigmeneiRfKomplexes berticksichtigt.

Es ist von groRem Vorteil zwei unabhangige Methoden zur @ereng der lokalen Ubergangsen-
ergien zur Verfligung zu haben, da es einem UbereinstimmeBdgebnis eine hohe Glaubwrdigkeit
verleiht, wenn es auf zwei vollig unabhé&ngigen Wegen eghaldturde. Zudem erlaubt die CDC-Methode
Ruckschlisse auf die Struktur-Funktions-Beziehung dgsmemnt-Protein-Komplexes. Die Beitrage ein-
zelner Aminosauren und deren Seitenketten, WasserstatfkBnbindungen, sowie der Einflu des Pro-
tein-Ruckgrates beziehungsweise Teile dessen, konntechreet werden.

Die PBQC-Methode [26], die quantenchemische RechnungeBCirla im Vakuum und elektro-
statische Rechnungen fiir den gesamten Pigment-Proteipléa kombiniert, sowie die verschiedenen
Protonierungs-Zustande der titrierbaren Residuen unBarisierbarkeit des Mediums bertcksichtigt,
ist zwar einerseits realistischer als die CDC-Methodegesdeits jedoch sehr viel komplexer, und mit
hohem Rechenaufwand verbunden. Die mit der CDC-Methogsdterten Ergebnisse ahneln den mit der
PBQC-Methode erhaltenen recht stark [67].

Fur den FMO-Komplex zweier verschiedener griiner Schwakadisien,Prosthecochloris aestuarii
und Chlorobium tepidumwurden neben den exzitonischen Kopplungen auch die loKaleergangs-
energien bestimmt, die sich nur wenig von den von Veltal. [43] und Wendlinget al. [42] friiher
bestimmten unterscheiden. Allerdings sind die hier mitvdeiterentwickelten Theorie [30] berechneten
Spektren dem Experiment deutlich &hnlicher. Ein wesdmlcResultat ist, dass das Pigment mit der
Nummer drei (in der Nummerierung nach Fenna & Matthews [B)rdedrigste lokale Ubergangsen-
ergie hat. Rechnungen zur Relaxation der Anregungsenbagtitigten, dass ein Grof3teil der Anre-
gungsenergie innerhalb von 5 ps auf Pigment 3 relaxiert.itSannten wir die Frage der Orientierung
des FMO-Komplex relativ zum Reaktionszentrum beantwortés war zuvor bekannt, dass entweder
Pigment 1 und 6 oder Pigment 3 und 4 zum Reaktionszentrumrignti@rt sind [11, 22]. Da der FMO-
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Komplex als Anregungsenergie-Briicke zwischen den auRenarosomen und dem Reaktionszentrum
fungiert, muf3 er mit den Pigmenten 3 und 4 zum Reaktionsaentmd mit den Pigmenten 1 und 6 zu
den Chlorosomen hin orientiert sein. Untersuchungen zuitnaBeeinzelner Teile des Proteins zu den
Verschiebungen der lokalen Ubergangsenergien fur diesi®gmenten zeigten, dass das elektrische
Feld des Rickgrates zweierHelizes die energetische Senke bei den Pigmenten 3 und dami die
Richtung des Anregungsenergietransfers bestimmt.

Zur Bestimmung der Spektraldichte und des Korrelationasadiurden Molektldynamik Simulati-
onen des FMO-Trimers in einer Wasserbox durchgefuhrt. Bitee Ergebnisse sind vielversprechend,
es ist jedoch notwendig langere Zeitspuren zu berechneraussagekraftigere und besser aufgeloste
Korrelationsfunktionen und sich daraus ergebende Spdidinéen zu erhalten. Die Berechnung der
Korrelationsfunktion basiert hierbei auf der zuvor furtisiehe Strukturen entwickelten CDC-Methode.

Fur das Photosystem | des CyanobakterilBysechococcus elongatusirden neben den exzito-
nischen Kopplungen die lokalen Ubergansenergien fiir dakt®@szentrum mittels Fit und CDC-
Methode bestimmt, desweiteren wurden mit dem Fit auch dienmogene Breiten bestimmt, d.h. die
Breite der GauR-Verteilung der lokalen Ubergangsenergigfigrund der langsamen (im Vergleich zur
Lebensdauer angeregter Zustande) Proteinschwingungardagspecial pairhauptséachlich tber den
Dexter-Mechanismus gekoppelt ist, war es nicht mdgliclsaligopplung Uber die Losung der Pois-
son Gleichung zu bestimmen, da dabei nur der Coulomb Angeildksichtigt werden kann. Die Fits
wurden daher fiir eine Reihe von Werten fir digecial pairKopplung (0. .. 280 cm™!) berechnet.
Dabei erhielten wir den besten Fit (hdchster Fitnesswértgihespecial pairkopplung von 230 cm!,
in Ubereinstimmung mit den Werten die Madgtal. [127] mit quantenchemischen Methoden fiir die
Summe von Dexter- und Coulomb-Anteil erhalten haben.

Beim Fit der lokalen Ubergangsenergien war es notwendig Rardbedingungen, die aus der Sym-
metrie der Rontgen-Kristallstruktur und den CDC-Rechmmfplgen, zu beachten, und zwar, dass die
lokalen Ubergangsenergien der Pigmente Acc.A und Acc.Rlylsind, ebenso wie die der Pigmente
ApA und AgB. Die resultierenden Spektren dhneln den experiment8pgktren stark und die lokalen
Ubergansenergien haben plausible Werte. Insbesondedagspecial pairPigment B die niedrigste
lokale Ubergangsenergie, dass heil3t, die Anregungsenaigixiert nach g,

Mit Hilfe von Mutations-Experimenten [130], bei denen eilasserstoff- Briickenbindung zy Bnt-
fernt wurde, konnte aus der Berechnung der Spektren dielis@dang des Triplett-Zustandes Buge-
ordnet werden, wahrend das Kation agflékalisiert ist.

Durch die CDC-Methode stand uns eine Methode zur Verfiuigumity,der wir die lokalen Uber-
gangsenergien fir den gesamten PSI-Komplex mit seinen @@d?iten berechnen konnten. Mit den
so erhaltenen lokalen Ubergangsenergien haben wir disohytn Absorptions-, CD- und LD-Spektren
berechnet und mit den experimentellen Spektren von Byetiah. [125] verglichen. Fur Absorption und
CD ergab sich dabei eine recht gute Ubereinstimmung, fir i@ weniger gute. Eine Verbesserung
koénnte hier durch die Zuordnung der rotverschobenen Cploite erreicht werden, die aber bis jetzt
noch nicht eindeutig mdéglich war. Im Vergleich mit den Spekt die sich mit den lokalen Ubergangsen-
ergien ergeben haben, die Yah al. [132] mit einer ab-initio Methode berechnet haben, seheserm
Spektren den experimentellen wesentlich ahnlicher, swhgere beim LD-Spektrum.

Im Rahmen dieser Arbeit wurden zwei der drei Parameters#gseHamilton-Operators des Pig-
ment-Protein-Komplexes, namlich die exzitonischen Kapgen und die lokalen Ubergangsenergien,
basierend auf einem mikroskopischen Modell, bestimmt. ddgte Parameter dieses Hamilton-Opera-
tors ist die Spektraldichte, die aus Fluoreszkne-narrowingSpektren erhalten wurde [30]. Mit diesen
Grol3en ist es nun moglich, optische Spektren praktisch Bhirfgarameter nur auf der Réntgen-Struktur
basierend, zu berechnen. Die elektrostatische Berechiterrigkalen Ubergangsenergien bildet die Ba-
sis fur die direkte Berechnung der Spektraldichte durch Bioation von elektrostatischen Rechnungen
mit Moleklldynamik-Simulationen. Erste Ergebnisse irsdieRichtung sind vielversprechend.
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