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a b s t r a c t

In behavioral, cognitive, and social sciences, reaction time measures are an important

source of information. However, analyses on reaction time data are affected by researchers'

analytical choices and the order in which these choices are applied. The results of a
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Expert consensus survey
systematic literature review, presented in this paper, revealed that the justification for and

order in which analytical choices are conducted are rarely reported, leading to difficulty in

reproducing results and interpreting mixed findings. To address this methodological

shortcoming, we created a checklist on reporting reaction time pre-processing to make

these decisions more explicit, improve transparency, and thus, promote best practices

within the field. The importance of the pre-processing checklist was additionally supported

by an expert consensus survey and a multiverse analysis. Consequently, we appeal for maximal

transparency on all methods applied and offer a checklist to improve replicability and

reproducibility of studies that use reaction time measures.

Crown Copyright © 2023 Published by Elsevier Ltd. This is an open access article under the

CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Chronometric methods, such as reaction time (RT) measure-

ments, are used as a proxy to understand cognitive processes

underlying behavior (e.g., Baayen & Milin, 2010). In the

behavioral, cognitive, and social sciences, RTs are used to

depict the consecutive processes from stimulus input (e.g.,

visual or auditory) to any output response (e.g., written,

speech, or motor, Baayen & Milin, 2010). Given factors such as

participant inattention or technicalmalfunction, it is common

among behavioral scientists to pre-process RT data because

those affected RTs do not depict the underlying process of

interest. Once the influence of these random and extraneous

processes has been addressed, behavioral scientists believe

that only relevant factors remain to drive the RT pattern, such

as the effect of experimental manipulation or group differ-

ences. A wide range of methods has been suggested to reduce

the data collected to observations that are representative of

the underlying cognitive process (see the following for meth-

odological examples: Andr�e, 2022; Baayen & Milin, 2010;

Ratcliff, 1993; Tukey, 1962; Van Selst & Jolicoeur, 1994), but so

far there is no consensus on how to report the actions taken to

prepare for statistical analysis. These pre-processingmethods

lead to different samples of items, participants, and observa-

tions, and correspondingly, different skewness of data distri-

butions, measures of central tendency, and linear relations

between RT and the independent variable [e.g., groups or

conditions; Ulrich and Miller (1994)]. Therefore, pre-

processing actions can alter conclusions from hypothesis

testing, as shown in different proportions of significant tests

in empirical studies (e.g., Andr�e, 2022; Morı́s Fern�andez &

Vadillo, 2020) or in increased false positive rates in simu-

lated data (e.g., Andr�e, 2022; Berger & Kiefer, 2021; Morı́s

Fern�andez & Vadillo, 2020). Pre-processing not only changes

effect sizes, but also the reliability with which constructs are

measured (Parsons, 2022). Therefore, this article provides a

checklist on reporting RT pre-processing actions, informed by

discrepancies between a literature review on an exemplary

cognitive phenomenon and an expert consensus survey, a

multiverse analysis, as well as personal scientific experiences.

The characteristics of RT data which make pre-processing

necessary can be categorized according to different
procedural levels: 1) artefacts outside of the researcher's control
(e.g., technical malfunction, attrition, missing data, Morı́s

Fern�andez & Vadillo, 2020; Woods et al., 2021, 2023), 2) data

points exceeding pre-defined criteria (e.g., based on psycho-

physiological considerations, very fast RTs/anticipations and

very slow RTs/omissions cannot depict the process of interest,

Luce, 1986; Pain & Hibbs, 2007), and 3) observations deviating

from the empirical individual or group average reaction pattern

(e.g., RTs exceeding 2 median absolute deviations from the

samplemedian). Transparency regardingwhich pre-processing

has been used, in which order, and based on which rationale is

utterly important, because the researchers' degrees of freedom

caused by the many available methods can lead to different

conclusions (Leys et al., 2013), as they result in different sam-

ples of included participants and observations (see below for

results from the multiverse analysis conducted in this project).

Consequently, the effect of pre-processing decisions

remaining unnoticed weakens inferences from the body of

scientific evidence. Analytical choices made by one or a few

researchers can be seen as different but equally rational,

leading to conflicting empirical results and therefore, false

positives and negatives in the literature (e.g., Andr�e, 2022;

Berger & Kiefer, 2021). Therefore, as a first step, awareness

needs to be raised for the effect of choosing certain pre-

processing method(s) on the results (see Aguinis et al., 2013;

Berger & Kiefer, 2021). Second, disclosing pre-processing de-

cisions is necessary for reproducing and replicating published

results (Morı́s Fern�andez & Vadillo, 2020). Reproducing nu-

merical results by using the same data and analysis of the

original study is considered a minimum standard for evalu-

ating the reliability of scientific findings (Nosek et al., 2022;

Peng, 2011). Access to the original dataset used in a study is

necessary, yet not sufficient, for assessing reproducibility.

Chances of reproducing all the numerical results reported in a

study increase as authors share information about pre-

processing actions, code, information about the software

they used, and adopt good computing practices (Wilson et al.,

2014, 2017).

Given the increase in popularity of pre-registrations and

registered reports (Christensen et al., 2020; Hardwicke et al.,

2022), scientists have improved their ability to thoroughly

relate their research questions to pre-defined analyses. How-

ever, as RT pre-processing takes place prior to data analysis
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and hypothesis testing, these decisions need to be reported

with the same rigor and openness. Although there are guide-

lines on how to deal with outliers and missing data (Aguinis

et al., 2013; Ratcliff, 1993; Woods et al., 2021, 2023), the field

of psychological science lacks consensus on how to report the

pre-processing of RT data. As a result, guidelines providing

best practice examples of the latter are needed to further in-

crease transparency. Therefore, we quantified the frequency

of reporting pre-processing actions and assessed their

completeness and transparency in the literature by con-

ducting a systematic literature review on an exemplary

cognitive phenomenon (the Simon effect), which is summa-

rized in the following section.
Fig. 1 e Number of reported pre-processing actions in

articles included in the systematic literature search on the

Simon effect. Note: Pre-processing actions include

exclusion of error trials, exclusion of participants, handling

of missing data, exclusion of fillers, exclusion of trials,

outlier trimming with a fixed minimum, outlier trimming

with a fixed maximum, relative outlier trimming based on

measures of central tendency and variability, and data

transformation. The number of reported actions per article

can range from 0 to 9.
2. Systematic literature search on pre-
processing reports

To get an overview of how pre-processing is generally re-

ported, we conducted a systematic literature review on the

Simon effect (i.e., a cognitive phenomenon stemming from

the difference between congruent and incongruent trials,

Craft & Simon, 1970). For details on methods of the literature

search and a meta-analysis see Supplementary Materials A.

The Simon effect has been chosen as an example because it

has been repeatedly replicated since its introduction in 1970

(Cesp�on et al., 2020; Craft& Simon, 1970) and is representative

of the classical behavioral experiment including a within-

subject factor with two levels (comparing congruent and

incongruent trials). The authors are not aware of a study

investigating the influence of different pre-processing pipe-

lines on effect size estimates in the Simon task, but there is at

least one study (Morı́s Fern�andez & Vadillo, 2020) showing it

for the Stroop task. Morı́s Fern�andez and Vadillo (2020)

showed that as the set of pre-processing pipelines grew, the

proportion of false positives also increased successively. It is

important to note that only when a single pre-processing

pipeline was applied, the proportion of false positives

equaled to the a-level of the t-test, .05. There were no specific

pre-processing pipelines that had the strongest influence, and

it was shown that it is not even necessary to conduct all

possible pre-processing pipelines every time: Simply consid-

ering them is already sufficient to increase the false-positive

rate. The Simon task shares conceptual similarities with the

Stroop task, and the Simon effect is classified as a spatial

Stroop effect (Morı́s Fern�andez & Vadillo, 2020). As shown in

Fig. 1, we found a large variety in the number of RT pre-

processing actions that were reported. Only five of 55 arti-

cles explicitly stated the order in which the pre-processing

actions were applied, 32 articles indicated the rationale for

the basis for choosing the respective method(s) applied, 16

reported how many or if any participants were excluded, and

21 documented howmany data points were excluded through

these actions.

Looking at the six articles not reporting any RT pre-

processing, it remains unclear whether the authors did not

mention data pre-processing they performed or whether they

did not conduct any pre-processing. It is self-evident that this

literature search does not allow us to make claims on dis-

crepancies between pre-processing actions being conducted
and pre-processing actions being reported, aswe cannot back-

trace what has been done with the data in these studies

retrospectively. However, observing that we cannot infer if

any or which pre-processing actions have been applied to the

data is an alarming fact for the endeavor of reproducible and

robust research, which is why this article proceeds with the

development of a checklist supporting complete reporting of

pre-processing actions.
3. Development of a checklist

Based on our literature review on the exemplary Simon effect,

we observed that researchers rarely report the complete set of

pre-processing actions for RTs. We assume that these results

cannot be interpreted as an exception, but rather as a case

study representative of the field of behavioral sciences. To

address this shortcoming, the present paper proposes a

checklist to facilitate the accurate and complete reporting of

pre-processing choices for the analysis of RTs. This overview

of common pre-processing actions (Table 1) is based on pre-

vious surveys of the literature (Kerr et al., 2017; Primbs,

Holland, et al., 2022) and our own literature search (see Fig. 1

and Supplementary Materials A). In the next section, we

report the results of an expert-consensus survey confirming

the importance and applicability of our suggested pre-

processing checklist. We provide readers with an easy-to-

follow checklist on which data pre-processing decisions to

https://doi.org/10.1016/j.cortex.2023.11.012
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Table 1 e Overview of pre-processing actions with examples.

Action Level Reason Examples

Data exclusion Participant External events Research assistants collected data from participants who do not match

participation criteria (e.g., age, gender, visual acuity). Participant reported

headache and being unable to concentrate. Fire alarm went off. Building

was evacuated.

Outlier: Fixed Minimum number of correct trials for a participant to be included.

Outlier: Data-dependent Mean accuracy was assessed in each group and those participants

performing two standard deviations below the groupmean were excluded.

Trial External events Sticky keys were activated for the first few trials. The participant proceeded

normally after deactivation.

Outlier: Fixed Trials faster than 100 msec were excluded because it is unlikely that

participant indeed processed the stimulus that quickly.

Outlier: Data-dependent Abnormally slow trials are likely to reflect distraction on part of the

participant and are thus excluded.

Stimuli External events There was a mistake in the processing of a stimulus. By accident, a

stimulus was not shown often enough.

Outlier: Fixed Stimuli which were not correctly recognised above chance level were

excluded.

Outlier: Data-dependent Stimuli which were recognised considerably worse than other stimuli were

excluded.

Data transformation Log-transformation was employed to make the data approach the normal

distribution.

Latency-normalisation was employed to account for between-subject

variability in overall reaction times.

Other scoring D-scores were calculated from the raw IAT data in line with established

procedures (Greenwald et al., 2003).

Data aggregation Analyses were conducted on the trial-level data/on the participant means.

Note: Order e Outliers were removed before data transformation took place.
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report in a manuscript and how to provide sufficient details

thereof (Table 2). Last, we demonstrate the necessity of a

reporting checklist by using multiverse analysis to illustrate

the effects of the pre-processing actions on the standardized

and raw results of the Simon Task.
4. Expert-consensus survey

4.1. Method

4.1.1. Participants
The study was approved by the Institutional Review Board at

Harrisburg University of Science and Technology, USA

(20221206). Participants were recruited through social media,

internal listservs (e.g., faculty newsletters), and personal

contacts of the researchers. 141 novel observations were

collected through Qualtrics, and 66 responses were analyzed

after excluding participants who did not explicitly consent to

the study (n ¼ 2), who did not provide any information about

their use of response time data for research (n ¼ 54), who

indicated having no experience with response time data

(n ¼ 1), incomplete responses (n ¼ 15), and observations cor-

responding to survey previews (n ¼ 3). In order to reduce risks

of non-random drop-out (i.e., participants concerned about

being identified based on their demographic information

being more likely to drop out of the survey), the questions on

year of birth and gender were optional. Of 66 participants, 10

did not enter their year of birth and two provided implausible

values (the years 1900 and 2020). The remaining participants
have an average age of M ¼ 36.20 years (SD ¼ 8.45). Fifty-eight

participants provided information about their gender: 28

selected “woman”, 26 “man”, two “non-binary”, and two

“prefer not to disclose”. Participants indicated they completed

or were completing their education inWestern Europe (37.9%),

Northern America (21.2%), Northern Europe (10.6%), Western

Asia (7.6%), Southern Europe (6.1%), Eastern Europe (4.6%),

Latin America and the Caribbean (3.0%), and other or multiple

regions (6.1%).

4.1.1.1. MATERIALS AND PROCEDURE. The survey in text and

Qualtrics import format can be found on our Open Science

Framework (OSF) repository in the materials folder (https://

osf.io/reqat/). After consenting to complete the study, partic-

ipants were shown three main study sections: demographics,

the proposed pre-processing checklist, and a final thoughts

section.

4.1.1.2. DEMOGRAPHICS. Participants were asked to explain the

types of research they performed that used RTs, and this in-

formation was used to screen participants for the appropriate

sample of researchers using RT data. Participants then indi-

cated their geographical region where they were completing

or completed their higher education, using the 17 United

Nation Subregions classification system “United Nations

geoscheme” (2022). In an open text box, participants indi-

cated the subdiscipline that characterizes their research, fol-

lowed by indicating their current role with options (e.g.,

students, lecturers, professors). Two software questions were

included: participants listed all software they used tomeasure

https://osf.io/reqat/
https://osf.io/reqat/
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Table 2 e Checklist for reporting pre-processing decisions.

Section What to report? Examples and suggestions

General Order “The reporting order reflects the data pre-processing order.” or “Only trials followed

by a correct response were incorporated in the reaction time (RT) analyses (…) (please

note that error rates were arcsine transformed prior to the analysis to approximate

normal distribution). (…) Subsequently, possible decade as well as five break effects

were computed as follows for each participant individually: first, the logarithm (ln) of

the averaged response latencies per experimental number pair (both orders collapsed;

e.g., 3:5 and 5_3) was calculated. Then, a logarithmic function (…) was fitted to these

individual data. (…) Afterwards, the (…) the residuals were computed by subtracting

the predicted values from the actual logarithm of the RT. Finally, these residuals were

standardized to a mean of 0 and a standard deviation (SD) of 1 (…).” (Domahs et al.,

2010)

Transparency (e.g.,

reporting discrepancies

between pre-registered and

actually used pre-

processing pathways)

“The deviation between planned and executed pre-processing actions has been

addressed in section X.” or “Our confirmatory analyses do not deviate from the pre-

registered procedure. All datasets and the analysis code are available for download on

the OSF.”

Theoretical or empirical

justification for chosen pre-

processing actions

“Theoretical or empirical justification for chosen pre-processing actions has been

provided in the respective sections of the present manuscript.” or

“RTs� 100msecwe removed as they reflect implausible cognitive processing of the Go

signal (Gabay & Behrmann, 2014 as cited in De Pretto et al., 2021).”

Participants Total number of

participants collected

“A group of 16 participants (five women, 11 men, 18e50 years of age) participated in

this experiment. They all had a normal (or corrected-to-normal) vision and gave their

informed consent.” (Burle et al., 2014)

Total number of

participants excluded per

reason for exclusion

(participant-level data

exclusion)

“After application of our pre-registered exclusion criteria, a final sample size of 155

participants remained. Please note that most excluded participants (n ¼ 102) did not

actually complete the experiment e they failed the attention check presented during

the instructions andwere directly forwarded to the end of the experiment, skipping all

experimental trials. The other participants were removed because they were too slow

(3SD from themean reaction time; n ¼ 3) or made toomanymistakes (n ¼ 2).” (Primbs,

Rinck, et al., 2022)

Total number of

participants (per condition)

included in final analysis

“As pre-registered, we recruited 100 participants who fulfilled our inclusion criteria (at

least 18 years old, fluent in English) and completed the online study via the research

platform Prolific. Of those, 9 fulfilled our pre-registered exclusion criteria (…), leaving

the data of 91 participants to be analyzed.” (Rinck et al., 2022)

Materials Number of trials (per

condition, per participant)

“Eightmodels (…) were selected from the Radboud Faces Database on the basis of how

well their emotional expressions were recognized in a validation study (RaFD;

(Langner et al., 2010). (…) Subsequently, pictures of the three emotional expressions

central to this experiment were selected per model, namely happy, sad, and angry.

This resulted in a total of 24 pictures: three expressions � two ethnicities � four

targets (models) per ethnicity. (…) Each experimental block consisted of sixteen

pictures randomly displayed five times, resulting in 80 trials per experimental block.”

(Bijlstra et al., 2010)

Stimuli-level data

exclusion: how many

stimuli were excluded for

which reason?

“Criteria for item selection were high discriminatory power, high convergent validity

with openness for experience, as well as content validity, based on expert judgment.”

(Mussel et al., 2012)

Analysis Proportion of trials included

in final analysis/proportion

of trials excluded for a

particular reason

“For correct RTs, a mean and standard deviation were calculated for each subject

within each SOA and session, and any RT greater than 3 SDs above or below the mean

for that subject during that SOA and session was identified as an outlier. This

eliminated 1.7% of both the lexical decision and naming RTs.” (Hutchison et al., 2013)

Type of trial-level data

exclusion

“For the minimum threshold, we varied the response time cut-off from 0 msec to

300msec in steps of 50msec, resulting in 7 levels. For the data-based outlier trimming

method we varied the number of median absolute deviations from the median (Leys

et al., 2013) from 1 to 3 in steps of .5 or applied no data-based trimming, resulting in 6

levels.” (Primbs, Rinck, et al., 2022)

Data transformation “Separated repeated measures analyses of variance (rmANOVAs) were conducted to

investigate one-session and two-week training effects on median RTs, arcsine-

square-root-transformed error rates, and inverse efficiency scores.” (Soltanlou et al.,

2018)

Data aggregation “Most often themean RT within each trial type is calculated (…). Researchers may opt

to use the median RT instead. I included both options.” (Parsons, 2022)
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Table 2 e (continued )

Section What to report? Examples and suggestions

Reason for choosing a

specific method

“Logarithmic fitting was chosen first because of evidence for a logarithmically

compressed quantity representation.” (Domahs et al., 2010) or

“Using the mean or the median as central tendency statistics alone may conduce to

biases and increase the risk of falsely rejecting null hypotheses (Morı́s Fern�andez &

Vadillo, 2020; Rousselet & Wilcox, 2020). (…) Among other alternative approaches

(Ging-Jehli et al., 2021), using a theoretical distribution to describe and compare the

shapes of different RT distributions has been proposed (Castellanos et al., 2006; Van

Zandt, 2000). The most widely used theoretical distribution in ADHD research is the

ex-Gaussian distribution.” (Bella-Fern�andez et al., 2023)
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RTs and analyze RT data. Next, theywere asked to indicate the

number of years (response options: <1, 1e3, 4e6, 7e9, and 10þ)

that they were involved in collecting RT data, analyzing RT

data, open science/scholarship, experiment coding (i.e.,

writing code to collect RTs), and analysis coding (i.e., writing

code to analyze data) respectively. At the end of the survey,

they were asked to indicate their gender and year of birth for

reporting purposes only.

4.1.2. Procedure checklist creation
After answering the demographics questions, participants

were asked to think of a project that used RT data and write

down how they would process the data in preparation for

analysis. For the exact wording, see Supplementary Materials

B, section “Open Response Times”.

Next, participants answered a series of closed and open-

ended questions on data exclusions, data transformations,

data processing order, and reproducibility likelihood. For data

exclusions, participants indicated howoften they used each of

three criteria to eliminate observations at each of three levels,

how often they reported doing so, and how often they re-

ported the exact number of observations excluded (never,

sometimes, about half the time, most of the time, always). The three

exclusion criteria refer to: (1) events outside the researchers’

control, (2) fixed criteria (i.e., thresholds that are independent

from observations in the sample), and (3) data-dependent

criteria (i.e., thresholds relative to observations in the sam-

ple). The three levels refer to: participant, trial, and stimulus.

For each data exclusion criterion, participants indicated how

important they thought its usage to be for accuracy in ana-

lyses and interpretation (5-point between not at all important

and extremely important). After answering questions about how

often they use data transformations, report transformations,

and report the order of pre-processing actions, participants

were asked to indicate from 0 to 100 how likely it would be for

another researcher to reproduce their analyses. The partici-

pants could also indicate reasons for (not) reporting pre-

processing actions in their manuscripts.

Participants were then shown the proposed checklist in the

form available at the time (see https://osf.io/3qanp) and were

asked to share any final thoughts and/or concerns about the

proposed items to ensure feedback on potential areas missed

by the proposed checklist. The list of pre-processing actions

and the corresponding checklist were initially drafted by M. P.
based on previous surveys of the literature (Kerr et al., 2017;

Primbs, Holland, et al., 2022) and the present literature review

(Fig. 1). The draft checklist was subsequently refined in

consultation with the full team before being implemented in

the survey. The current version of the checklist (Table 2) was

improved based on survey results and suggestions from the

review team.

4.2. Results

The average number of years of experience performing

research that uses RT data was 11 (median 9.5 years, distri-

bution shown in Fig. 2). Participants also reported the number

of years of direct involvement in collecting RT, analyzing RT,

open science, experiment coding, and analysis coding. Fig. 3

shows that many of the 66 participants in the analysis sam-

ple have reported extensive experience with various aspects

of an RT study. Specifically, more than half of participants

have at least four years of experience setting up experiments,

and collecting and analyzing RT data.

4.2.1. Checklist Item 1: Exclusions due to events beyond the
researcher's control
RT studies involve the use of hardware and software that

present stimuli to participants and that record the time it

takes for them to perform an action (e.g., press a button to

indicate their response). Hardware or software malfunctions

therefore impact the collection of RT data. For example, the

response button can get jammed and, as a result, the recorded

RT is longer than normal, or the RT cannot be recorded at all

because the button press is not detected. When such an event

happens during a data collection session, this issue de-

termines how many trials within that session are impacted.

When visual stimuli are presented to participants via a web

interface, their loading time is impacted by the size of the

image files (i.e., larger files take longer to be displayed on

screen).

While there are various ways of preventing such events, if

they do happen, then researchers can choose to exclude all

observations of impacted participants, only those observa-

tions in trials where stimuli took longer to load, or all obser-

vations where stimuli with longer loading times were shown.

While most respondents excluded participants due to events

outside the researcher's control (Fig. 4), few excluded stimuli

https://osf.io/3qanp
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Fig. 2 e Reported years of experience with RT research.
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or trials. It is important to note that there are several survey

participants who report always excluding observations (par-

ticipants, stimuli, or trials) due to events beyond their control,

which shows that such events happen often enough. Of those

survey participants who excluded observations at least

sometimes, the largemajority indicate that they always report

doing so in the paper and that they also include the exact

number of excluded observations.
Fig. 3 e Number of years of direct involvement in collecting and

data, and open science practices. Note: NA responses indicate m
4.2.2. Checklist Item 2: Exclusions based on fixed criteria
For certain types of RT studies, it is possible for researchers to

set exclusion criteria ahead of data collection, based on the

literature and results in previous studies. For example, re-

searchers can set a minimum RT based on expectations about

processing time for stimuli used in the study, with the un-

derlying assumption being that responses with an RT below

this threshold are either made by accident (e.g., the
analysing RT data, experiment and analysis coding for RT

issing data.

https://doi.org/10.1016/j.cortex.2023.11.012
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Fig. 4 e Frequency of excluding, reporting excluding, and reporting the exact number of participants, stimuli, and trials due

to events beyond the researcher's control. Note: Responses in ‘Report excluding’ and ‘Report the exact…’ are from survey

participants who reported excluding observations at least sometimes.
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participant pressed the button by mistake) or by participants

who are not sufficiently engaged in the task (i.e., participants

who are bored or impatient). Similar to responses for the first

checklist item,most respondents used such criteria to exclude

participants, but fewer excluded trials or stimuli as shown in

Fig. 5.

4.2.3. Checklist Item 3: Exclusions based on relative criteria
Relative criteria such as the mean and standard deviation or

the median and median absolute deviation were used more

frequently to exclude participants, rather than trials or stimuli

(Fig. 6). Of those researchers who exclude participants at least

sometimes, two indicated that they never report doing so. Any

such exclusions should be reported in detail if they happen, as

that allows the reader to evaluate how appropriate this action

was and how likely it was that it would impact the validity of

the results and conclusions presented in the paper.

One reason why researchers might not always report

excluding observations is that about one third of participants

who completed our survey perceive those exclusions to be

‘not at all’ or only ‘slightly’ important for the accuracy of their

analyses and interpretation (Fig. 7). Interestingly, Fig. 7 also

shows that exclusions due to events beyond the researcher's
control, as well as exclusions based on fixed and relative

criteria were deemed equally important for accuracy in ana-

lyses and interpretation. However, one might argue that out-

liers resulting from external events such as a crash of the

recording system should be classified as a missing completely

at random mechanism, while the question whether an
observation exceeds a fixed or relative cut-off is less trivial,

because we cannot truly determine whether the latter stem

from a different data generating process than the one targeted

with the experimental manipulation. Perhaps the sample

undertaking the survey was very aware of dangers resulting

from non-transparency, which led to participants classifying

more outlier exclusion procedures as critical than other re-

searchers would.

4.2.4. Checklist Item 4: Data transformations, scoring, and
aggregation
Besides data exclusions, an important aspect to report is the

transformation, scoring, or other aggregation of the data. RT

data is often modeled or analyzed with a log, or inverse

transform applied to the responses, as RT data is known to

have skewed distribution. Further, data may be aggregated by

creating by-participant or by-item averages for conditions or

groups in the study if multiple trials are used. Last, RT data

may be further computed into a study specific scoring, such as

difference scores between conditions in a priming or Simon

task study. Each of these transformations can potentially

impact the final results of a study and should be described

within the paper. In the first panel of Fig. 8, the majority of

survey participants reported using one of these methods at

least sometimes, half the time, most of the time, or always in

their analyses, showing that these practices are common.

Nearly all survey participants indicated that they always

report these data transformations, while a few participants

indicated they only sometimes, half, or most of the time

https://doi.org/10.1016/j.cortex.2023.11.012
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Fig. 6 e Frequency of excluding, reporting, and reporting the exact number of participants, stimuli, and trials due to relative

criteria. Note: Responses in ‘Report excluding’ and ‘Report the exact…’ are from survey participants who reported excluding

observations at least sometimes.

Fig. 5 e Frequency of excluding, reporting, and reporting the exact number of participants, stimuli, and trials due to fixed

criteria. Note: Responses in ‘Report excluding’ and ‘Report the exact…’ are from survey participants who reported excluding

observations at least sometimes.
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Fig. 7 e Responses to the data exclusion question: ‘How important do you think this processing action is for accuracy in

analyses and interpretation?’ Note: Each panel represents one of the data exclusion checklist items.
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report data transformations (Fig. 8 middle panel). As shown in

the left panel of Fig. 9, most survey participants believe that

reporting data transformations were moderately to extremely

important for accuracy in analyses and interpretation.

4.2.5. Checklist Item 5: Data processing order
The last checklist item involves ensuring the data processing

order is explicitly reported in the manuscript. Exclusion of
Fig. 8 e Responses to ‘How often do you use and report transfor

use data transformations at least Sometimes.
outlier participants or trials could be based on raw scale data

or potentially transformed data, and reporting the actions

used to reach the final RT data allows for potential repro-

ducibility of the results. Fig. 8 (right panel) indicates that

survey participants nearly always report the data processing

order, and Fig. 9 (right panel) shows they believe that this in-

formation is very or extremely important for analysis inter-

pretation. This result was in stark contrast with the results
mations or processing order’ from survey participants who

https://doi.org/10.1016/j.cortex.2023.11.012
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Fig. 9 e Answers to ‘How important do you think reporting data transformations and processing order are for accuracy in

analyses and interpretation’.
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from the survey of the literature, which indicated that most

manuscripts do not report sufficient detail to understand the

data processing order, as it could only be guessed from the

order of listing actions which does not allow for a robust

reproduction (see Supplementary Materials A).

4.2.6. Reproducibility
As shown in Fig. 10, survey participants were very positive

about the likelihood of reproducing the analyses if a

researcher used the proposed checklist (M¼ 83.24, SD¼ 14.86).

However, this estimate of reproducibility, which was elicited

towards the end of the survey, still shows substantial
Fig. 10 e Responses from participants after reviewing the check

could reproduce their analyses.
variability. One potential explanation is that among survey

respondents who indicated that they exclude observations at

least sometimes there is variability in how often they report

the exact number of excluded observations e which is

important information when trying to reproduce the study

results using the original data. We find a positive association

between the stated likelihood of reproducing analyses and the

frequency of reporting the exact number of excluded obser-

vations (i.e., Pearson's correlation of .31, p-value ¼ .02). The

relatively high expectations regarding the likelihood of

reproducibility could be biased by the sample's belief that

reporting should have positive effects. Alternatively, it may be
list indicating how likely they think another researcher
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https://doi.org/10.1016/j.cortex.2023.11.012


c o r t e x 1 7 2 ( 2 0 2 4 ) 1 4e3 7 25
due to their firsthand experiences with the benefits of thor-

ough reporting, given the sample's substantial experience

with open science practices (4e6 years and beyond). Addi-

tionally, the sample generally reported working with coding

and/or open-source software to collect RT: e-Prime (10.2%),

PsychoPy (10.2%), Gorilla (3.3%), jsPsych (3.3%), and others

(participants could list multiple responses, and percentages

represent total reported out of total options listed). For data

analyses, survey participants listed using R (21.9%), SPSS

(7.7%), and JASP (4.4%) most frequently, which allow re-

searchers to share their analysis code to facilitate reproduc-

ibility of results.

4.2.7. Attention check
Due to technical issues, two attention survey check items

were not presented to the participants:

� Please mark sometimes for this item.

� Please mark most of the time for this item.

Therefore, we are unable to provide estimates regarding

the participants’ level of attentiveness. However, we can as-

sume that all included participants responded appropriately,

considering that they answered all the items, including the

free text items, and open-ended responses were checked for

appropriateness.

4.2.8. Final thoughts
We used the feedback from the expert survey and the com-

mentary from the community (e.g., reviewers’ recommen-

dations, checklist presentation at Society for the

Improvement of Psychological Science (SIPS) 2022 and 2023

conferences) to further improve our checklist. The expert

survey responses in full (corrected for spelling errors) can be

found in the Supplementary Materials C. First, it was drawn

to our attention that our survey was missing an “NA” answer,

“forcing” some participants to choose “never exclude” as a

response. In fact, some participants may have never

encountered situations where they needed to exclude ob-

servations (e.g., due to events beyond their control). As a

consequence, we added an NA option to our checklist. Sec-

ond, based on the provided feedback, we added three general

categories to the checklist, which are not section-specific:

“order of the pre-processing actions”, “transparency about

planned and executed pre-processing actions”, and “theo-

retical or empirical justification for chosen pre-processing

actions”. For each of the three general categories, we pro-

vided a hypothetical example, such as

� “The reporting order reflects the data pre-processing order”,

� “The deviation between planned and executed pre-processing

actions has been addressed in section X”, and

� “Theoretical or empirical justification for chosen pre-processing

actions has been provided in section Y”.

4.3. Discussion

Comparing our findings from the expert-consensus survey to

those from the systematic literature search shows a contra-

diction between survey respondents claiming to frequently
report all pre-processing actions and the number of excluded

observations, and the apparent lack of reporting in the papers

on the Simon effect that we have reviewed. A generous

explanation of this contradiction could be that research

practices and journal guidelines have significantly changed in

the past couple of years in the direction of complete and

transparent reporting of RT pre-processing. The results of our

literature review provide very little, if any, supporting evi-

dence for this explanation. Of the 13 papers published be-

tween 2017 and 2022, only 6 report the exact number of

excluded observations for various criteria. Further, only 5 of

all reviewed articles explicitly reported the order of the pre-

processing actions and these were published in 1995, 2005,

2017, 2018, and 2020. Even if journal guidelines were to require

transparent reporting, we argue that there are important

benefits to be gained from having a set of reporting guidelines

that researchers can follow. Another reason might be the

sample of researchers answering the survey and of those who

conducted the original experiments included in the literature

search. First of all, there might be differences in the levels of

experience with RT pre-processing, as well as conventions in

different working groups. Second, the sample of survey re-

spondents might be selective in the sense that they volun-

tarily participated in the survey because they regard

transparent reporting of RT pre-processing as an important

topic.
5. Multiverse analysis of pre-processing
actions in the Simon effect

We believe that researchers should report the information

presented in Table 2 simply for transparency and reproduc-

ibility; however, we also demonstrate how each of the pre-

processing actions may influence the results. We performed

a multiverse analysis (Steegen et al., 2016) on available data

from the Simon effect (Zwaan et al., 2018) using the checklist

as a guide for the choice of pathways. Multiverse analyses

allow a researcher to examine the influence of pre-processing,

aggregation, and other choices on the results of the study,

often to determine the robustness or sensitivity of a specific

result. In our analysis, we examine how the application of the

steps reported in our guidelines, as well as the order in which

they are applied influence the size of calculated effect, power,

and choice of raw or standardized effect size.

5.1. Method

5.1.1. Data
The data from Zwaan et al. (2018)'s Simon Task was accessed

from https://osf.io/x8pha. In this study, participants were

recruited to complete classic cognitive psychology tasks

including a replication of Craft and Simon (1970)'s task

examining spatial compatibility. Participants completed two

waves of the study to examine the influence of repeated

participation and previous knowledge of the experiment on

final results. In ourmultiverse analysis, we used the first wave

of the data collection tomost closelymimic the original Simon

task. Participants were shown stimuli (i.e., red square, blue

square, yellow circle, green circle) on the left or right side of

https://osf.io/x8pha
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the screen and asked to respond to the presentation as quickly

and accurately as possible. Each stimuluswas tied to a specific

response using the left or right side of the keyboard. Stimuli

were classified as congruent (e.g., stimulus response matched

the side of the screen presented e press the left key and

appeared on the left side of the screen) or incongruent (e.g.,

stimulus response was the opposite side of the stimulus pre-

sentation). The Simon effect occurs when the congruent re-

sponses are faster than the incongruent responses. We used

the same stimulus condition (i.e., they saw the same stimuli

for waves 1 and 2) for multiverse analysis which originally

resulted in an effect size of dZ ¼ 1.30.3 Each participant

completed 92 trials for analysis, ntrials ¼ 46 each in the

congruent and incongruent conditions.

5.1.2. Pathways
We used Table 2 to create the pre-processing pathways for

analysis of the Simon data from Zwaan et al. (2018). Tables 3

and 4 summarize the different pathways.

5.1.2.1. EXCLUSIONS. One rule was used for each exclusion

application, as shown in the table. Using this example data,

stimuli exclusions were unlikely, but these exclusions were

regarded as reasonable examples one might choose for their

own data. All other rules were generated based on the data or

other choices that a researcher might make for reaction time

data.

5.1.2.2. NUMBER OF EXCLUSIONS. Pathways were generated using

none of the above exclusions, only one exclusion, two exclu-

sions, three exclusions, and four exclusions. We used up to

four exclusions as this value represents the most that re-

searchers generallymention in their results (see expert survey

results), four exclusions allowed us to examine the impact of

order on the results, and using up to four exclusions, but not

up to nine exclusions, kept the number of results to 3610.

5.1.2.3. ORDER. The orders were created by analyzing every

combination of possible order that did not repeat a specific

data exclusion. Therefore, no exclusion was used twice in one

pathway (e.g., 1-2-1 was not allowed); however, different or-

ders of different exclusions could be used (e.g., 1-2-3, 3-2-1, 1-

3-2 were all allowed).

5.1.2.4. DATA TRANSFORMATIONS. Analyses were conducted on

both raw and log-transformed reaction times. Note that the

transformation always occurred after the other data

exclusions.
3 While the data online indicates it is the raw data, the original
sample size tested was larger (total N across conditions ¼ 172).
The published sample was then reduced to N ¼ 160 to create
counterbalanced groups across all study conditions using the
following rules: 1) participants with less than 80% accuracy were
excluded, 2) participants with less than 10 percent accuracy in
memory tasks were excluded, 3) participants with mean reaction
times greater than the mean plus 3 standard deviations for their
group were excluded, and 4) the last participants to complete the
study were excluded to create equally balanced groups after ex-
clusions 1e3 were applied.
5.1.2.5. DATA AGGREGATION. Data were aggregated based on the

twoanalysispathways chosen for thismultiverse analysis. For t-

test analysis, data were first averaged by participant and con-

dition, then averaged by condition during the calculation of

paired samples t-tests. Formultilevelmodel analyses, datawere

not aggregated.The nlme (Pinheiro et al., 2022) packagewasused

to analyze the model using the condition (i.e., congruent,

incongruent) to predict raw or log-transformed reaction times.

The random-intercept of participantwas included to control for

correlated error of repeated measurement of the same person.

5.1.2.6. STANDARDIZED EFFECT SIZE. One issue with reporting in

repeated measures analyses is the lack of transparency indi-

cating which effect size calculation was used. Given the raw

data, we were able to determine the original study calculated

standardized effect size using:

dz ¼ MD

SDD

where MD represents the mean of the difference scores be-

tween incongruent and congruent conditions, and SDD rep-

resents the standard deviation of the difference scores. This

effect size tends to be upwardly biased due to the reduction in

variance by subtracting conditions (Dunlap et al., 1996;

Lakens, 2013), and therefore, we also present results using dav

(Cumming, 2012) which is calculated by:

dav ¼M1 �M2
SD1þSD2

2

whereM and SD represents themean/standard deviation from

each condition. Note that standardized effect size calculations

only occur on aggregated data.

5.1.2.7. RAW SCORE EFFECT SIZE. The mean difference between

congruent and incongruent conditions was used for the raw

score effect size for t-test analysis aggregated data. The b coef-

ficient from themultilevelmodel analysis was used to calculate

the raw score effect size on the non-aggregated data. We

included these two effect size pathways, even though not

necessary in our reporting checklist, to show if the choice of

other suggested reporting guidelinesdifferentially impactswhat

a researcher might present as the final “result” in the study.

5.2. Exploratory questions

1) Does the order of data exclusions impact the results of the

analysis?

To answer this question, we will present all results for the

two calculations of standardized effect sizes (Question 3) and

raw effect sizes (Question 4). If order of processing is not

important, we would expect to find the same effect size for

processing orders that included the same applied exclusions.

2) How do differences in exclusions applied and analysis choice in-

fluence power?

The original effect size found for this study (i.e., dZ ¼ 1.30)

indicates that likely all effects will be significant using a < .05.

https://doi.org/10.1016/j.cortex.2023.11.012
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Table 3 e Multiverse pathways (exclusion).

Manipulated path Options Criteria

Exclusion Participant external events Tomimic data loss from random participant events or collecting data from

the incorrect population, we randomly removed 3% of participants.

Participant outlier: Fixed Participants were excluded if they did not have 80 of the 92 total possible

trials. The trial minimum included both correct and incorrectly answered

trials.

Participant outlier: Data Participants were excluded if they did not achieve at least 85% accuracy on

only included trials, and this criterion was selected by examining a

histogram to find the break in accuracy between high and low performers.

Trial external events We randomly removed 3% of trials to mimic computer issues or other

events that might affect trials individually.

Trial outlier: Fixed Trials were excluded that did not meet a minimum reaction time of

250 msec.

Trial outlier: Data Trials were excluded that were longer than the overall sample mean

reaction time plus two times the standard deviation of all reaction times.

Stimuli external events Given the small number of stimuli each participant encountered (i.e., 2 per

participant, 4 overall), we randomly excluded 3% of trials to mimic random

removal due to external events.

Stimuli outlier: Fixed Stimuli that do not achieve at least 50% correct will be excluded, as this

value represents chance performance.

Stimuli outlier: Data -

deviations

Stimuli that do not achieve at least the overall mean accuracy for stimuli

plus two standard deviations of stimuli accuracy.

Number of exclusions 0, 1, 2, 3, 4 options No exclusions are applied, one exclusion applied, etc.

Order of exclusions All combinations with no

repeating exclusions

Participant external-participant outlier, Participant outlier-participant

external, etc.
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Therefore, we will comment on the effect of exclusions on

power by displaying the overall sample size (for aggregated data

and t-tests) and overall trials included (for raw data and multi-

level models) to denote differences in change in sample size

used to calculate degrees of freedom for the statistical test.

3) What is the impact of the data exclusions, transformations, and

choice of effect size on the standardized effect sizes?

In this question, we will compare the standardized effect

sizes dZ and dav for the impact of data exclusion and
Table 4 e Multiverse pathways (performed actions).

Manipulated path Options Performed actions

Data transformation No

transformation

or transformed

reaction times

Log transformation.

Data aggregation Aggregated or

no aggregation

Data were first averaged

by participant, then

averaged by condition

when aggregated.

Standardized effect size Aggregated

data

Effect size with standard

deviation of the

differences (dz), effect

size with average

standard deviation

(dav).

Raw score effect size Aggregated

data or non-

aggregated data

Mean difference

between congruent

versus incongruent,

congruent versus

incongruent coefficient

from multilevel model.
transformation choice on the final reported effect size. We

expected that dZ would be upwardly biased in comparison to

dav, but it was unclear how processing and transformation

would impact these effects.

4) What is the impact of the data exclusions, transformations, and

analysis choice on the raw effect size?

For the last question, we will visualize raw effect size

(incongruentecongruent) by exclusions and transformation

for each analysis type to determine the impact of each on the

final raw score effect sizes in the same manner as Question 3.

5.3. Results

5.3.1. Question 1 e Order of exclusions
For this question, we first excluded analysis pathways that did

not use exclusions or only used one exclusion. We then

matched pathways that included the same exclusions with

different orders (total pathways ¼ 3610; total matches ¼ 246).

Within each matching set of exclusions, the results of the

effects were subtracted (i.e., exclusion 1 order 1 minus

exclusion 1 order 2, separately for standardized and unstan-

dardized effects), and the absolute value was taken. This

procedure created 36072 combinations of two to four pre-

processing eliminations. Fig. 11 displays the results. If the

order of processing combinations did not affect the results,

the results should show zero differences for combinations.

Standardized effect sizes indicated that the difference in

processing order could be up to dZ ¼ .20 or dav ¼ .14 (MdZ ¼ .02,

SDdZ ¼ .02; Mdav ¼ .01, SDdav ¼ .01). For unstandardized effect

sizes, the log RT could be up to .01 (i.e., 1.01 msec) while raw

reaction times could be 4.49 msec different (Mlog ¼ .00,
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Fig. 11 e This figure demonstrates the effects of order on both raw and standardized effect sizes by examining the difference

scores for the same exclusion criteria in different orders. These difference scores are arranged from smallest to largest to

demonstrate a sensitivity plot of the effect of order. If order did not affect the results, all dots will align at zero. However, we

find that different orders create different effect sizes, and thus, the difference scores are not zero. The first row represents

standardized effect sizes, and the second row represents unstandardized effect sizes. The left side represents a log-score

transformation on RT, and the right side indicates no transformation of RT. In the first row, the black dots indicate dZ effect

sizes and gray dots indicate dav effect sizes. In the second row, the black dots indicate mean differences calculated from t-

tests, and the gray dots indicate mean differences calculated from multilevel models.
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SDlog ¼ .00; Mraw ¼ .55, SDraw ¼ .52). Given these results are not

zero, the order of pre-processing actions appears to influence

the final results.

We found the same pattern of effect size differences across

standardized and raw score effect sizes, wherein the order of

processing can create non-zero differences between different

processing pathways. In Fig. 12, the difference in dZ is high-

lighted to determine if one particular exclusion was the

reason for these differences. For example, if the exclusion of

poorly performing participants was the main improvement in

effect sizedbecause of reduced error and noise in perform-

ancedwe might expect to see this exclusion have a higher

standardized effect size difference than the rest of the ex-

clusions. By examining the box plots in Fig. 12, the largest

differences appear to occur with more processing actions, as

there are more opportunities to remove participant/trial/

stimuli outliers. However, within each number of processing

actions, we do not seem to find a consistent pattern of one

exclusion that creates the largest or least differences. There-

fore, the order of processing does change results, but it cannot

be necessarily attributed to a single exclusion type suggested

in our checklist.
5.3.2. Question 2 e Power
All statistical tests indicated a significant non-zero effect

using a < .05. The number of participants and trials can/did

decrease with increasing number of exclusions; thus, result-

ing in lower power via degrees of freedom when more exclu-

sions were applied. However, exclusions are often applied to

reduce the amount of error and noise in the study, and as

shown above, these inclusionsmay increase power/effect size

when applied due to the reduction in the error term.With this

in mind we will further investigate the impact of pre-

processing steps on the power of the study. Therefore, we

demonstrate the differences in sample size in aggregated

analyses (t-test) versus differences in trial level analyses

(multilevel modeling). In Fig. 13, the results on sample size are

displayed, while Fig. 14 shows the results on trial level anal-

ysis. In these graphs, we demonstrate the pairwise-

combinations of exclusions to explore the effect of exclusion

pairs on the data. The heatmap cells represent the maximum

change across all combinations for that step (i.e., when I apply

X exclusion and then Y exclusion, what is the change in the

number of trials/participants between those two pre-

processing actions?).
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In participant level analyses, the exclusions related to

participants will have the strongest impact on power, given

that these exclusions will remove an entire participant from

the data. Participant level exclusions have the largest impact

on power when trial-level exclusions are first applied because

in this scenario, trials are excluded for fixed or data focused

reasons, and then participants do not have enough data to be

included in the study or become an outlier for other reasons.

The reverse processing order (i.e., excluding participants and

then trials) does not affect the data in the same way. For trial

level analyses, we see a similar pattern that participant level

exclusions have a larger impact on powerdgenerally because

removing an entire participant means the removal of all their

trials. However, the trial level and stimuli level exclusions also

show changes in the number of trials across pairwise combi-

nations, but again, we find that the order of exclusion does not

show the same exclusion numbers (i.e., 1-2 vs 2-1 exclusions

do not show the same number of trials removed or the top and

bottom half the figure would be colored in the same pattern).

Overall, trial level analyses are likely to have more power, due

to larger degrees of freedom for the focal statistical test, but it

is important to note that the exclusions show different effects

on the overall power based on their application and order.

5.3.3. Question 3 e Standardized effect size
Fig. 15 portrays the differences in choice of effect size split by

the choice of data transformation. First, it may have a small

(i.e., r < .20), but non-zero relationship with sample size as the

correlation between sample size and log RT dZ was r ¼ � :04,
Fig. 12 e Difference in effect size scores plotted by exclusion ty

number of exclusions applied on the data before effect size calc
95% CI ½�:08;�:01�with corresponding correlations for each of

the other effect sizes: log RT dav r ¼ � :14, 95% CI ½ � :17; � :11�,
raw RT dZ r ¼ � :04, 95% CI ½ � :07; :00�, and raw RT dav r ¼ �
:11, 95% CI ½ � :14; � :08�. The results indicate that dav may be

more influenced by final sample size; however, the patterns

are the same for both data aggregation methods. Second, the

difference in effect size bias is clearddZ returns an effect size

that is double or more the size of dav on the same data. They

appear to show the same pattern of effects when the pre-

processing actions are applied, but the effect is more pro-

nounced in dZ.

5.3.4. Question 4 e Raw effect size
As shown in Fig. 16, the effect of transformation and aggre-

gation choice does not appear to affect the final raw score

effect size; however, the size of the transformed effect size

difference ¼ 1.08e1.12 msec is smaller than the overall raw

score difference: between 30 and 50msec. The effect does vary

by pre-processing scenario with larger confidence intervals in

various scenarios due to sample or trial level size.

5.4. Discussion

The multiverse results portray that all facets of the pre-

processing choices and checklist items proposed in this

manuscript likely have impacts on the result presented. First,

the order and number of pre-processing actions changed ef-

fect size results, with larger impacts on the traditional choice

for effect size, dZ over the now recommended choice dav. The
pe suggested in our checklist. Each panel represents the

ulation. P ¼ Participant, T ¼ Trial, S ¼ Stimuli.
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Fig. 13 e Number of participants included in the participant-level analysis (t-test) based on the order and pairwise-

combination of exclusions. The panels represent the number of exclusions present. The x-axis represents the previous

exclusion applied, while the y-axis represents the next exclusion to be applied. The heat color represents the change in

number of participants for that combination. For example, one tile may show that after participant external exclusions were

used, then participant outlier fixed may show a change of up to 10 participants. These cells represent the maximum change

across all combinations of pathways. P ¼ Participant, T ¼ Trial, S¼ Stimuli. All zero values have been excluded.
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number of participants or trials will affect the power of the

study, and the choice of pre-processing action and order also

impacted these results. Finally, data transformation and ag-

gregation choices influenced the results of the study. There-

fore, we conclude that all aspects of the checklist are likely

necessary for sufficient understanding of the results pre-

sented in a manuscript.

We would like to stress the fact that we could not use raw

data, as the original authors excluded some participants

without enough documentation for us to simulate the

missing participants. These circumstances are another

example for our results from the literature search showing

why a checklist like ours can be helpful for understanding

the methods of a study and re-using available data. We as-

sume that the multiverse analysis with actual raw data

should have yielded larger effect size differences between

the pipelines, as the data would have included more noise,

while already conveying differences of .14e.20 in the current

set-up. Of course, the Simon effect is a relatively stable and

large effect in a straightforward two-by-two design, so that

smaller and less reliable cognitive effects might be even

more prone to changes in reaction time preprocessing (as

indicated by large false positive rates identified by Berger &

Kiefer, 2021; Morı́s Fern�andez & Vadillo, 2020). However,
we used the Simon effect only as a well-known example of

cognitive processing, so that we have an empirical basis for

our suggestions about reporting RT preprocessing. It will be

instructive to see the preprocessing actions and their order

as manipulated in the current study applied to other effects

and research domains.
6. Recommendations and conclusion

Data processing is a multi-action process e from the initial

data cleaning, to outlier detection and variable trans-

formation. For each action, there are many possible op-

tions used in the scientific literature, and these data pre-

processing choices can systematically affect statistical

outcomes and theoretical conclusions (see present multi-

verse analysis and Kerr et al., 2017; Primbs, Holland, et al.,

2022). Therefore, it is important to document each of these

actions and transparently report all pre-processing de-

cisions. To that end, the present research provides an

overview of frequent pre-processing decisions (Table 1) and

a checklist for reporting pre-processing actions (Table 2).

The multiverse analysis performed for this project in-

dicates the necessity of reporting all forms of data pre-

https://doi.org/10.1016/j.cortex.2023.11.012
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Fig. 14 e Number of trials included in the trial-level analysis (multilevel modeling) based on the order and pairwise-

combination of exclusions. The panels represent the number of exclusions present. The x-axis represents the previous

exclusion applied, while the y-axis represents the next exclusion to be applied. The heat color represents the maximum

change seen in number of trials for that combination. P ¼ Participant, T ¼ Trial, S ¼ Stimuli. All zero values have been

excluded.
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processing as the choice of order, aggregation, and effect

size type influenced the final size of raw/standardized ef-

fects and power. Our checklist offers concrete guidance on

what to report and where to report it in order to facilitate

the accurate reporting of pre-processing decisions. This

checklist does not give advice on how to pre-process re-

action time data, but on how to report these actions, thus,

our recommendations can be generalized to any kind of

experimental reaction time paradigm.

As a result of the present research, we provide the scientific

community with two available versions of the checklist: a

short and a detailed one. Both can be found in the

Supplementary Materials D and E as well as downloaded as

pdf documents from our OSF project page [longer version

https://osf.io/q3cxb; shorter version https://osf.io/32hpy]. We

give brief instructions on how to use the checklist, without the

need to read the entire manuscript. We foresee that our

checklist will be a living document, that integrates within it-

self changes of a scientific mindset, and most importantly

used by researchers. Note, it is not a goal of our checklist to tell

which pre-processing actions should be applied (if any), as

responses to the survey clearly indicated a large variety of

approaches being applied, each with a legitimate rationale.

The heart of the checklist is the easy-to-grasp transparency of

RT data pre-processing.
Sharing the code is the gold standard of open-data prac-

tices and enables access to exact analysis pipelines. However,

for several reasons, access to the code is not itself enough to

provide the public with the information they can use. On the

one hand, some researchers use non-open-source programs

with expensive licences, thus making the shared code useless

for the researchers who cannot afford such software. On the

other hand, researchers use different programming languages

for statistical analyses, with few researchers being fluent in

multiple programming languages. Consequently, literacy

reading and understanding code is not self-evident. Addi-

tionally, going through code from an unknown researcher can

be time-consuming. Therefore, we deem our checklist to

improve inclusiveness by ensuring that all relevant informa-

tion is provided as a verbal (programming language/software-

agnostic) description using commonmethodological wording.

We envision that journals should require the checklist to

be uploaded as a Supplementary Material to the published

manuscript so that it does not take up valuable space in the

main text (comparable to policies of medical journals). This

will ensure sufficient reporting by authors and enable re-

viewers to quickly get an overview on how the data has been

processed. Furthermore, it will be easier for a potential data

editor to double-check the correctness and appropriateness of

the code if the authors verbally formulate their intention. The

https://osf.io/q3cxb
https://osf.io/32hpy
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Fig. 15 e Effect sizes for dZ (column 1) and dav (column 2) for log transforms (row 1) and no transformation (row 2). These

effect sizes are arranged from smallest to largest across the x-axis to demonstrate a sensitivity plot of the range of possible

effects found.

Fig. 16 e Raw score effect sizes for t-test and multilevel models using both raw RTs and log RTs. These effect sizes are

arranged from smallest to largest across the x-axis to demonstrate a sensitivity plot of the range of possible effects found.
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headers we suggested for the different actions could then be

used in any shared code, as well to structure the code, and

make code easier to relate the respective pre-processing ac-

tion. Therefore, we provide an additional file with checkboxes

on OSF which can be downloaded and filled in by the authors.

We also see advantages in the educational domain. First of

all, supervisors can give their students guidance in writing

theses and conducting their own experiments by introducing

common pre-processing approaches and reflect on their

applicability to the respective research question. Second, the

checklist allows for researchers who are new to the field to

faster summarize best practice of RT pre-processing in their

specific domain.

For cases where no or only some pre-processing has been

applied, it does not make sense to upload an empty checklist.

Therefore, we would like to recommend the following sen-

tences in the analysis section of the manuscript:

� In our analysis, we have used unpre-processed (raw) data,

where no pre-processing was done.

� If the authors conducted only parts of the pipelines, they

should explicitly state: First, we excluded erroneous data, then

RT >2000 msec or <150 msec. No other pre-processing actions

were performed.

In addition, the use of checklists is widespread in other

research areas such as health research, leading to develop-

ment of entire frameworks such as the EQUATOR framework

(Altman et al., 2008). Their main aim is to increase trans-

parency and standardize the reporting of various aspects of

papers. This transparency is also especially important when

it comes to reaction times. The necessity for data trans-

formations due to a typical experiment producing skewed

distributions to meet statistical assumptions, and lack of

reporting on outlier exclusion may lead to a variety of out-

comes, as shown in our multiverse analysis. Therefore, clear

information on how the data were processed prior to sta-

tistical analyses seems crucial. In a way, this transparency

can be achieved by sharing analysis codes, in addition to

data. However, analysis codes can vary in programming

languages, styles of coding, and clarity of the comments

available to the secondary user. Also, analysis codes are not

subject to mandatory peer review. Bearing that in mind,

standardization attempts currently need to focus on the

main paper text and journal published supplementary in-

formation. An important point that needs to be made in

addition to being available for use and improvement,

checklists need to be actively promoted by both authors and

editorial boards (Altman et al., 2008). Finally, this checklist

may be used in order to structure parts of methods or results

sections of a paper, or to be included as authors instructions

or recommended by reviewers. In other words, all parties in

the publishing process may have some use from this

checklist. As an example, the ARRIVE 2.0 guidelines (Percie

du Sert et al., 2020) are recommended to be used with the

intent to facilitate joint effort to increase reporting trans-

parency; however, they are not intended to be a replacement

for journal requirements.

Our research aligns with recent demands for greater

transparency in psychological research (Wicherts et al., 2016).
Wicherts et al. (2016) provide researchers with a list of de-

cisions that allow for researchers’ degrees of freedom

including data pre-processing decisions and argue for the

importance of pre-registration. Our checklist extends this

work as a detailed account of all planned pre-processing ac-

tions should be part of a good pre-registration. As such, our

checklist facilitates the evaluation of the severity of a test

(Lakens, 2019). Multiverse approaches that include analyses

based on multiple pre-processing pathways (Steegen et al.,

2016) are not exempt from this transparency and should also

be pre-registered (Primbs, Rinck, et al., 2022). However, the

complete and accurate reporting of data pre-processing de-

cisions is also important for a different reason: differences in

data pre-processing decisions have been shown to consider-

ably influence results and conclusions (Bastiaansen et al.,

2020; Botvinik-Nezer et al., 2020; Kerr et al., 2017; Primbs,

Holland, et al., 2022; Silberzahn et al., 2018). Ultimately, our

checklist allows researchers to gauge whether different re-

sults may be due to differences in data pre-processing de-

cisions, which is crucial for designing replication projects

(Bokhove, 2022).

Importantly, while the examples we provide in Table 2

show how to report pre-processing actions within the text of

a paper, we recognize that it can be difficult to include very

detailed information while complying with word/page limits

and that toomuch detail can sometimes negatively impact the

readability of a paper. Therefore, we strongly recommend that

researchers share the code and data needed to reproduce the

numerical results presented in their paper. This information

makes it more likely that pre-processing actions, and the

sequence in which they are implemented, are completely and

transparently reported.

Our checklist also facilitates novel meta-scientific en-

deavors: If researchers report all decisions they make, this

information allows for the development of updated and

improved checklists, enables the creation of inventories of

common practices, and facilitates comparisons between

different tasks and research fields. Overall, the present

research contributes to the scientific literature by providing a

checklist for the complete and accurate reporting of reaction-

time-based experiments which is not only accessible and

easily implementable, but also achieved through interaction

among the scientific community members.
Transparency and openness promotion (TOP)

In the present paper, we reported how we determined our

sample size, all data exclusions (if any), all data inclusion/

exclusion criteria, whether inclusion/exclusion criteria were

established prior to data analysis, all manipulations, and all

measures in the study (Simmons et al., 2012). Preregistration:

no part of the study procedures and analyses was pre-

registered prior to the research being conducted.

Study materials and corresponding outputs can be found

on the project's OSF page: https://osf.io/reqat/. Materials:

Expert-consensus Survey (pdf) https://osf.io/pa3g8, (qsf) https://

osf.io/buc9d; Checklist for Reporting Reaction Time Pre-Processing

Decisions, longer version https://osf.io/q3cxb, shorter version

https://osf.io/32hpy;Data:Data from the expert-consensus survey

https://osf.io/reqat/
https://osf.io/pa3g8
https://osf.io/buc9d
https://osf.io/buc9d
https://osf.io/q3cxb
https://osf.io/32hpy
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https://osf.io/avhqr; complete free-text responses in the expert-

consensus survey https://osf.io/7ubv6; Analysis: Meta-analysis

of the literature search https://osf.io/kj3yx; Analysis of the expert-

consensus survey responses https://osf.io/q9ge2, Multiverse

analysis https://osf.io/d29ck.
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