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A B S T R A C T

The field of eXplainable Artificial Intelligence (XAI) has witnessed significant advancements in recent years.
However, the majority of progress has been concentrated in the domains of computer vision and natural
language processing. For time series data, where the input itself is often not interpretable, dedicated XAI
research is scarce. In this work, we put forward a virtual inspection layer for transforming the time series to an
interpretable representation and allows to propagate relevance attributions to this representation via local XAI
methods. In this way, we extend the applicability of XAI methods to domains (e.g. speech) where the input is
only interpretable after a transformation. In this work, we focus on the Fourier Transform which, is prominently
applied in the preprocessing of time series, with Layer-wise Relevance Propagation (LRP) and refer to our
method as DFT-LRP. We demonstrate the usefulness of DFT-LRP in various time series classification settings
like audio and medical data. We showcase how DFT-LRP reveals differences in the classification strategies of
models trained in different domains (e.g., time vs. frequency domain) or helps to discover how models act on
spurious correlations in the data.
1. Introduction

The field of XAI has produced numerous methods that illuminate
on the reasoning processes of black box machine learning models,
in particular deep neural networks. Local XAI methods quantify the
contribution of each input feature toward the model output on a
per-sample basis. Prominent examples such as Layer-wise Relevance
Propagation (LRP) [1], Integrated Gradients [2], LIME [3] or SHAP [4]
provide valuable insights into the intricate decision function of a neural
network. The feature-wise attribution scores they produce are usually
presented as a heatmap overlaying the sample [5], such that they
guide the eye to the important parts of the sample. In this manner,
it is the human user who assumes the responsibility of conducting the
actual interpretation, e.g. ‘‘The model focuses on the dog’s ears.’’. These
explanations work well for images or text, where XAI methods can
rely on the visual interpretability of feature relevance scores. Here,
we can observe the rationale behind the predominant development
and testing of XAI methods within the domains of computer vision
or natural language processing domains. The implicit requirement of
feature interpretability is particularly challenged in the context of
time series data, where single or collective time points are often not
meaningful for humans [6]. To exemplify, consider the simple case of
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a model that classifies the frequency of a single sinusoid. Here, it is
not important which minima or maxima the XAI method highlights,
but how far the highlighted features are apart. In the more realistic
case of a superposition of multiple sinusoids, it is impossible for the
human user to derive the classification strategy from the heatmap. We
see this as a reason, why only limited XAI research is available for time
series [7].

In this study, we propose the concept of enhancing the inter-
pretability of explanations for time series, by propagating them to
an interpretable representation via a virtual inspection layer. A natural
choice for an interpretable representation of time series is in the
frequency or time–frequency domain. These domains are connected to
the time domain via linear invertible transformations, namely the Dis-
crete Fourier Transform (DFT) and the Short Time Fourier Transform
(STDFT). We leverage this to propagate relevance scores for models
trained in the time domain into the frequency or time–frequency do-
main without model re-training and without causing any change to the
decision function. See Fig. 1 for an illustration of an audio signal and
model relevances in all three domains. This idea generalizes to any
other invertible linear transformation of the data or a representation
in latent feature space that renders it interpretable.
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Fig. 1. Schematic overview of virtual inspection layers and (ST)DFT-LRP. Left: A virtual inspection layer is inserted before the original input layer, performing a transformation 
of the original input data 𝑥 = {𝑥𝑛} to an interpretable representation 𝑦 = {𝑦𝑘} and back. Relevance is propagated from the output 𝑓 (𝑥) to the original input 𝑥 via LRP to arrive at
relevance scores 𝑅𝑛. These are then propagated further through  −1 for relevance scores 𝑅𝑘 on the interpretable representation 𝑦. Right: Explanations for sex classifier operating
on raw waveforms of voice recordings. With standard LRP, only relevance in the time domain (lower panel) is accessible, which is distributed rather uniformly over the part of
the signal with large amplitude, making it impossible to derive a classification strategy. For time series, DFT or STDFT as choices for  lead to DFT-LRP and STDFT-LRP and
relevances in frequency (left panel) or time–frequency (center panel) domain. Only here it becomes apparent that the model is focusing on a fundamental frequency between 180
and 200 Hz and subsequent harmonics which is typical for female voices.
Technically, we attach two linear layers to the input: one that
transforms the data from the original representation to the interpretable
representation, and one that transforms it back (unmodified) to the
original data format. Then, any local XAI method can be used to
quantify relevance within the new and interpretable domain. Here,
(modified) backpropagation-based methods like gradient-based meth-
ods or LRP have the advantage, that one needs to propagate the
relevance scores only one layer further, i.e., just the original relevance
scores are required instead of the entire model. Because of its successful
application in a wide range of domains [6], in this work we will focus
on LRP and refer to our method as DFT-LRP. However, we would like
to stress that our idea of the virtual inspection layer can be combined
with any other local XAI technique.

We see applications of our method in particular in domains involv-
ing acoustic or sensory data where interpretability of raw time series
features, such as individual time points, poses significant challenges.
First, our approach can be employed to render the explanations for an
existing model trained in the time domain more interpretable, without
the need to retrain a model in another domain. In other words, our ap-
proach allows interpreting a given model in (the original) time domain
as well as in (the virtually constructed) frequency or time–frequency
domain, practically without any additional overhead. Second, we can
compare the strategies of models trained in different domains on the
same representation of the data. In particular, in audio classification,
finding the best input data representation, i.e. raw waveforms vs. spec-
trograms with different filters, is an important research question [8].
Here, our approach provides a well-informed basis for the selection of
the final model, based on the model strategies (and their alignment
with prior knowledge) beyond the measure of predictive accuracy.

Our contributions are the following:

• We propose a new form of explanation for models trained on
time series data, that highlights relevant time steps as well as
frequencies.

• We present a closed-form expression for relevance propagation
through DFT and STDFT.

• We expand the scope of pixel-flipping-based evaluations to en-
able a comprehensive comparison of explanations presented in
different formats, including time, frequency, or time–frequency
representations.

• We demonstrate how DFT-LRP provides valuable insights on ML
model strategies employed by audio and ECG classifiers in fre-
quency domain. Additionally, we highlight how DFT-LRP can
unveil potential ‘‘Clever Hans’’ strategies employed by these mod-
els [9].
2

In summary, we put forward a virtual inspection layer that allows
for explanations of ML models of which the inputs are not directly
interpretable. Our method does not require any model retraining or
approximation. When used in combination with backpropagation-based
methods such as LRP our method simply requires propagating one
layer further. Our method is however also applicable alongside a broad
family of local XAI methods, thereby widening the general applicability
of XAI to time series models.

This paper is organized as follows: In Section 2, we give an overview
of previous approaches of XAI for time series. We introduce the concept
of virtual inspection layers and derive a closed-form expression for DFT-
LRP in Section 3. In Section 4, we present experiments that qualitatively
and quantitatively confirm the effectiveness of our method before we
conclude in Section 5.

2. Related work

Prominent applications of deep learning for time series modeling
include the domain of audio processing [8,10], the analysis of elec-
tronic health records like ECG or EEG [11] or forecasting in fields like
finance [12] and addressing challenges related to public health.

Following its primary focus on computer vision and natural lan-
guage processing, the field of XAI has experienced a notable surge
of research efforts dedicated to time series analysis, see [7,13] for
a systematic review. Often, XAI methods that originated from other
domains such as computer vision can be readily applied to time series
classifiers, as they are based on the same architectures such as CNNs or
RNNs [14]. Prominently, LRP has been applied to explain time series
classifiers in the domain of human gait analysis [15], audio classifica-
tion [16], as well as ECG [17] and EEG analysis [18]. Other examples of
established XAI methods applied to time series are Gradient× Input for
ECG data [19], Integrated Gradient for hydrology [20], or [21] adopted
Grad-CAM for generic time series from the UCR dataset. All of these
methods produce attribution scores for single time points. However, the
explanations cannot rely on the visual interpretability of the single fea-
tures, i.e. time points, which limits their usability for time series [13].
This observation is in line with [5], who compare XAI methods across
input domains (including computer vision, natural language processing,
and time series) and find that users prefer nearest matching training
samples as explanations over input overlaid by relevance scores for
time series. In [22], the authors promote training time-series classifiers
in frequency and time–frequency domain in order to make post-hoc
explanations by Shapley values or Sobol indices more interpretable. By
incorporating a virtual inspection layer that enables the assessment of
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relevance scores in an interpretable domain, e.g. the frequency or time–
frequency domain, our approach facilitates explanations produced by
all aforementioned feature-wise post-hoc XAI methods for classifiers
operating in the time domain.

Recently, a novel category of XAI methods has emerged, generating
concept-based explanations [23–25], that have been applied to hidden
feature layers of time series classifiers [24,26]. While concept-based ex-
planations increase interpretability by contextualizing the explanation
with the help of concept prototypes, they still suffer from the limited
interpretability of the input features they are based on.

Further, there is a multitude of XAI methods designed and special-
ized on time series data: In [27], CNNs are visualized by clustering
filters and measuring their influence based on the gradient, [28] mea-
sures the impact of user-defined filters applied in the input space
via classification accuracy, [29] constructs surrogate models using
shapelets, and [30] explains predictions using counterfactual samples
from the training set. These approaches try to improve interpretability
by introducing novel forms of explanations that differ from traditional
heatmaps generated by methods such as LRP or IG. One drawback
of these strategies is the absence of theoretical guarantees for the
explanation, in particular the lack of relevance conservation, implying
that relevance scores sum up to the prediction. Another prominent
research area in XAI is the evaluation of explanation techniques. While
most evaluation techniques have been developed for general input
domains such as pixel flipping and localization [31], few works address
the question of specifically evaluating on time series data. Here, [32]
proposes a method to evaluate model fidelity of single time point
attribution XAI methods. However, we note that so far, there are
no existing evaluation techniques available to compare explanations
based on features from different representation domains as units of
interpretability (e.g. time or frequencies), an aspect which we address
in Section 4.3 of this paper.

3. Using LRP to propagate relevance to interpretable representa-
tions

3.1. Virtual inspection layer

Let us view a neural network as a composition of functions,

𝑓 (𝑥) = 𝑓𝐿◦⋯◦𝑓1(𝑥).

where each function can be e.g. a layer or a block. We can quantify the
relevance 𝑅𝑓 (𝑥𝑖) of each feature 𝑖 in 𝑥 towards 𝑦 = 𝑓 (𝑥) by a local XAI
method. While the representation of the datapoint 𝑥 is not interpretable
for humans, we assume there is an invertible transformation  (𝑥) = 𝑥̃,
that renders 𝑥 interpretable. Without the need to retrain the model on
the representation 𝑥̃, we can now quantify the relevance of 𝑥̃𝑖,

𝑓 (𝑥) = 𝑓𝐿◦⋯◦𝑓1◦ −1◦  (𝑥)
⏟⏟⏟

𝑥̃

, (1)

and compute the relevance scores 𝑅′
𝑓 (𝑥̃𝑖) for the interpretable represen-

tation of the data. In general, an interpretable-representation-inducing
bottleneck can be inserted at any layer of the network, e.g.

𝑓 (𝑥) = 𝑓𝐿◦⋯◦ ◦ −1◦⋯◦𝑓1(𝑥) .

In the following, we will specialize to DFT regarding  , as our focus in
on time series classification, and LRP regarding the local XAI method.

3.2. Brief review of LRP

LRP is a backpropagation-based local XAI method, which decom-
poses the output of a deep neural network in terms of the input features
in a layer-by-layer fashion to arrive at the relevance of the input features
towards the final prediction. Its central property is the conservation
of relevance at each layer. LRP propagates relevance 𝑅 from layer
3

𝑗

with neurons 𝑗 to the layer below with neurons 𝑖, by summing over
all relevances passed from neurons 𝑗 to neuron 𝑖,

𝑅𝑖 =
∑

𝑗
𝑅𝑖←←←𝑗 . (2)

Generically,

𝑅𝑖←←←𝑗 =
𝑧𝑖,𝑗

∑

𝑖 𝑧𝑖,𝑗
𝑅𝑗 (3)

where 𝑧𝑖,𝑗 quantifies how much neuron 𝑖 contributed towards the
ctivation of neuron 𝑗, and is usually dependent on the activation 𝑎𝑖
nd the weight 𝑤𝑖𝑗 between the neurons. The sum in the denominator
nsures the conservation property ∑

𝑖 𝑅𝑖 =
∑

𝑗 𝑅𝑗 . There are numerous
hoices for 𝑧𝑖,𝑗 corresponding to propagation rules. Which rules to
hoose depends on the model under consideration (see e.g. [33]). To
ummarize, LRP propagates relevance scores 𝑅𝑗 at layer 𝑗 onto neurons
f the lower layer 𝑖 by the rule,

𝑖 =
∑

𝑗

𝑧𝑖,𝑗
∑

𝑖 𝑧𝑖,𝑗
𝑅𝑗 (4)

until the input layer is reached.

3.3. Relevance propagation for the discrete fourier transform

For a neural network trained in time domain, we can employ Eq. (4)
to quantify the relevance of each time step towards the prediction.
Here, we lay out how to propagate relevance one step further into
the frequency domain. A signal in time domain 𝑥𝑛, 𝑛 = 0,… , 𝑁 − 1
s connected to its representation in frequency domain 𝑦𝑘 ∈ , 𝑘 =
0,… , 𝑁 − 1, via the DFT. The DFT and its inverse are simply linear
transformations with complex weights,

𝑦𝑘 = DFT({𝑥𝑛}) =
1

√

𝑁

𝑁−1
∑

𝑛=0
𝑥𝑛

[

cos( 2𝜋𝑘𝑛
𝑁

) − 𝑖 sin( 2𝜋𝑘𝑛
𝑁

)
]

(5)

𝑥𝑛 = DFT−1({𝑦𝑘}) =
1

√

𝑁

𝑁−1
∑

𝑘=0
𝑦𝑘

[

cos( 2𝜋𝑘𝑛
𝑁

) + 𝑖 sin( 2𝜋𝑘𝑛
𝑁

)
]

. (6)

We require relevances of 𝑦𝑘 to be real. Thus, we proceed by writing the
signal in frequency domain as a concatenation of real and imaginary
parts, [Re 𝑦0,Re 𝑦1,… ,Re 𝑦𝑁−1,… , Im 𝑦1,… , Im 𝑦𝑁−1]. As visualized in
Fig. 1, we attach a layer that performs the inverse DFT in Eq. (6) to
the model, before the first layer 𝑓1 that operates on the signal in time
domain. For real valued signals 𝑥𝑛 ∈ R we can express the inverse DFT
as,

𝑥𝑛 =
1

√

𝑁

𝑁−1
∑

𝑘=0
Re(𝑦𝑘) cos

( 2𝜋𝑘𝑛
𝑁

)

− Im(𝑦𝑘) sin
(2𝜋𝑘𝑛

𝑁

)

. (7)

We assume that relevance values 𝑅𝑛 for 𝑥𝑛 are available and that they
are of form 𝑅𝑛 = 𝑥𝑛𝑐𝑛 (a property ensured by most LRP rules, in partic-
ular, LRP-0∕𝜖∕𝛾 [6]). Now, the question is how to transform relevance
in time domain 𝑅𝑛 to relevance in frequency domain. For LRP, the
first question is how much each frequency component Re(𝑦𝑘), Im(𝑦𝑘)
ontributes to each time point 𝑥𝑛, i.e. finding an expression for 𝑧𝑖,𝑗
n Eq. (4). The inverse DFT in Eq. (7) is only a homogeneous linear
odel, i.e. of type 𝑓 (𝑥) = 𝑤⊤𝑥. Thus, we can quantify the contribution

f neuron Re(𝑦𝑘), Im(𝑦𝑘) to 𝑥𝑛 by the value of the neuron itself times
he weight,

𝑧𝑘,Re,𝑛 = Re(𝑦𝑘) cos(
2𝜋𝑘𝑛
𝑁

), (8)

𝑧𝑘,Im,𝑛 = − Im(𝑦𝑘) sin(
2𝜋𝑘𝑛
𝑁

) . (9)

In fact, it can easily be shown, that LRP-0, Deep Taylor Decomposition,
Integrated Gradients, PredDiff, and Shapley values all default to neuron
times weight for homogeneous linear transformations if one sets the
respective reference value to zero [6].
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Now, we apply Eq. (4) to aggregate the contributions of each neuron
𝑅𝑘,Re, 𝑅𝑘,Im towards the model output and find,

𝑅𝑘,Re = Re(𝑦𝑘)
∑

𝑛
cos( 2𝜋𝑘𝑛

𝑁
)
𝑅𝑛
𝑥𝑛

(10)

𝑅𝑘,Im = − Im(𝑦𝑘)
∑

𝑛
sin( 2𝜋𝑘𝑛

𝑁
)
𝑅𝑛
𝑥𝑛

. (11)

ere, we assume 𝑅𝑘 = 0 if 𝑥𝑘 = 0 and define 0∕0 = 0. In practice,
e add a small-valued constant 𝜖 to the denominator for numerical

tability. Now, leveraging additivity of LRP attributions, we define
𝑘 = 𝑅𝑘,Re + 𝑅𝑘,Im. To abbreviate the form of the sum, we separate

𝑦𝑘 into amplitude 𝑟𝑘 and phase 𝜑𝑘, i.e. Re(𝑦𝑘) = 𝑟𝑘 ⋅ cos(𝜑𝑘) and
Im(𝑦𝑘) = 𝑟𝑘 ⋅ sin(𝜑𝑘), and find,

𝑅𝑘 = 𝑟𝑘
∑

𝑛
cos( 2𝜋𝑘𝑛

𝑁
+ 𝜑𝑘)

𝑅𝑛
𝑥𝑛

. (12)

.4. Relevance propagation for the short-time discrete fourier transform

For slowly varying, quasi-stationary time series like audio signals,
ne is interested in how the frequency content varies over time. Here,
ne applies the short-time DFT (STDFT) which connects the signal in
ime to the time–frequency domain. For the STDFT, one computes the
FT of potentially overlapping windowed parts of the signal [34],

𝑚,𝑘 = DFT(𝑥𝑛 ⋅𝑤𝑚(𝑛)
⏟⏞⏞⏞⏟⏞⏞⏞⏟

𝑠𝑚,𝑛

) , (13)

here 𝑤𝑚(𝑛) is a window function with window width 𝐻 selecting
he segment of the signal to be analyzed while convolving in steps of
⋅ 𝐷 time points over the input sequence. To sequentially cover the
hole signal, we require 0 < 𝐷 ≤ 𝐻 for the shift length. To recover

he original signal {𝑥𝑛} given {𝑆𝑚,𝑛}, we first compute the inverse DFT
n Eq. (6) of {𝑣𝑚,𝑘} to obtain {𝑠𝑚,𝑛}. Second, we rescale {𝑠𝑚,𝑛} by the

sum over the windows 𝑤𝑚(𝑛) over shifts 𝑚 to obtain 𝑥̃𝑛:

𝑥̃𝑛 =
∑

𝑚 DFT−1({𝑣𝑚,𝑘})
∑

𝑚 𝑤𝑚(𝑛)
. (14)

his so-called weighted overlap-add technique imposes only a mild
ondition on the windows 𝑤𝑚(𝑛) for perfect reconstruction 𝑥̃𝑛 = 𝑥𝑛,
hich is,

𝑚
𝑤𝑚(𝑛) ≠ 0 ∀𝑛.

n the following, we write 𝑊𝑛 =
∑

𝑚 𝑤𝑚(𝑛). In the supplementary mate-
ial, we show an alternative formulation of the inverse STDFT, which
mposes stricter conditions on the windows. Analogous to Eq. (10), we
ropagate the relevance 𝑅(𝑥𝑛) to the real Re(𝑧𝑚𝑘) = 𝑟𝑚,𝑘 cos(𝜑𝑚,𝑘), and
maginary part Im(𝑧𝑚𝑘) = 𝑟𝑚,𝑘 sin(𝜑𝑚,𝑘) of 𝑧𝑚𝑘,

𝑅𝑚,𝑘,Re = 𝑟𝑚,𝑘 cos(𝜑𝑚,𝑘)
∑

𝑛
cos( 2𝜋𝑘𝑛

𝑁
) ⋅𝑊 −1

𝑛
𝑅𝑛
𝑥𝑛

𝑅𝑚,𝑘,Im = −𝑟𝑚,𝑘 sin(𝜑𝑚,𝑘)
∑

𝑛
sin( 2𝜋𝑘𝑛

𝑁
) ⋅𝑊 −1

𝑛
𝑅𝑛
𝑥𝑛

.

Aggregating the relevance of real and imaginary part yields,

𝑅𝑚,𝑘 = 𝑟𝑚,𝑘
∑

𝑛
cos( 2𝜋𝑘𝑛

𝑁
+ 𝜑𝑚,𝑘) ⋅𝑊 −1

𝑛
𝑅𝑛
𝑥𝑛

. (15)

We now specialize to an appropriate choice for the window function
𝑚(𝑛). The DFT of the product between the signal in time domain
nd the window function is the convolution between the DFT of the
riginal signal and the DFT of the windowing function. Thus, the latter
ntroduces new frequency components, known as spectral leakage.1

1 In fact, this is inevitable for the DFT of any signal, not just for STDFT,
ecause a discrete and finite signal is always subject to sampling and
indowing.
4

Depending on the shape of the windowing function, spectral leakage
can cause two opposing issues. On the one hand, it can restrict the
ability to resolve frequencies that are very close but have a similar
amplitude (low resolution). On the other hand, it can limit the ability
to resolve frequencies that are far apart from each other but have
dissimilar frequencies (low dynamic range). Windows with a rectangular
shape have a high resolution but a low dynamic range. On the other end
of the spectrum, windows with much more moderate changes on the
edges like the half-sine window have a high dynamic range but a low
resolution. At this point, the window function and shift can be chosen
according to the requirements of the time series at hand.

3.5. Properties of DFT-LRP

Here, we present the conservation and symmetry properties exhib-
ited by (ST)DFT-LRP, which are inherited from LRP and DFT.

(1) Total relevance conservation. The total relevance in frequency
domain equals the total relevance in time domain, i.e. ∑𝑘 𝑅𝑘 =

∑

𝑛 𝑅𝑛.
This is easily validated by examining
∑

𝑘
𝑅𝑘 =

∑

𝑛

∑

𝑘
𝑟𝑘 cos(

2𝜋𝑘𝑛
𝑁

− 𝜑𝑘)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑥𝑛

𝑅𝑛
𝑥𝑛

,

for DFT-LRP and
∑

𝑘,𝑚
𝑅𝑘,𝑚 =

∑

𝑚

∑

𝑛

∑

𝑘
𝑟𝑚,𝑘 cos(

2𝜋𝑘𝑛
𝑁

− 𝜑𝑚,𝑘) ⋅𝑊 −1
𝑛

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑥𝑛⋅𝐼𝑛∈𝑚

𝑅𝑛
𝑥𝑛

=
∑

𝑚

∑

𝑛∈𝑚
𝑅𝑛 =

∑

𝑛
𝑅𝑛 ,

for STDFT-LRP. In particular, due to the rescaling with 𝑊 −1, this is
given for any window choice and overlap.

(2) Relevance conservation in time bins. In time–frequency do-
main, we might require more fine-grained relevance conservation over
time bins in some settings. Here, we want to obtain the total relevance
over time interval 𝑛 ∈ 𝑚 in time domain when we sum over frequency
bins in time bin 𝑚 in the time–frequency domain, i.e. ∑

𝑘 𝑅𝑘,𝑚 =

𝑛∈𝑚 𝑅𝑛. In the case of overlapping windows with shift 𝐷 < 𝐻 , the
signal is stretched in time domain and there is no clear assignment
between relevance in time bins in time and time–frequency domain.
Thus, we can assign this property to STDFT-LRP only when 𝐷 = 𝐻 . This
singles out the rectangular window, because windows with smoothed
edges and no overlap suffer from information loss at the edges where
the signal receives weights close to zero when 𝐷 = 𝐻 . To summarize,

hen we require fine-grained relevance conservation over time bins,
uch as in Section 4.2, we need to restrict to the rectangular window
ith shift 𝐷 = 𝐻 .
(3) Symmetry. We only consider real signals 𝑥𝑛 ∈ R, for which the

spectrum is even symmetric 𝑦𝑘 = 𝑦−𝑘𝑚𝑜𝑑 𝑁 . It is apparent from Eq. (12)
that this symmetry also holds true for 𝑅𝑘. This property can be lever-
aged for reduced computational cost, as one needs to evaluate 𝑅𝑘 only
or 𝑘 ∈ [0, 𝑁∕2 + 1].

4. Results

First, we empirically evaluate our method on a synthetic dataset
with ground-truth annotations in Section 4.2 and on a real-world
dataset via feature flipping in Section 4.3. Next, we demonstrate the
utility of our approach in two use-cases: We compare the strategies of
two audio classifiers trained on different input domains in Section 4.4
and show how DFT-LRP reveals Clever Hans strategies of audio and
ECG-classifiers in Section 4.5.
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4.1. Datasets and models

Here we present all datasets and models which are used in the
following sections.

Synthetic Data. The signal is a simple superposition 𝑀 sinusoids,

𝑛 =
𝑀
∑

𝑗
𝑎𝑗 ⋅ sin(

2𝜋𝑛
𝑁𝑘𝑗

+ 𝜑𝑗 ) + 𝜎𝑦

with amplitude 𝑎𝑗 , frequency 2𝜋∕𝑁𝑘𝑗 , random phase 𝜑𝑗 , and additive
aussian noise 𝑦 ∼  (0, 1) with strength 𝜎. We choose the signal length

as 𝑁 = 2560 and restrict to 0 < 𝑘𝑗 < 60. The task is to detect a
ombination of one to four frequencies from the set 𝑘∗ = {𝑘1, 𝑘2, 𝑘3, 𝑘4}
n the time representation of the signal. Here, each combination of {𝑘𝑖}
rom the powerset of 𝑘∗, i.e. {}, {𝑘1},… , {𝑘1, 𝑘2},… , {𝑘1, 𝑘2, 𝑘3},… ,
{𝑘1, 𝑘2, 𝑘3, 𝑘4}, corresponds to a label. We choose 𝑘∗ = {5, 16, 32, 53}
for the set. We train a simple Multi-Layer-Perceptron model with two
hidden layers and ReLU activation on 104 samples on a baseline task
with noise strength 𝜎 = 0.01 and a noisy task with 𝜎 = 0.8. The model
eaches an accuracy of 99.9% and 99.7% on the test set with 1000
amples, respectively.

AudioMNIST. This dataset by [16] consists of 3000 recordings of
poken digits (0–9) in English with 50 repetitions of each digit by each
f 60 speakers. Besides the actual spoken digit, the dataset contains
eta-information such as biological sex and accent of all speakers.

ollowing [16], we down-sample recordings from 16 kHz to 8 kHz and
ero-pad them, such that each recording is represented by a vector of
ength 8000. We train the same 1d CNN classifier as in [16] on the raw
aveforms and achieve an accuracy of 92% and 96% on the sex and
igit classification task, respectively.

MIT-BIH. The ECG arrhythmia database by [35] consists of ECG
ecordings from 47 subjects, with a sampling rate of 360 Hz. The
reprocessing follows [36], who isolated the ECG lead II data, split and
added the data into single beats with a fixed length of 1500 ms at a
ampling rate of 125 Hz. At least two cardiologists have annotated each
eat and grouped the annotations into five beat categories: (1) normal
eats etc., (2) supraventricular premature beats, etc, (3) premature
entricular contraction and ventricular escape, (4) fusion of ventricular
nd normal, and (5) paced/ unclassifiable, etc. in accordance with the
AMI EC57 standard. The model under consideration is a 1d CNN
ith three convolutional layers and a classification head consisting of

hree dense layers, all with ReLU activations, that classifies an ECG
ignal in time domain into five beat categories with an accuracy of
5.3%. For further insights into the classification performance, we show
onfusion matrices for the AudioMNIST and MIT-BIH models in the
upplementary material.

.2. Evaluation on synthetic data with ground truth

We evaluate (ST)DFT-LRP in a setting where ground truth relevance
ttributions in frequency and time–frequency domain are available for
simple task on synthetic data. First, we quantitatively evaluate how
ell (ST)DFT-LRP explanations and explanations of attribution methods
quipped with a virtual DFT layer align with the ground truth. Second,
e qualitatively evaluate the interpretability of explanations in time
ersus frequency domain.

.2.1. Quantitative evaluation
We base this evaluation on explanations of the frequency detection

odels trained on the baseline and noisy task for the respective test
plit of the synthetic dataset described in Section 4.1. We compute
RP relevances using the 𝜖-rule in time domain and apply (ST)DFT-LRP
ccording to Eq. (12) and Eq. (15) to transform them to frequency and
ime–frequency domain. We compare to other local attribution meth-
ds, namely Sensitivity [37], Gradient times Input (G × I) (e.g. [38]),
nd Integrated Gradient (IG) [2] which we equip with a virtual inspec-
5

ion layer. To this end, we attach an inverse (ST)DFT layer according
Table 1
Positive relevance localization 𝜆 of explanations in the frequency and time–frequency
domain for synthetic frequency detection tasks with low (baseline) and high (noisy)
additive noise. Relevances from LRP, IG, and G × I all show equal localization scores.
The error is below 0.01 in all cases.

Task Baseline Noisy

method {LRP, IG, G × I} Sens. {LRP, IG, G × I} Sens.

𝜆𝐷𝐹𝑇 0.94 0.51 0.80 0.46
𝜆𝑆𝑇𝐷𝐹𝑇−𝑁∕10 0.36 0.51 0.29 0.46
𝜆𝑆𝑇𝐷𝐹𝑇−𝑁∕4 0.67 0.51 0.55 0.46
𝜆𝑆𝑇𝐷𝐹𝑇−𝑁∕2 0.80 0.51 0.67 0.46

to Eq. (7) and Eq. (14) to the input layer like in Fig. 1. Then, we
perform the attribution method for the new model that takes the signal
in frequency (time–frequency) domain (split into real and imaginary
part) as input. For IG, we use 𝑥𝑛 = 𝑦𝑘 = 𝑧𝑚𝑘 = 0 as a baseline.
For all attribution methods we make use of implementations readily
available via the zennit package [39]. Given the simplicity of the task
and the high test set accuracy of close to 100%, we can assume that
ground-truth explanations correspond to attributing positive relevance
only to the subset of 𝑘∗ related to the respective label. To quantitatively
evaluate how well the explanations align with this ground truth, we
define a relevance localization score 𝜆,

𝜆 =
∑

𝑘∈𝑘∗
𝑅𝑘∕

∑

𝑘
𝑅𝑘𝐼𝑅𝑘>0 , (16)

which measures the ratio of the positive relevance that is attributed
to the informative features {𝑘𝑖}. A high 𝜆 corresponds to accurate
relevances in frequency or time–frequency domain.

In Table 1, we show the mean 𝜆DFT and 𝜆STDFT for heatmaps in
frequency and time–frequency domain across 1000 test set samples. In
time–frequency domain, we evaluate 𝜆 for STDFTs with window widths
𝐷 = 𝑁∕10, 𝑁∕4, 𝑁∕2.

Since the simple MLP model with only two hidden layers and ReLU
activation is only slightly non-linear, and LRP, G × I, and IG reduce
to the same attribution for a linear model [6], the attributions among
these methods are very similar, resulting in equal relevance localization
scores 𝜆.

For the baseline task, we observe almost perfect relevance local-
ization 𝜆𝐷𝐹𝑇 in the frequency domain for DFT-LRP and equivalent
methods. For the noisy task, 𝜆𝐷𝐹𝑇 reduces to 0.80. When cutting the
sum in Eq. (16) at the maximum frequency of the signal (𝑘 = 60), this
gap disappears, revealing that DFT-LRP and equivalent methods mix a
small part of the total relevance with noise.

Further, we observe that 𝜆𝑆𝑇𝐷𝐹𝑇 is generally lower than 𝜆𝐷𝐹𝑇 and
increases with higher window width 𝐷 for STDFT-LRP and equivalent.
This is due to the time–frequency resolution trade-off inherent to
STDFT. The higher 𝐷, the higher the frequency resolution, i.e. the
ability to resolve similar frequencies, and the lower the time resolution.
Since the signal is stationary, 𝜆𝑆𝑇𝐷𝐹𝑇 is affected only by the increase
in frequency resolution, not the decrease in time resolution.

Lastly, Sensitivity mostly shows much lower localization scores 𝜆
than LRP and other methods. This is can be explained by Sensitivity
highlighting local effects instead of overall feature contributions. Only
for 𝜆𝑆𝑇𝐷𝐹𝑇−𝑁∕10, Sensitivity has the highest score. This is because Sen-
sitivity solely relies on the gradient to determine attribution scores, and
does not take the signal itself into account. Furthermore, the weights
in the inverse STDFT layer are the same for each window shift as for
the DFT layer. Thus, 𝜆𝐷𝐹𝑇 and 𝜆𝑆𝑇𝐷𝐹𝑇 are equal and STDFT-Sensitivity
does not suffer from the limited frequency resolution.

In summary, DFT-LRP is superior to Sensitivity and equivalent to
IG and G × I for this simple task. DFT-LRP and STDFT-LRP can reliably
recover ground-truth explanations, up to the slight mixing of relevance
with noise and limitations inherent to STDFT, i.e. the time–frequency
resolution trade-off.
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Fig. 2. Time and frequency signal (first row) and relevances (second row) for the frequency detection task on the synthetic data. Relevances are based on the LRP-𝜖 rule and
(ST)DFT-LRP. In the time domain relevance tends to be distributed quite uniformly over the signal, but is clearly localized on the frequencies to detect, i.e. {𝑘1 , 𝑘2 , 𝑘3 , 𝑘, 4}, in
frequency domain, revealing the classifier strategy.
4.2.2. Qualitative evaluation
We briefly demonstrate the advantage of relevance propagation

to frequency domain. We show (ST)DFT-LRP relevances in time and
frequency domain in Fig. 2 for the baseline task and a signal corre-
sponding to the label {5, 16, 32, 53}. In the time domain, relevance tends
to be distributed quite uniformly over the entire signal. In contrast,
in frequency domain, relevance is clearly localized on the ground-
truth informative frequencies 𝑘∗ frequency domain. We argue, that the
classifier strategy is only comprehensible after relevance propagation
to frequency domain.

4.3. Evaluation on real-world data

For real-world audio data, we (1) test which feature domain —
time, frequency or time-frequency — is the most informative to the
model across different XAI methods, and (2) compare the faithfulness of
different XAI methods in each feature domain. Specifically, we measure
the complexity of heatmaps [40] to assess informativeness and perform
feature flipping experiments to quantify faithfulness. The latter are
analogous to Pixel-flipping, which is often deployed to benchmark XAI
methods in computer vision [31].

We base our evaluation on the digit classification model trained
on the AudioMNIST dataset. Again, we consider LRP, IG, G × I, and
Sensitivity. We compute LRP relevances in time domain by applying
the 𝑧+-rule [41] to convolutional and the 𝜖-rule [1] to dense layers.
Then, we apply ST(DFT)-LRP via Eq. (7) and Eq. (14) to propagate
relevances 𝑅𝑛 from time domain 𝑥𝑛 to frequency 𝑦𝑘 and time–frequency
𝑣𝑚,𝑘 domain. Relevance scores for Sensitivity, G × I, and IG in all
domains are computed like in the previous section, i.e. by attaching
a virtual inspection layer to the original input layer that performs an
inverse Fourier Transform. We choose a rectangular window of size
𝐻 = 𝑁∕10 and hop length 𝐷 = 𝐻 for the STDFT.2

First, we compute the Shannon entropy of the heatmaps to measure
their complexity. In the most informative domain, relevance will be con-
centrated on only a few features that are sufficient for the prediction,
which results in heatmaps with low complexity. Second, we perform
feature flipping in time, frequency, and time–frequency domain. Here,
we either flip features to a zero baseline in order of their relevance
scores (smallest destroying feature, SDF) or start with an empty signal

2 We choose a rectangular window, so we can choose the hop size to
equal the window width, in order to not introduce artifacts by flipping a
time–frequency feature that overlaps with another feature in time.
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and add the most relevant features first (smallest constructing feature,
SCF). After each feature modification, i.e. addition or deletion, we
measure the model’s output probability for the true class. To flip a
feature in frequency or time–frequency domain, we set the amplitude
of 𝑦𝑘, 𝑧𝑘,𝑚 to zero for 𝑘 = 0,…𝑁∕2, accounting for the symmetry of the
signal in these domains. In time domain, we set the time point 𝑥𝑛 to
zero. For comparability of the feature flipping curve across domains, we
scale them to the ratio of modified features, where 100% correspond to
𝑁 features modified in time domain, 𝑁∕2 features in frequency domain
and 𝑁∕𝐻 ⋅ 𝑁∕2 features in time–frequency domain. To reduce the
results to a scalar score, we compute the area under the curve (AUC)
of the feature flipping curves. A relevance attribution method that is
faithful to the model reflects in a steep descent or ascent in true class
probabilities after flipping or adding the truthfully as most important
annotated features, respectively.

In Fig. 3 we show the true class probability against the ratio of
deleted and added features, i.e. for SDF and SCF respectively, for all
attribution methods and input domains. We list the corresponding AUC
scores of the feature flipping curves and the mean complexity over
all heatmaps in Table 2. For a qualitative comparison of explanations
across feature domains, we show LRP heatmaps for each domain in
Fig. 4 for a randomly selected sample correctly classified as a seven.
We show relevances for additional samples of correctly and incorrectly
digits in the supplementary material.

Now, we turn to the question of which feature domain is the
most informative to the model. To this end, we compare complexity
scores across domains for each XAI method. For each method except
Sensitivity, the frequency domain shows the lowest complexity, i.e. is
most informative with respect to the model, followed by time and time–
frequency domain. However, the visual impression of the heatmaps
in Fig. 3 contradicts this ranking, as relevance shows distinct peaks
at certain frequencies in frequency and time–frequency domain, but
is distributed rather uniformly in time domain. Thus, we suspect that
the higher complexity of time–frequency heatmaps compared to time
domain might result from the fringes in the spectrum, produced by
the sharp edges of the rectangular window. Again, the complexity of
Sensitivity heatmaps is the same for frequency and time–frequency
features because the method only takes into account the gradient,
i.e. the weights of the Fourier Transform, as already described in
Section 4.2.1. At this point we emphasize that we cannot accurately
compare informativeness via feature flipping. This is because proba-
bility decrease/increase might not only result from deducting/adding
information, but also from off-manifold evaluation of the model on
samples with unknown artifacts that result from setting features to the
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Fig. 3. Evaluation of LRP, IG, G × I and Sensitivity attributions for a model trained on the AudioMNIST digit classification task via feature flipping: Mean true class probability
after feature deletion (SDF) and feature addition (SCF) in time (𝑥𝑛), frequency (𝑦𝑘) and time–frequency (𝑣𝑚,𝑘) domain. The horizontal axis is square root scaled. The gray horizontal
line corresponds to the chance level, i.e. a probability of 0.1.
Fig. 4. Time, time–frequency, and frequency signal (first row) and relevances (second row) for the digit detection task on the AudioMNIST data. The signal corresponds to a
spoken seven. Relevances are based on the LRP-𝑧+-rule for convolutional and LRP-𝜖 rule for dense layers and (ST)DFT-LRP. In the time domain relevance tends to be distributed
uniformly over the signal but is more localized in frequency and time–frequency domain.
Table 2
Evaluation of LRP, IG, G × I and sensitivity relevances for a model trained on the AudioMNIST digit
classification task: AUC of feature flipping curves for adding (SCF) and deleting (SDF) features in order of
their relevance, and complexity scores. The method with the globally highest faithfulness per domain, i.e.
highest (↑) AUC for SCF and lowest (↓) AUC for SDF, is marked in bold. Further, the domain with the
lowest complexity is marked in bold for each attribution method. The AUC scores correspond to the feature
flipping curves in Fig. 3, where the horizontal axis is square root scaled.
Method Domain Faithfulness across methods Informativeness across domains

SCF (↑) SDF (↓) Complexity (↓)

LRP Frequency 0.66 0.28 6.00
Time 0.73 0.28 6.69
Time-freq. 0.69 0.31 7.26

IG Frequency 0.60 0.32 6.97
Time 0.34 0.35 7.14
Time-freq. 0.67 0.31 8.52

G × I Frequency 0.51 0.38 7.03
Time 0.32 0.37 7.19
Time-freq. 0.58 0.33 8.58

Sensitivity Frequency 0.36 0.59 7.66
Time 0.51 0.41 6.13
Time-freq. 0.36 0.59 9.96
7
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Fig. 5. We evaluate LRP relevances for models trained on the AudioMNIST sex classification task. We show the mean spectrum and mean DFT-LRP relevances across the test
dataset for male/female samples for the time and frequency model. The time model uses fundamental frequency and subsequent harmonics as features while the frequency model
focuses only on the fundamental frequency.
baseline. Importantly, this effect might differ between feature domains.
Still, if we focus on the first part of the SDF and SCF feature flipping
curves in Fig. 3, where the least artifacts exist, the initial steep de-
crease/increase in time–frequency and frequency domain supports our
findings. We would like to stress, that the ranking of informativeness of
input domains is dependent on the quality of the time series to classify,
e.g. for time series with time-localized characteristics, time domain
might be more informative to the model than frequency domain, which
in turn will manifest in the expressions of the attribution maps. Our
method novelly enables the comparison between the domains and
allows analyzing the model strategy in the most interpretable domain.

Lastly, we compare the faithfulness between XAI methods in each
domain in terms of the feature flipping results. For all domains,
((ST)DFT)-LRP delivers the most faithful relevance heatmaps, followed
by IG, G × I, and Sensitivity, according to both, SCF and SDF AUC
scores.

4.4. Use case I: Data representations for audio classifiers

The best choice of data representation — e.g. raw waveforms,
spectrograms or spectral features — is an important aspect of deep
learning-based audio analysis [8]. Previous work benchmarks different
representations by measuring classification accuracy [42]. Novelly,
DFT-LRP allows for a comparison of the underlying strategies of two
audio classifiers trained in the frequency and time domain, which we
leverage in this case study to demonstrate the utility of our approach.

Here, we compare the 1d CNN sex audio classifier operating on the
raw waveforms of the AudioMNIST dataset (time model), to a model
of the architecture, but trained on absolute values of the signal in
frequency domain (frequency model). The frequency model achieves an
accuracy of 98% on the sex classification task (the time model has an
accuracy of 92%).

To compare the classification strategies of the two models, we show
the mean relevance in frequency domain for female and male samples
for both models in Fig. 5 across 3000 test set samples (1500 female). The
correlation between the relevances of the frequency and time model
in the frequency domain is only 0.43 on average, already revealing
that the two models have picked up different classification strategies.
Before we look into these in more detail, we list the characteristics of
female and male voices from the literature: The fundamental frequency
of the male voice is between 85−155 Hz for males and 165−255 Hz for
females [43], the subsequent harmonics are integer-multiples of this
value. To quantify the classification strategy of the two models, we
list the frequency bands for which the mean relevance exceeds the
90% percentile. For male samples and the time model, the mean rel-
evance exceeds the 90% percentile for frequency intervals 99−156 Hz,
276−307 Hz, and 425−438 Hz. For male samples and the frequency
8

model, this is the case for 83−160 Hz, plus for a small number 24 fre-
quencies in the intervals 293−300 Hz, 335−340 Hz, and 423−436 Hz. For
the female samples, the analog threshold is exceeded between intervals
182−255 Hz and 392−487 Hz for the time model and between 18−20 Hz
(noise) and 157−253 Hz for the frequency model. For comparison, the
fundamental frequency of the male voice is between 85−155 Hz for
males and 165−255 Hz for females [43], the subsequent harmonics are
integer-multiples of this value. In summary, the time model focuses
on the fundamental frequency and the first two (one) subsequent
harmonics of the male (female) voice, whereas the frequency model
considers mostly the fundamental frequency as a relevant feature for
male and female samples. Interestingly, for the female samples also
low frequencies corresponding to noise are relevant for the frequency
model.

4.5. Use case II: DFT-LRP reveals Clever Hans strategies in frequency
domain

4.5.1. Artificial noise in audio data
Noise is separated from the signal in frequency domain, but not in

time domain. We mimic a scenario which is realistic in various real
world audio classification problems. We add noise to one class of the
AudioMNIST digit classification task. Likely, noise as a spurious corre-
lation also exists in real-world data due to class-dependent recording
techniques or environment. A model that learns to separate classes by
spurious correlations is deemed a Clever Hans classifier [9]. Here, we
demonstrate, that Clever Hans strategies leveraging noise can only be
detected after propagating relevance from time to frequency domain.

To this end, we compare a model trained on the original AudioM-
NIST digit classification data and a model trained on the modified data,
where pink noise was added only to the spoken zeros.

As in the previous section, both models are trained in the time
domain and achieve an accuracy of about 94%. We confirm that the
model is using the Clever Hans strategy, which we tried to induce by
introducing the spurious correlation in the training data, by finding
that it classifies 98% of samples with added noise as zero, regardless of
the actual digit spoken. Now, we try to infer this behavior from the
explanations in Fig. 6, showing LRP relevances of the same sample
with label zero for each classifier the in three domains. In the time
domain, the only visible difference between the Clever Hans and the
regular classifier is that the beginning and end of the signal, where no
digit is spoken, is relevant for the decision of the Clever Hans but not
for the regular model. Otherwise, relevance is spread rather uniformly
over the signal in both cases. The difference between the classifiers
only becomes perfectly clear in the time or time–frequency domain.
The regular classifier focuses on the fundamental frequencies and sub-
sequent harmonics towards the beginning and end of the spoken digit,
whereas the relevance of the Clever Hans classifier is concentrated on
frequencies between zero and 50 Hz, which correspond to noise.
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Fig. 6. We compare a model trained on data without additional noise (upper) to a model trained on data with Clever Hans noise (lower), for a sample without and with added
pink noise with strength 𝜎 = 0.8. The left column shows the whole signal, while the right column shows a zoom on the part of the signal marked in the left column. The upper
and lower row depict the same sample of a spoken zero, but noise was added to the signal in the lower row. During training, noise was added only to samples of a spoken zero
to induce a Clever Hans strategy. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 7. Left: LRP relevances for an ECG classifier trained on the MIT-BIH dataset in time, frequency and time–frequency domain for a correctly predicted random normal beat.
Right: Ratio of samples, for which the maximum relevance 𝑚𝑎𝑥𝑘′𝑅𝑘′ lies on the respective frequency component 𝑘. Among all classes, the classifier focuses on the mean of the
signal (𝑘 = 0) for 44.3% of the samples. This value is even higher for class 0 (normal beats).
4.5.2. ECG classifier
We now demonstrate how DFT-LRP helps to discover Clever Hans

behavior of the ECG classifier described in Section 4.1.
The classification strategy of a trustworthy ECG model should align

with the signal characteristics analyzed by cardiologists, such as the
amplitude of the QRS complex and ST segment, the duration of seg-
ments or peak ratios. For instance, a normal heartbeat that originates at
the atrium and traverses the normal conduction path is characterized by
a sharp and narrow QRS complex with a broad peak at a frequency of
8 Hz [44]. To assess the classification strategy of the ECG classifier we
show ((ST)DFT)-LRP relevances in time, frequency and time–frequency
domain for a normal beat in Fig. 7 (left). Additional samples of correctly
and incorrectly classified beats are displayed in the supplementary
material. For visual clarity, we depict only frequency components up
to 𝑘 = 20, where the majority of relevance is located. For the sample
in Fig. 7, relevance in time and time–frequency domain suggests that
the model focuses on the QRS complex, in particular on frequencies
around 𝑘 = 10. However, the relevance in frequency domain reveals
9

that a large part of the total relevance is attributed to 𝑘 = 0 which
corresponds to the mean of the signal. In Fig. 7 (right) we show the
ratio of samples in the test set for which the maximum of 𝑅𝑘 lies on
frequencies 𝑘 = 0, 1, 2 or 𝑘 > 2 for each class. We observe that the
model focuses on the mean of the signal for a majority of samples for
all classes (44.3%). This tendency is even more pronounced for class
0 (normal beats). Based on these observations, we conclude that the
classifier learned to focus on the mean of the signal instead of relying
on signal characteristics considered by cardiologists. This suggests that
the model relies on a Clever Hans strategy. Only by transforming the
relevances from the time to the frequency domain using DFT-LRP, can
we unveil this behavior in the model’s explanations.

5. Conclusion

We have put forward virtual inspection layers that perform an
identity loop via an interpretable representation to facilitate com-
prehensible explanations. We have specialized in DFT for the virtual
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inspection layer and in LRP for the XAI method. In this way, we have
demonstrated how to extend LRP to provide interpretable explanations
for time series classifiers in both the frequency and time–frequency
domain. We have established the validity of our approach through
testing on a ground-truth test bed and on real audio data. Further, we
demonstrated the benefits of our methods bring in real-world scenarios,
such as the analysis of input representations and detection of Clever
Hans behavior. We envision applications of DFT-LRP in domains where
interpreting the time domain representation of the signal is particularly
challenging, such as audio, sensor data or electronic health records.

So far, we have focused on univariate time series. While we can
apply our method to multi-variate time series straightforwardly by ap-
plying DFT-LRP to each channel separately, this approach is limited in
the sense that it cannot reveal relevant interactions between channels.
Understanding such interactions could be an important aspect, e.g. for
ECG classifiers acting on multiple channels.

In future research, it would be interesting to explore the use of
other invertible transformations such as PCA as virtual inspection
layers at the input or at hidden feature layers of the model. Even
non-linear but approximately invertible transformations, e.g. an au-
toencoder that learned an interpretable representation, could serve as
virtual inspection layer.
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