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The topological classification of gapped band structures depends on the particular definition of
topological equivalence. For translation-invariant systems, stable equivalence is defined by a lack
of restrictions on the numbers of occupied and unoccupied bands, while imposing restrictions on
one or both leads to “fragile” and “delicate” topology, respectively. In this article, we describe
a homotopic classification of band structures — which captures the topology beyond the stable
equivalence — in the presence of additional lattice symmetries. As examples, we present complete
homotopic classifications for spinless band structures with twofold rotation, fourfold rotation and
fourfold dihedral symmetries, both in presence and absence of time-reversal symmetry. Whereas
the rules of delicate and fragile topology do not admit a bulk-boundary correspondence, we identify
a version of stable topology, which restricts the representations of bands, but not their numbers,
which does allow for anomalous states at symmetry-preserving boundaries, which are associated
with nontrivial bulk topology.

I. INTRODUCTION

The concept of topological equivalence, combined
with symmetry constraints, has been an important tool
to classify gapped band structures of non-interacting
fermions [1–4]. Topological gapped band structures in-
clude the quantized Hall effect, the quantum spin-Hall
effect, topological insulators, and, if crystalline symme-
tries are imposed, topological crystalline insulators. A
nontrivial topology of the band structure implies the ex-
istence of anomalous, gapless states on the sample bound-
ary and vice versa, provided the boundary respects the
symmetry constraints that are imposed on the bulk.

Various notions of topological equivalence of band
structures have been employed in the literature, which
differ in the possible transformations that are allowed
to deform two topologically equivalent Hamiltonians into
each other. The standard definition in condensed matter
physics has been the “stable equivalence” [5], which al-
lows addition of an arbitrary number of “trivial” bands
which respect the symmetry requirements. This defini-
tion ensures that the topology realized in mathematical
models, often consisting of only a few bands, is realized in
physical systems consisting of atoms with infinitely many
orbitals. Indeed, a plethora of stable topological phases
[1–4], that were originally discovered theoretically, have
been realized experimentally, such as the quantum Hall
effect, the quantum spin Hall insulator and the three di-
mensional topological insulators.

A conceptually simpler, although physically less use-
ful, definition of topological equivalence does away with
the freedom to add of extra bands, resulting in “deli-
cate” topology [6, 7]. The paradigmatic example of such
a band structure is the so-called Hopf insulator [6, 8–10],
realized by two-band models in three dimensions without
any additional symmetries. A third intermediate pos-
sibility, which involves the freedom to add unoccupied
bands while keeping the occupied subspace unchanged,

results in “fragile” topology [11–14]. Nontrivial fragile
topology has been invoked to explain, e.g., the obstruc-
tion to the construction of real-space models for the low-
est two bands of magic-angle twisted bilayer graphene
[15–19]. In general, topology that is trivial according to
the rules of stable topology, but nontrivial following the
delicate or fragile schemes is referred to as “unstable’

The classification of stable topological phases with only
local symmetries leads to the well-known “periodic table
of topological insulators and superconductors” [5, 20, 21].
Stable stable topological insulators with additional crys-
talline symmetries have been comprehensively classified
for many crystalline symmetries [22–26]. However, deli-
cate and fragile band structures have only been identified
systematically in the absence of crystalline symmetries
[27] or, with crystalline symetries, using partial classifi-
cations or symmetry-specific arguments [11–14, 28–31].

In this article, we show how delicate band structures
can be classified systematically using the theory of ho-
motopy on CW complexes [32]. Similar techniques have
previously been used by Moore and Balents to rederive
the quantum spin Hall effect and to obtain the classifi-
cation of topological insulators in three dimensions [33].
Our classification procedure is defined for a fixed number
of occupied and empty bands, thereby yielding the classi-
fication of delicate topological phases. Classifications for
the stable and fragile equivalence schemes naturally fol-
low by taking the limit of a large number of conduction
and/or valence bands. We illustrate the classification
procedure by (re)deriving delicate classifications of spin-
less band structures in two and three dimensions with-
out crystalline symmetry, and with C2T, C2, C4, and D4

symmetries, where Cn and Dn refer to n-fold rotation
and dihedral symmetries and T is time-reversal. Band
structures with C2T, C2, and C4 symmetry have been
used as paradigmatic examples of unstable topology pro-
tected by crystalline symmetries [6, 28–31, 34–37], which
are systematized by our classification.
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Stable topology is an essential prerequisite for the exis-
tence of anomalous gapless boundary states. This follows
from elementary considerations: As the rules of frag-
ile and delicate topology restrict the number of occu-
pied and/or unoccupied bands, the size of the unit cell
must be fixed, which requires the existence of a discrete
translation symmetry in all spatial directions. Since a
boundary necessarily breaks the translation symmetry,
it follows that anomalous boundary states cannot exist
without stable protection [38]. A more subtle route to
protected gapless boundary states beyond conventional
stable topology was pointed out by Song et al. [30],
Alexandradinata et al. [37], and Kobayashi and Furusaki
[31] for a C4-symmetric lattice model originally proposed
by Fu [39]. In this case, anomalous surface states are
protected by topology that remains stable under addi-
tion of bands that are not only constrained by a sym-
metry, but also by its particular representation (i.e., the
types of orbitals). We term this representation-protected
stable topology. Following our systematic classification,
we identify such phases and the associated anomalous
boundary states not only for C4-symmetric band struc-
tures, but also for C2 and D4 symmetries. For the latter,
the representation-protected phase is intimately linked to
the existence of a two-dimensional irreducible represen-
tation of the discrete nonabelian group D4.

Despite the absence of anomalous boundary states, un-
stable topology has physical relevance, first and foremost,
because it may signal an obstruction to the construc-
tion of a real-space basis with localized orbitals within
the available number of bands, as in the case for magic-
angle twisted bilayer graphene [15–19]. Unstable topol-
ogy has been shown to affect bulk physics, such as the
appearance of Bloch oscillations with an extended pe-
riod [40] and connected, unbounded Hofstadter butter-
flies in the presence of a magnetic field [41–43]. Various
boundary signatures beyond anomalous gapless boundary
states have also been proposed [44], such as a nonzero
Chern number for the surface bands in the case of Hopf
insulators[45, 46], boundary states for a pre-defined crys-
tal termination [7], gap closing under twisted boundary
condition [29, 47], and fractional corner charges [18, 48].
In this article, we do not venture into such manifestations
of unstable topology and focus exclusively on the clas-
sification problem and the anomalous boundary states
associated with various forms of stable topology.

The remainder of this article is organized as follows:
In Sec. II, we describe the general classification proce-
dure and the required mathematical background. In Sec.
III we apply the classification procedure to band struc-
tures without crystalline symmetries. Section IV con-
tains general observations concerning the classification
of band structures with crystalline symmetries, which is
followed by specific examples of increasing complexity:
Band structures with C2T symmetry in Sec. V, with C2

symmetry in Sec. VI, with C4 symmetry in Sec. VII, and
with D4 symmetry in Sec. VIII. We conclude with a dis-
cussion in Sec. IX. Various technical details of the classi-

fication procedure have been relegated to the appendices.

II. CLASSIFICATION STRATEGY

In this section, we describe the homoptopic classifica-
tion for band structures with arbitrary lattice symme-
tries, which is based on well-established methods of alge-
braic topology for CW complexes. Our classification pro-
cedure is applicable to all ten Altland-Zirnbuaer classes
[49]; however, to avoid overburdenening the present expo-
sition, we restrict the explicit discussion to Bloch Hamil-
tonians without antisymmetry requirements, correspond-
ing to the Altland-Zirnbauer classes A, AI, and AII.
These classes include all topological crystalline insula-
tors, but not topological superconductors or lattice mod-
els with a sublattice symmetry. In the examples of Secs.
III-VIII we further restrict to symmetry classes A and AI,
describing insulators with spin-rotation symmetry with
and without time-reversal symmetry.

A. Stable, fragile, delicate, and representation
protected topologies

We begin with some general remarks on various no-
tions of topological equivalence for translation invari-
ant systems, which are completely described by a finite-
dimensional Bloch HamiltonianH(k). Two Bloch Hamil-
tonians H1,2 are considered homotopically equivalent,

H1 ∼ H2, (1)

if H1 can be continuously deformed to H2 without clos-
ing the gap or violating the symmetry constraints im-
posed on H1,2. A looser notion is that of stable equiv-
alence, whereby two Bloch Hamiltonians H1,2 are con-
sidered topologically equivalent if there exists a gapped
Bloch Hamiltonian H, subject to the same symmetry
constraints as H1,2, so that

H1 ⊕H ∼ H2 ⊕H (2)

in the homotopic sense [50]. Finally, fragile equivalence
is defined by Eq. (2) with the further constraint on H
that it consist only of unoccupied bands. In mathemat-
ical terms, the problem of fragile and stable classifica-
tion can be expressed as the computation of equivalence
classes of vector bundles, with the equivalence being iso-
morphism [6, 51, 52] for the former case and isomorphism
up to Whitney sums for the latter, which falls under the
purview of topological K-theory [5]. Given a choice of a
reference band structure Href, a Bloch Hamiltonian H is
said to have “stable topology” if it is not equivalent to
Href under stable equivalence. If H and Href are topo-
logically equivalent under stable equivalence, but not un-
der homotopic equivalence or vector bundle isomorphism,
then H is said to possess “unstable” topology. The space
of stably equivalent band structures can be endowed with
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a group structure, the group operation corresponding to
the direct sum of the Bloch Hamiltonians [53]. As this
group operation is incompatible with the restrictions im-
posed by fragile and delicate topology, they do not have
a similar group structure.

The rules of topological classification can be general-
ized by a priori limiting the types of orbitals and Wyckoff
positions allowed, i.e., restricting the band representa-
tions. Such representation-protected phases have been
previously investigated in Refs. [30, 31, 39], whereby
C4-symmetric band structures were shown to exhibit a
topological phase for arbitrary number of bands, pro-
vided one only allows p-orbitals. As in the unrestricted
case, one may have delicate, fragile, and stable ver-
sions of representation-protected topological classifica-
tions. All of these are sometimes referred to in the litera-
ture as “fragile” [30, 31]; however, stable representation-
protected topology exhibits many of the characteristics
of conventional stable topology, such as a group structure
and the existence of anomalous states at boundaries that
respect the symmetry restrictions imposed on the bulk.

Our classification procedure starts by fixing the num-
bers no and ne of occupied and unoccupied bands and
thus naturally identifies all possible delicate topological
phases. The fragile classification is obtained by taking
the limit ne → ∞ for a fixed no, while the stable clas-
sification is obtained when we take no,e → ∞. As our
goal is to obtain a full homotopic classification, we re-
spect symmetry-imposed obstructions between atomic-
limit phases and do not follow the sometimes-used cus-
tom [54–56] to refer to all band structures that are ho-
motopically equivalent to an atomic-limit as “trivial”. To
infer whether a certain homotopic equivalence class cor-
responds to an atomic-limit phase, one has to compare
the topological invariants to the topological invariants
of atomic limit phases. An exhaustive listing of atomic-
limit phases for all crystalline symmetry groups has been
obtained in Ref. [54] in the framework of “topological
quantum chemistry”.

B. Lattice symmetries and the Bloch Hamiltonian

We consider a n × n Bloch Hamiltonian H(k) in the
basis of Bloch states |k, α⟩, which are defined as

|k, α⟩ =
∑
R

eik·(R+rα) |R, α⟩ . (3)

Here, |R, α⟩ denote the position-space basis states, with
R ∈ Zd the center of the unit cell and α = 1, . . . , n
an index labeling a set of n orbitals at positions rα ∈
(−1/2, 1/2]d inside the unit cell. The lattice symmetries
impose constraints on H(k), which are encoded by a rep-
resentation C(g) of the reciprocal-space group GΛ [35] as

H(gk) = C†(g)H(k)C(g), g ∈ GΛ. (4)

The reciprocal-space group is generated by the point
group and translations by reciprocal lattice vectors. The

latter act nontrivially on H(k), since our gauge choice
for the Bloch states — made to ensure that the matrices
C(g) representing the reciprocal-space group are inde-
pendent of k — yields a Bloch Hamiltonian that is not
periodic under reciprocal lattice translations. Instead, it
satisfies

H(k+ 2πea) = Λ†
aH(k)Λa, (5)

where a ∈ {x, y, z} and we have set Λa ≡ C(ga), where
ga denotes translation by a reciprocal unit vector along
the a-direction. Antiunitary symmetries, if present, are
also included in GΛ; however, for an antiunitary ḡ ∈ GΛ,
Eq. (4) must be replaced with

H(ḡk) = C†(ḡ)H∗(k)C(ḡ), ḡ ∈ GΛ. (6)

The precise form of the representation matrices C(g) de-
pends on which orbitals are present. The relevant infor-
mation is encoded in the Wyckoff positions of the orbitals
and their representations under the relevant point group
symmetries, which must be considered “input data” for
the homotopic classification.

In view of the symmetry constraints (4) and (6), the
Bloch Hamiltonian H(k) for all k can be derived from its
knowledge over a subset of the full reciprocal space. Such
a subset is referred to as the “irreducible Brillouin zone”,
the “effective Brillouin zone” [33], or the “fundamental
domain” corresponding to the reciprocal-space group GΛ

[57]. By construction, no two momenta in the fundamen-
tal domain are related by a symmetry operation in GΛ,
so that, within the fundamental domain, all symmetry
restrictions on H(k) are local in k.

Fundamental domain as a CW complex

The fundamental domain for a d-dimensional system
with a given group of symmetries GΛ can be naturally
constructed in terms of “p-cells”, which are homotopi-
cally equivalent to the p-dimensional cube (0, 1)p for
p ≥ 1 and points for p = 0. Starting from a disjoint
union of p-cells with 0 ≤ p ≤ d, one recovers the struc-
ture of the fundamental domain by imposing a set of
gluing maps. For each p-cell, these maps assign to its
boundary a closed loop formed by q-cells of lower dimen-
sions, which may include multiple copies of a given q-cell
related by symmetry operations in GΛ. This construc-
tion endows the fundamental domain with the structure
of a CW complex [58] — a construct well known in the
field of algebraic topology [32].

For example, in d = 1 with inversion symmetry, we can
take the set [0, π] as the fundamental domain, which can
be constructed by gluing the two 0-cells Γ and M, which
consists of the points k = 0 and k = π, respectively,
to the ends of the 1-cell (0, π). Further examples of the
fundamental domain and its decomposition into various
p-cells are shown in Fig. 1 for a three-dimensional band
structure without additional crystalline symmetries and
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FIG. 1. Fundamental domain D for a three-dimensional band
structure on a simple cubic lattice without (top) and with
(bottom) time-reversal symmetry. Knowledge of the Bloch
Hamiltonian on the fundamental domain is sufficient to de-
termine it everywhere in the reciprocal space. Also shown
is the decomposition of the fundamental domain into p-cells
with p = 0, 1, 2, 3 (red dots, line segments, rectangles, and
cuboid), endowing it with the structure of a “CW complex”.
Copies of 0-cells on the boundary ∂D that are obtained by a
reciprocal lattice transformation are shown using open dots.

without (top) and with (bottom) time-reversal symme-
try. For the fundamental domain shown in Fig. 1 (top),
the gluing condition identifies the boundary ∂D3 of the
3-cell with the three 2-cells, the three 1-cells, and the
single 0-cell, with each of them occuring two, four and
eight times on the boundary, respectively. Similarly, in
the presence of time-reversal symmetry, the boundary
∂D3 of the 3-cell in Fig. 1 (bottom) is identified with the
four 2-cells, seven 1-cells, and eight 0-cells and with their
images under translation with a reciprocal wavevector
and/or time-reversal, which sends k → −k.
We hereafter denote the fundamental domain with this

additional structure by D and its p-dimensional subset by
Dp. The action of the reciprocal-space group GΛ on D
has two aspects:

1. A given p-cell αmay be left invariant by a subgroup
Gα ⊂ GΛ, which is termed its little group. These
must be compatible with the gluing maps, in that
the little groups of the q-cells β ∈ ∂α satisfy Gβ ⊇
Gα. Cells with Gα ̸= 1 are usually referred to as
high-symmetry points/lines/planes.

2. If multiple copies of a q-cell β exist in the boundary
∂α, then these copies are related by an element of
the reciprocal-space group GΛ, which is unique up
to elements of the little group Gβ .

Both aspects are evident in Fig. 1 (bottom): All 0-cells
have a nontrivial little group isomorphic to Z2, gener-
ated by a combination of time-reversal and a translation
by a reciprocal lattice vector, while the 1-cells have triv-
ial little groups. Furthermore, in defining the boundary
of the 2-cells, five of the seven 1-cells occur four times,
whereas two of the 1-cells occur twice, with copies related
by time-reversal and/or a reciprocal lattice translation.

A GΛ-symmetric Bloch Hamiltonian H can be defined
abstractly as a map H : D → X , where the target space

X consists of all gapped Hermitian n× n matrices. This
map consists of a collection of maps Hα : α → Xα for
each p-cell α, which are constrained by the CW-complex
structure of D. Explicitly, these maps must be compati-
ble with the gluing map, i.e., if β ∈ ∂α, then the restric-
tion of Hα to β is equal to Hβ . Since α is an open set, we
assume that the maps Hα can be continuously extended
to its boundary. For instance, in Fig. 1 (top), the gluing
condition implies that the maps Hβ for the three 2-cells
β as well as their images under a reciprocal lattice trans-
lation must coincide with Hα defined on the 3-cell α, as
one approaches the respective boundaries of α.
The maps constituting the Bloch Hamiltonian satisfy

further constraints, which descend from the correspond-
ing constraints on the p-cells:

1′. The target space Xα ⊆ X consists of matrices that
are invariant under the action of the little group
Gα ⊂ GΛ, see Eqs. (4) and (6). (This property
assumes a representation of GΛ on X , see Subsec.
II B.) Consequently, the eigenstates of Hα can be
labeled by the irreps of Gα. For β ∈ ∂α, the re-
lation between little groups Gβ ⊇ Gα implies that
Xβ ⊆ Xα.

2′. If two copies of β in ∂α are related by g ∈ GΛ, then
the Hamiltonian on those two copies is related by
the symmetry transformation of Eq. (4) or (6).

C. Homotopic classification

We have reduced the classification problem of band
structures with a given lattice symmetry to the classifi-
cation of maps from a CW complex D to certain target
spaces. The latter can be performed using the cellular
decomposition of D, starting at 0-cells and inductively
working our way up to the d-cells. We refer to the clas-
sification of Hα defined on p-cells α as the “level-p topo-
logical classification”. As shown below, classifications at
different levels are interlinked in both directions:

1. The precise value of the topological invariants of
levels < p determines the allowed types of level-p
topological invariants, and

2. The consideration of level-p topology yields com-
patibility relations constraining the topological in-
variants associated with all levels ≤ p.

1. Topology at level-0: Symmetry indicators

We begin with a classification of zero-dimensional
Hamiltonians, viz, the restriction HS of the Bloch Hamil-
tonian H to the 0-cell S. HS can be block diagonalized,
with blocks corresponding to the irreps of the little group
GS . Since there are no further constraints within each
block, their topological class is completely determined by
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nSo/e,ρ ≥ 0, the number of occupied/empty orbitals of ir-

rep ρ. This can be generalized to any p-cell α, where
the numbers of occupied/empty orbitals nαo/e,ρ ≥ 0 are

well-defined for the restriction of H to α. If Gα has a
single irrep, then the corresponding level-0 invariants are
simply the total number of occupied/empty bands no/e.

Together, the natural numbers nαo/e,ρ constitute the

level-0 invariants, which form the semigroup
∏

α Nνα ,
where να is the number of irreps of Gα. For a given p-cell
α, if two q-cells β, β′ ∈ ∂α, then Xβ ,Xβ′ ⊆ Xα and Hβ

andHβ′ are homotopically equivalent within Xα. Put dif-
ferently, Hβ and Hβ′ are homotopically equivalent, when
we lift the symmetry restrictions on them to Gα for any
cell α connecting them. This property constrains the val-
ues level-0 invariants can take [54, 55, 59]. In particular,
since all p-cells α with p < d lie on the boundary of D,
the corresponding level-0 invariants satisfy

no/e =

να∑
ρ=1

dim(ρ) nαo/e,ρ, (7)

where να is the number of irreps of Gα and dim(ρ) is
the dimension of the irrep ρ. Physically, this constraint
expresses that the number of occupied/empty bands no/e
must be the same throughout reciprocal space for gapped
band structures. This constraint is an example of a level-
0 compatibility condition. There may be further con-
straints on the level-0 invariants of a q-cell by their inclu-
sion in a p-cells for p < d, which we discuss as required.
For a given band, the set of representations of the lit-

tle groups Gα define a band representation. An arbitrary
band representation can be decomposed into a direct sum
of elementary band representations (EBRs), which can
be enumerated by considering all possible orbital types
localized at high-symmetry points of the lattice. A sys-
tematic study of possible band representations has been
central to the partial classifications based on “symmetry-
based indicators” [55, 59–63] and “topological quantum
chemistry” [54, 64–66]. The full homotopic classification
is thus an extension of these partial classifications.

2. Topology at levels p > 0

We now turn to topology associated with the p-cells
for p > 0. We start with two observations:

• The topological class of H is always determined
relative to a reference Href . The classification thus
addresses pairs of Bloch Hamiltonians (H,Href).

• IfH andHref have different invariants on level-q for
any q < p, then they are topologicaly inequivalent.
Thus, for classification on p-cells, we may assume
thatH andHref have identical invariants up to level
p− 1.

The latter observation implies that for a p-cell α, the re-
strictions of H and Href to ∂α can be smoothly deformed

Href

Href

HH

Href

H

Href

H

FIG. 2. For two Hamiltonians H and Href whose topological
invariants on the boundary of a q-cell are identical, we can
define a boundary deformations (shown in gray) that renders
the two Hamiltonians equal at the boundary. One thereby
obtains a Bloch Hamiltonian defined on a q-sphere, which
can be classified by a homotopy group. The figure shows this
procedure for q = 1 (top) and q = 2 (bottom).

into each other, and, furthermore, that this deformation
can be done simultaneously for all p-cells. Choosing such
a smooth deformation, the “difference” between H and
Href then defines a map from the p-sphere Sp to Xα for
each p-cell α. This is illustrated in Fig. 2 for the cases
p = 1 and p = 2. Such maps are classified by the ho-
motopy spaces Kα ≡ πp[Xα], which we term the parent
classification set of the p-cell α. The full level-p parent
classification set then reads

Kp =
∏
α

Kα; Kα = πp [Xα] . (8)

The parent classification setKp is, however, not the ac-
tual classifying set for equivalence classes of Bloch Hamil-
tonians H, because a given pair (H,Href) can yield differ-
ent elements in Kp, depending on the deformation used
to achieve equality of H and Href on ∂Dp. Such ele-
ments of Kp must be identified to get a true descriptor
of homotopic equivalence classes. Explicitly, any defor-
mation used to achieve equality of H and Href on ∂Dp

can be written as a p-dimensional “Bloch Hamiltonian”
H∂(k∂ , t), where k∂ ∈ ∂Dp, t ∈ [0, 1], and H∂ satisfies

H∂(k∂ , 0) = H(k∂), H∂(k∂ , 1) = Href(k∂), (9)

as well as symmetry constraints for each q-cell in ∂Dp

for any t. The “difference” of two boundary deforma-
tions transforming H to Href on ∂Dp can be viewed as a
boundary deformation that connects Href to itself, i.e.,
with

H∂(k∂ , 0) = H∂(k∂ , 1) = Href(k∂). (10)

These “boundary deformations” can be visualized as in
Fig. 3, whereby one imagines that H∂(k∂ , t) is continu-
ously “grown” onto the band structure defined by H on α
for each p-cell α ∈ Dp. The level-p topological invariants
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FIG. 3. Boundary deformation of a band structure H(k) de-
fined on a 1-cell (top) and on a 2-cell (bottom). A boundary
deformation H∂(k∂ , t), 0 ≤ t ≤ 1, is continously added onto
H(k) at the boundary of the cell, such that H(k) coincides
with the reference band structure Href(k) on the cell bound-
ary ∂Dm for t = 0 and t = 1 and H(k) satisfies all symmetry
constraints at each point in the transformation.

are then obtained from Kp by identification of elements
related by deformations of this type.

To determine the action of boundary deformations H∂

on the elements of Kp, it is sufficient to consider at least
one boundary deformation from each topological equiva-
lence class of boundary deformations. Considering mul-
tiple boundary deformations from the same topological
class is unproblematic, because they have the same ac-
tion onKp and therefore lead to identification of the same
elements. Since the domain ∂Dp × [0, 1] of a boundary
deformation is again a CW complex, these topological
equivalence classes can be determined in the same man-
ner as described above. It is, in fact, sufficient to only
determine the corresponding parent classification set

K∂
p =

∏
α∈∂Dp

πrα [Xα], (11)

where rα = dimα+1. This is because the parent classifi-
cation set K∂

p is “overcomplete”, so that considering one

boundary deformation from each class inK∂
p ensures that

at least one boundary transformation from each (true)
topological class is considered. Only having to determine
K∂

p leads to a substantial simplification by avoiding hav-
ing to deal with “boundary transformations of boundary
transformations”. For the reader that is nevertheless in-
terested in obtaining the exact boundary classification
set, we review a recursive procedure in Appendix C.

There are additional constraints on the (parent) topo-
logical invariants, which arise from the fact that the indi-
vidual cells are contractible. For any (p+ 1)-cell α with
1 ≤ p ≤ d − 1, the boundary ∂α can thus be continu-
ously deformed to a point within α. Consequently, the
topology of any Bloch Hamiltonian H restricted to ∂α,
evaluated with respect the (larger) target space Xα ⊇ Xβ

for β ∈ ∂α, must be trivial. This implies that the “sum”
of level-p invariants for p-cells β ∈ ∂α must vanish. We
term these conditions — one for each (p+ 1)-cell — the

level-p compatibility conditions. Since this sum over level-
p invariants may also depend on topological invariants at
levels q < p, the level-p compatibility conditions may
affect invariants at all levels q ≤ p. The compatibility
condition equally apply to the boundary deformations
and their parent classification K∂

p .
To summarize, the topological invariants at all lev-

els 0 ≤ p ≤ d, modulo the ambiguities associated with
boundary deformations, and constrained by the compat-
ibility relations at all levels, constitute the complete clas-
sification of the d-dimensional systems. The compatibil-
ity relations ensure that for each set of topological in-
variants there is a gapped band structure with these in-
variants, while the robustness to boundary deformations
ensures that the topological invariants can be uniquely
associated with a gapped band structure. The classifica-
tion naturally has a hierarchical reciprocal-space struc-
ture [6], since the classification at level-p depends on the
invariants at all lower level, starting with the symmetry
based indicators at level-0.

D. Target spaces

We now discuss the various target spaces X that arise
in the classification for symmetry classess A, AI, and AII
and describe their homotopy groups.

1. Grassmannians and their topology

We are interested in the space of n× n Hermitian ma-
trices with a fixed number of occupied and empty bands
(i.e., negative and positive eigenvalues) no/e satisfying

n = no + ne. (12)

For a topological classification, H(k) may be replaced by
a Hermitian matrix with a “flattened spectrum” by de-
forming all positive/negative eigenvalues to ±1, so that
H(k) is unitarily equivalent to diag{11ne

,−11no
}. The

space of such Hamiltonians is the complex Grassman-
nian GrC(no, ne), which is a manifold that parametrizes
no-dimensional (or equivalently, ne-dimensional) com-
plex planes in Cn (see App. D for more details). We
also encounter Bloch Hamiltonians H(k) with real (R) or
quaternion (H) entries, for which the target space is the
corresponding Grassmannian GrR(no, ne) or GrH(no, ne),
respectively. These three spaces constitute the top-level
target spaces X for the symmetries considered here.
For a p-cell α with a nontrivial little group Gα, the

target spaces Xα ⊆ X can be written as a product of
Grassmannians. This is because the eigenstates of H
restricted to α can be labeled with irreps ρ of Gα, so
that after a spectral flattening, we get

Xα =
∏
ρ

GrFρ

(
nαo,ρ, n

α
e,ρ

)
, (13)
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where ρ runs over the irreps of Gα and Fρ is a number
field, which, depending on ρ, may be C, R, or H. The lat-
ter two occur only if Gα contains antiunitary symmetries.
Since we are interested in πp[Xα] and the homotopy of a
product of spaces satisfies

πk

[∏
α

Xα

]
=
∏
α

πk [Xα] , (14)

we only need to compute πp[GrF(no, ne)].
Homotopy groups of Grassmannians have been exten-

sively studied in the mathematical literature. Their com-
putation is briefly outlined in Appendix D. We, however,
make two general observations here:

• πp[GrF(no, ne)] = 0 for all p > 0 if no = 0 or ne =
0, since in that case, GrF(no, ne) degenerates to a
single point.

• πp[GrF(no, ne)] becomes independent of no and ne
(“stabilizes”) once no and ne are large enough,
which typically means no/e ≳ p.

As to the former observation, while no,e > 0 for gapped
band structure, GrF(no, ne) with no = 0 or ne = 0 may
occur in individual symmetry sectors at high-symmetry
manifolds. The latter observation forms the basis for the
classification of “stable” topology.

The homotopy invariants of Grassmannians can often
be expressed in terms of Wilson lines or loops [67, 68].
Given a path γ in the reciprocal space, the Wilson
line W o/e(γ) ∈ U(n) can be associated with the occu-
pied/empty bands and encodes the evolution of the cor-
responding subspaces under parallel transport along γ.
Wilson lines are not gauge invariant, since they depend
on the choice of basis at the end points of γ. They are
unambiguously defined only if there are additional con-
straints on the end points of γ that fix the basis or if
the path γ is a closed loop. A local-in-k symmetry on
H(k) implies a restriction on Wilson lines/loops; in par-
ticular, if the Hamiltonian is restricted by symmetries to
be real- or quaternion-valued, then they are restricted to
O(n), Sp(n) ⊂ U(n), respectively.

2. Topological invariants for complex Grassmannians

We now discuss the nontrivial topological invariants
associated with complex Grassmannians, which are sum-
marized in Table. I.

π2[GrC(no, ne)] — These stabilize to Z for all no/e > 0,
with the corresponding invariant being the Chern number
C. For a complex Hamiltonian, detW o/e(γ) is a phase
factor, i.e., it is defined on the unit circle. To define the
Chern number, we take a family of Wilson loopsW o/e(γt)
with t ∈ [0, 1] and γ0 = γ1 so that the γt cover the two-
sphere S2 precisely once, in a manner compatible with
the orientation of S2. The Chern number C is then equal
to the winding number of det(W o(γt)) for 0 ≤ t ≤ 1. As

d Bands Topological Invariant

1 — —

2 — Z Chern number C

3
no, ne = 1 Z Hopf invariant H

no + ne > 2 —

TABLE I. Topological invariants associated with complex
Grassmannians GrC(no, ne) ∼= GrC(ne, no).

the total Chern number of a set of bands must vanish,
the Chern number of the unoccupied bands equals −C.

π3[GrC(no, ne)] — The only nontrivial case occurs for
no = ne = 1, with the topological invariant being
the Z-valued Hopf invariant. This arises from the fact
that GrC(1, 1) ∼= S2, so that its third homotopy group
π3(S

2) ∼= Z is generated by the Hopf map. We refer to
App. E for more details.

3. Topological invariants for real Grassmannians

The nontrivial topological invariants associated with
real Grassmannians are summarized in Table. II. These
exhibit multiple low-dimensional exceptions.

π1[GrR(no, ne)] — These groups stabilize to Z2 for
no/e > 1, with the corresponding topological invariant
being the first Stiefel-Whitney invariant SW1. To de-
fine this invariant, we note that the Wilson loops are
orthogonal matrices if the Hamiltonian is real, so that
detW o/e(γ) ∈ {±1} for any closed loop γ. The first
Stiefel-Whitney invariant is defined as [69]

SW1 ≡ sgn
(
detW o/e(γ)

)
. (15)

As the total set of bands must be topologically trivial,
SW1 may be calculated either from the occupied or from
the empty bands. Since W o/e(γ) ∈ O(no/e) encodes the
basis transformation of the occupied/empty subspace un-
der parallel transport along γ, a nontrivial SW1 repre-
sents an obstruction to defining an orientation of these
subspaces continuously along γ.

For no = ne = 1, this Z2 classification can be refined
to a Z classification. To see this, we note that after flat-
tening the spectrum, a gapped real 2 × 2 Hamiltonian
can be written as

H(k) = cos θk σ1 + sin θk σ3, (16)

where σj are the Pauli matrices. Thus, for any closed
path in the reciprocal space, k 7→ θk defines a map from
S1 to S1. Such maps are classified by a winding number
Eu1 ∈ π1[S

1] ∼= Z, termed the first Euler class. The
sign of the Euler class depends on a choice of orientation
for GrR(1, 1), since a unitary transformation can flip the
sign of σ1, thereby flipping the sign of Eu1 [28]. Thus, in
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d Topological invariant(s)

1
no, ne = 1 Z 1st Euler invariant Eu1

no, ne > 1 Z2 1st Stiefel-Whitney invariant SW1

2

no, ne = 1 — —

no = 1,
2Z 2nd Euler invariant Euo

2
ne = 2

no = 2,
2Z 2nd Euler invariant Eue

2
ne = 1

no, ne = 2 Z2|p
2nd Euler invariants (Eue

2,Eu
e
2)

satisfying Euo
2 + Eue

2 = 0 mod 2

no = 2,
Z 2nd Euler invariant Euo

2
ne > 2

no > 2,
Z 2nd Euler invariant Eue

2
ne = 2

no, ne > 2 Z2 2nd Stiefel-Whitney invariant SW2

TABLE II. Topological invariants associated with real Grass-
mannians GrR(no, ne) ∼= GrR(ne, no). The Z-valued invari-
ants are defined only up to a sign ambiguity if the Grass-
mannian does not have a preferred orientation. The set Z2|p
consists of all ordered integer pairs (p, q) with p = q mod 2.

absence of a preferred orientation, Eu1 is defined only up
to a sign, so that the space of topological invariants is N
(instead of Z). The first Euler invariant is related to the
first Stiefel-Whitney invariant as

SW1 = Eu1 mod 2. (17)

π2[GrR(no, ne)] — These groups stabilize to Z2 for
no/e > 2, with the corresponding topological invari-
ant being the second Stiefel-Whitney invariant SW2. If
no/e = 2, the corresponding invariants are the second Eu-

ler invariants Eu
o/e
2 . To define these invariants, we con-

sider a one-parameter family of Wilson loops W o/e(γt) ∈
O(no/e), where t ∈ [0, 1] such that γ0 = γ1 and the γt
cover the two-sphere S2 precisely once, in a matter com-
patible with its orientation. Such a family of Wilson
loops defines a closed curve in O(no/e). For no/e = 2, one

associates an integer-valued winding number Eu
o/e
2 with

such a closed loop, since 2 × 2 orthogonal matrices are
parameterized by a single phase variable. For no/e > 2
the winding number is only defined mod 2, with the par-
ity being the Z2-valued second Stiefel-Whitney number

SW
o/e
2 [69].

Since the combination of all bands must be topologi-
cally trivial, one has SWo

2 = SWe
2, so that one may write

SW2 instead of SWo
2 and SWe

2. The second Euler and
Stiefel-Whitney invariants (if defined) further satisfy the
parity constraint

Euo2 = Eue2 = SW2 mod 2, (18)

If no = 1 or ne = 1, continuity enforces that W o(γt) = 1
or W e(γt) = 1 for all t ∈ [0, 1], respectively, so that SW2

must be trivial and Eue2 or Euo2, if defined, must be even.
The sign of Euo2 and Eue2 depends on the orientation of
the basis of GrR(no, ne). If this orientation is not fixed,
then Euo2 and Eue2 have a sign ambiguity, which is a joint
sign ambiguity if both Euo2 and Eue2 are defined. In this
case the classifying space reduces to N and N × Z|p, re-
spectively, where N × Zp consists of all ordered integer
pairs (p, q) with p ≥ 0 and p = q mod 2.

4. Topological invariants for symplectic Grassmannians

The first two homotopy groups of the symplectic Grass-
mannians are trivial,

π1[GrH(no, ne)] = π2[GrH(no, ne)] = 0. (19)

E. Topology and bulk-boundary correspondence

Band structures with nontrivial stable topology in d di-
mensions exhibit anomalous gapless boundary states on
(d − 1)-dimensional boundaries that respect all symme-
tries — a phenomenon known as the “bulk-boudary cor-
respondence” [1–4]. In this context, a boundary mode
is called “anomalous” if it cannot be realized by any
(d − 1)-dimensional lattice model that respects all the
symmetries. Of the three types of topological classifica-
tion — based on delicate, fragile, and stable equivalence
— only the first allows for anomalous boundary states
as a signature of the bulk topology. This, however, also
includes the representation protected topological phases
(defined in Sec. IIA), provided the boundary respects the
symmetry as well as the representation constraints.

Our classification procedure can also be used to clas-
sify anomalous gapless states at a symmetry-preserving
boundary. To this end, we first enumerate the possible
gapless phases consistent with given symmetries by look-
ing for all possible violations of the compatibility condi-
tions in d − 1 dimensions. Such violations indicate gap-
less phases, since a level-p compatibility condition follows
from the contractibility of a (p + 1)-cell α, so that its a
violation implies that Hα : α → Xα is defined only for a
noncontractible subset of α, i.e., the Bloch Hamiltonian
is gapless somewhere on α. A gapless (d−1)-dimensional
Bloch Hamiltonian H is anomalous if it necessarily vio-
lates a constraint imposed on the topological invariants
by a gluing condition or by symmetry. We illustrate this
classification scheme for anomalous boundary states by
deriving some well known examples in the next section.

III. CLASSIFICATION WITHOUT
CRYSTALLINE SYMMETRIES

We first apply our classification strategy to band struc-
tures without additional crystalline symmetries. Since
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FIG. 4. Fundamental domain of a band structure on a square
lattice, without (left) or with (right) time-reversal symmetry,
but without additional crystalline symmetries. In the latter
case, two of the 0-cells and all 1-cells occur twice in ∂D.

these classification results are well known, this sec-
tion mainly serves as an illustration of our classification
scheme following the more abstract discussion of Sec. II.

A. Classification without time-reversal symmetry

In the absence of time-reversal symmetry (symmetry
class A), the fundamental domain is the entire Brillouin
zone, which can be decomposed into cells as shown in
the left column of Fig. 4 and Fig. 1 in two and three
dimensions, respectively. The topological invariants for
the unique 0-cell are the numbers of occupied and unoc-
cupied bands no/e. The level-0 topological invariant is

thus the pair (no, ne) ∈ N2. The target space X for all
cells is

X = GrC(no, ne). (20)

We can now read off the parent topological invariants
from Tab. I.

There are no level-1 invariants, since the first homo-
topy group of complex Grassmannians is always trivial.
At level-2, the parent classification set isK1 = π2[X ] ∼= Z
and the corresponding topological invariant is the Z-
valued Chern number C. To get the true topological
invariant, however, we need to check if it is robust to
deformations at the boundary of a 2-cell. As discussed
in Sec. II C, the parent classification set of boundary de-
formations K∂

2 is generated by deformations along the
0-cells and the 1-cells, whose equivalence classes are
parametrized by π1[X ] = 0 and π2[X ] ∼= K2

∼= Z, re-
spectively. Thus, boundary deformations may carry a
nonzero Chern number along a 1-cell on ∂D. However,
since each 1-cell occurs twice in ∂D and the corresponding
deformations carry opposite Chern numbers (see Fig. 5),
the net Chern number of any boundary deformation is
zero, rendering the parent Chern number robust. This
argument applies for each 2-cell in the fundamental do-
main, so that the level-2 invariants are the single Chern
number C in 2d and three Chern numbers Cx,y,z in 3d.

At level-3, the parent invariant is the Z-valued Hopf
invariant H if no = ne = 1 [8]. The boundary defor-
mations in K∂

3 depend on the three level-2 invariants

+1

−1

+1−1

FIG. 5. Generators of the boundary deformations at the
boundary of a 2-cell for a band structure without time-reversal
symmetry and without additional crystalline symmetries. Pe-
riodicity of the Bloch Hamiltonian in reciprocal space forces
that the net Chern number associated with the boundary de-
formation is zero. Hence, a boundary deformation cannot
change the Chern number associated with the 2-cell.

Bands Topological invariant

Level 1 — —

Level 2 — Cx, Cy, Cz ∈ Z

Level-3
no = ne = 1

if Cx = Cy = Cz = 0,

then H ∈ Z

else: H ∈ Z2C, where

C ≡ gcd (Cx,Cy,Cz)

no + ne > 2 —

TABLE III. Homotopic classification of gapped band struc-
tures with broken time-reversal symmetry and no additional
crystalline symmetries.

Cx,y,z [10]. There are six generators of the boundary
deformations: Three carry unit Chern number associ-
ated with segments along one of the three 1-cells and
its three images under translation by a reciprocal lat-
tice vector and three carry unit Hopf number associated
with segments along one of the three 2-cells and its im-
age under translation by a reciprocal lattice vector. Be-
cause of the periodicity constraint in reciprocal space,
the latter leave the Hopf number H invariant, while the
former change H by 2Cα, α = x, y, z (see App. E for de-
tails). The minimum change to H one may thus obtain is
2 gcd(Cx,Cy,Cz), where “gcd” denotes the greatest com-
mon divisor. Hence, H is well defined up to multiples
of 2 gcd(Cx,Cy,Cz), so that the level-3 invariant is Z–
valued if Cx = Cy = Cz = 0 and Z2C–valued otherwise,
where C ≡ gcd(Cx,Cy,Cz).

These classification results are summarized in Tab. III.

B. Classification with time-reversal symmetry

1. Symmetry class AI (spinless fermions)

In the presence of time-reversal and spin-rotation sym-
metry, the Bloch Hamiltonian satisfies

H(k) = H∗(−k). (21)
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The fundamental domain is half the Brillouin zone, which
can be decomposed as shown in Fig. 4 and Fig. 1 for two
and three dimensions, respectively. The level-0 invariants
are given by the number of occupied/empty bands nSo/e
for each 0-cell S. Since no/e must be constant throughout
the Brillouin zone for a gapped Hamiltonian, one has
nSo/e = no/e for all S, leading to a single pair of level-0

invariants (no, ne) ∈ N2. At the 0-cells S, time-reversal
symmetry constraints the Hamiltonian HS to be real-
valued, so that the corresponding target spaces are

XS =GrR(no, ne), (22)

For the p-cells with p > 0, we have X = GrC(no, ne).
Thus, beyond level-0, the parent topological invariant for
individual p-cells are identical to the symmtry class A,
i.e., no invariants at level 1, a Z-valued Chern number
for each 2-cell at level-2 and a Z-valued Hopf invariant
at level-3 if no = ne = 1.

At level-2, the parent classification set of boundary de-
formations K∂

2 consists of a copy of π1[XS ] for each 0-cell
and π2[X ] = Z for the 1-cells. The former homotopy set
is nontrivial for each 0-cell, and since the 0-cells Γ and
X occur only once in ∂D, a boundary deformation that
is topologically nontrivial at one of these can change the
Chern number by an arbitrary integer. In App. F, we
construct such a deformation explicitly as well as present
another argument for the existence of such a boundary
deformation. Thus, in contrast to symmetry class A,
there are no level-2 topological invariants for symmetry
class AI. Similarly, at level-3, there exists a boundary de-
formation that changes the Hopf number H of the parent
classification by one, as shown in Appendix E, rendering
the level-3 invariant trivial.

2. Symmetry class AII (spinful fermions)

In the presence of time-reversal symmetry without
spin-rotation symmetry, the Hamiltonian satisfies

H(k) = Σ2H
∗(−k)Σ2, (23)

where Σ2 = 11n ⊗σ2 is the time-reversal operator and 2n
is the total number of bands. Kramers degeneracy im-
plies that the number of occupied and unoccupied bands
must be even, so that the level-0 invariants (nSo , n

S
e ) are

half the number of occupied/empty bands. The level-0
compatibility condition is no/e = nSo/e, where 2no/e are

the total number of filled/empty bands.
To derive the target space XS , we note that at the high

symmetry points, time-reversal implies that the Hamil-
tonian can be written as

HS = h0 ⊗ σ0 + hj ⊗ iσj , (24)

where h0 and hj are real-valued n×n symmetric and an-
tisymmetric matrices, respectively. Since the set of 2× 2

FIG. 6. Fundamental domain of a one-dimensional band
structure, without (left) or with (right) time-reversal symme-
try, and without additional crystalline symmetries.

conplex matrices {σ0, iσ1, iσ2, iσ3} constitute a represen-
tation of the quaternion algebra, HS in Eq. (24) can be
interpreted as a quaternion-valued matrix. The target
space XS is thus a quaternionic Grassmannian

XS = GrH(no, ne). (25)

For p-cells with p > 0, we have X = GrC(2no, 2ne).
The topological classification proceeds as for the sym-

metry class AI, with one important difference: While
considering the boundary deformations to level-2 invari-
ants, π1[XS ] = 0 for the quaternionic Grassmannian, so
that there are no nontrivial deformations at the 0-cells.
The boundary deformations at 1-cells can carry a Chern
number. These cancel for the two copies of YM, but add
up for the two copies of ΓY and MX, so that boundary de-
formations may add an even integer to the Chern number
of the 2-cell. This renders the level-2 invariant Z2-valued.
Thus, at level-2, we get one and four Z2-valued invariants
for d = 2 and d = 3, respectively [33]. These are the well-
known classifications of the quantum spin-Hall effect and
of three-dimensional topological insulators [33, 70–73].

C. Anomalous boundary states

In the symmetry class A, anomalous boundary states
are associated with a nontrivial value of the only stable
invariant, viz, the Chern number. In two dimensions,
these are the chiral edge states of the quantum Hall ef-
fect, while in three dimensions, these are chiral surface
states of a weak Chern insulator. We now derive these
invariants from a boundary perspective.

Consider a 1d Bloch Hamiltonian in symmetry class
A, whose fundamental domain is the entire 1d Brillouin
zone, as shown in Fig. 6 (left). We assume that H is

gapped at the 0-cells, so that the level-0 invariants nS̄
o/e

are well defined for S̄ ∈ {M,M′}. The presence of a chi-
ral state crossing the Fermi level implies that the level-

0 invariants nMo/e ̸= nM
′

o/e, which violates both the com-

patibility condition and the gluing condition. The for-
mer violation signifies that a band structure with a chi-
ral state crossing the Fermi level is necessarilty gapless,
while the latter violation signals that such a band struc-
ture is anomalous, i.e., it can not be realized in a one-
dimensional lattice model [74]. An analogous argument
holds for a chiral band crossing the Fermi energy in 2d.
In symmetry class AI, there is no nontrivial bulk

topology and, hence, there are no associated anomalous
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boundary states. The same conclusion can be obtained
from a boundary perspective. To wit, the fundamental
domain of a 1d Bloch Hamiltonian in symmetry class AI
is half the 1d Brillouin zone, as shown in Fig. 6 (right).
A band crossing between Γ amd M violates the level-
0 compatibility condition for the nS̄o/e for S̄ ∈ {Γ,M}
— signalling a gapless phase — but it does not imply
the violation of a gluing condition, so that such a band
crossing is not anomalous. Instead, time-reveral symme-
try imposes the presence of two opposite crossings of the
Fermi energy in the full boundary Brillouin zone, which
can be realized in a 1d lattice model and which may de-
formed to a gapped Hamiltonian. Thus, there are no
anomalous boundary modes in symmetry class AI.

In symmetry class AII, anomalous boundary modes are
associated with the Z2-valued stable invariant. In two
dimensions, these are the helical edge states of the quan-
tum spin Hall effect, while in three dimensions, these are
the surface Dirac cones of a strong topological insulator.
In this case, the fundamental domain is identical to that
of symmetry class AI (Fig. 6), but the level-0 invariants

nS̄o/e are half the number of occupied/unoccupied bands.

Thus, if a chiral mode crosses the Fermi level between Γ
and M, then the total number of occupied/empty bands
differ by an odd integer, which is incompatible with the
level-0 invariants being integers, rendering such crossings
anomalous. Application of a similar arguments to any
pair of high-symmetry points in the surface Brillouin zone
indicates the existence of anomalous surface states for 3d
topological insulators [33, 72, 73].

IV. CLASSIFICATION IN THREE
DIMENSIONS WITH CRYSTALLINE
SYMMETRIES: GENERAL REMARKS

In the next sections, we apply the classification strat-
egy of Sec. II to band structures with C2T, C2, C4,
and D4 symmetries. Since these symmetries are all two-
dimensional and include a rotation, in two dimensions
they do not exhibit a boundary that is invariant under
the symmetries; however, they all exhibit invariant planes
in three dimensions, which may host anomalous bound-
ary states. We thus consider a simple-cubic lattice with
unit lattice constant, with the rotation axis (and mirror
planes for D4) parallel to the z-axis. For the crystalline
symmetries considered in this article, this simplification
does not affect our conclusions. Since C2 is an element of
all of these groups, for the time-reversal-symmetric case,
we choose a basis such that C2T is represented by the
identity matrix, so that

H(kx, ky, kz) = H∗(kx, ky,−kz). (26)

For kz = 0, π (and for 2d systems), this reduces to a
reality condition on H(k).
The fundamental domain in all such cases is a prism

with the two-dimensional fundamental domain as the

base and kz ∈ (−π, π] without and kz ∈ [0, π] with time-
reversal symmetry. (See Fig. 1 for the fundamental do-
mains without crystalline symmetries.) The “vertical”
faces are formed by extruding the 1-cells of the funda-
mental domain D2 along z, so that the vertical faces and
edges inherit the little groups of the 1- and 0-cells of
which they are an extrusion. The “horizontal” faces at
kz = ±π for the time-reversal broken case and kz = 0, π
for the time-reversal-symmetric case are copies of D2, and
thus satisfy the corresponding constraints.
The classification on the horizontal faces depends on

the details of the symmetry in question, but that on
the vertical faces can be described more generally. Since
time-reversal (if present) does not impose any additional
constraints on the side faces for a two-dimensional sym-
metry, the target space for the vertical 1- and 2-cells is
always the complex Grassmannian. Thus, there are no
level-1 invariants for the vertical 1-cells, while the level-2
parent invariants are given by a set of Chern numbers,
one for each irrep on the 1-cells of D2. The various Chern
numbers satisfy a compatibility constraint arising from
the fact that taken together, the 2-cells form the bound-
ary of the 3-cell.
The parent classification set on the 3-cell is identical

to that obtained without additional symmetries, i.e., the
Z-valued Hopf invariant H only if no = ne = 1. Inter-
estingly, it is robust even if the vertical 2-cells possess
nonzero Chern numbers, as shown in App. E. This can
alternatively be seen by extending the calculation of the
Hopf invariant to the full Brillouin zone, for which the C2

or C4 symmetry rules out a nonzero Chern number as-
sociated with the vertical faces of the full Brillouin zone.
However, if a cross section of the fundamental domain D
at constant kz has a nonzero Chern number C, then the
Hopf invariant reduces to a Z2C-valued invariant, owing
to a deformation along the vertical faces that changes H
by an even multiple of C (see App. E).

V. C2T SYMMETRY

As a first application with crystalline symmetries, we
obtain the homotopic classification of two- and three-
dimensional band structures with only a combined C2T
symmetry. In two dimensions, C2T-symmetric Bloch
Hamiltonians are real and the corresponding topologi-
cal invariants are formulated in terms of the Euler class
and the Stiefel-Whitney invariants (see Sec. IID 3).
A stable classification of C2T-symmetric topological

insulators was first given by Fang and Fu [34]. Delicate
and fragile classifications for the two-dimensional case
were obtained by Kennedy and Guggenheim [6] and by
Bouhon, Bzdusek, and Slager [28]. These authors showed
that level-2 classification spaces for delicate and fragile
topology depends on the values of the level-1 invariants.
Our discussion below shows that the topological classifi-
cation may also depend on the number of orbitals present
at each Wyckoff position. To expose this feature, we be-
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FIG. 7. Special Wyckoff positions (left) and fundamental
domain of a one-dimensional IT symmetric band structure.

gin with the analogous case in one dimension, where the
combination of inversion (I) and time-reversal imposes a
reality condition on H(k).

A. IT symmetry in one-dimension

1. Wyckoff positions and the fundamental domain

A lattice with IT symmetry has two special Wyckoff
positions “a” and “b” at x = 0 and x = 1/2 (shown in
Fig. 7) as well as one generic Wyckoff position pair “g”
at x = ±a. Denoting the number of orbitals at Wyckoff
position α by nα, the total number of orbitals n is

n = na + nb + 2ng. (27)

With a suitable choice of the basis orbitals at the Wyckoff
positions a, b, and g, the constraint on H(k) imposed by
IT symmetry can be cast in a form that is the same for
all Wyckoff positions,

H(k) = H∗(k). (28)

The symmetry relation (5) for translations by reciprocal
lattice vectors, however, bears reference to the Wyckoff
positions:

H(k + 2π) = Λ†
xH(k)Λx, (29)

with

Λx = diag
{
11na ,−11nb

, 11ng ⊗ e2πiaσ2
}
. (30)

Since a pair of orbitals at the generic Wyckoff position
can always be moved to one of the special Wyckoff posi-
tions, we may without loss of generality assume that all
orbitals are at the Wyckoff positions a and b.

In reciprocal space, the fundamental domain D consists
of (two copies of) one 0-cell M, corresponding to k = π,
and one 1-cell MM′, corresponding to −π < k < π, as
depicted in Fig. 7. The Hamiltonians at M and M′ are
related by Eq. (29).

2. Homotopic classification

The level-0 invariants are given by the number of occu-
pied/empty bands no/e. For fixed level-0 invariants, the
target space for all p-cells is

X = GrR(no, ne). (31)

Condition(s) Invariants

no = ne = 1
Identical WPs Eu1 ∈ Z

Distinct WPs Eu1 mod 2 ∈ Z2

no + ne > 2 — SW1 ∈ Z2

TABLE IV. Homotopic classification of gapped band struc-
tures with IT symmetry in one dimension. The classification
for no = ne = 1 depends on the Wyckoff positions (WPs) in
the lattice model.

At level-1, the parent classification set is K1 = Z when
no = ne = 1 and Z2 otherwise, the corresponding topo-
logical invariants being the first Euler number Eu1 and
the first Stiefel-Whitney invariant SW1, respectively (see
Sec. IID for more details).
The parent classification set for the boundary defor-

mations K∂
1 consists of a copy of π1[X ] ∼= K1 for each

end point k = ±π. The deformations at these two points
are related by Eq. (29) as

H∂(−π; t) = ΛxH∂(π, t)Λ
†
x. (32)

Since Λx depends on the Wyckoff positions occupied, so
does the effect of deformations on the 1d invariants. We
now discuss the effect of boundary deformations on the
Euler and Stiefel-Whitney invariant separately.

First Euler invariant — In this case, ne = no = 1 and
Λx is proportional to σ0 or σ3, depending on whether the
two Wyckoff positions involved are identical or distinct.
In the former case, the windings of H∂(±π; t) are equal
and opposite and thus cancel each other, rendering Eu1
a robust topological invariant. In the latter case, the
winding numbers associated with H∂(±π; t) add up, so
that the boundary deformation can add an even integer
to Eu1. In this case, the true topological invariant is Z2

valued and is given by Eu1 mod 2.
Interestingly, in the latter case, the two topological

classes are both homotopic to atomic limits, i.e., Bloch
Hamiltonians in either of these classes can be continu-
ously deformed to k-independent Hamiltonians. To see
how an atomic limit Hamiltonian can be assigned a non-
trivial Euler invariant, we set Λx = σ3 and (arbitrarily)
take Href = −σ3, corresponding to Wyckoff position “a”
being occupied. With respect to this reference Hamilto-
nian, H(k) = σ3 — corresponding to Wyckoff position
“b” being occupied — carries a nontrivial level-1 invari-
ant. This is precisely the invariant carried by the bound-
ary deformation, which must rotate σ3 to−σ3 in opposite
senses for k = ±π.

First Stiefel-Whitney invariant — This invariant is given
by SW1 = sgn (detW o/e), see Eq (15). The Wilson lines
associated with the deformations at ±π are related as

W
o/e
∂ (π) = Λo/e

x W
o/e
∂ (−π)Λo/e†

x . (33)

where Λ
o/e
x denotes the projection of Λx onto the occu-
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Bands Additional condition(s) Topological invariant

Level 1

no = ne = 1
Identical Wyckoff positions Eu1,x,Eu1,y ∈ Z

Distinct Wyckoff positions SW1 ∈ Z2

no ≥ 1, ne > 1
— SW1,x,SW1,y ∈ Z

or no > 1, ne ≥ 1

Level 2

no = ne = 1 ——

no = 1, ne = 2
if Qe Eue

2 ∈ 2N

if not Qe SWe
2 ∈ Z2

no = 1, ne > 2 ——

no = ne = 2

if Qo and Qe (Euo
2,Eu

e
2) ∈ N × Z|p

if Qo, but not Qe Euo
2 ∈ N

if Qe, but not Qo Eue
2 ∈ N

if not Qo and not Qe SW2 ∈ Z2

no = 2, ne > 2
if Qo Euo

2 ∈ N

if not Qo SW2 ∈ Z2

no, ne > 2 — SW2 ∈ Z2

TABLE V. Homotopic classification of gapped band structures with C2T symmetry in two dimensions. The classification for

no = ne = 1 depends on the Wyckoff positions of the two sites. The symbol Qo/e refers to the condition Qa,o/e
2 of Eq. (36)

being met for a = x and for a = y. The set N × Zp consists of all ordered integer pairs (p, q) with p ≥ 0 and p = q mod 2.

pied/empty subspaces. Thus,

detW
o/e
∂ (π) = detW

o/e
∂ (−π) ∈ {±1},

so that detW o/e for the entire loop remains unchanged
under boundary deformation. The first Stiefel-Whitney
invariant is thus robust under boundary deformations.

These classification results are summarized in Tab. IV.

B. C2T symmetry in two dimensions

1. Wyckoff positions and the fundamental domain

In two dimensions, there are four special Wyckoff po-
sitions “a”, “b”, “c”, and “d”, as shown in Fig. 8, and
one pair of generic Wyckoff positions “g” at coordinates
(ax, ay). Denoting the number of orbitals at the Wyckoff
position α by nα, the total number of orbitals is

n = na + nb + nc + nd + 2ng. (34)

We choose the basis vectors that are invariant under C2T
(see Appendix A 2), so that the Bloch Hamiltonian sat-
isfies H∗(k) = H(k). The reciprocal-space group GΛ is
generated by the two reciprocal lattice translations. We
denote the corresponding representation matrices (see
Eq. (4)) by Λx/y, which are explicitly given by

Λx = diag
{
11na , 11nb

,−11nc ,−11nd
, 11nge

2πiaxσ2
}
,

Λy = diag
{
11na

,−11nb
,−11nc

, 11nd
, 11ng

e2πiayσ2
}
. (35)

For the purpose of classifying topological phases, we may
continuously shift any orbitals at the Wyckoff position

“g” to the special Wyckoff position “a” and use the corre-
sponding expressions for Λx/y. The fundamental domain
is the same as symmetry class A, as depicted in Fig. 4.

2. Homotopic classification

The level-0 invariants are given by the number of oc-
cupied/empty bands no/e. The target space for all cells
is again the real Grassmannian X = GrR(no, ne). The
level-1 classification is similar to the one-dimensional case
discussed above: each of the two 1-cells contribute the
Z-valued first Euler classes Eu1,x/y if no = ne = 1 and
Z2-valued Stiefel-Whitney invariants SW1,x/y otherwise.
The latter are robust to boundary deformations, while
the former are robust only if both orbitals lie at Wyckoff
position with the same x/y coordinate, and reduce to a
Z2 invariant otherwise.

The level-1 invariants are further constrained by com-
patibility relations. Since the boundary of the 2-cell con-
sists of two copies of each 1-cell, the Z2-valued SW1 al-
ways add up to 0, so that there are no additional re-
strictions on SW1,x/y. There are nontrivial compati-
bility constraints on Eu1,x/y, however, that depend on
the reciprocal-space translation operators Λx/y. If the
two orbitals are at the same Wyckoff position, such that
Λx/y ∝ σ0, then there are no additional constraints on

Eu1,x/y, so that the level-1 classification set is Z2. If only
one of the translation operators (Λx, say) is proportional
to σ3, then Eu1,x is only defined modulo 2, while Eu1,y
adds up for the two copies of the 1-cell along y, so that
the compatibility constraint requires 2Eu1,y = 0. This
leaves only one Z2-valued invariant, viz, SW1 ≡ Eu1,x
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mod 2. On the other hand, if both Λx/y ∝ σ3 (such as
when the two orbitals are at Wyckoff positions “a” and
“d”), then the compatibility condition reads

2Eu1,x − 2Eu1,y = 0 =⇒ Eu1,x = Eu1,y ≡ Eu1.

Furthermore, the boundary deformations (described for
the 1d case) simultaneously changes both Eu1,x and Eu1,y
by an even integer. Thus, we are again left with only one
Z2-valued invariant Eu1.
At level-2, K2 = π2[X ] depends on no/e (see Tab. II),

and the corresponding invariants can be derived from the

winding number Eu
o/e
2 of a family of Wilson loops. These

are the Z-valued second Euler invariant (up to a parity
constraint, see Tab. II) when no/e = 2, while for no/e > 2,
we get the Z2-valued second Stiefel-Whitney invariant

SW2 ≡ Eu
o/e
2 mod 2. For the boundary deformations,

K∂
2 consists of a copy of π1[X ] for the 0-cell and π2[X ] ∼=

K2 for each of the 1-cells. We now discuss their effect on
the Euler and Stiefel-Whitney invariant separately.

Second Euler invariant — Since these invariants are de-
fined only when no = 2 or ne = 2, the contribution of the
0-cell to K∂

2 is π1[X ] = Z2. We first consider deforma-
tions that are trivial on the 0-cell. Nontrivial deformation
along each 1-cell can carry a second Euler invariant given
by the winding number of the Wilson loops in SO(2) (see
Sec. IID 3). However, each 1-cell occurs twice in ∂D,
and the corresponding windings cancel each other, unless
the orientation of the basis states is changed while going
from one copy of the 1-cell to the other. This change of
orientation can originate from either a reciprocal space
translation operator or a nontrivial first Stiefel-Whitney
invariant. Explicitly, denoting the 1-cells along x and y
by αx and αy, respectively, the windings on two copies
of αx cancel if either detΛy = −1 or SW1,y = 1. Thus,
Eu2 is robust to boundary deformations only if

Qo/e
2,a : (−1)SW1,a detΛo/e

a = 1. (36)

for a = x, y. Note that while SW1,a and detΛ
o/e
x/y both

depend on the choice of the reference Hamiltonian Href ,
this condition does not. If this condition is obeyed, then

Eu
o/e
2 is robust to boundary deformations, while if it is

violated, the boundary deformations can change it by
even integers, rendering the level-2 invariant Z2-valued.
A boundary deformation that is nontrivial at a 0-cell

changes the sign of Euo2 and Eue2 simultaneously, since it
changes the orientation of the bases for both the occupied
and the unoccupied states [28].
Second Stiefel-Whitney invariant — These are robust
to boundary deformations, since the effect of the latter
always cancels out modulo 2.

The classification results are summarized in Tab. V. They
are consistent with the conclusions of Ref. [28], which
considered the case Λx/y = 11, corresponding to all or-
bitals being at the same Wyckoff position. In the stable

limit, there are two Z2-valued level-1 invariants and one
Z2-valued level-2 invariant.

C. C2T symmetry in three dimensions

In three dimensions, C2T symmetric Hamiltonians sat-
isfy Eq. (26). The fundamental domain is a cuboid with
the top/bottom faces (at kz = 0, π) formed by copies of
the 2d fundamental domain, and the side faces formed
by copies of two distinct 2-cells.

1. Homotopic classification

The level-1 invariants are two independent copies of the
invariants obtained for the 2d classification. As discussed
in Sec. IV, there are no topological invariants at the 1-
cells parallel to kz.
The level-2 invariants for the kz = 0, π planes are

copies of those obtained for the 2d classification. For the
two distinct faces parallel to the kz-axis, the parent topo-
logical invariants are the Chern numbers Cx/y. There are
two kinds of boundary deformations for these invariants:
those along the 1-cells parallel to the kz-axis and those
perpendicular to it. The former cannot change the Chern
number, since the two vertical boundaries of each face are
copies of the the same 1-cell, so that a deformation with
Chern number C on one copy of the 1-cell is exactly can-
celed by the other. The latter deformations cannot carry
a Chern number, since the Hamiltonian is constrained to
be real at the boundary. Thus, the Chern numbers Cx/y

are robust topological invariants. There are no additional
constraints on them from level-3 topology, since each of
these 2-cells occurs twice in the boundary of the 3-cell,
so that the total Chern number always vanishes.
The Z-valued Cx/y can be combined with the Z2 valued

difference between SW1,x/y computed at kz = 0 and π to

get a Z-valued invariant Cfull
x/y, which is simply the Chern

number computed on the kx/ky plane for the full range
kz ∈ (−π, π). This is because the symmetry condition
H(kx, ky, kz) = H∗(kx, ky,−kz) implies that the Chern
numbers for kz ∈ (−π, 0) and (0, π) add up to give even
integers. Furthermore, a difference between SW1,x/y at
kz = 0 and π implies that the Wilson loop along kx/ky
changes from 0 to π along kz, which, combined with the
symmetry of Wilson loops under time reversal, implies
that the Chern number computed for kz ∈ (−π, π) is
unity (see Appendix F 1 for a similar argument). Com-
bining this with the even total Chern number yields two
Z-valued invariants Cfull

x/y, which represent weak Chern

insulator phases protected by discrete translation sym-
metry in the x and y direction, respectively.
At level-3, we get the Hopf invariant when no = ne =

1. This is not affected by deformations, since the Bloch
Hamiltonian is real for kz = 0, π and thus cannot carry
a Chern number (see Sec. IV for details).
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Bands Topological invariant

Level 1 —
Two copies of invariants

from Tab. V

Level 2 —
Cx, Cy ∈ Z and two copies

of invariants from Tab. V

Level-3
no = ne = 1 H ∈ Z

no + ne > 2 —

TABLE VI. Homotopic classification of gapped band struc-
tures with C2T symmetry in three dimensions.

The classification results are summarized in Tab. VI.

2. Anomalous boundary states

The presence of stable topological indices for a 3d band
structure with C2T symmetry implies the existence of
anomalous boundary states on boundaries invariant un-
der C2, i.e., a surface parallel to the xy plane [34]. The
stable topological invariants are the Z-valued Cfull

x,y associ-
ated with the vertical 2-cells and the Z2-valued difference
between SW2 associated with the planes kz = 0, π [75].
The former lead to anomalous chiral states at the sur-
face that propagate along x and y, respectively, while
the latter leads to a surface Dirac cone.

We now derive these anomalous states from the bound-
ary perspective. Following the argument for symmetry
class A (Sec. III C), a chiral state violates the level-0
compatibility condition as well as the gluing condition
and is thus anomalous. To see that a surface Dirac cone
is anomalous, one first observes that a closed path γ
around a single Dirac cone has Berry phase π, so that
detW o/e(γ) = −1 [34]. On the other hand, for any set of
Z2-valued level-1 invariants SW1,x/y, the level-1 compat-
ibility condition arising from the triviality of the Wilson
loop detW o/e(∂D) = 1 is trivially satisfied, since each
1-cell occurs twice in ∂D and the corresponding invari-
ants add up to 0 mod 2. The two copies of a 1-cell have
identical SW1, since the Hamiltonians at them are re-
lated by a unitary transformation given by Λx,y. As a
Dirac cone manifestly violates the level-1 compatibility
condition, it can be realized only if SW1 is different for
the two copies of a 1-cell, i.e., if the the gluing condition
is violated. This implies that a single surface Dirac cone
must be anomalous.

VI. C2 SYMMETRY

A classification of C2-symmetric topological insulators
in the stable limit was previously obtained in Refs. [22–
25, 76]. A partial fragile classification, based on level-0
invariants only, was obtaied using the method of topolog-
ical quantum chemistry [54]. Delicate topological invari-

bd

ca

FIG. 8. (Left) The Wyckoff positions for a square lattice
with C2 symmetry. (Right) The fundamental domain D for
two-dimensional band structures with C2 symmetry.

ants at levels 1 and 2 were constructed by Kobayashi
and Furusaki [31], who also identified representation-
protected phases. The full homotopic classification we
present below rederives and completes these results from
the literature in a consistent mathematical framework.

A. Wyckoff positions, basis orbitals, and
symmetries

With twofold rotation symmetry and in two dimen-
sions, there are four special Wyckoff positions “a”, “b”,
“c”, and “d” (shown in Fig. 8) and one pair of generic
Wyckoff positions “g”. At each special Wyckoff position,
electron orbitals are even (+) or odd (−) under twofold
rotation. Combining orbitals at the two generic Wyckoff
positions, one even (+) and one odd (−) orbital may be
obtained. Denoting the number of orbitals of parity ±
by n±, the total number of orbitals is

n =na + nb + nc + nd + 2ng = n+ + n−. (37)

The reciprocal-space group GΛ is generated by twofold
rotation g2 and two reciprocal-space translations gx and
gy. We denote the corresponding representation matrices
(see Eq. (4)) by C2, Λx, and Λy, respectively. The Bloch
Hamiltonian satisfies

H(kx, ky) = C2H(−kx,−ky)C†
2 (38)

as well as Eq. (5) for the reciprocal-space translations
gx,y. Since the matrices C2, Λx, and Λy generate a rep-
resentation of GΛ, they satisfy

C2Λx,y = Λ†
x,yC2 . (39)

We choose the over-all phase factor of the twofold rota-
tion operator C2 such that C2

2 = 11. Hence, in its eigen-
basis, it can be written explicitly as

C2 = diag{11n+
,−11n−}. (40)

Explicit expressions for Λx,y are derived in Appendix B 1.
We take the fundamental domain D as the right half

of the Brillouin zone, as shown in Fig. 8. It consists of
four 0-cells, three 1-cells and one 2-cell. The 0-cells all
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have a nontrivial little group GS = {0, gS}, with gΓ = g2
a twofold rotation, whereas gX, gY, and gM are com-
binations of a twofold rotation and a reciprocal lattice
translation. The corresponding representation matrices
CS ≡ C(gS) are

CΓ = C2,

CX,Y = Λ†
x,yC2 = C2Λx,y,

CM = Λ†
xΛ

†
yC2 = C2ΛxΛy. (41)

These matrices all square to 11 and thus have eigenval-
ues ±1. The eigenstates of HS are thus labeled by the
CS-eigenvalue ±1. The four matrices CS are not inde-
pendent, since they satisfy

CΓCXCMCY = 11. (42)

The eigenvalues of CS for band structures with a minimal
set of orbitals at a single Wyckoff position constitute the
EBRs [54, 55, 77]. These are derived in Appendix B 2
and listed in Tab. XV.

The three 1-cells ΓY, YM, and MX each have two
copies, which are related as

H(0,−k) =C†
ΓH(0, k)CΓ,

H(π,−k) =C†
XH(π, k)CX ,

H(k, π) =Λ†
yH(k,−π)Λy. (43)

The last expression is independent of C2, since the two
copies of YM are related by a translation 2πey. There are
no local-in-k constraints on the Hamiltonian at the 1-cells
or the 2-cell. If time-reversal symmetry is present, we
choose a basis where C2T = 11, so that the Hamiltonian
satisfies the reality condition H(k) = H∗(k).

B. Homotopic classification in two dimensions

1. Without time-reversal (symmetry class A)

The level-0 invariants are given by the number of occu-
pied/empty bands nSo/e,± for each 0-cell S with even/odd

parity under C2. These satisfy a “level-0 compatibility
relation” (see Eq. (7))

no/e =
∑
x=±

nSo/e,x. (44)

Additionally, there are constraints on the level-0 invari-
ants that follow from the restrictions imposed on the rep-
resentation matrices CS . In particular, from Eqn. (42),it
follows that

∏
S detCS = 1, so that∑
S

(
nSo,− + nSe,−

)
= 0 mod 2. (45)

This is sufficient to ensure that the level-0 invariants,
summed over occupied and unoccupied bands, constitute
a linear combination of the EBRs listed in Tab. XV.

For fixed level-0 invariants, the target spaces are

XS = GrC(n
S
o,+, n

S
e,+)×GrC(n

S
o,−, n

S
e,−). (46)

for the 0-cells and X = GrC(no, ne) for the 1- and the
2-cell. The corresponding parent invariants are identical
to those obtained for class A (Sec. III), i.e., trivial at
level-1 and a Z-valued Chern invariant C at level-2. Pro-
ceeding as in Sec. III, one sees that the Chern invariant
is robust to boundary deformations, because the Chern
number of a boundary deformation along a 1-cell enters
through both its copies at the boundary of the 2-cell,
which precisely cancel each other. Thus, we obtain the
Chern number C ∈ Z as the level-2 topological invariant.

These results are summarized in Tab. VII.

2. With time-reversal (symmetry class AI)

The level-0 topological invariants are identical to the
time-reversal-broken case, but now subject to an addi-
tional constraint ∑

S

nSo,− = 0 mod 2, (47)

which arises from the level-1 topology (as we show below)
and thus constitutes a level-1 compatibility relation. Fol-
lowing Eq. (45), an identical constraint also applies to the
unoccupied bands. The target spaces now consist of real
Grassmannians, and are explicitly given for the 0-cells by

XS =GrR(n
S
o,+, n

S
e,+)×GrR(n

S
o,−, n

S
e,−) (48)

and for the 1-cells and the 2-cell by X = GrR(no, ne).
Thus, the parent classification is similar to that of C2T
discussed in Sec. V. We summarize our classification re-
sults in Tab. VII and briefly discuss their derivation here.

Classification on 1-cells

At level-1, the parent invariants for the 1-cell SS′ are

the Z-valued first Euler invariant EuSS′

1 = −EuS
′S

1 if
no = ne = 1 and the Z2-valued first Stiefel-Whitney

number SWSS′

1 otherwise. The parent classification set
for boundary deformations K∂

1 consists of a factor π1[XS ]
for each 0-cell S. The boundary deformations at S do
not have an effect on the level-1 invariants if π1[XS ] = 0,
which happens if GrR(n

S
o,a, n

S
e,a) degenerates to a point

for both a = ±. In terms of the level-0 invariants, this
happens when

QS
1 : nSo,+n

S
e,+ = nSo,−n

S
e,− = 0. (49)

We now discuss the effect of boundary deformations on
the Euler and Stiefel-Whitney invariant separately.

First Euler invariant — A boundary deformation at the
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0-cell S may add an integer simultaneously to EuSS′

1 for
all 1-cells with S as an end point if π1[XS ] ̸= 0. Thus,

EuSS′

1 is robust to boundary deformations only if the

conditions QS
1 and QS′

1 are satisfied, see Eq. (49). If
QS

1 is obeyed at all four 0-cells, then all three first Euler

numbers EuXM
1 , EuMY

1 , and EuYΓ
1 are well defined. If

this condition is violated, then using nSo/e,± ∈ {0, 1} and

Eq. (47), we conclude that it must be violated at either
two or all four 0-cells. In these cases, upon taking into
account the ambiguity from boundary deformations, we
are left with one and no first Euler invariant, respectively.

The number of first Euler invariants are further re-
duced by the level-1 compatibility conditions. If QS

1

is obeyed at all four 0-cells, then one has the symme-

try relations EuΓY
′

1 = −EuΓY1 , EuY
′M′

1 = −EuYM
1 , and

EuM
′X

1 = −EuXM
1 . Triviality of the first Euler invariant

computed for the boundary of the 2-cell then gives the
constraint

EuXM
1 + EuMY

1 + EuYΓ
1 = 0, (50)

which effectively removes one level-1 invariant. There is
a similar constraint if QS

1 is obeyed only at two of the
0-cells, which removes the only level-1 invariant present
in that case. Thus, there are two independent first Euler
invariants if QS

1 is obeyed at all 0-cells S, while there are
none otherwise.

First Stiefel-Whitney invariant — If a boundary defor-
mation flips the orientation at a 0-cell S, then it flips the

sign of detW
o/e
SS′ for all 1-cells having S as their end point.

Such a boundary deformation is allowed if QS
1 is violated,

thereby effectively “removing” one level-1 invariant.
The level-1 compatibility condition follows from trivi-

ality of the Wilson loop around the boundary of the 2-cell

W∂D =WΓY′WY′M′WM′XWXMWMYWYΓ = 11, (51)

where we have skipped the superscript o/e to avoid nota-
tional clutter. The Wilson loops at the symmetry-related
1-cells satisfy

W
o/e
ΓY′ = C

o/e†
Γ W

o/e
ΓY C

o/e
Y ,

W
o/e
Y′M′ =W

o/e
YM,

W
o/e
M′X = C

o/e†
M W

o/e
MXC

o/e
X . (52)

Using these and detWSS′ ∈ {±1}, we get

detW
o/e
∂D = det

(
C

o/e†
Γ C

o/e
Y C

o/e†
M C

o/e
X

)
, (53)

so that the compatibility condition becomes

1 =
∏
S

detC
o/e
S =

∏
S

(−1)n
S
o/e,− , (54)

which is equivalent to Eq. (47). Thus, the compatibility
condition does not constrain the level-1 invariants, but
imposes a constraint on the level-0 invariants.

Classification on the 2-cell

At level-2, the the parent classification set is given
by K2 = π2[X ], with the corresponding invariants be-
ing the Z-valued second Euler invariant or the Z2-valued
second Stiefel-Whitney invariant, depending on no/e (see
Table II). The parent classification set for boundary de-
formations K∂

2 consists of a factor of π2[X ] ∼= K2 for
each 1-cell and of π1[XS ] for each 0-cell, which consists
of two factors corresponding to the two parity sectors
(see Eq. (48)). We now discuss the effect of boundary
deformations on the Euler and Stiefel-Whitney invariant
separately.

Second Euler invariant — For the occupied/empty sub-

spaces, Eu
o/e
2 is defined if no/e = 2, whereby it is Z-

valued if ne/o ≥ 2 and 2Z-valued if ne/o = 1. For the
former case, boundary deformations that are nontrivial
along a 1-cell (i.e., in π2[X ] ∼= K2) can add an arbitrary

integer to Eu
o/e
2 . However, as each 1-cell occurs twice in

∂D, following the argument for C2T (Sec. V), these in-
dividual contributions cancel out unless the orientation
of the occupied/empty subspace is flipped between the
two copies of the 1-cell. From Eq. (52), this can happen

if detC
o/e
S = −1 for any of the 0-cells. Thus, the two

boundary contributions cancel if detC
o/e
S = 1 for all S,

or, equivalently, if

Qo/e
2 : nSo/e,+n

S
o/e,− = 0 for all S. (55)

If this condition is violated, then the boundary defor-
mations at the two copies of the 1-cell add up. For
no/e = 2 and ne/o ≥ 2, such a boundary deformation may

add an even integer to Euo/e, rendering the classification
group Z/2Z ∼= Z2. On the other hand, for no/e = 2 and
ne/o = 1, such boundary deformations may add an arbi-

trary multiple of four to Eu
o/e
2 , so that the classification

group becomes 2Z/4Z = Z2.
Next, we consider boundary deformations that are

nontrivial at a 0-cell S, which may be nontrivial in ei-
ther one or both factors of π1[XS ]. In the former case,
boundary deformations can flip the orientation of the ba-
sis of the occupied/empty subspace for one of the parity
sectors at S, and hence of that subspace also away from
S. By continuity, such a deformation must be nontrivial
at each 0-cell, so that it cannot exist if π1[XS ] = 0 for at
least one 0-cell, i.e., if ∃S for which QS

1 holds. If that is
not the case, then such a boundary deformation changes
the sign of both Euo2 and Eue2, replacing the level-2 clas-
sifying spaces Z by N and Z2|p by N × Z|p.
Boundary deformations with nontrivial topology in

both factors of π1[XS ] cannot change the orientation of
the occupied/empty subspaces, so that they are trivial
away from S. Such deformations may, however, change
both Euo2 and Eue2 by arbitrary integers. (See App. F for
an explicit construction of such a boundary deformation.)
These deformations do not exist if either Grassmannian
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Bands Additional condition(s) Topological invariant

A, Level 1 no, ne ≥ 1 ——

A, Level 2 no, ne ≥ 1 — C ∈ Z [S]

AI, Level 1

no = ne = 1
if Q∧

1 EuΓY
1 , EuYM

1 ∈ Z

if not Q∧
1 —

no ≥ 1, ne > 1
—

SWΓY
1 , SWYM

1 , SWMX
1 ∈ Z2

or no > 1, ne ≥ 1 one less for every violation of QS
1

AI, Level 2

no = ne = 1 ——

no = 1, ne = 2

if Q∨
1 and Qe

2 Eue
2 ∈ 2Z

if Qe
2, but not Q∨

1 Eue
2 ∈ 2N

if not Qe
2 Eue

2 ∈ Z2

no = 1, ne > 2 ——

no = ne = 2

if Q∨
1 and Qe

2 and Qo
2 (Euo

2,Eu
e
2) ∈ Z2|p

if Qe
2 and Qo

2, but not Q∨
1 (Euo

2,Eu
e
2) ∈ N × Z|p

if Q∨
1 and Qo

2, but not Qe
2 Euo

2 ∈ Z

if Q∨
1 and Qe

2, but not Qo
2 Eue

2 ∈ Z

if Qo
2, but not Q∨

1 and not Qe
2 Euo

2 ∈ N

if Qe
2, but not Q∨

1 and not Qo
2 Eue

2 ∈ N

if Q∧
2 , but not Qe

2 and not Qo
2 SW2 ∈ Z2

if not Q∧
2 —

no = 2, ne > 2

if Q∨
1 and Qo

2 Euo
2 ∈ Z

if Qo
2, but not Q∨

1 Euo
2 ∈ N [F]

if Q∧
2 , but not Qo

2 SW2 ∈ Z2

if not Q∧
2 —

no, ne > 2
if Q∧

2 SW2 ∈ Z2 [F]

if not Q∧
2 —

TABLE VII. Homotopic classification of gapped band structures with C2 symmetry in two dimensions for various possible

combinations of number of bands and level 0 invariants, the latter encoded in the Q’s. In particular, QS
1 , Q

o/e
2 , QS

2 , and Q∧
2

are defined by Eqs. (49), (55), (56), and (57), respectively. The condition Q∧
1 holds if QS

1 ∀S, while Q∨
1 holds if ∃S where QS

1

is true. The set Z2|p consists of all ordered integer pairs (p, q) with p = q mod 2, while the set N × Zp consists of all ordered
integer pairs (p, q) with p ≥ 0 and p = q mod 2. The table lists the cases no ≤ ne only. The remaining classifications with
no > ne can be obtained from the entries in the Table by exchanging the labels “o” and “e”. The fragile and stable topological
phases are marked by [F] and [S], respectively.

in XS degenerates to a point, i.e., if

QS
2 : nSo,+n

S
o,−n

S
e,+n

S
e,− = 0. (56)

We further define

Q∧
2 : QS

2 for all S. (57)

Thus, if Q∧
2 is violated, i.e., if QS

2 is violated at any
S, then the boundary deformation around S can change
both Euo2 and Eue2 by arbitrary integers, so that there are
no topological invariants at level-2.

Second Stiefel-Whitney invariant — The boundary de-
formations at 1-cells do not affect Z2-valued SW2, since
the contributions from its two copies always cancel out.
On the other hand, boundary deformations at the 0-cells
with nontrivial topology in both factors of π1[XS ], if they
exist, can add arbitrary integers to SW2, rendering the
topology at level-2 trivial.

Summary

Table VII summarizes the classification for C2-
symmetric gapped band structures with time-reversal
symmetry. To obtain the fragile and stable classifica-
tions, besides taking the limits ne ≫ 1 or no, ne ≫ 1,
one must also verify compatibility of the various condi-
tions for the existence of these invariants with the rules of
fragile and stable topology. In particular, the conditions
QS

1 and Qe
2 are incompatible with fragile classification

rules, since the latter allows for addition of unoccupied
bands with arbitrary band representations. Furthermore,
Q∧

2 and Qo
2 become equivalent, since ne,± > 0 after a

possible addition of empty bands. Finally, all of these
conditions are incompatible with the rules of stable clas-
sification, which allows for adding occupied/empty bands
with arbitrary band representations. Thus, there are no
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Level 1 Level 2 Level 3

A

no = ne = 1 —
Cz, C

ΓY, CYM, CMX ∈ Z, if Cz = 0: H ∈ Z

one less for every violation of QS
1 if Cz ̸= 0: H ∈ Z2Cz

no, ne ≥ 1,
—

C ∈ Z [S]; CΓY, CYM, CMX ∈ Z,
—

no + ne > 2 one less for every violation of QS
1

AI

no = ne = 1
Two copies of invariants CΓY, CYM, CMX ∈ Z,

H ∈ Z
from Tab. VII one less for every violation of QS

1

no, ne ≥ 1, Two copies of invariants
two copies of invariants from

—
no + ne > 2 from Tab. VII

Tab. VII [F]; CΓY, CYM, CMX ∈ Z,

one less for every violation of QS
1

TABLE VIII. Homotopic classification of gapped band structures with C2 symmetry in three dimensions. The condition QS
1 is

given in Eq. (49). Nontrivial fragile and stable invariants are denoted with [F] and [S], respectively.

FIG. 9. Fundamental domains D for a three-dimensional
band structure with twofold rotation symmetry without (left)
and with (right) time-reversal symmetry.

C2-symmetric stable topological phases. For ne ≫ 1, we
get the classification of fragile phases consistent with the
fragile band structures identified via topological quantum
chemistry [54]. The delicate topological invariants agree
with those obtained by Kobayashi and Furusaki [31].

We also encounter our first example of representation-
protected stable topology, whereby a stable topological
phase exists if we constrain the band representations such
that the condition Q∧

2 is always satisfied, without limit-
ing the number of occupied and unoccupied bands. This
can be ensured by demanding that all bands at each 0-
cell must have the same parity. To ensure the repre-
sentation constraint in real space, we turn to the EBRs
[54, 55, 77] of a C2-symmetric band structure, listed in
Tab. XV. Since each EBR, labelled by a special Wyck-
off position and a parity, corresponds to a fixed set of
parities at each 0-cell, we can ensure a representation-
protected stable phase only by allowing a single orbital
type at a single Wyckoff position. Inspection of Tab. XV
further shows that the presence of multiple EBRs always
leads to the existence of different parity bands at at least
one of the high-symmetry points, thereby violating the
condition for representation-protected stable topology.

C. Classification in three dimensions

1. Without time-reversal symmetry

The fundamental domain is a cuboid as shown in
Fig. 9(left). There are no level-1 invariants, as follows for
horizontal and vertical 1-cells from the 2d classification
and Sec. IV, respectively. At level-2, the parent invari-
ants are Chern numbers for each 2-cell. For the horizontal
2-cell, Cz is robust to boundary deformations and can be
computed for any fixed-kz slice of D. For the vertical 2-
cells, boundary deformations at the vertical line through
a 0-cell S can add arbitrary integers to all CSS′

= −CS′S .
Such deformations are allowed if π1[XS ] ̸= 0, i.e., if QS

1

(Eq. (47)) is violated. Thus, the number of level-2 in-
variants associated with vertical faces is one less than
the number of 0-cells satisfying QS

1 . These invariants
were previously identified by Nelson et al. [78], who refer
to them as “returning Thouless pump”. At level-3, we
get the Z-valued Hopf invariant when no = ne = 1. This
reduces to a Z2Cz -valued invariant if Cz ̸= 0.

2. With time-reversal symmetry

The fundamental domain is a cuboid as shown in
Fig. 9(right). At level-0, level-1, and level-2, we get
two independent sets of topological invariants as for the
two-dimensional case, associated with the planes kz = 0
and kz = π. At level-2, we additionally get three Chern
numbers as parent invariants, associated with the verti-
cal faces of D. The conditions for their robustness with
respect to boundary deformations is the same as in the
case of broken time-reversal symmetry. At level-3, we
get the Hopf invariant if no = ne = 1, which is always
Z-valued, since the Chern number associated to a cross
section of D at constant kz vanishes.

These classification results are summarized in Table VIII.
Fragile and stable invariants in 3d derive entirely from
those in 2d (see Sec. VIB).
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b

ca

FIG. 10. (Left) The Wyckoff positions for a square lattice
with C4 symmetry. (Right) The fundamental domains D for
two-dimensional band structures with C4 symmetry.

3. Anomalous boundary states

In the absence of time-reversal symmetry, a nontrivial
Chern number Cz for the horizontal 2-cell indicates a
weak Chern-insulator phase, which is a stable topological
phase with topologically protected chiral surface states
on surfaces parallel to the rotation axis.

In the presence of time-reversal symmetry, we get a
pair of surface Dirac cones related by C2 [31], which are
associated with a nontrivial representation-protected sta-
ble topology if the level-2 invariants at kz = 0, π are
different. From the boundary perspective, following the
C2T-symmetric case (Sec. VC2), a single Dirac node in
the fundamental domain implies that detW o/e(∂D) =
−1, which violates the level-1 compatibility constraint of
Eq. (47). This condition cannot be satisfied for a lattice
model with only orbitals of a single parity at a single
Wyckoff position, as evident from the EBRs of Tab. XV.
Hence, a surface band structure with a pair of Dirac cones
(or an odd number of such pairs) is anomalous under the
rules of representation-protected stable topology.

VII. C4 SYMMETRY

A four-band lattice model of spinless electrons in three
dimensions with C4 and T symmetries was introduced by
Fu, as an early example of topology protected by a crys-
talline symmetry [39]. Song, Elcoro, and Bernevig dis-
cuss a model of spinless electrons with C4 symmetry in
two dimensions and show that it is topologically inequiv-
alent to a insulator with localized orbitals under the rules
of fragile topology. Both of these are particularly instruc-
tive, because, depending on the precise constraints im-
posed, they exhibit nontrivial stable, fragile, or delicate
topology. Previous theoretical analyses of these models
have identified multiple topological invariants specific to
delicate or fragile classifications [29–31, 35–37]. We now
show how these invariants arise in the framework of a
systematic homotopic classification.

A. Wyckoff positions and basis orbitals

With fourfold rotation symmetry, there are three spe-
cial Wyckoff positions “a”, “b”, and “c”, as well as one
pair of generic Wyckoff positions “g”, as shown in Fig. 10.
The special Wyckoff positions “a” and “b” have fourfold
rotation symmetry, whereas the special Wyckoff position
“c” has twofold rotation symmetry only. Correspond-
ingly, one may choose a basis of orbitals at the Wyckoff
positions that transform under one of the irreducible rep-
resentations of the fourfold or twofold rotation operation,
respectively. For “a” and “b”, this means that orbitals
can be of s, d, or p± type, corresponding to eigenvalue
1, −1, or ±i under fourfold rotation. With time-reversal
symmetry the p± orbitals must be combined into a dou-
blet of p orbitals that transforms under a two-dimensional
representation of a fourfold rotation. For the two “c” po-
sitions, orbitals are even (+) or odd (−) under twofold
rotation. Combining orbitals at the two “c” positions, a
pair of even-parity orbitals may be rearranged as one s
orbital and one d orbital, whereas the pair of odd-parity
orbitals may be arranged as a pair of p orbitals. Finally,
at the generic Wyckoff position orbitals appear in quar-
tets that can be arranged as one s orbital, one d orbital,
and a pair of p orbitals. The parity of s and d orbitals un-
der twofold rotation is even (+); the parity of p orbitals
under twofold rotation is odd (−).
The reciprocal-space group GΛ is generated by fourfold

rotation g4 and two reciprocal-space translations gx and
gy. The corresponding representation matrices C(g) (cf.
Eq. (4)) are denoted C4, Λx, and Λy, respectively. The
Bloch Hamiltonian satisfies

H(kx, ky) = C4H(−ky, kx)C†
4 (58)

for a fourfold rotation, as well as Eq. (5) under gx,y. Since
the matrices C4, Λx, and Λy generate a representation of
GΛ, they satisfy

C4Λx = ΛyC4, C4Λy = Λ†
xC4 . (59)

We choose the overall phase factor of C4 such that C4
4 =

11. In its eigenbasis, it can be written explicitly as

C4 = diag{11ns
,−11nd

, i11np+
,−i11np−}. (60)

In the presence of time-reversal symmetry, the p± orbitals
always come in pairs, and changing to a basis where C4

is manifestly real, we can write

C4 = diag{11ns ,−11nd
, iσ211np}. (61)

Explicit expresions for Λx,y are derived in Appendix B 2.
We take the fundamental domain D as the right quad-

rant of the Brillouin zone enclosed between the lines
ky = ±kx, as shown in Fig. 10. It consists of three 0-
cells, two 1-cells and one 2-cell. The little groups of the
0-cells are GΓ

∼= GM
∼= C4 and GX

∼= Z2, with GΓ gener-
ated by the fourfold rotation gΓ = g4, GM generated by
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gM = g−1
x g4 and GX by the twofold rotation followed by

a reciprocal lattice translation gX = g−1
x g24 . The corre-

sponding matrices CS ≡ C(gS) are thus given by

CΓ = C4,

CM = Λ†
xC4 = C4Λy,

CX = Λ†
xC

2
4 = C2

4Λx (62)

and satisfy

CXCMCΓ = 11. (63)

We can derive the spectrum of these matrices without
knowing their explicit form. By definition, C4

Γ = 11, and
furthermore, using Eq. (59), we get

C4
M =

(
Λ†
xC4

)4
= Λ†

xΛ
†
yC

4ΛxΛy = 11. (64)

Thus, the spectrum of CΓ,M is {1,−1, i,−i}, corre-
sponding to {s, d, p+, p−}-type orbitals. in the presence
of time-reversal symmetry, the p±-type orbitals always
come in pairs. Finally,

C2
X = (Λ†

xC
2
4 )(C

2
4Λx) = Λ†

xΛx = 11, (65)

so that the spectrum of CX consists of ±1, i.e., an even
and an odd orbital. The EBRs for a C4-symmetric band
structure are listed in the appendix, see Table XVII.

B. Homotopic classification in two dimensions

The homotopic classification for this case closely fol-
lows that for C2-symmetric band structures described in
Sec. VIB. We summarize these results in Tab. IX.

1. Without time-reversal symmetry

The level-0 invariants are given by nSo/e,ρ, the number

of occupied/empty bands at S, with ρ ∈ {s, p±, d} for
S = Γ,M and ρ ∈ {±} for S = X. The “level-0 compati-
bility relation” (Eq. (7)) reads

no/e =
∑

ρ∈{s,p±,d}

nSo/e,x =
∑
ρ=±

nXo/e,ρ, (66)

where S = Γ,M. Additionally, there are constraints on
the level-0 invariants that follow from Eq. (63). The tar-
get spaces for the 0-cells are given by

XS =
∏
ρ

GrC

(
nSo,ρ, n

S
o,ρ

)
, (67)

where the direct product is over ρ = s, d, p+, and p− for
S = Γ, M and ρ = ± for S = X. For the 1-cells and the
2-cell, the target space is X = GrC(no, ne).
At level-1, there are no topological invariants, while at

level-2, we get a Z-valued topological invariant, viz, the
Chern number, irrespective of the level-0 invariants. The
latter is robust to boundary deformations following an
argument identical to Sec. VI.

2. With time-reversal symmetry

In the presence of time-reversal symmetry, the p
bands always come in pairs at the high-symmetry points
S = Γ, M. Denoting the number of these doublets by
nSo/e,p, the level-0 invariants for the Γ and M point are

(nSo/e,s, n
S
o/e,d, n

S
o/e,p), while those at X are identical to

the time-reversal broken case. The level-0 compatibility
relation (7) takes the form

no/e =nXo/e,+ + nXo/e,−

=nSo/e,s + nSo/e,d + 2nSo/e,p, (68)

where S = Γ, M . The level-0 invariants also satisfy the
level-1 compatibility condition

nXo/e,− = nΓo/e,d + nMo/e,d mod 2, (69)

which will be derived below. The target spaces for the
high-symmetry points are given by

XS = GrR(n
S
o,s, n

S
e,s)×GrR(n

S
o,d, n

S
e,d)×GrC(n

S
o,p, n

S
e,p),

XX = GrR

(
nXo,+, n

X
e,−
)
×GrR

(
nXo,−, n

X
e,−
)
, (70)

where S = Γ,M. To see that the target space for p
orbitals is a complex Grassmannian, we note that for p-
orbitals, we can choose a basis where CS = 11nS

p
⊗ iσ2,

where nSp = nSo,p+n
S
e,p. Any HS that commutes with CS

can thus be written as

HS = hS ⊗ σ0 + ih′S ⊗ σ2,

where hS amd hS′ are nSp -dimensional real-valued sym-
metric and antisymmetric matrices, respectively. Hence,
the 2nSp -dimensional real symmetic matrix HS can equiv-

alently be represented by the complex nSp -dimensional
matrix hS + ih′S .

Classification on 1- and 2-cells

The parent invariants at level-1 and -2 are identical
to that of C2-symmetric band structures described in
Sec. VI. The effect of boundary deformations is also quite
similar, so that we only describe the difference from the
C2-symmetric case. The condition of Eq. (49) for the
triviality of π1[XS ] now reads

QS
1 :

{
nSosn

S
es = nSodn

S
ed = 0, S = Γ,M,

nSo+n
S
e+ = nSo−n

S
e− = 0, S = X.

(71)

No condition is imposed on the level-0 invariants associ-
ated with the p-orbital, since the corresponding factor in
XS is a complex Grassmannian.
At level-1, the band structure is always trivial when

no = ne = 1, since the existence of a first Euler invariant
requires that QS

1 be satisfied ∀S, which is incompatible
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Bands Additional condition(s) Topological invariant

A, Level 1 no, ne ≥ 1 ——

A, Level 2 no, ne ≥ 1 — C ∈ Z [S]

AI, Level 1

no = ne = 1 ——

no ≥ 1, ne > 1
—

SWΓM
1 , SWMX

1 ∈ Z2

or no > 1, ne ≥ 1 one less for every violation of QS
1

AI, Level 2

no = ne = 1 ——

no = 1, ne = 2

if Q∨
1 and Qe

2 Eue
2 ∈ 2Z

if Qe
2, but not Q∨

1 Eue
2 ∈ 2N

if not Qe
2 Eue

2 ∈ Z2

no = 1, ne > 2 ——

no = ne = 2

if Q∨
1 and Qe

2 and Qo
2 (Euo

2,Eu
e
2) ∈ Z2|p

if Qe
2 and Qo

2, but not Q∨
1 (Euo

2,Eu
e
2) ∈ N × Z|p

if Q∨
1 and Qo

2, but not Qe
2 Euo

2 ∈ Z

if Q∨
1 and Qe

2, but not Qo
2 Eue

2 ∈ Z

if Qo
2, but not Q∨

1 and not Qe
2 Euo

2 ∈ N

if Qe
2, but not Q∨

1 and not Qo
2 Eue

2 ∈ N

if Q∧
2 , but not Qe

2 and not Qo
2 SW2 ∈ Z2

if not Q∧
2 —

no = 2, ne > 2

if Q∨
1 and Qo

2 Euo
2 ∈ Z

if Qo
2, but not Q∨

1 Euo
2 ∈ N [F]

if Q∧
2 , but not Qo

2 SW2 ∈ Z2

if not Q∧
2 —

no, ne > 2
if Q∧

2 SW2 ∈ Z2 [F]

if not Q∧
2 —

TABLE IX. Homotopic classification of spinless gapped band structures with C4 symmetry in two dimensions for various

possible combinations of number of bands and level 0 invariants, the latter encoded in the Q’s. In particular, QS
1 , Q

o/e
2 , and

QS
2 are defined by Eqs. (71), (73), and (74), respectively. The condition Q∧

1 holds if QS
1 ∀S, Q∨

1 holds if ∃S where QS
1 is true,

and Q∧
2 holds if QS

2 ∀S. The set Z2|p consists of all ordered integer pairs (p, q) with p = q mod 2; the set N×Zp consists of all
ordered integer pairs (p, q) with p ≥ 0 and p = q mod 2. The invariants are only specified for no ≤ ne, since the classification
is symmetric under no ↔ ne. The fragile and stable topological phases are marked by [F] and [S], respectively.

Allowed EBRs Level 1 Level 2

pa, pb Z2 Z2

pa ⊕ pb Z2 0

sa, sb, da, db 0 Z2

TABLE X. Representation-protected stable topology: Re-
strictions to certain EBRs (combinations of orbital types
and Wyckoff positions) allow for a nontrivial stable
representation-protected classification in the presence of time-
reversal symmetry. The first row indicates that we can have
either pa or pb but not both, while pa⊕pb means that p-orbitals
are allowed simultaneously at Wyckoff positions a and b.

with Eq. (69). In the stable limit, there are up to two
first Stiefel-Whitney invariants and every violation of QS

1

effectively removes one of these. The level-1 compatibil-
ity condition, following from the triviality of the Wilson

loop around the boundary of the 2-cell, reads

1 =
∏
S

detC
o/e
S = (−1)n

Γ
o/e,d+nM

o/e,d+nX
o/e,− , (72)

which is equivalent to Eq. (69).

At level-2, the analogue of condition Qo/e
2 (Eq. (55))

now reads

Qo/e
2 : nSo/e,sn

S
o/e,d = nXo/e,+n

X
o/e,− = 0, (73)

with S ∈ {Γ,M}, and QS
2 (Eq. (55)) becomes

QS
2 :

{
nSosn

S
esn

S
odn

S
ed = 0, S = Γ,M,

nSo+n
S
e+n

S
o−n

S
e− = 0, S = X,

(74)

and we again define Q∧
2 as QS

2 ∀S. Thus, Eu2 is N-valued

if QS
1 is violated ∀S, Z2-valued if Qo/e

2 are violated, and
trivial if QS

2 is violated for any S, while SW2 is is Z2-
valued if Q∧

2 holds and trivial otherwise.



23

level 1 level 2 level 3

A

no = ne = 1 —
Cz, C

ΓM, CMX ∈ Z, if Cz = 0: H ∈ Z

one less for every violation of QSz
1 if Cz ̸= 0: H ∈ Z2Cz

no, ne ≥ 1,
—

Cz ∈ Z [S]; CΓM, CMX ∈ Z,
—

no + ne > 2 one less for every violation of QSz
1

AI

no = ne = 1
two copies of invariants CΓM, CMX ∈ Z,

H ∈ Z
from Tab. IX one less for every violation of QSz

1

no, ne ≥ 1, two copies of invariants
two copies of invariants from

—
no + ne > 2 from Tab. VII

Tab. IX [F]; CΓM, CMX ∈ Z,

one less for every violation of QSz
1

TABLE XI. Homotopic classification of spinless gapped band structures with C4 in three dimensions. The condition QSz
1 is

given in Eq. (76). Nontrivial fragile and stable invariants are marked with “[F]” and “[S]”, respectively.

FIG. 11. Fundamental domains D for a three-dimensional
band structure with fourfold rotation symmetry without (left)
and with (right) time-reversal symmetry.

These results are summarized in Table IX.

Summary

To obtain the fragile and stable classification from the
results listed in Table IX, we again need to check whether
the various conditions for the existence of topologically
nontrivial phases are compatible with the rules of the cor-
responding topology. For no,e ≫ 1, there are no stable
topological phases, since the required conditions QS

1 or
Q∧

2 are both incompatible with the rules of stable topol-
ogy. However, imposing either of these conditions, we get
representation-protected stable topological phases. Un-
like the case of C2, these phases can have a nontrivial
level-1 invariant, since QS

1 for S = Γ,M does not in-
clude the p-type orbitals, so that they are satisfied for
arbitrary number of p-orbitals. In Table X, we list all
possible EBRs (i.e., combinations of Wyckoff positions
and allowed orbital types) for which such a phase exists.

C. Classification in three dimensions

The 3d classification is again analogous to those for C2

symmetry discussed in Sec. VIC.

1. Without time-reversal symmetry

The fundamental domain is a triangular prism depicted
in Fig. 11 (left). There are no level-1 invariants. At level-
2, we get Chern numbers for each face of D, where Cz

for the horizontal face is robust. For the vertical faces,
boundary deformations at vertical line through a 0-cell
S can add arbitrary integers to all CSS′

if π1[XS ] ̸= 0,
which happens if

QS,z
1 : nSo,ρn

S
e,ρ = 0 ∀ρ (75)

is violated, where ρ runs over the irreps of GS , i.e., ρ ∈
{s, d, p+, p−} for S = Γ,M and ρ ∈ {+,−} for S = X. At
level-3, we get the Z-valued Hopf invariant if no = ne = 1,
which reduces to a Z2Cz

-valued if Cz ̸= 0.

2. With time-reversal symmetry

The fundamental domain is a triangular prism based
depicted in Fig. 11(right). We get two independent copies
of the 2d classification problem (Sec. VIIB) at levels 0,

1, and 2, as well as Chern numbers CSS′
for each of

the vertical faces of D. Boundary deformations can add
arbitrary integers to CSS′

if

QS,z
1 : nSo,ρn

S
e,ρ = 0 ∀ρ (76)

is violated, where ρ now runs over the real irreps of GS ,
i.e., ρ ∈ {s, d, p} for S = Γ,M and ρ ∈ {+,−} for S = X.
At level-3, we get the Z-valued Hopf invariant.

These classification results are summarized in Tab. XI.

3. Anomalous boundary states

Without time-reversal symmetry, a nonzero Chern
number at fixed kz signals a weak Chern-insulator phase.
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Irrep. {11} {C4, C
−1
4 } {C2} {Mx,My} {Md,Md̄}

A1 1 1 1 1 1

A2 1 1 1 −1 −1

A3 1 −1 1 1 −1

A4 1 −1 1 −1 1

B 2 0 −2 0 0

TABLE XII. The character table of D4. The character corre-
sponding to {11} is equal to the dimensionality of the repre-
sentation.

With time-reversal symmetry, we get anomalous sur-
face modes associated with the nontrivial representation-
protected stable topology. A difference in the level-1
topological invariants between kz = 0 and π leads to a
protected quadratic band touching at the Γ and M points
in the surface Brillouin zone, while a difference in level-2
invariants is associated with the presence of a set of four
surface Dirac cones related by C4 [31].

From the boundary perspective, an odd number of
Dirac cones in the fundamental domain is anomalous
when we restrict to a single orbital type at a single Wyck-
off position. This follow from the violation of the level-1
compatibility condition (Eq. (69)), as in the case of the
surface Dirac cones for C2. On the other hand, a single
quadratic band touching at Γ or M comes with an odd
number of levels crossing the Fermi energy between Γ and
M . However, for band structures with only p-orbitals,
the number of occupied bands at Γ and M must be even,
rendering the quadratic band touching anomalous.

VIII. D4 SYMMETRY

Dihedral groups Dn are the groups of symmetries of
regular polygons, which includes rotation as well as re-
flections. The homotopic classification of D4-symmetric
band structures is instructive for two reasons: (i) D4-
symmetry in two dimensions allows for high-symmetry
lines, in contrast to Cn, which only has high-symmetry
points, and (ii) The group D4 is nonabelian, so that not
all of its irreps are one-dimensional. Explicitly, the group
D4 can be defined as

D4 = {11, C4, C2, C
−1
4 ,Mx,My,Md,Md̄}, (77)

where CN denotes the N -fold rotation and Mx,y,d,d̄ de-
note reflection in the x-axis, y-axis, the lines y = ±x,
respectively. The non-commutativity of D4 can be seen,
for instance, in C4Mx = Md while MxC4 = Md̄. The
irreps of D4 are listed in the its character table, which is
shown in Table. XII. For the one-dimensional irreps, the
characters are the eigenvalues of the corresponding sym-
metry operator. Thus, irreps A1, A3 and A4 correspond
to s, dx2−y2 , and dxy orbitals, while the irrep A2 requires
angular momentum ℓ = 4. For the two-dimensional irrep

b

f
ca

d
e

FIG. 12. (Left) The Wyckoff positions for a square lattice
with D4 symmetry. (Right) The fundamental domains D for
two-dimensional band structures with D4 symmetry.

B, we can choose the representation matrices as

C4 = −iσ2, Mx = σ3, (78)

which act on a doublet formed by the px and py orbitals.
These symmetry operators are also real-valued and thus
compatible with time-reversal symmetry.

A. Wyckoff positions, basis orbitals and
symmetries

A lattice with D4 symmetry has six special Wyckoff po-
sitions (labelled “a”–“f”) as well as the generic Wyckoff
position(“g”), as shown in Fig. 12. The Wyckoff posi-
tion “a” and “b” are invariant under the full symmetry
group D4 and thus have a multiplicity of one. The Wyck-
off position “c” with multiplicity two is invariant under
Mx, My, and a C2 rotation, so that its little group is iso-
morphic to Z2

2. The Wyckoff positions “d”, “e” and “f”
with multiplicity four are invariant under various mirror
symmetries, making their little groups isomorphic to Z2.
The reciprocal space group GΛ is generated by fourfold

rotation g4, reflection in the kx-axis mx, and the recipro-
cal space translations gx and gy. The Bloch Hamiltonian
satisfies

H(kx, ky) = C†
4H(−ky, kx)C4 ,

=M†
xH(kx,−ky)Mx, (79)

as well as Eq. (5) for reciprocal space translations. Since
the unitary matrices C4 and Mx generate a representa-
tion of D4, they satisfy

C4
4 =M2

x = 11, C4MxC4 =Mx. (80)

The matrices C4 and Mx cannot be diagonalized simul-
taneously. Together with Λx and Λy, they form a repre-
sentation of GΛ, so that

C4Λx =ΛyC4, C4Λy =Λ†
xC4, (81)

MxΛx =ΛxMx, MxΛy =Λ†
yMx. (82)

Explicit expressions for the representation matrices for
various Wyckoff positions are derived in Appendix B 3.



25

In two dimensions, we take the fundamental domain D
as the triangle ΓXM, as shown in Fig. 12. It consists of
three 0-cells, three 1-cells and one 2-cell. The 0-cells Γ
and M are invariant under D4, while X is invariant under
its subgroup D2

∼= Z2 ×Z2 consisting of the mirror sym-
metries Mx,y and their product MxMy = C2. Thus, HS

commutes with two matrices CS and MS , which, using
Eqs. (81) and (82), are given by

CΓ = C4, MΓ =Mx,

CM = Λ†
xC4 = C4Λy, MM = Λ†

yMx =MxΛy,

CX = Λ†
xC

2
4 = C2

4Λx, MX =Mx. (83)

The matrices CM and MM generate a representation of
D4, since C

4
M = 1, M2

M = Λ†
yM

2
xΛy = 11, and

CMMMCM = C4MxC4Λy =MxΛy =MM. (84)

Similarly, CX and MX satisfy C2
X = M2

X = 1. Thus, the
eigenstates of HS at S = Γ,M can be labeled by an irrep
of D4, while those of HX can be labeled by (±,±), the
eigenvalues of CX and MX, respectively.
The 1-cells SS′ are invariant under a reflection, so that

HSS′ satisfies

H(k) =M†
SS′H(k)MSS′ , k ∈ Dα (85)

with

MΓX =Mx, MΓM =Md, MMX = Λ†
xMy. (86)

The bands can thus be labeled by a mirror parity at each
1-cell. There are no additional constraints on the 2-cell.

B. Homotopic classification in two dimensions

The homotopic classification for D4-symmetric band
structures exhibit two features that are distinct from the
previously discussed cases:

• The 1-cells have nontrivial little groups, leading to
additional level-0 constraints from the gluing of the
0-cells at the ends of the 1-cells.

• All 1-cells occur only once in the fundamental do-
main, so that we do not get the symmetry-based
cancellations of boundary deformations, in contrast
to the symmetries discussed previously.

1. Without time-reversal symmetry

The level-0 invariants nSo/e,ρ count the number of occu-

pied/empty copies of each irrep ρ of the little group GS

of the 0-cells S. Explicitly, for S ∈ {Γ,M}, nSo/e,Aj
is the

number of orbitals transforming under irrep Aj , while
nSo/e,B is the number of doublets transforming under the

FIG. 13. Splitting rules for the band representations of D4-
symmetric lattices at high-symmetry points/lines. The irreps
Ai for i = 1, 2, 3, 4 at the Γ and M point are one-dimensional,
while the irrep B is two-dimensional.

irrep B. Similarly, numbers nSS′

o/e,a of occupied/empty

copies of the irreps can also be defined for the 1-cells
SS′. The level-0 compatibility relations (7) then read

no/e =

4∑
j=1

nSo/e,Aj
+ 2nSo/e,B

=nXo/e,++ + nXo/e,+− + nXo/e,−+ + nXo/e,−−

=nSS′

o/e,+ + nSS′

o/e,−, (87)

where S = Γ, M. Additional constraints on the level-0
invariants arise from the splitting rules, which describe
how the two parities at the 1-cell SS′ connect to various
irreps of GS as one approaches the end point. For the
1d irreps, the splitting rules can be read off directly from
the character table of D4, while the 2d irrep B connects
to one odd and one even state on the 1-cells (see Fig. 13).
The resulting constraints are identical at the 0-cells S =
Γ,M, and read

nΓMo/e,+ = nSo/e,A1
+ nSo/e,A4

+ nSo/e,B ,

nΓMo/e,− = nSo/e,A2
+ nSo/e,A3

+ nSo/e,B ,

nSX
o/e,+ = nSo/e,A1

+ nSo/e,A3
+ nSo/e,B ,

nSX
o/e,− = nSo/e,A2

+ nSo/e,A4
+ nSo/e,B (88)

For the 0-cell X, we get

nΓXo/e,+ = nXo/e,++ + nXo/e,−+,

nΓXo/e,− = nXo/e,+− + nXo/e,−−,

nMX
o/e,+ = nXo/e,++ + nXo/e,−−,

nMX
o/e,− = nXo/e,+− + nXo/e,−+. (89)



26

For fixed level-0 invariants, the target spaces for the p-cell
α with p = 0, 1 are given by

Xα =
∏
ρ

GrC(n
α
o,ρ, n

α
o,ρ), (90)

where ρ runs over the irreps of the little group Gα. For
the 2-cell, we have X = GrC(no, ne).
At level-1, there are no topological invariants, while

at level-2, the parent invariant is the Chern number.
The parent classification set for boundary deformations
K∂

2 consists of a copy of π1[XS ] for each 0-cell S and
of π2[XSS′ ] for each 1-cell SS′. The former are always

trivial, while the latter are trivial only if GrC(n
SS′

o,± , n
SS′

e,± )
degenerates to a point, i.e., if

QSS′

1,a : nSS′

o,a n
SS′

e,a = 0 (91)

for a = ±. If this condition is violated for either parity
at any 1-cell, then boundary deformations can add an
arbitrary integer to the level-2 invariant. Thus, there is
a Z-valued level-2 invariant if QSS′

1,a is obeyed for both
parities at each 1-cell [79]. This condition also indirectly
constraints the level-0 invariants because of the splitting
rules. For instance, the presence of irrep B at S = Γ,M
violates QSS′

1,± , since B splits into an even and an odd
orbitals on the adjoining 1-cell.

2. With time-reversal symmetry

The level-0 invariants and the corresponding compati-
bility conditions are identical to the time-reversal-broken
case. The target spaces are now real Grassmannians:

Xα =
∏
ρ

GrR(n
α
o,ρ, n

α
e,ρ) (92)

for the p-cell α with p = 0, 1 and X = GrR(no, ne) for
the 2-cell. In contrast to C4, the presence of a two-
dimensional irrep B at the Γ and M points does not
lead to a complex Grassmannian. This is because if HS

transforms under the two-dimensional irrep B, it must
commute with the representation matrices for all ele-
ments of D4, i.e., with all matrices of the form 11nS

B
⊗ σj

for j = 1, 2, 3. Such matrices can always be written as
HS = hS ⊗ σ0, where hS is a real symmetric matrix.

Classification on 1-cells

There are up to six parent level-1 invariants, since there
are two parity sectors for each 1-cell. The type of the
level-1 invariants depends on the number nSS′

e,s of occu-
pied and empty bands per parity sector a at each 1-cell
(in contrast to C2 and C4 symmetry, where the type of
the level-1 invariants is completely determined by the to-
tal numbers of occupied/empty bands). The numbers

nSS′

o/e,a are determined by the level-0 invariants nSo/e,ρ via

the splitting rules. The level-1 invariant is a first Eu-

ler invariant EuSS′

1,a = −EuS
′S

1,a if nSS′

o,a = nSS′

e,a = 1, a

first Stiefel-Whitney invariant SWSS′

1,a if nSS′

o,a > 1 and

nSS′

e,a ≥ 1 or nSS′

o,a ≥ 1 and nSS′

e,a > 1, whereas no nontriv-

ial level-1 invariant exists if nSS′

o,a = 0 or nSS′

e,a = 0.

The classification set of boundary deformations K∂
1

consists of a copy of π1[XS ] for each 0-cell S. This means
that there are no topologically nontrivial boundary de-
formations associated with the irrep ρ at S if

QS
1,ρ : nSo,ρn

S
e,ρ = 0. (93)

Boundary deformations at S with irrep ρ only affect level-
1 invariants on a 1-cell SS′ in parity sector a = ± if ρ
connects to the parity a under the splitting rules (see
Fig. 13). For instance, at the Γ-point, the boundary de-
formation with ρ = A4 only affects two level-1 invariants,
viz, the positive parity sector on ΓM and the negative
parity sector on ΓX. Boundary deformations with ρ = B,
however, affect both parity sectors on ΓM and ΓX, i.e.,
four level-1 invariants in total. Provided the boundary
deformations act independently on the parent level-1 in-
variants, each violation of QS

1,ρ effectively removes one
level-1 invariant. (An example in which boundary defor-
mations do not act independently is discussed below.)

The level-1 compatibility relation follows from de-
manding that the level-1 invariant corresponding to the
full target space X be trivial when computed around ∂D.
Thus, for no = ne = 1, the compatibility relation reads∑

a=±

(
EuΓM1,a + EuMX

1,a + EuXΓ
1,a

)
= 0, (94)

while for no > 1 or ne > 1, we get∑
a=±

(
SWΓM

1,a + SWMX
1,a + SWXΓ

1,a

)
= 0 mod 2. (95)

In both cases, EuSS′

1,a = SWSS′

1,a = 0 if nSS′

o,a n
SS′

e,a = 0.

In Eq. (95), one has SWSS′

1,a = EuSS′

1,a mod 2 if nSS′

o,a =

nSS′

e,a = 1. The integer constraint of Eq. (94) reduces the
number of independent integer level-1 invariants by one.
On the other hand, the parity constraint of Eq. (94)
reduces the number of independent Z2 level-1 invariants
by one, but if an integer invariant exists, then the com-
patibility relation only restricts its parity.

Classification on the 2-cell

At level-2, the parent invariants are one or two Z-
valued second Euler invariants or a Z2-valued second
Stiefel-Whitney invariant, depending on no,e (see Sec.
IID). The parent classification set for boundary defor-
mations K∂

2 contains a copy of π2[XSS′ ] for each 1-cell
and of π1[XS ] for each 0-cell. We now discuss their effect

on Eu
o/e
2 and SW2 separately.
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Bands Additional condition(s) Topological invariant

A, Level 1 no, ne ≥ 1 See main text, Sec. VIII B 1

A, Level 2 no, ne ≥ 1
if Q∧

1 C ∈ Z

if not Q∧
1 —

AI, Level 1 no, ne ≥ 1 See main text, Sec. VIII B 2

AI, Level 2

no = ne = 1 — —

no = 1, ne = 2

if Q∨
1 and Qe

2 Eue
2 ∈ 2Z

if Qe
2, but not Q∨

1 Eue
2 ∈ 2N

if not Qe
2 —

no = 1, ne > 2 — —

no = ne = 2

if Q∨
1 and Qe

2 and Qo
2 (Euo

2,Eu
e
2) ∈ Z2|p

if Qe
2 and Qo

2, but not Q∨
1 (Euo

2,Eu
e
2) ∈ N × Z|p

if Q∨
1 and Qo

2, but not Qe
2 Euo

2 ∈ Z

if Q∨
1 and Qe

2, but not Qo
2 Eue

2 ∈ Z

if Qo
2, but not Q∨

1 and not Qe
2 Euo

2 ∈ N

if Qe
2, but not Q∨

1 and not Qo
2 Eue

2 ∈ N

if Q∧
2 , but not Qe

2 and not Qo
2 SW2 ∈ Z2

if not Q∧
2 —

no = 2, ne > 2

if Q∨
1 and Qo

2 Euo
2 ∈ Z

if Qo
2, but not Q∨

1 Euo
2 ∈ N [F]

if Q∧
2 , but not Qo

2 SW2 ∈ Z2

if not Q∧
2 —

no, ne > 2
if Q∧

2 SW2 ∈ Z2

if not Q∧
2 —

TABLE XIII. Homotopic classification of spinless gapped band structures with D4 symmetry in two dimensions for various

possible combinations of number of bands and level 0 invariants, the latter encoded in the Q’s. In particular, QSS′
1,a , QS

1,ρ,

Qo/e
2 , Q∧

2 are defined in Eqs. (91), (93), (96), and (97), respectively. The condition Q∧
1 holds if QSS′

1,a ∀SS′, a and Q∨
1 holds

if ∃S where QS
1,ρ is true ∀ ρ ̸= B. The set Z2|p consists of all ordered integer pairs (p, q) with p = q mod 2; the set N × Zp

consists of all ordered integer pairs (p, q) with p ≥ 0 and p = q mod 2. The invariants are only specified for no ≤ ne, since the
classification is symmetric under no ↔ ne. The fragile topological phases are marked by [F].

Second Euler invariant — The existence of the parent in-

variant Eu
o/e
2 ∈ Z requires no/e = 2, whereby Eu

o/e
2 ∈ 2Z

if ne/o = 1. Boundary deformations at an 1-cell SS′ and

parity sector a can add an arbitrary integer to Eu
o/e
2 if

nSS′

o/e,a = 2 and nSS′

e/o,a ≥ 2, whereas they can add an ar-

bitrary even integer if nSS′

o/e,a = 2 and nSS′

e/o,a = 1. Hence,

Eu
o/e
2 is robust to deformations at 1-cells if the constraint

Qo/e
2 :

[
nSS′

o/e,a ≤ 1 ∨ nSS′

e/o,a = 0
]
∀SS′, a, (96)

holds, whereas its parity is robust to deformations at 1-
cells if the condition

Q∧
2 :

[
nSS′

o/e,a ≤ 1 ∨ nSS′

e/o,a ≤ 1
]
∀SS′, a, (97)

is satisfied. Nontrivial boundary deformations at a 0-
cell S with irrep ρ ̸= B may flip the orientation of the
occupied and empty bases, thereby changing the signs of

Eu
o/e
2 . The irrep B at the Γ or M point must be excluded,

since it cannot change the orientation of a subspace owing
to the twofold degeneracy. Such boundary deformations
do not exist if QS

1,ρ (Eq. (93)) holds ∀ρ ̸= B at any 0-cell.

Second Stiefel-Whitney invariant — The Z2 parent in-
variant SW2 is trivialized by boundary deformations if
and only if there exists a 1-cell SS′ and parity a such
that nSS′

o/e,a ≥ 2 and nSS′

e/o,a ≥ 2. Such boundary deforma-

tions do not exist if Q∧
2 of Eq. (97) is satisfied.

These classification results are summarized in Tab. XIII.

Summary

In the absence of time-reversal symmetry, there are no
stable or fragile topological band structures, since QSS′

1,a

(Eq. (91)) is incompatible with the rules of fragile as well
as stable topology. These conditions further preclude the
existence of stable representation-protected topology.
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in the presence of time-reversal symmetry, there are no
stable topological band structures, since rules of stable

topology violate QS
1,ρ, Q

o/e
2 , and Q∧

2 . There is a fragile
topological phase with a level-2 invariant Euo2 ∈ Z if no =
2, if the occupied orbitals transform under the irrep B at
the Γ and M points.

3. Representation-protected stable topology

A restriction to the irrep B at Γ and M implies that
nSo/e,B = nSS′

o/e,± = 1
2no/e for S = Γ,M and for all 1-cells

SS′. Thus, in the stable limit, each 1-cell has two Z2

invariants SWSS′

1,± , yielding a total of six invariants. The
effect of boundary deformations depends on the Wyckoff
positions occupied, as we now discuss.

If only the special Wyckoff position “a” is allowed,
then nXo/e,++ = nXo/e,+− = 1

2no/e, whereas nXo/e,−+ =

nXo/e,−− = 0 (see Table XIX). Thus, only two indepen-

dent boundary deformations exist at X. These simultane-
ously add integers to SWΓX

1,a and SWMX
1,a , a = ± and thus

do not affect the differences SWΓXM
1,a ≡ SWΓX

1,a − SWXM
1,a .

Boundary deformations at Γ and M have identical effect
on the remaining four Z2 invariants SWΓM

1,±, SW
ΓXM
1,± , so

that together they can remove one invariant. Imposing
the compatibility condition, we get two independent Z2-
valued level-1 invariants, which can be written as

SWΓM
1 ≡ SWΓM

1+ − SWΓM
1− ,

SW+
1 ≡ SWΓM

1+ + SWMX
1+ + SWXΓ

1+ . (98)

On the other hand, if only Wyckoff position “b” is
allowed, then nXo/e,−+ = nXo/e,−− = 1

2no/e, whereas

nXo/e,++ = nXo/e,+− = 0 (see Table XIX), so that the

parity labels are switched between ΓX and XM. This
is analogous to the case discussed above, with the second
invariant redefined as

SW+
1 ≡ SWΓM

1+ + SWMX
1+ + SWXΓ

1− . (99)

If both Wyckoff positions “a” and “b” are allowed, then
there are three independent boundary deformation at X
[80], which remove the invariant SW+

1 , leaving us with

a single Z2-valued invariant SWΓM
1 . In Appendix. G, we

construct a minimal lattice model with nontrivial invari-
ants SWΓM

1 and SW+
1 .

There are no stable representation-protected level-2 in-

variants, since Qo/e
2 and Q∧

2 are incompatible with the
rules of stable representation-protected topology.

C. Homotopic classification in three dimensions

1. Without time-reversal symmetry

Without time-reversal symmetry, the 3d fundamental
domain is a triangular prism, as shown in Fig. 14 (left).

FIG. 14. Fundamental domains D for a three-dimensional
band structure with D4 symmetry without (left) and with
(right) time-reversal symmetry.

There are no level-1 invariants, while at level-2, we get a
Chern number Cz for the horizontal face as well as two
Chern numbers CSS′

± for each vertical face. The former is
robust only when the Hamiltonian is completely fixed at
∂D2, i.e., if QSS′

1,± (Eq. (91)) is satisfied for all 1-cells. For
the latter, topologically nontrivial deformations along the
vertical 1-cell passing through S can add arbitrary inte-
gers to CSS′

± on the adjacent 2-cells following the rules
identical to those for the first Euler invariant for a 2d
D4-symmetric band structure with time-reversal symme-
try. The Chern numbers on vertical faces further satisfy
the level-2 compatibility condition∑

a=±

(
CΓM

a +CMX
a +CXΓ

a

)
= 0. (100)

At level-3 and no = ne = 1, we get a Z-valued invariant
if the Chern number Cz for a fixed-kz cross section of D
vanishes, and a Z2Cz

-valued invariant otherwise.

2. With time-reversal symmetry

In the presence of time-reversal symmetry, the 3d fun-
damental domain is a triangular prism, as shown in
Fig. 14 (right). At levels 0, 1, and 2, we get two copies
of the 2d classification problem discussed in Sec. VIII B.
At level-2, we additionally get Chern numbers CSS′

± for
the vertical 2-cells. The conditions for their robustness
and the level-2 compatibility condition are identical to
the time-reversal broken case. At level-3, we get the Z-
valued Hopf invariant if no = ne = 1.

3. Representation-protected stable topology

A restriction to the two dimensional irrep B leads to
representation-protected stable topology with nontrivial
level-2 invariants. In the absence of time-reversal sym-
metry, the parent invariants are the six Chern numbers
CSS′

± ∈ Z computed on the vertical faces. In the pres-

ence of time-reversal symmetry, CSS′

± ∈ Z can be com-
bined with the difference between the Z2-valued invari-

ants SWSS′

1,± computed at kz = 0, π to yield a Z-valued
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Chern number computed for kz ∈ (−π, π]. (The situation
is analogous to the case of C2T-symmetry, see Sec. VC.)
Time reversal symmetry thus plays no role in this case.
In the following, we use CSS′

± to refer to the Chern num-
ber computed for kz ∈ (−π, π] both without and with
time-reversal symmetry.

The effect of boundary deformations depends on
whether one or both Wyckoff positions are allowed, as
in the case of the 2d representation protected phase (see
Sec. VIII B 3). Thus, if a single Wyckoff position is al-
lowed, then we are left with two independent Z-valued
invariants. For the Wyckoff position “a”, these can be
written as (cf. Eq. (98))

CΓM ≡ CΓM
+ − CΓM

− ,

C+ ≡ CΓM
+ +CMX

+ +CXΓ
+ . (101)

For only the Wyckoff position “b”, the latter is instead
defined as

C+ ≡ CΓM
+ +CMX

+ +CXΓ
+ . (102)

If both Wyckoff positions are allowed, then only CΓM

remains well-defined.

D. Anomalous boundary states

For the band structures with representation-protected
topology, there are anomalous boundary modes at the
D4-symmetric surfaces at constant z. For the case that
only orbitals at Wyckoff position “a” are allowed, we find
it convenient to replace the integer invariant C+ with

CMXΓ =CMX
+ +CXΓ

+ − CMX
− − CXΓ

−

=2C+ − CΓM, (103)

which, by definition, has the same parity as CΓM. The
case that only orbitals at ”b” are allowed proceeds analo-
gously, whereas CMXΓ is not defined if both Wyckoff posi-
tions are allowed. To relate these invariants to boundary
states, we note that, since nSS′

o/e,+ = nSS′

o/e,− for each 1-cell,

we can glue the two parity sectors to define a Chern in-
sulator on SS′. The Chern number CΓM then equals the
difference of the number of even-parity and odd-parity
bands crossing the Fermi surface along ΓM, while CMXΓ

(if defined) counts this difference along MX and XΓ. An
odd parity of CΓM (and also of CMXΓ, if defined) implies
protected band touchings at Γ and M, similar to the case
of a C4-symmetric band structure [29, 31, 39]. Even con-
tributions to CΓM and CMXΓ can be traced back to equal
numbers of even-parity and odd-parity bands crossing
the Fermi level in opposite directions. Since such cross-
ings can be gapped out away from the high-symmetry
lines, they imply Dirac cones protected by mirror sym-
metry along ΓM and, if applicable, along MXΓ. If CΓM

and CMXΓ are both defined, the numbers of such Dirac
crossings along along ΓM and MXΓ, counted according

parity, are independent signatures of the representation-
protected topology.
From the boundary perspective, the presence of only

B irreps at Γ and M implies that the number of states in
the occupied/empty subspaces is even, and furthermore,

on each high-symmetry lines, nSS′
o,+ = nSS′

o,− . In this setup,
we can get anomalous gapless modes in two ways:

• A single surface band crosses the Fermi level be-

tween Γ and M, so that so that nΓo/e ̸= nMo/e mod 2.

This is incompatible with having only the irrep B
at both the Γ and M points. Since no/e is defined

for any path connecting Γ to M, all such paths must
have a level crossing the Fermi level, so that we get
a loop of zero crossings.

• A pair of surface bands with opposite parities cross
the Fermi level on ΓM in opposite directions. This
is compatible with having only irrep B at Γ and M;
however, the level-0 compatibility conditions at Γ
and M cannot be satisfied simultaneously by only B
irreps. Since no/e stay unchanged under this cross-

ing, it can be gapped away from ΓM, leading to a
Dirac cone on ΓM protected by a mirror symmetry.

These are precisely the two kinds of anomalous boundary
states obtained from the bulk perspective.

IX. DISCUSSION

In this article, we presented a homotopic classification
of band-structures with crystalline symmetries. The ho-
motopic classification describes the delicate topology of
gapped Bloch Hamiltonians with a fixed number of oc-
cupied/empty bands no/ne and fixed numbers of orbitals
for each orbital type at each Wyckoff position. A frag-
ile classification, in which only the number of occupied
bands is fixed and unoccupied bands may be added ad
libitum, and a stable classification, in which both occu-
pied and unoccupied bands may be added, can be ob-
tained from the homotopic classification by taking the
limits ne → ∞ and no/e → ∞, respectively.
The central object in our scheme is the interpretation

as a CW-complex of the fundamental domain of the point
group, which is the minimal region in reciprocal space re-
quired to define the full Bloch Hamiltonian. A CW com-
plex, fundamental in homotopy theory, is a topological
space constructed from a collection of “cells” of dimen-
sion p with p = 0, . . . , d using a set of “gluing con-
ditions.” We classify the Bloch Hamiltonians restricted
to the p-cells, starting with p = 0 and building up to
higher p, imposing the constraints demanded from the
CW-complex at each step. The structure of the classi-
fication over p-cells then depends on the concrete topo-
logical invariants over q-cells with q < p, thereby endow-
ing the classification with a hierarchical structure. For
a homotopic classification, the classifying space does not
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have a group structure. However, in the stable limit, the
invariants at different levels factorize, leading to the well-
known result that the full classifying spaces are products
of groups, with the group operation deriving from the
direct sum of bands.

Two basic elements of our approach — bootstrap-
ping the full classification from that of restrictions of the
Hamiltonian to individual cells, and, for each cell, the re-
duction of a larger (but easier to compute) “parent” clas-
sification group to the actual classification set by remov-
ing ambiguity from boundary deformations — have pre-
viously been applied to the classification of gapped band
structures. The former element is shared with the partial
classifications based on topological quantum chemistry
[54–56, 59–63, 81, 82], which consider topological invari-
ants of 0-cells only. The latter was used previously for
symmetry class AII by Moore and Balents [33] as well as
for the classification of inversion-symmetric insulators in
the stable limit [22] (see also Ref. [83]).

We have illustrated the homotopic classification
scheme on point groups of increasing complexity, for both
time-reversal-invariant and time-reversal-broken cases.
Applications to band structure without crystalline sym-
metry in symmetry classes A, AI, AII make a connec-
tion to existing homotopic classification approaches for
gapped band structures without crystalline symmetries
[27, 33]. The other examples we consider elucidate vari-
ous aspects of the homotopic classification and illustrate
that it can be performed systematically. However, this
process is involved enough that we have not been able to
automate the generation of delicate classification tables,
which would allow us to compute the topological invari-
ants at all levels for all space groups, as it is done for the
level-0 invariants in the framework of topological quan-
tum chemistry and symmetry indicators [54–56, 60–63].
A quick look at the complexity of arguments required to
produce the classification tables for a single crystalline
symmetry in Secs. VI, VII, and VIII explains why such
an automatized procedure may be too much to expect.

We find that a crucial aspect of a delicate classification
is that restricting only the number of occupied/empty
bands does not determine the classification uniquely. In-
stead, it is essential to also fix the (total) number of or-
bitals of each type at each Wyckoff position. Typically,
the Wyckoff positions determine the level-0 invariants,
and all subsequent restrictions on higher-level invariants
can be expressed in terms of these, so that the Wyck-
off positions and the representations of orbitals do no
appear explicitly in the classification tables. For the ex-
amples we consider, this is the case for the point groups
C2, C4, and D4. However, the Wyckoff positions may
also enter the homotopic classification directly, as is the
case for C2T-symmetric band structures.

The existence of boundary states is a hallmark of sta-
ble topology — a topologically nontrivial insulator pro-
tected by a lattice symmetry exhibits anomalous bound-
ary states at a boundary that respect the requisite sym-
metries. In the examples that we consider here, the

lattice symmetries include a rotation, so that there are
no invariant boundaries in two dimensions. However, in
three dimensions, there is an invariant boundary normal
to the rotation axis. We establish that such a bound-
ary indeed hosts anomalous boundary modes if the sta-
ble topology is nontrivial. Anomalous boundary modes
also exist for stable representation-protected topology,
whereby one must not only constrain the types (but not
the number) of orbitals in the bulk, but also at the at
the invariant boundary.
In real systems, the anomalous boundary states pro-

tected by representation-protected stable topology may
disappear if there is a surface reconstruction that vio-
lates the constraint on orbital types. Nevertheless, if this
violation is sufficiently weak, non-anomalous boundary
states may exist that can be traced back to the anoma-
lous boundary states of representation-protected topol-
ogy. A similar reasoning relating non-anomalous bound-
ary states to anomalous boundary states protected by
additional symmetries is used in the case of, e.g., sim-
plified models with a sublattice symmetry, which have
zero-energy flat bands on edges or on surfaces (such as the
“drumhead states” of nodal-line semimetals [84] and the
flat bands at zig-zag edges of graphene [85, 86]), which
do not remain flat and at zero energy once sublattice-
symmetry-breaking perturbations are taken into account.
Even in absence of individual invariant boundaries,

stable topology can lead to boundary signatures if the
overall crystal is invariant under the symmetry. Such
boundary signatures may be of higher-order type [87–92]
— such as anomalous gapless states at crystal hinges —
and they are guaranteed to exist if the band structure
is not of atomic limit type [25, 93]. For band structures
of atomic-limit type, more subtle boundary signatures,
such as fractional corner charges or “twisted boundary
signatures” may exist [29, 47, 90, 91, 94–105], but this is
not guaranteed. We expect no such higher-order bound-
ary signatures for representation-protected topology, be-
cause it is not possible to organize orbitals according to
their representation under the crystalline symmetry op-
erations on a surface that is not itself invariant.
In conclusion, we have presented analytical machinery

that can be used to classify band structures with crys-
talline symmetry at the highest possible level of gran-
ularity. Whether the application of this methodology
to other symmetry classes and more complicated point
groups might yield further examples of representation-
protected topology, remains a topic of future study.
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Appendix A: Symmetries of the Bloch Hamiltonian

We briefly recapitulate the symmetry analysis of the
Bloch Hamiltonians for general crystalline symmetries.
(For a detailed analysis, see, e.g., the Supplementary Ma-
terial of Ref. [35].)

1. Crystalline symmetries

We consider a symmetry of the lattice, derived from
an isometry of the underlying space g : Rd → Rd. The
physical systems of interest consist of a set of n orbitals
α located at positions rα ∈ (− 1

2 ,
1
2 ]

d within the unit cell,

whose origin is labeled by R ∈ Zd. Under the action of
g, an arbitrary lattice point transforms as

g(R+ rα) = gR+ δRα + rα′ ≡ R′ + rα′ , (A1)

where, since grα may not lie within the unit cell, we sub-
tract off a lattice translation δRα to move it back within
the unit cell at the new position rα′ . The symmetry
generically maps a basis orbital at rα to a linear combi-
nation of basis orbitals at rα′ , so that its action on the
position space basis state |R, α⟩ can be written as

C(g) |R, α⟩ =
n∑

α′=1

C∗
αα′(g) |R′, α′⟩ . (A2)

The unitary matrices C(g) for various g ∈ G then con-
stitute a representation of the point group G.

In Sec. II, we define the Bloch states as

|k, α⟩ =
∑
R

eik·(R+rα) |R, α⟩ . (A3)

Under the lattice symmetry g, these transform as

C(g) |k, α⟩ =
∑
R

eik·(R+rα)C(g) |R, α⟩

=

n∑
α′=1

∑
R

eik·(R+rα)C∗
αα′(g) |R′, α′⟩

=

n∑
α′=1

C∗
αα′(g)

(∑
R′

ei(gk)·(R
′+rα′ ) |R′, α′⟩

)

=

n∑
α′=1

C∗
αα′(g) |gk, α′⟩ , (A4)

where we have used Eq. (A1) and k · R = (gk) · (gR).
The symmetry operators are independent of R′, so that
we do not need to account for the change in unit cell that
a site might undergo under the symmetry operation. On
the other hand, under translation by a reciprocal lattice
vector G, these Bloch states pick up a phase eik·rα , which
can be written in form identical to Eq. (A4) as

C(gG) |k, α⟩ ≡ |k+G, α⟩ =
∑
α′

Λ∗
αα′(G) |k, α′⟩ , (A5)

where Λαβ(k) = e−ik·rαδαβ . We thus consider the point
group symmetries and reciprocal lattice translations to-
gether as elements of the reciprocal space group GΛ,
whose action on the Bloch states is given by Eq. (A4).
The Bloch Hamiltonian then satisfies the constraint

H(gk) = C†(g)H(k)C(g) (A6)

for all g ∈ GΛ.
We contrast this with the conventional definition of

Bloch states (which does not contain the position of or-
bitals within the unit cell)

|k, α⟩c =
∑
R

eik·R |R, α⟩c . (A7)

These states are periodic under reciprocal lattice trans-
formations, while under a lattice symmetry, they trans-
form as

C(g) |k, α⟩c =
∑
R

eik·RC(g) |R, α⟩c

=

n∑
α′=1

∑
R

eik·RC∗
αα′(g) |R′, α′⟩c

=

n∑
α′=1

C∗
αα′(g)e−i(gk)·δRα |gk, α′⟩c

≡
n∑

α′=1

C̃∗
αα′(g,k) |gk, α′⟩c , (A8)

so that the unitary matrix C̃(g,k) now depends on

k. The matrices C̃(g,k) can be related to the k-

independent representation matrices C(g) as C̃(g,k) =
Λ(gk)C(g)Λ(k)†. The two definitions of Bloch states are
related by

|k, α⟩ = eik·rα |k, α⟩c =
∑
α′

Λ∗
αα′(k) |k, α′⟩c , (A9)

so that the corrresponding Bloch Hamiltonians are re-
lated by

H(k) = Λ(k)H̃(k)Λ†(k). (A10)

In the following sections, we work exclusively in the Bloch
basis of Eq. (A3).

2. Time reversal symmetry

With the exception of Sec. III B 2, we consider a time-
reversal symmetry with T2 = +1, and choose a basis of
orbitals at lattice sites such that the Bloch Hamiltonian
satisfies

H(k) = H∗(−k). (A11)
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This is equivalent to H̃∗(−k) = H̃(k) in the conventional
Bloch basis, since the unitary matrix relating the two
bases (Eq. A10) satisfies

Λ∗
αβ(k) = eik·rαδαβ = Λαβ(−k), (A12)

so that

H∗(−k) = Λ∗(−k)H̃∗(−k)Λ∗(−k)

= Λ†(k)H̃(k)Λ(k) = H(k). (A13)

Let the symmetries of the lattice include twofold rota-
tion (in 2d) or inversion (in 3d) that squares to +1, so
that the Hamiltonian satisfies

H(k) = C†H(−k)C (A14)

for some unitary matrix C satisfying

C2 = 11 = CC† =⇒ C = C†. (A15)

Thus, the time-reversed version of Eq. (A14) becomes

H∗(k) = CH(k)C, (A16)

Complex conjugating both sides, we get

H(k) = C∗H∗(k)C∗ = (C∗C)H(k)(C∗C)†, (A17)

so that H(k) must commute with C∗C. This is trivially
satisfied if C∗C = ±11, i.e., if C is purely real or purely
imaginary.
The local-in-k condition of Eq. (A16) can be reduced to

a reality condition on the Bloch Hamiltonian by defining
a unitarily equivalent Hamiltonian

H ′(k) ≡ BH(k)B†, (A18)

where B is unitary. Eq. (A16) then becomes

H ′∗(k) = B∗ (CH(k)C)BT

=
(
B∗CB†)H ′(k)

(
B∗CB†)† . (A19)

Thus, H ′(k) is real if

B∗CB† = 11 =⇒ C = BTB, (A20)

i.e., if B is a “square root” of C. We can readily define
such a matrix B by working in the eigenbasis of C, where
B is simply a diagonal matrix whose entries are square
roots of the diagonal entries of C.

Appendix B: Explicit construction of the
representation matrices

In this section, we compute the unitary matrices C(g)
and Λa representing the reciprocal space groups GΛ for
the lattice symmetries discussed in this article. Specif-
ically, for all Wyckoff position and orbitals, we derive
the explicit form of the rotation matrices Cn and, in the
case of D4, the reflection matrix Mx. For the translation
component of GΛ, we derive Λ(k) defined in Eq. (A5),
from which the translation matrices can be obtained as
Λa = Λ(2πea) for a = x, y.

α Gα Location(s) within the unit cell

a

C2

(0, 0)

b (1/2, 1/2)

c (1/2, 0)

d (0, 1/2)

g — (ax, ay), (−ax,−ay)

TABLE XIV. Wyckoff positions α at coordinate rα(s) within
the unit cell and the corresponding little groups Gα for a 2d
C2-symmetric lattice. For the generic Wyckoff position, we
take ax,y ∈ (0, 1/2).

1. C2 symmetry

For twofold rotation symmetry, there are four special
Wyckoff positions as well as the generic Wyckoff position,
as listed in Table XIV. For a system with nα electrons at
the Wyckoff position α, the total number of electrons in
the unit cell is

n =
∑
α

mult(α)nα

=na + nb + nc + nd + 2ng.

The reciprocal space translation matrix is block diagonal
in Wyckoff positions, so that

Λ(k) = diag {Λa(k),Λb(k),Λc(k),Λd(k),Λg(k)} , (B1)

The translation matrices for individual Wyckoff positions
can be computed using their definition in Eq. (A5) and
the coordinates of various Wyckoff positions listed in Ta-
ble XIV as

Λa(k) = 11na ,

Λb(k) = 11nb
ei(kx+ky)/2,

Λc(k) = 11nce
ikx/2,

Λd(k) = 11nd
eiky/2,

Λg(k) = 11ng
diag

{
ei(kxax+kyay), e−i(kxax+kyay)

}
.

The twofold rotation operator is k-independent and block
diagonal in the Wyckoff positions, i.e.,

C2 = diag {Ca, Cb, Cc, Cd, Cg} . (B2)

We now compute the matrices for each sector.
The special Wyckoff positions all have multiplicity one,

and thus map back to themselves under twofold rotation.
Furthermore, each of them have a little group C2, so that
the orbitals at these Wyckoff positions are labeled by the
corresponding irreps ±1. Thus,

Cα = diag
{
11nα+

,−11nα−

}
; α ∈ {a,b,c,d}. (B3)

The generic Wyckoff position has multiplicity two and
thus constitutes of two points “g1” and “g2”, which
transform into each other under C2, so that

Cg = 11ng
⊗ σ1. (B4)
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Label Γ M X Y

+a + + + +

−a − − − −
+b + + − −
−b − − + +

+c + − − +

−c − + + −
+d + − + −
−d − + − +

2g +− +− +− +−

TABLE XV. Elementary band representations for twofold ro-
tation symmetry.

α Gα Location(s) within the unit cell (rα)

a
C4

(0, 0)

b (1/2, 1/2)

c C2 (1/2, 0), (0, 1/2)

g — (ax, ay), (−ay, ax), (−ax,−ay), (ay,−ax)

TABLE XVI. Wyckoff positions α at coordinate rα(s) within
the unit cell and the corresponding little groups Gα for a 2d
C4-symmetric lattice. We take ax,y ∈ (0, 1/2).

Using these definitions, we can compute the unitary ma-
trices C2, Λx and Λy for any given combination of Wyck-
off positions and orbitals.

For symmetry class AI, we need an additional basis
transformation by B to ensure that C2T acts as a com-
plex conjugation, as discussed in App. A 2. To this end,
we first rotate the basis in the subspace of generic Wyck-
off positions (if present) to achieve Cg = 11ng ⊗ σ3. The
resulting representation matrix C2 is a diagonal matrix
with entries ±1. A requisite basis transformation B can
then be computed using Eq. (A20) by defining B as a
diagonal matrix with an i wherever there is −1 in C2.
A band representation for C2 symmetry consists of the

set of rotation eigenvalues (±) at the four high-symmetry
points. The EBRs, corresponding to single orbital at a
single Wyckoff position, are listed in Table XV.

2. C4 symmetry

For fourfold rotation symmetry, there are three special
Wyckoff positions as well as the generic Wyckoff position,
as listed in Table XVI. For a system with nα electrons at
the Wyckoff position α, the total number of electrons in
the unit cell is

n = na + nb + 2nc + 4ng.

The reciprocal space translation matrix is

Λ(k) = diag {Λa(k),Λb(k),Λc(k),Λg(k)} , (B5)

where

Λa(k) = 11na
,

Λb(k) = 11nb
ei(kx+ky)/2,

Λc(k) = 11nc
diag

{
eikx/2, eiky/2

}
(B6)

Λg(k) = 11ng
diag

{
ei(axkx+ayky), ei(−aykx+axky),

ei(−axkx−ayky), ei(aykx−axky)
}
.

The fourfold rotation operator is block diagonal in the
Wyckoff positions, i.e.,

C4 = diag {Ca, Cb, Cc, Cg} . (B7)

We now compute the matrices for each sector.
The Wyckoff positions “a” and “b” have multiplicity

one, so that they map back onto themselves under C4.
The orbitals at these Wyckoff positions are of s, d or p±
type, corresponding to a C4 eigenvalue 1, −1 and ±i.
Thus, in absence of time-reversal symmetry,

Cα = diag
{
11nsα ,−11ndα

, i11np+α ,−i11np−α

}
, (B8)

where α ∈ {a, b} and nα = nsα +ndα +np+α +np−α. In
the presence of time-reversal symmetry, the p± orbitals
come together, so that we can set np+,α = np−,α ≡ np,α.
We write them in the real basis as px, py, so that

Cα = diag
{
11nsα ,−11ndα

, iσy ⊗ 11npα

}
, (B9)

with nα = nsα+ndα+2npα. The two points constituting
Wyckoff position “c” are labeled by their inversion parity
and transform into each other under C4, so that

C2
c = 112 cc; cc = diag

{
11n+c ,−11n−c

}
, (B10)

where 112 corresponds to the two sites of Wyckoff position
“c.” The C4 operator, which is a square root of this
matrix, depends on the relation between the basis states
at “c1” and “c2”. We choose the basis at “c1” as the
eigenbasis of C2, and define the basis states at “c2” as
the images under C4 of those at “c1”. We can thus write

C4

(
|R, c1⟩
|R, c2⟩

)
=

(
|R, c2⟩

cc |R− ex, c1⟩

)
, (B11)

where |R, c1⟩ to denote a column vector consisting of nc
orbitals at “c1”. The matrix multiplying the RHS can
be identified as CT

4 , so that

Cc(k) =

(
0 cc

11nc 0

)
, (B12)

squaring which yields Eq. B10.
Finally, the four points that constitute the generic

Wyckoff position “g” transform under C4 as

C4rg1 = rg2, C4rg2 = rg3,

C4rg3 = rg4, C4rg4 = rg1, (B13)
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Label Γ M X

sa s s +

da d d +

p±a p± p± −
2pa p2 p2 −−
sb s d −
db d s −
p±b p± p∓ +

2pb p2 p2 ++

+c sd p2 +−
−c p2 sd +−
4g sdp2 sdp2 ++−−

TABLE XVII. Elementary band representations for fourfold
rotation symmetry. in the presence of time-reversal symme-
try, the two p orbitals transform as a doublet, denoted by 2pa.

so that

Cg(k) =


0 0 0 11nc

11nc
0 0 0

0 11nc
0 0

0 0 11nc
0

 . (B14)

In the presence of time-reversal symmetry, we can again
diagonalize the C2 operator and perform a basis trans-
formation, as described in App. B 1, to ensure that C2T
acts as a complex conjugation.

A band representation for C4 symmetry consists of the
C4 eigenvalue, (i.e., the orbital type s, p±, d) at the Γ
and M points and the C2 eigenvalue (±) at the X point.
The EBRs for C4 symmetry are listed in Table XVII.

3. D4 symmetry

For the fourfold dihedral symmetry, there are five spe-
cial Wyckoff positions as well as the generic Wyckoff po-
sition, as listed in Table XVIII. For a system with nα
electrons at the Wyckoff position α, the total number of
electrons in the unit cell is

n = na + nb + 2nc + 4nd + 4ne + 8ng.

The reciprocal space translation matrix is

Λ(k) = diag {Λa(k),Λb(k),Λc(k),Λd(k),Λe(k),Λg(k)} ,
(B15)

α Gα Location(s) within the unit cell (rα)

a
D4

(0, 0)

b (1/2, 1/2)

c D2 (1/2, 0), (0, 1/2)

d
Z2

(a, 0), (0, a), (−a, 0), (0,−a)

e (a, a), (−a, a), (−a,−a), (a,−a)

g —
(ax, ay), (−ay, ax), (−ax,−ay), (ay,−ax) ,

(ax,−ay), (ay, ax), (−ax, ay), (−ay,−ax)

TABLE XVIII. Wyckoff positions α at coordinate rα(s)
within the unit cell and the corresponding little groups Gα

for a 2d D4-symmetric lattice. Here, Dn denotes the group
formed by n-fold rotation along with n reflections. We take
a, ax,y ∈ (0, 1/2).

where

Λa(k) = 11na ,

Λb(k) = 11nb
ei(kx+ky)/2,

Λc(k) = 11nc
diag

{
eikx/2, eiky/2

}
Λd(k) = 11nd

diag
{
eiakx , eiaky , e−iakx , e−iaky

}
Λe(k) = 11nediag

{
eia(kx+ky), eia(−kx+ky), eia(−kx−ky),

eia(kx−ky)
}
,

Λg(k) = 11ngdiag
{
ei(axkx+ayky), ei(−axkx+ayky),

ei(axkx−ayky), ei(−axkx−ayky),

ei(aykx+axky), ei(−aykx+axky),

ei(aykx−axky), ei(−aykx−axky)
}
. (B16)

Since the group D4 is generated by two operators, we
need to compute a fourfold rotation operator C4 and the
mirror operator Mx, both of which are block diagonal in
the Wyckoff positions, i.e.,

C = diag {Ca, Cb, Cc, Cd, Ce, Cg} ,
M = diag {Ma,Mb,Mc,Md,Me,Mg} . (B17)

We now compute the matrices for each sector.
The Wyckoff positions “a” and “b” have multiplicity

one and thus map to themselves under both C4 and Mx.
The orbitals at Wyckoff positions “a” and “b” are labeled
by the irreps of D4 ( see Table XII). Thus, for α ∈ {a, b},

Cα = diag
{
11nA1α

, 11nA2α
,−11nA3α

,−11nA4α
, iσ211nBα

}
,

Mα = diag
{
11nA1α

,−11nA2α
, 11nA3α

,−11nA4α
, σ311nBα

}
,

(B18)

with nα = nA1α+nA2α+nA3α+nA4α+2nBα, and we have
chosen the explicit matrices for irrep B as in Eq. (78).

The two points constituting the Wyckoff position “c”
transform into each other under C4 but into themselves
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under Mx. The orbitals at these points are labeled by
(±±), their parity under C2 and Mx, respectively. Thus,
in the simultaneous eigenbasis of C2 and Mx, we get

cc = diag
{
11n++c

, 11n+−c
,−11n−+c

,−11n−−c

}
,

mc = diag
{
11n++c ,−11n+−c , 11n−+c ,−11n−−c

}
, (B19)

with nc = n++c + n+−c + n−+c + n−−c. As for C4,
we choose the basis at “c2” as the images of those at
“c1” under a rotation, so that the rotation and mirror
operators are explicitly given by

Cc =

(
0 cc

11nc 0

)
, Mc =

(
mc 0

0 mccc

)
. (B20)

where in the latter case, mc denotes the mirror eigenval-
ues of My =MxC2.

The four points constituting the Wyckoff position “d”
transform as

C4rd1 = rd2, Mxrd1 = rd1,

C4rd2 = rd3, Mxrd2 = rd4,

C4rd3 = rd4, Mxrd3 = rd3,

C4rd4 = rd1, Mxrd4 = rd2. (B21)

The orbitals at Wyckoff position “d” are labeled by ±,
corresponding to the eigenvalue under reflection by the
x (resp. y) axis. Thus,

md = diag
{
11n+d

,−11n−d

}
, (B22)

with nd = n+d + n−d. We choose the rotated version of
the orbitals at “d1” as the orbitals at the remaining three
points constituting the Wyckoff position “d”. Thus,

Cd =


0 0 0 11nd

11nd
0 0 0

0 11nd
0 0

0 0 11nd
0

 (B23)

and

Md =


md 0 0 0

0 0 0 md

0 0 md 0

0 md 0 0

 . (B24)

The four points constituting the Wyckoff position “e”
transform as

C4re1 = re2, Mxre1 = re4,

C4re2 = re3, Mxre2 = re3,

C4re3 = re4, Mxre3 = re2,

C4re4 = re1, Mxre4 = re1. (B25)

with ne = n+e+n−e. We again choose the rotated version
of the orbitals at “e1” as the orbitals at the remaining
three points constituting the Wyckoff position “e”. Thus,

Ce =


0 0 0 11ne

11ne
0 0 0

0 11ne
0 0

0 0 11ne
0

 (B26)

and

Me =


0 0 0 me

0 0 me 0

0 me 0 0

me 0 0 0

 . (B27)

Finally, the eight points constituting the generic Wyck-
off position transform as

C4rg1 = rg2, Mxrg1 = rg5,

C4rg2 = rg3, Mxrg2 = rg8,

C4rg3 = rg4, Mxrg3 = rg7,

C4rg4 = rg1, Mxrg4 = rg6,

C4rg5 = rg6, Mxrg5 = rg1,

C4rg6 = rg7, Mxrg6 = rg4,

C4rg7 = rg8, Mxrg7 = rg3,

C4rg8 = rg5, Mxrg8 = rg2, (B28)

so that

Cg =



0 0 0 11ng
0 0 0 0

11ng
0 0 0 0 0 0 0

0 11ng
0 0 0 0 0 0

0 0 11ng
0 0 0 0 0

0 0 0 0 0 0 0 11ng

0 0 0 0 11ng 0 0 0

0 0 0 0 0 11ng
0 0

0 0 0 0 0 0 11ng
0


and

Mg =



0 0 0 0 11ng 0 0 0

0 0 0 0 0 0 0 11ng

0 0 0 0 0 0 11ng
0

0 0 0 0 0 11ng
0 0

11ng
0 0 0 0 0 0 0

0 0 0 11ng
0 0 0 0

0 0 11ng 0 0 0 0 0

0 11ng 0 0 0 0 0 0


.

A band representation for a D4 symmetric lattice
thus consists of the irrep label at the Γ and M points,
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Label Γ M X ΓM MX ΓX

(A1)a A1 A1 (++) + + +

(A2)a A2 A2 (+−) − − −
(A3)a A3 A3 (++) − + +

(A4)a A4 A4 (+−) + − −
(B)a B B (++)(+−) +− +− +−
(A1)b A1 A4 (−+) + + +

(A2)b A2 A3 (−−) − − −
(A3)b A3 A2 (−+) − + +

(A4)b A4 A1 (−−) + − −
(B)b B B (−+)(−−) +− +− +−
(++)c A1A3 B (++)(−+) +− ++ ++

(+−)c A2A4 B (+−)(−−) +− −− −−
(−+)c B A1A3 (++)(−−) +− +− +−
(−−)c B A2A4 (+−)(−+) +− +− +−
(+)d A1A3B A1A3B (++)(++)(−+)(−−) + +−− +++− +++−
(+)d A2A4B A2A4B (+−)(+−)(−+)(−−) + +−− +−−− +−−−
(+)e A1A4B A1A4B (++)(+−)(−+)(−−) + + +− ++−− ++−−
(+)e A2A3B A2A3B (++)(+−)(−+)(−−) +−−− ++−− ++−−

8g A1A2A3A4B
2 A1A2A3A4B

2 (++)(++)(−+)(−+) + +++ ++++ ++++

(+−)(+−)(−−)(−−) −−−− −−−− −−−−

TABLE XIX. Elementary band representations of the square lattice with D4 symmetry. The representations of the little groups
GΓ and GM are labeled by the irrep labels of D4 (see Tab. XII), while representations of GX are labeled by the eigenvalue of
C2 and Mx.

the twofold rotation and mirror eigenvalues (±) at the
X point, and the eigenvalues ± of Mα for the 1-cells
α = ΓX,MX,ΓM. The EBRs for D4-symmetric band
structures are listed in Table XIX.

Appendix C: Homotopic classification of maps
defined on CW complexes

In this Section, we describe the classification procedure
outlined in Sec. II C more rigorously.

CW-complex — The fundamental domain of the d-
dimensional Brillouin zone has the structure of a CW-
complex D. Formally, D is a collection of “p-cells” with
0 ≤ p ≤ d, each of which is homotopic to (0, 1)p, or,
equivalently, to a p-ball. The CW-complex structure fur-
ther includes a gluing map, which, given a p-cell α, as-
signs to its boundary ∂α — homotopically equivalent to
the (p − 1)-sphere Sp−1 — a collection of q-cells with
q < p. Note that a given q-cell β may be glued multi-
ple times to the boundary ∂α. We define the boundary
∂D of the CW complex as the union of boundaries of
individual d-cells. Note that for a d-dimensional CW-
complex D with multiple d-cells, lower-dimensional cells
at the boundary between two d-cells are also considered
to be part of ∂D.

Bloch Hamiltonians and loop spaces — A Bloch Hamil-
tonian is defined as a map h : D → X , which constitutes
of a set of continuous maps α→ Xα for each p-cell α, so
that h is compatible with the CW-complex structure of
D. We denote the space of such maps by Ω0(D,X ).
For the classification procedure, we also need m-

parameter families or “m-loops” of Bloch Hamiltonians.
We recursively define such an m-loop hm as a map hm :
D×[0, 1]m → X that is compatible with the CW-complex
structure of D for each fixed (t1, . . . , tm) ∈ [0, 1]m and
which for m ≥ 1 satisfies the condition

hm(k; t1, . . . , tm−1, tm) = hm−1
ref (k; t1, . . . , tm−1), (C1)

with a hm−1
ref a reference (m− 1)-loop if m > 1 and a ref-

erence Bloch Hamiltonian h0ref ≡ href if m = 1. With this
notation, a Bloch Hamiltonian can be considered a “0-
loop”. The space of such m-loops is denoted Ωm(D,X ).
We can similarly define the loop spaces for ∂D and any
other subcomplex of D. Our end goal is the computation
of the homotopy set π0[Ω

0(D,X )] enumerating homotopy
classes of Bloch Hamiltonians. However, we will need ho-
motopy sets of m-loops as an intermediate step.

Classification on ∂D — The computation of
π0[Ω

m(D,X )] is simplified by the observation that
two maps gm, hm ∈ Ωm(D,X ) cannot be topologically
equivalent if the restrictions gm|∂D, h

m|∂D ∈ Ωm(∂D,X )
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are topologically inequivalent. Furthermore, not all
hm∂ ∈ Ωm(∂D,X ) can occur as the boundary restriction
of some hm ∈ Ωm(D,X ). To see this, consider a d-cell
α. Since α is homotopically isomorphic to the d-ball,
∂α is homtopically equivalent to Sd−1, so that the
restriction hm|∂α defines a map Sd−1 → Ωm(Xα). Since
α is contractible, hm|∂α must be trivial in πd−1[Ω

m(Xα)]
if there exists a hm ∈ Ωm(D,X ) such that hm∂ is the
boundary restriction hm. We refer to this restriction as
a compatibility condition. We denote the subspace of
Ωm(∂D,X ) that satisfies the compatibility condition for
all d-cells by Ωm(∂D,X )|0.
Being in Ωm(∂D,X )|0 is not only necessary, but also

a sufficient condition for a hm∂ ∈ Ωm(∂D,X ) to be the
boundary restriction of some hm ∈ Ωm(D,X ). This
is because satisfying the compatibility condition implies
that for each d-cell α ∈ D there exists a homotopy
Hm

∂ : ∂α × [0, 1] → X that interpolates between hm∂
and the trivial (i.e., constant) map. Using the homo-
topic equivalence of α and the p-ball, we can interpret
Hm

∂ as an extension of hm∂ to the full d-cell α. Contin-
uing this for each α, we can thus define an extension of
hm∂ to Ωm(D,X ).

We next compute the equivalence classes of Ωm(D,X )
for a fixed homotopic class on ∂D, i.e., for a fixed
element of π0[ Ω

m(∂D,X )|0 ]. We denote the corre-
sponding subspaces of Ωm(D,X ) and Ωm(∂D,X )|0 by

Ω
m
(D,X ) and Ω

m
(∂D,X ), respectively. Hence, by con-

struction Ω
m
(∂D,X ) is a connected space. The remain-

ing classification problem amounts to the computation
of π0[Ω

m
(D,X )], which enumerates the connected com-

ponents of Ω
m
(D,X ).

Classification on D — We choose a reference m-loop
hm∂,ref ∈ Ω

m
(∂D,X ) and define Ω

m

ref(D,X ) as the set of

maps hm satisfying hm|∂D = hm∂,ref∀(t1, . . . , tm) ∈ [0, 1]m.

If we further fix a reference m-loop hmref ∈ Ω
m

ref(D,X ),

then for any hm ∈ Ω
m

ref(D,X ) and any d-cell α, the pair
(hm, hmref) defines a map from (α × α) × [0, 1]m → Xα.
Since hm and hmref agree on the boundary of α, we can
identify them on ∂α, thereby forming an m-loop defined
on the d-sphere Sd. Such m-loops can be classified by

πd[Ω
m(Xα)] ∼= πm+d[Xα], (C2)

where we have used the Freudenthal suspension theorem
[32, Corollary 4.24]. Combining classification spaces from
all d-cells in D, we get

π0[Ω
m

ref(D,X )] =
∏

d−cellsα∈D

πm+d[Xα]. (C3)

To compute π0[Ω
m
(D,X )], we use that the natural in-

clusion i : Ω
m

ref(D,X ) ↪→ Ω
m
(D,X ) induces a map

π0

[
Ω

m

ref(D,X )
]

i∗−−−→ π0

[
Ω

m
(D,X )

]
. (C4)

This map is surjective, because, by construction, the re-
striction hm|∂D of anym-loop hm ∈ Ω

m
(D,X ) can always

FIG. 15. Graphical representation of the bijection bγ∗ on
π0 [Ω

m
ref(D,X )] induced by an element a loop γ on Ωm(∂D,X )

for a 1-cell (left) and a 2-cell(right).

be continuously deformed to hm∂,ref and ths deformation
can be extended to a homotopy between the full m-loop
hm and an m-loop in Ω

m

ref(D,X ) using the construction
of Fig. 3. Since i∗ is surjective, it follows that

π0

[
Ω

m
(D,X )

]
∼= π0

[
Ω

m

ref(D,X )
]
/ ∼, (C5)

where ∼ denotes the equivalence classes of elements of
π0[Ω

m

ref(D,X )] whose images under i∗ are identical.

Quotienting out the boundary deformations — To char-
acterize the equivalence classes defined in Eq. (C5),

we first consider a pointed loop γm in Ω
m+1

(∂D,X )
with the reference hm∂,ref , i.e., a family of m-loops

γm(t) ∈ Ωm(∂D,X ) parameterized by t ∈ [0, 1], such that

γm(0) = γm(1) = hm∂,ref . Given hm ∈ Ω
m

ref(D,X ), we can
“attach” γm to hm as shown graphically in Fig. 15 for
one- and two-dimensional CW-complexes. We term this
process a boundary deformation of hm.
More formally, boundary deformation corresponding

to the pointed loop γm ∈ Ω
m+1

(∂D,X ) induces the map

Ω
m

ref(D,X )
bγ−−−→ Ω

m

ref(D,X ). (C6)

This further induces a map between the homotopy sets

π0

[
Ω

m

ref(D,X )
]

bγ∗−−−−→ π0

[
Ω

m

ref(D,X )
]
. (C7)

This map is well defined, since if gm, hm ∈ Ω
m

ref(D,X ) are
homotopically equivalent, they remain so after identical
boundary deformations. Since any loop γm has an inverse
obtained by traversing it in the opposite direction, bγ∗ is
a bijection.
We now show that for gm, hm ∈ Ω

m

ref(D,X ), the topo-
logical equivalence classes [gm] ∼ [hm] under the equiv-
alence relation of Eq. (C5) if and only if there exists a

pointed loop γm ∈ Ω
m+1

(∂D,X ) such that bγ∗([g
m]) =

[hm]. To this end, we first note that attaching the loop

γm to hm ∈ Ω
m

ref(D,X ) naturally provides a homotopy

between hm and bγ(h
m) in Ω

m
(D,X ) (but not necessar-

ily in Ω
m

ref(D,X )), so that the images in π0[Ω
m

ref(D,X )]
of the topological equivalence classes [hm] and bγ∗[h

m]
under i∗ are identical. To show that the converse is
also true, we consider gm, hm ∈ Ω

m

ref(D,X ) such that
i∗[g

m] = i∗[h
m], i.e., gm and hm are homotopically equiv-

alent in Ω
m
(D,X ). Thus, there exists a homotopy Im(t)
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such that

Im( · , 0) = gm, Im( · , 1) = hm.

Since the boundary restrictions of gm and hm both equal
hm∂,ref, the restriction I

m|∂D defines a boundary deforma-

tion in Ω
m+1

(∂D,X ). Setting γm ≡ Im|∂D, the existence
of I implies that hm can be homotopically deformed into
bγ(g

m), i.e., bγ∗ : [g
m] 7→ [hm].

From the definition of bγ∗ we note that bγ∗ depends
only on the homotopic equivalence class of γm. These
homotopic equivalence classes are classified by

π1

[
Ω

m
(∂D,X )

]
∼= π0

[
Ω

m+1
(∂D,X )

]
. (C8)

Hence, to compute the equivalence class under ∼, it
is sufficient to consider the induced map bγ∗ for one
boundary deformation γm of each equivalence class in

π0[Ω
m+1

(∂D,X )].

The full classification — We can complete the clas-

sification by computing π0[Ω
0
(D,X )] using Eqns. (C3)

and (C5) for each element of π0[ Ω
0(∂D,X )|0 ], i.e., for

each possible lower-dimensional invariant. This requires
knowledge of π0

[
Ω0(∂D,X )|0

]
, i.e.., of the homotopic

classification on boundary ∂D. Further, as discussed
above, to evaluate the quotient in Eq. (C5), we need
to know π0

[
Ω1(∂D,X )

]
. Since ∂D is itself a (d − 1)-

dimensional CW complex, both π0[ Ω
0(∂D,X )|0 ] and

π0[Ω
1(∂D,X )] can be calculated using the procedure de-

scribed above. Proceeding recursively, we get classifica-
tion sets with increasing loop order m, while lowering the
dimension of the CW-complexes. We eventually end up
with a 0-dimensional CW-complex, i.e., a disjoint set of
points, the classification on which can be performed by
elementary means.

This recursive procedure is greatly simplified by not-
ing that it is not necessary to precisely determine
π0
[
Ωm+1(∂D,X )

]
in order to obtain π0[Ω

m(D,X )] from
Eq. (C5). Instead, it suffices to use the easier-to-compute

classification sets π0[Ω
m+1

ref (∂D,X )], thereby terminating
the recursive procedure after one step. This simplifi-
cation is possible because i∗ is surjective and it is suf-
ficient to consider a collection of boundary deforma-

tions γm ∈ Ω
m+1

(∂D,X ) that is large enough to include
at least one boundary deformation in each topological
equivalence class.

Appendix D: Homotopy groups of Grassmannians

The Grassmannian GrF(m,n) is a manifold that pa-
rameterize the n-dimenional linear subspaces of a (m+n)-
dimensional vector space over the field F = R,C,H. They
can be explicitly written as a quotient of groups as

GrF (m,n) =
G(m+ n)

G(m)×G(n)
, (D1)

where G denotes the orthogonal, unitary or symplec-
tic group for F = R,C,H, respectively. The homotopy
spaces of the Grassmannians can thus be computed by
starting with the short exact sequence of groups

1 → G(m)×G(n) → G(m+ n) → GrF(m,n) → 1.

This defines the long exact sequence of homotopy spaces
[32, Sec 4.2]

. . .→ πp[G(m)]× πp[G(n)] → πp[G(m+ n)]

→ πp[GrF (m,n)] → πp−1[G(m)]× πp−1[G(n)] → . . .

The homotopy groups of G(n) for G = O,U, and Sp are
well-known. They can all be computed in terms of the
known homotopy groups of spheres using the short exact
sequence [32, Sec 4.2, Example 4.55]

1 → G(n) → G(n+ 1) → Sr(n) → 1, (D2)

where r(n) = n, 2n+1, and 4n+3 for G = O,U, and Sp,
respectively. This leads to a long-exact sequence of ho-
motopies

· · · → πp[G(n)] → πp[G(n+ 1)] → πp[S
r(n)] → . . .

But since πp[S
k] = 0 for k > p, this long exact sequence

splits into

0 → πp[G(n)] → πp[G(n+ 1)] → 0.

for p > r(n). Thus, πp[G(n)] ∼= πp[G(n+1)] for p > r(n),
which is the stabilization of the homotopy groups of G(n)
for n→ ∞.

Appendix E: The Hopf invariant

The continuous maps from the 3-sphere S3 to the com-
plex Grassmannian GrC(1, 1) ∼= CP1 ∼= S2 are classified
by the third homotopy group

π3[GrC(1, 1)] = π3[S
2] = Z. (E1)

The corresponding topological invariant is termed the
Hopf invariant H. For a given map h : S3 → S2, it can be
calculated as the linking number of the preimages under
h of two distinct points in S2.
More explicitly, given a point x ∈ S2, the preimage

γ = h−1(x) defines a (single or multiple) closed loop(s).
We take two distinct points x′ and x′′ infinitesimally close
to x and denote their preimages under h by γ′ and γ′′,
respectively. We then assign a directionality to γ for each
point on it by computing the cross product of the vectors
pointing towards γ′ and γ′′. The same direction may be
assigned to γ′ and γ′′, as these curves are (infinitesimally)
close to γ. The Hopf number H is then given by the
linking number of the directed curves γ and γ′. Note
that γ′′ only serves to define the direction along γ and
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FIG. 16. The winding of the Wilson loop for a boundary
deformation with nontrivial topology at Γ. Since argW is
pinned to π at Γ and time-reversal requires antisymmetry
about it, the total winding must be odd. ( see Fig. 4 for the
definition of the high-symmetry points)

γ′, but is otherwise not involved in the the calculation of
the linking number.

An example of a map with H = 1 can be constructed by
taking S3 as the 3-ball B3 = {r| |r| ≤ 1} with its surface
identified to a single point. On B3, we then consider the
“band structure”

h(r) = e−iπr·τh0e
iπr·τ , (E2)

where the τα, α = 1, 2, 3 are the Pauli matrices and h0 =
h0 · τ is a fixed gapped Hamiltonian. More explicitly,

h(r) = cos(2πr)h0 − sin(2πr)h0 × r (E3)

Setting h0 = τ3 in the following, the preimages γ, γ′,
and γ′′ of h = −τ3, h′ = −τ3 + π2ητ2, and h

′′ = −τ3 +
π2ητ1, with η ↓ 0 a positive infinitesimal are the curves
parameterized by

r(ϕ) = (1/2)(cosϕ, sinϕ, 0),

r′(ϕ) = (1 + η cosϕ)r(ϕ) + η sinϕ(0, 0, 1),

r′′(ϕ) = (1− η sinϕ) r(ϕ) + η cosϕ(0, 0, 1), (E4)

with 0 ≤ ϕ < 2π. The curves are directed in the positive
ϕ direction. The Hopf invariant H = 1 is the linking
number of the curves γ and γ′.

Appendix F: Boundary deformations

This Appendix contains details on boundary deforma-
tions that may change the parent topological invariants
at level-p. We thus consider families of Hamiltonians
H∂(k∂ , t), where t ∈ [0, 1] and k∂ the coordinate along
the boundary of a p-cell α, such that for any fixed t, H∂

satisfies the symmetry constraints at the q-cells consti-
tuting ∂α.

1. The Chern number

The Z-valued Chern number is the level-2 parent in-
variant when the Hamiltonian is complex-valued. In the

following, we consider the Chern number over the 2-cell
for a two-dimensional system with spinless time-reversal
symmetry (symmetry class AI). We first present general
arguments that a boundary deformation may change the
parent Chern number C by an arbitrary integer and then
construct an explicit deformation that changes C by one.
Consider a general boundary deformation H∂(k∂ , t),

where k∂ denotes the momentum along the boundary
and t is the homotopy parameter. Time-reversal symme-

try implies that H∂(k∂ , t) = UTH
∗
∂(−k∂ , t)U†

T for some
unitary UT, where −k∂ is the time-reversed momentum
of k∂ , up to a translation by a reciprocal lattice vector.
Thus, the Wilson loopsW∂(k∂) describing parallel trans-
port along t at fixed k∂ ∈ ∂D are related to those at −k∂

as W∂(k∂) =W ∗
∂ (−k∂), so that

arg detW∂(k∂) = − arg detW∂(−k∂) mod 2π. (F1)

Thus, the windings from boundary segments related by
time-reversal add up. This observation immediately al-
lows one to construct boundary deformations with even
Chern numbers.
To construct a boundary deformation with odd Chern

numbers, we choose a basis where UT = 11, so that
the Hamiltonian is real at the high-symmetry points S.
The corresponding Wilson loops are orthogonal, so that
detW∂(kS) ∈ {±1}. If detW (kS) = −1 at an odd num-
ber of 0-cells, then W (k⊥) must have an odd winding
number. This is illustrated in Fig. 16 for a minimal
boundary transformation, which has winding number 1.
The existence of such a deformation can be traced

back to nontrivial topology at one of the 0-cells, since
π1[XS ] = π1[GrR(no, ne)] ∼= Z2 in the stable limit. Thus,
we can construct a boundary deformation carrying a
nonzero Chern number that is constant everywhere ex-
cept in a neighborhood of a single high-symmetry point
S. We denote the 1d coordinate along the boundary near
S by θ such that S lies at θ = 0, and define a deformation
H∂(θ, t) as τ3 (independent of t) for |θ| ≥ π and

H∂(θ, t) = eiπtΓ(θ/2)τ3e
−iπtΓ(θ/2), (F2)

for θ ∈ (−π, π), where Γ(θ) = τ2 cos θ − τ3 sin θ. We can
verify that

H∂(±π, t) = H∂(θ, 0) = H∂(θ, 1) = τ3

and H∗
∂(θ, t) = H∂(−θ, t), so that the boundary con-

straint and the time-reversal symmetry are satisfied. The
wavefunction for the occupied band is given by

ψo(θ, t) = eiπtΓ(θ/2)

(
0

1

)

=eiπt sin(θ/2)eiπt cos(θ/2)τ2

(
0

1

)
.

The corresponding Wilson loop is

W o(θ) = −eiπ sin(θ/2). (F3)
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Thus, at the high symmetry point θ = 0, we have
W o(0) = −1. Upon taking θ over the interval [−π, π],
the phase ofW o(θ) winds once, corresponding to a Chern
number +1.

2. The second Euler/Stiefel-Whitney number

The Z-valued second Euler invariants Eu
o/e
2 are the

level-2 parent invariants when the Hamiltonian is real-
valued and the occupied/empty subspace consists of ex-
actly two bands. In the following, we construct a bound-
ary deformation that is nontrivial only in the neighbor-
hood a high-symmetry point and carries a nonzero second
Euler invariant. Such a deformation thus adds integers

of the same parity to Eu
o/e
2 . This boundary deforma-

tion is relevant for C2 and C4 symmetric band structure,
whereby the rotation symmetry relates the two 1-cells
adjacent to the high-symmetry point.

Explicitly, we assume that the rotation operator at the
high symmetry point CS , restricted to the subspace of in-

terest C
o/e
S , contains one positive and one negative eigen-

value. We work in the eigenbasis of the rotation operator,
so that CS = ρ3⊗τ0, where ρµ and τµ are Pauli matrices.
We again choose the 1d coordinate along the 1-cells near
S by θ, with S located at θ = 0. We then consider a
boundary deformation

H±
t (θ) = e−i(π/4) sin(θ/2)Σ12 h±t (θ) e

i(π/4) sin(θ/2)Σ12 , (F4)

where Σ12 = ρ1 ⊗ τ2 − ρ2 ⊗ τ1 and

h′±t (θ) = eiπtΓ±(θ)(ρ0 ⊗ τ3)e
−iπtΓ±(θ) (F5)

with

Γ−(θ) = ρ2 ⊗ τ0 sin(θ/2) + ρ3 ⊗ τ2 cos(θ/2),

Γ+(θ) = ρ2 ⊗ τ3 sin(θ/2) + ρ0 ⊗ τ2 cos(θ/2). (F6)

One verifies that H±
t (θ) = ρ3Ht(−θ)ρ3 and that

H±
0 (θ) = H±

1 (θ). At the high-symmetry point θ = 0,
H±

t (θ) satisfies the symmetry constraints and has one oc-
cupied and one unoccupied band of each symmetry type.
At θ = ±π, one has H±

t (π) = ρ3 ⊗ τ0, independent of t.
As a function of t, the two blocks of H± at θ = 0 have
winding numbers 1 and ±1. To find the Wilson loops
at fixed θ, we note that they are the same for H± and
h±, since H± and h± differ only by a t-independent basis
transformation. Hence,

W o
±(θ) = −e∓iπρ2 sin(θ/2),

W e
±(θ) = −eiπρ2 sin(θ/2). (F7)

At θ = 0, all Wilson loops are equal to −ρ0, which is
topologically nontrivial and consistent with the winding
numbers of h± being odd. Looking at the full family
of Wilson loops W o/e(θ)for −π ≤ θ ≤ π, we see that
H± generates winding number pairs (1, 1) and (−1, 1)
for occupied and unoccupied orbitals, thereby yielding
the desired result.

kx

ky

FIG. 17. Boundary deformation to change the Hopf invariant
for a nonzero Chern number Cz = 2. The square represents
a fixed-kz cut of the 3-cell. The Chern number implies the
existence of two directed segment pairs (shown red and blue)
along the kz-axis. The deformation nucleates a closed curve
pair at the boundary,which encircles two curve pair segments
running in the z direction, thereby changing the linking num-
ber — and hence the Hopf invariant — by 2Cz = 4.

3. The Hopf invariant

The Z-valued Hopf invariant is the parent invariant at
level-3 when the Hamiltonian is complex-valued on the
3-cell and no = ne = 1. In the following, we describe
boundary deformations that may affect H.

No additional symmetries — In this case, the effect of
boundary deformations on H depends on the level-2 in-
variants, i.e., the Chern numbers Cx,y,z. To describe a
general deformations, we first note that while the preim-
ages of points for the Hopf map S3 → S2 are closed
curves in S3, those for a 3-cell may start and end at the
boundaries of D. The difference between the number of
times a component of a preimage γ starts and ends at the
2-cell perpendicular to the coordinate direction α = x, y,
z is equal to the Chern number Cα. Since H is given by
the linking number of a pair of preimages, we must con-
struct a deformation that changes this linking number.

In Fig. 17, we depict such a deformation for the case
of Cx = Cy = 0, Cz = 2, which implies the existence
of two pairs of directed segments along z. We can then
define a boundary deformation of the vertical faces, so
that the deformation of each 1-cell carries a Chern num-
ber +1. This necessitates the existence of a pair of closed
preimage curves, along the boundary. These curves encir-
cle the two curve pairs running along z, thereby chang-
ing the linking number by 2Cz. A similar deformation
can be defined for Chern numbers in the other direc-
tions, so that the Hopf invariant can be changed by
n = 2gcd(Cx,Cy,Cz).

With time-reversal symmetry — We explicitly construct
a boundary deformation that changes H by one and is
nontrivial only in the vicinity of a high symmetry point
S at kS = (0, 0, π). We introduce polar coordinates (ρ, ϕ)
in the kx-ky plane with the origin at S and define a de-
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formation Ht(ρ, ϕ) that is independent of t for ρ > 1.
Explicitly, we take

Ht(ρ, ϕ) = eiπΓ(t,ρ,ϕ)τ3e
−iπΓ(t,ρ,ϕ), (F8)

with

Γ(t, ρ, ϕ) = cos(πt)τ2+ρ sin(πt)(τ1 cosϕ+τ3 sinϕ), (F9)

This deformation then meets all required constraints,
Ht(ρ, ϕ) = τ3 for t = 0, 1 and for ρ = 1 and Ht(ρ, ϕ) =
Ht(ρ, ϕ + π)∗. The boundary deformation Ht(ρ, ϕ) is a
continuous deformation of the band structure h of Eq.
(E2). Hence, it has unit Hopf number. This can be seen
by noting that Ht(ρ, ϕ) is a deformation of the matrix-
valued function h(r) = eiπr·τ τ3e

−iπr·τ , which is defined
on the 3-ball |r| ≤ 1 and which the paradigmatic example
of a map with unit Hopf number.

With C2T symmetry — In this case, the Hamiltonian
is real for kz = 0 and kz = π. On the one hand, this
implies that the Chern number Cz = 0, so that bound-
ary deformations along the xz and yz faces of the fun-
damental domain do not change the Hopf number. On
the other hand, this prohibits a boundary deformation
along the xy and xz faces or along the xy and yz faces
to nucleate a closed curve pair that encloses the funda-
mental domain. Hence, neither boundary deformations
can change the Hopf number, so that Hopf number is a
robust topological index if no = ne = 1.

With C2 or C4 symmetry — In this case, there can be
a curve pair penetrating the fundamental domain in the
kz direction only, so that boundary deformations associ-
ated with faces parallel to the kz axis cannot change the
parent Hopf number. Hence, with broken time-reversal
symmetry the Hopf number is defined modulo 2C, C be-
ing the Chern number associated with a plane at constant
kz. With time-reversal symmetry, the Hamiltonian is real
for kz = 0 and kz = π, which also rules out curve pairs
penetrating the fundamental domain in the kz direction.
Hence, in this case the Hopf invariant is an integer.

Appendix G: Lattice model for the D4-symmetric
representation protected stable topological insulator

In this section, we construct lattice models that ex-
hibit the D4-symmetric representation protected stable
topological phase described in Sec. VIII.

1. Two dimensions

Consider a system with two atoms at the Wyckoff po-
sition “a”, each with a doublet that transforms under the
2d irrep B of D4. The symmetry operators are thus

C4 = iσ2τ0, Mx = σ3τ0, (G1)

where the Pauli matrices σµ and τµ denote the orbital
and site degrees of freedom, respectively. The most gen-
eral 4-band Bloch Hamiltonian can be written as

H(k) = hµν(k)σ
µτν , µ, ν ∈ {0, 1, 2, 3}, (G2)

where the functions hµν(k) are real-valued and periodic
in k, since we only consider the Wyckoff position “a” (see
Appendix B 3). Next, as C2 ∝ 114, C2T that H(k) be
real-valued, restricting the allowed matrices in Eq. (G2)
to σaτ b, a, b ∈ {0, 1, 3} and σ2τ2. Finally, under C4 and
Mx, σ

µτν transform up to a sign, so that the functions
hµν(k) must have the same behavior. A convenient set
of such functions is given by:

f±p,q(k) ≡ cos(pkx) cos(qky)± cos(qkx) cos(pky),

g±p,q(k) ≡ sin(pkx) sin(qky)± sin(qkx) sin(pky), (G3)

where 0 ≤ p ≤ q ∈ Z. Under Mx, f
±
p,q remain invariant

while g±p,q change sign, and under C4, f
+
p,q and g

−
p,q remain

invariant while f−p,q and g+p,q change sign. Taking these
into account, we can write hµν(k) as a linear combination
of only one kind of functions defined in Eq. (G3).

Accounting for the constraints described above, we set

H(k) =
[
m− f+0,1(k)

]
σ0τ1 + tg+1,2(k)σ

1τ3

+ t′f−0,2(k)σ
3τ3

= (cos kx + cos ky)
[
−σ0τ1 + 2t sin kx sin kyσ

1τ3

−2t′(cos kx − cos ky)σ
3τ3
]
+mσ0τ1. (G4)

We now show that H(k) has two nontrivial level-1 in-
variants defined by Eq. (98). These can be computed
from the two parity sectors ofH(k) at the high-symmetry
lines, which correspond to eigenvalues ±1 of the mirror
operators (see Eq. (86)) given by

MΓM = σ1τ0, MΓX = σ3τ0, MXM = −σ3τ0.

The two parity sectors can be explicitly written as

h±ΓM(k) = (m− 2 cos k)τ1 ± 4t sin2 k cos k τ3,

h±ΓX(k) = (m− 1− cos k)τ1 ± 2t′ sin2 k τ3,

h±XM(k) = (m+ 1− cos k)τ1 ± 2t′ sin2 k τ3, (G5)

where the argument k ∈ [0, π] of h±SS′ denotes the coor-
dinate along SS′. For t, t′ ̸= 0, all of these are gapless
when m = 0,±2 and trivial for m → ±∞, so that we
may get a topological phase for 0 < |m| < 2.

The level-1 invariants are defined in terms of the Wil-
son loops on the 1-cells, which we can compute as the
parity of the winding numbers associated with the 2× 2
Hamiltonians h±SS′(k) in the τ1-τ3 plane. Thus, to com-

pute the invariant SWΓM
1 = SWΓM

1,+ − SWΓM
1,−, we con-

sider the difference of the winding numbers for h+SS′ and

h−SS′ , which is well defined, because h+SS′(k) = h−SS′(k) for
k = 0, π, i.e., for the Γ and M points. For 0 < |m| < 2,
this winding number is given by sgn(mt). To compute
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FIG. 18. The windings of h±
ΓM(k) for m = 1.5 for the positive

(solid) and negative (dashed) subspaces along the ΓM (red)
and ΓXM (blue). The two parities on ΓM taken together
have a winding number −1, while the positive parities taken
together have a winding number 0.

FIG. 19. (Left) Surface spectrum showing a quadratic band
touching at the Γ point for the model defined in Eq. (G7)
with parameters t = t′ = 1 and m = 2.5. The remaining plots
show the surface spectrum near the Γ-point for two copies of
this model with t′ = 1 on both copies (center) and t′ = ±1
for the two copies (right). The two copies are coupled by the
Hamiltonian defined in Eq. (G13) with λ1 = 0.3 and λ2 = 1.0.
The two cases show eight and four Dirac nodes in the surface
Brillouin zone.

SW+
1 , we need the winding number of the positive parity

sectors for the full loop ΓMXΓ, which is sgn(mt′) if tt′

is negative and zero otherwise (see Fig. 18). Thus, for
0 < |m| < 2

SWΓM
1 = 1, SW+

1 = Θ(−tt′), (G6)

while both invariants are trivial for |m| > 2.

2. Three dimensions

We consider the 3d Bloch Hamiltonian

H3d(k) = H(k⊥) + σ0 ⊗
[
cos kzτ

1 + sin kzτ
2
]
, (G7)

where k⊥ = (kx, ky). For 1 < |m| < 3, the restriction of
H3d(k) to kz = 0 and kz = π are in different topological
phases, so that H3d(k) has nontrivial level-2 invariants

CΓM = sgn(mt), C+ = sgn (mt′)Θ(−tt′). (G8)

For this model, we only get CΓM = CMXΓ = ±1, so that
we expect a quadratic band touching at a surface normal
to kz for t, t′ ̸= 0 for any 1 < |m| < 3 (see the discussion

in Sec. VIII C). This is indeed what we see in numerical
exact diagonalization, as shown in Fig. 19(left).
The boundary modes can be computed analytically fol-

lowing the generalized transfer matrix approach [106].
We follow the notation of Sec. V of Ref. [106] and identify
the hopping and on-site matrices as [see 106, Eq. (124)]

J =

(
0 112

0 0

)
, M(k⊥) =

(
b · σ µσ0

µσ0 −b · σ

)
, (G9)

where µ(k⊥) = m− cos kx − cos ky and

b(k⊥) = 2(cos kx + cos ky)

 t sin kx sin ky

0

t′(cos ky − cos kx)

 .

The transfer matrix is given by [106, Eq. (131)]

T (k⊥) =
1

µ

((
ε2 − b2 − µ2

)
σ0 −εσ0 + b · σ

εσ0 + b · σ −σ0

)
. (G10)

The modes localized at the surface satisfy

εbdry(k⊥) = ± |b(k⊥)| , |µ(k⊥)| < 1. (G11)

The first equation is obtained by imposing the Dirich-
let boundary condition at the surface, while the inequal-
ity follows from demanding that the states decay into
the bulk. Near the Γ and M points, to lowest order,
εbdry(k⊥) = 2 |δk⊥|2, where δk⊥ is measured from the

gapless point. Since µ = m ∓ 2 for the Γ and M points,
we get quadratic band touching at Γ for 1 < m < 3 and
at M for −3 < m < −1.
The nature of the anomalous boundary modes is in-

dependent of C+ so far. However, we can see its effect
by taking two copies of this model. From the transfer
matrix, the surface Hamiltonian near the Γ point to the
quadratic order in k⊥ is given by

Hsurf(k⊥) ≈ 2tkxkyσ
1 − 2t′(k2x − k2y)σ

3. (G12)

Assuming m, t > 0, we get CΓM = 1 and C+ = Θ(−t′).
We now consider the doubled Hamiltonian with the sym-
metry allowed mixing term

δH(k⊥) = λ0σ
0ρ1 + λ2kxky(k

2
x − k2y)σ

2ρ2, (G13)

where ρµ are Pauli matrices in the space of the two copies.
For two identical copies of Hsurf(k⊥) with t

′ = 1,

CΓM = 2, C+ = 0 =⇒ CΓXM = 2C+ − CΓM = −2.

Thus, we get one Dirac cone on both ΓM and ΓXM,
leading to eight Dirac cones in the surface Brillouin zone,
as shown in Fig. 19(center). On the other hand, for two
distinct copies of Hsurf(k⊥) with t

′ = ±1,

CΓM = 2, C+ = 1 =⇒ CΓXM = 2C+ − CΓM = 0.

Thus, we get four Dirac cones in the surface Brillouin
zone, as shown in Fig. 19(right).
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