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Abstract
The analysis of the structural and optical properties of light-harvesting complexes,
which are parts of a complicated utilization of light energy, is indispensable to un-
derstand their biological “advantage” and their physical-chemical functions. These
insights can provide the basis for adaptations of these systems in method and mate-
rial development for solar fuels, particularly in relation to the transition to renewable
energy.
This doctoral thesis presents a hybrid quantum mechanical/molecular mechanical in-
vestigation of the light-harvesting complex CP29, which plays a crucial role in the
initial steps of photosynthesis in plants and algae. The main objective of this work is
to understand the energy transfer mechanism and the electronic properties of CP29
chromophores and selected amino acids using computational methods. The meth-
ods used are designed to accurately describe both the structural properties of large
biomolecules and the optical properties of individual molecules.
The first part (Paper 1 and Paper 2) of the thesis focuses on the development of a
suitable software for the necessary calculations and the comparability of the spec-
troscopic properties of the main pigments of photosynthetic plants between theory
and experiment. The software gmx2qmmm is a Python based interface between the
quantum chemistry program Gaussian and the software package for simulations of
molecular mechanical processes GROMACS. This software was used to perform most
of the calculations of this thesis.
The second part (Paper 3) of the thesis investigates the role of the protein environ-
ment in the electronic properties of CP29. This is achieved by modeling the protein
CP29 using classical molecular dynamics simulations. The electronic properties of
CP29 are calculated for different conformations of the protein, and the results are
analyzed to understand the electrostatic effect of protein on the electronic properties
of the individual chromophores as well as on energy transfer. Therefore, quantum
chemical methods based on time-dependent density functional theory were applied
and the energy pathways were identified using a Förster resonance energy transfer
coupling scheme, with a strong emphasis on the analysis of the blue light energy
states of the chlorophylls, which have received little attention in the literature with
respect to energy transfer.
The final part of the thesis (Paper 4) investigates the effect of multipole moments on
the excitation energy transfer. This is achieved by modeling the interaction between
the chlorophyll chromophores of CP29 including the carotenoids as acceptors and
comparing the Förster resonance energy transfer coupling scheme with the transition
density cube scheme.
Overall, this work provides a comprehensive understanding of the spectroscopic prop-
erties and energy transfer mechanism of the light-harvesting complex CP29 using
quantum mechanical and molecular mechanical methods. The overarching question
of the work is whether blue/higher energy pathways exist between chromophores of
CP29, represent a competing process to other decay processes, and whether preferred
energy pathways can be identified.
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Kurzzusammenfassung
Die Analyse der strukturellen und optischen Eigenschaften von Lichtsammelkomple-
xen, die Teil einer komplizierten Nutzbarmachung von Lichtenergie sind, ist unerläss-
lich, um ihren biologischen und physikalisch-chemischen Funktionen zu verstehen. Ins-
besondere in Bezug auf den Umstieg auf erneuerbare Energien können diese Erkennt-
nisse die Grundlage für Methoden- und Materialentwicklung neuer solarer Brennstoffe
darstellen.
In dieser Dissertation wird eine quantenmechanische/molekularmechanische Untersu-
chung des Lichtsammelkomplexes CP29 vorgestellt, der eine entscheidende Rolle bei
den ersten Schritten der Photosynthese in Pflanzen und Algen spielt. Das Haupt-
ziel dieser Arbeit ist es, den Energietransfermechanismus und die elektronischen Ei-
genschaften von CP29 mit Hilfe von rechnergestützten Methoden zu verstehen. Die
verwendeten Methoden sind darauf ausgelegt, sowohl die strukturellen Eigenschaften
großer Biomoleküle als auch die optischen Eigenschaften einzelner Moleküle genau zu
beschreiben.
Der erste Teil (Paper 1 und Paper 2) der Arbeit konzentriert sich auf die Entwicklung
einer geeigneten Software für die notwendigen Berechnungen und die Vergleichbar-
keit der spektroskopischen Eigenschaften der wichtigsten Pigmente photosyntheti-
scher Pflanzen zwischen Theorie und Experiment. Die Software gmx2qmmm ist eine
auf Python basierende Schnittstelle zwischen dem Quantenchemieprogramm Gaussi-
an und dem Softwarepaket für Simulationen molekularmechanischer Prozesse GRO-
MACS. Mit dieser Software wurde ein Großteil der Berechnungen durchgeführt.
Im zweiten Teil (Paper 3) der Arbeit wird die Rolle der Proteinumgebung für die
elektronischen Eigenschaften von CP29 untersucht. Dazu wird das Protein CP29 mit
Hilfe von klassischen Molekulardynamiksimulationen modelliert. Die elektronischen
Eigenschaften von CP29 werden für verschiedene Konformationen des Proteins be-
rechnet, und die Ergebnisse werden analysiert, um den elektrostatischen Effekt des
Proteins auf die elektronischen Eigenschaften der einzelnen Chromophore sowie auf
den Energietransfer zu verstehen. Dazu wurden quantenchemische Methoden auf der
Grundlage der zeitabhängigen Dichtefunktionaltheorie angewandt und die Energiepfa-
de mit Hilfe eines Förster-Resonanz-Energietransfer-Kopplungsschemas identifiziert.
Dabei lag der Schwerpunkt auf der Analyse der Blaulichtenergiezustände der Chlo-
rophylle, die in der Literatur im Hinblick auf den Energietransfer wenig Beachtung
gefunden haben.
Der letzte Teil der Arbeit (Paper 4) untersucht die Auswirkung von Multipolmomen-
ten auf den Anregungsenergietransfer. Dazu wird die Wechselwirkung zwischen den
Chromophoren von CP29 einschließlich der Carotinoide als Akzeptoren modelliert und
das Förster-Resonanz-Energietransfer-Kopplungsschema mit dem Schema der transi-
tion density cubes verglichen.
Insgesamt bietet diese Arbeit ein umfassendes Verständnis der spektroskopischen Ei-
genschaften und des Energietransfermechanismus des Lichtsammelkomplexes CP29
unter Verwendung quantenmechanischer und molekularmechanischer Methoden. Die
übergreifende Frage der Arbeit ist, ob Blaulichtenergiepfade zwischen den Chromo-
phoren von CP29 existieren, einen konkurrierenden Prozess zu anderen Zerfallspro-
zessen darstellen und ob bevorzugte Energiepfade identifiziert werden können.
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1 Introduction 1

1 Introduction
The aim of this chapter is to give the reader a rough overview of the systems
studied in this thesis and the used methods. Here, only the application, advan-
tages/disadvantages and implementation of the methods will be described, while the
underlying theory of these will be discussed in sec. 2. The reader must be aware that
some of the subsequent processes of photosynthesis are still part of current research
and therefore many hypotheses and proposed mechanisms are presented. Due to the
large number of photosynthetically active organisms, only evolutionary differences will
be exemplified in the following, while mainly the systems of higher plants, i.e., see
sec. Light-harvesting in PSII, will be described.

1.1 Photosynthesis
The natural process of photosynthesis dominates the biosphere as the most widespread
metabolic process on earth.[1] Among photosynthetic organisms, oxygenic phototrophs
including all known species of cyanobacteria, algae, and higher plants, paved the way
for the evolution of animals by enabling the creation of atmospheric oxygen (O2).[2]

About 3 billion years ago, the ancestors of these organisms triggered the world’s
greatest natural catastrophe, the transformation of a carbondioxide atmosphere into
an oxygen atmosphere. This change transformed the surface of the earth from a lush
aluminosilicate desert to a blossoming green carpet.[3], [4] Life as we know it today
would be impossible without this drastic reshaping due to the increase in oxygen level
by photosynthetically active organisms.[5]

The knowledge that plants obtain natural substances from air using light was con-
firmed in the 18th century. A core feature of photosynthesis was first described by
Joseph Priestley, who proved that plants renewed the air “consumed” by candles or
mice.[6]–[8] Photosynthesis reduces carbon with the help of light energy and thus repre-
sents the opposite process of oxidative carbohydrate consumption. The photosynthetic
process fixes the carbon of atmospheric carbon dioxide in the form of carbohydrates.
The latter serve as energy sources/storage or building material (cellulose) for the pho-
tosynthesizing organisms as well as for all organisms that feed directly or indirectly on
the photosynthetically active organisms (various carbohydrate forms). Through this
process, between 1010–1011 tons of carbon are fixed annually, which would correspond
to a storage of up to 1018 kJ of energy per year.[9], [10] In comparison, EU’s energy
consumption in 2020 was about 37 · 1015 kJ and the solar energy the Earth receives
is approximately 38 · 1020 kJ per year.[11]

In the early 20th century, it was erroneously assumed that after light absorption,
pigments would directly reduce CO2, which would then combine with water to form
carbohydrates.[12] In fact, the current state of research is that this is a two-step pro-
cess consisting of a light-dependent reaction and a light-independent reaction. In the
light-dependent step, light energy is used to oxidize water:

2 H2O
light−−→ O2 + 4 H+ + 4 e−. (1.1)

The light-independent or “dark” reaction can be summarized in a very simplified
fashion as:

4 H+ + CO2
4e-

−−→ CH2O + H2O. (1.2)
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This process is however much more involved than Eq. (1.1), which technically only
requires a single protein complex (see secs. 1.1.1 and 1.2.4). The location where pho-
tosynthesis occurs in eukaryotes is the chloroplast (see Fig. 1). Photosynthetically
active regions of a cell may consist of 1 to 100 chloroplasts, which can vary in size and
shape, but are typically ellipsoids about 5 micrometers long.[13] Chloroplasts have a
permeable outer membrane and impermeable inner membrane separated by a narrow
intermembrane space. The inner membrane envelops the stroma (a concentrated so-
lution of enzymes). Further, the stroma also contains deoxyribonucleic acid (DNA),
ribonucleic acid (RNA) and ribosomes, which are involved in the synthesis of chloro-
plast enzymes and the replication of chloroplasts themselves. A third membrane
compartment is formed by the thylakoids, which are enclosed by the stroma — and
the thylakoid is the location of the photosynthesis light(-dependent) reactions. A thy-
lakoid compartment is thought to consist of a single highly folded vesicle, although in
most organisms the thylakoids resemble stacks of disc-shaped sacs (granathylakoids).
The granathylakoids are connected by stromathylakoids. The thylakoid membrane is
formed by invagination of the inner membrane of newly forming chloroplasts.[14], [15]

Being the main compartment for the photosynthetic light reaction, a thylakoid mem-
brane contains protein complexes that harvest light, transport electrons, and are in-
volved in adenosine triphosphate (ATP) synthesis. In contrast to plants and algae, for
prokaryotic organisms such as photosynthetically active bacteria, the apparatus for
the light-dependent reaction is localized in the plasma membrane, which often forms
invaginations or multilamellar structures.[16] This gave rise to the theory of endosym-
biosis, namely that a predecessor of the chloroplasts was an early cyanobacterium
that found its way into an eukaryotic cell, resulting in a symbiotic interaction.[17], [18]

1.1.1 Light-dependent reactions

Figure 1: Schematic representation of a chloroplast (left) and of all relevant protein complexes
involved in the light-dependent reaction embedded in a thylakoid membrane (right). More detailed
schematics of PSII and PSI are shown in Fig. 2 and 3, respectively. This figure is inspired by ref.
[13].

The aim of the light-dependent reaction is to convert the radiant energy of sunlight
into chemical energy in several reaction steps. The energy is stored in the form of
the universal energy carrier ATP and the electron carrier molecule nicotinamide ade-
nine dinucleotide phosphate (NADP+/NADPH) (see Fig. 1) They represent the ma-
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terial prerequisites for the subsequent light-independent reaction to accomplish the
buildup of sugars.[19]

While photosynthetic bacteria show a cyclic electron transport within one reaction
center, plants, algae and cyanobacteria show a non-cyclic electron transport that pro-
ceeds through two reaction centers.[20], [21] The reaction centers of green plants are
photosystem I (PSI), which reduces NADP+, and photosystem II (PSII), which oxi-
dizes H2O. Both photosystems have a chlorophyll (Chl) dimer in the reaction center,
which is called a special pair. In the case of PSI, this dimer absorbs at 700 nm and
is therefore named P700. In PSII, the dimer absorbs at 680 nm (P680) and in the
excited form (P680+ radical) represents one of the strongest biological oxidants. Both
centers are excited independently by light, but electrons always flow (in terms of re-
action order, mediated by various proteins and compounds in between) from PSII to
PSI. The spatial separation of the two photosystems prevents energy transfer besides
the electron transfer between the systems on the one hand, but on the other hand it
allows the chloroplasts to respond to different sunlight exposures. PSII occurs almost
exclusively within the stacked membranes (grana) with little contact to the stroma
and PSI occurs mainly in the unstacked thylakoids with high contact to the stroma
and accordingly to the stroma-solvated NADP+.
To facilitate a balanced light influx between PSII and PSI, the possibility exists to
regulate the accumulation of light-harvesting complexes (LHCs) in the different do-
mains. In this regard, at high exposure, the accumulation in the unstacked thylakoid
is favored by the phosphorylation of specific threonin residues of LHCs by a protein
kinase, resulting in more LHCs attaching to PSI. At low exposure, this process is
reversed, resulting in more LHCs attaching to PSII.[13]

The photochemistry of PSII begins when light is absorbed by the pigments (see

Figure 2: Schematic representation of PSII with the associated reactions and components containing
the special Chl pair P680, oxygen evolving complex (OEC), quinones (QA/B ,Q) and quinols (QH2)
and the protein complex Cytochrom b6f . The orange arrow represents absorption of light, while black
arrows represent reactions and the black dotted line represents excitation energy transfer (EET).

sec. Light-harvesting in PSII). As indicated in Fig. 2, the excitation energy is trans-
ferred via EETs to the special Chl pair P680 in the reaction center. Exciting P680 to
the corresponding excited P680∗ results in several redox reactions: An electron trans-
fer from P680∗ to pheophytin (20 ps), from phaeophytin to quinone A (QA; 300 ps)
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resulting in a P680+QA
− and an electron transfer from QA

− to a second quinone B
(QB; 0.5–1 ms).[22]

This process represents a cycle that requires two light absorption instances to reduce
the quinone to a quinol. The remaining (after each electron transfer) P680+ radical is
reduced back to original, neutral P680 by electrons coming from the oxygen-evolving
complex (OEC), an oxo-bridged tetramanganese-calcium cofactor (Mn4O5Ca) cluster
via an intermediate redox-active tyrosine residue (100 ns). The reduction of the ty-
rosine radical occurs through the cluster in 40 µs–2 ms depending on the state of the
OEC.[22], [23] After 4 light-induced charge separation events and associated oxidations
of the cofactor by the P680+ radical, a triplet state oxygen molecule is released. This
cycle was first postulated by Kok and coworkers in 1970. The Kok cycle, or S-state
cycle, has the five states S0–S4, where S1 represents the resting state of the OEC
(Mn2(III)Mn2(IV))[24] and S0 represents the most reduced form (Mn3(III)Mn(IV)).[25]

The cycle is still not considered to be fully understood today and several experimental
and theoretical groups have proposed their own explanations for the observed spec-
tra.[26]–[30]

In total, 2 water molecules are thereby split into 4 protons, 4 electrons and one oxygen
molecule by 4 light-induced processes (Eq. (1.1)). Both, the protons and electrons
are released as membrane bound quinones as described above. Note that the pro-
tons bound by the quinones originate from the stroma and not from water splitting
(see Fig. 2). QA is strongly bound and thus immobile (in both oxidized and reduced
forms). QB is more weakly bound, but further hydrogen bonding after the first re-
duction increases the affinity for the binding site.[31] This ensures that the QB

−/QBH
intermediates are not replaced and are available as substrate for the second reduction.
After the second reduction, the final quinol QBH2 forms, which leaves PSII and can
further transport electrons to cytochrome b6f.[32] The leaving quinol is replaced by
a new nearby quinone. Too much light can cause a decrease in concentration of the
quinones, effectively increasing the lifetime of the P680+QA

− and thereby increasing
the probability of recombination to a triplet excited state Chl. The triplet excited
state Chl may in turn cause the formation of a singlet oxygen and damage the entire
complex (see sec. 1.2.5).[33]

Since the oxidation of plastoquinol is the slowest and thus rate-limiting step, the
cytochrome b6f complex plays a central role in electron transport. The task of the
complex is to transport electrons from the membrane-bound quinone to the peripheral
membrane protein plastocyanin (PC), which is localized on the lumen side of the thy-
lakoid membrane, and to release the protons on the lumen side (see Fig. 3).[34], [35] The
release of the protons into the stroma results in a proton gradient which is necessary
for the ATP synthase to work.
The PC transports the electrons within the lumen to the PSI complex. Excitation
of PSI results in charge separation at the special pair P700, similar to PSII, but
not completely identical. The excitation can occur directly at the special pair as in
PSII, which is statistically unlikely or can be transferred there via EET. The elec-
tron is transferred to a phylloquinone by two nearby Chls a. The charged P700+ is
regenerated by oxidation from the reduced PC formed by the cytochrome b6f com-
plex.[36], [37] The electron is transferred from the special pair P700 through a series of
intermediate carries to the ferredoxin (Fd), a water-soluble electron carrier binding
on the stromal side of PSI.[38], [39] Fd reduced by PSI transfers the electron to the
Fd-NADP+-oxidoreductase (FNR) enzyme, which is responsible for the reduction of
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Figure 3: Schematic representation of PSI containing the special Chl pair P700, Cytochrom b6f
complex, ferredoxin (Fd) complex, Fd-NADP+-oxidoreductase (FNR) enzyme, plastocyanine (PC),
quinone/quinols (Q/QH2) and NADP+/NADPH. The orange arrow represents absorption of light,
while black arrows represent reactions and the black dotted line represents excitation energy transfer
(EET).

NADP+ to NADPH.
The established proton gradient is required to drive the molecular machinery of ATP
synthase. The enzyme ATP synthase is composed of 8–20 different subunits, which
can be grouped into two complexes: The water-insoluble F0 complex, which is located
in the membrane and regulates proton transport, and the water-soluble F1 complex,
which catalyzes the formation of ATP.[40] The controlled flux of protons from lumen
to stroma fuels the binding of ADP, phosphorylation to ATP and subsequent release.
All these highly complex sub-processes can be simplified into a summation formula for
the total balance for the formation of one molecule of oxygen with s and l representing
stromal and lumenal position, respectively:

2 H2Ol+2 NADP++3 ADP+3 Pi
light−−→ O2+2 NADPH+2 Hs

++3 ATP+3 H2Os . (1.3)

Note that the stoichiometry for the lumenal-stromal proton exchange is not precisely
represented.

1.1.2 Light-independent reactions

The light-independent reaction is the second part of photosynthesis and uses the
products of the light-dependent reaction (ATP and NADPH) to form sugars. This
metabolic pathway, also called Calvin cycle, describes the fixation (incorporation into
organic molecules) of carbon atoms from CO2 and the formation of sugars with a
length of 3 to 7 carbon atoms. As illustrated in Fig. 4, the Calvin cycle can be
divided into 3 main stages: Carbon fixation, reduction and regeneration of the re-
actant molecule.[41] In the carbon fixation, a CO2 molecule is combined with a
five-carbon acceptor molecule, ribulose-1,5-biphosphate (RuBP). This reaction is
catalyzed by the enzyme RuBP carboxylase-oxygenase (RuBisCO). The resulting
6-carbon molecule is unstable and decomposes into two 3-carbon molecules, which
are 3-phosphoglycerates (3-PGA). Accordingly, two 3-PGA molecules are formed
for each CO2 that is converted. The subsequent reduction step requires ATP and
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Figure 4: Schematic representation of the Calvin cycle containing a simplified representation of the
associated sugar species (3-phosphoglycerates(3-PGA), glyceraldehyde 3-phosphate (G3P), ribulose-
1,5-biphosphate (RuBP) and an intermediate 6-carbon molecule) with the color code: Carbon (cyan),
oxygen (red), phosphorus (green) and hydrogen (grey).

NADPH to convert 3-PGA into a 3-carbon sugar. This stage takes place in two major
steps. First, phosphorylation of the 3-PGA into a doubly phosphorylated molecule,
1,3-biphosphoglycerate, occurs. In this process, ATP is converted back to ADP. In
the second step, the 1,3-biphosphoglycerate is reduced by NADPH and loses one of
the phosphate groups. The resulting product is a 3-carbon sugar called glyceralde-
hyde 3-phosphate (G3P).
The fuel for these reactions are the products of the light-dependent reaction, ATP and
NADPH. The Calvin cycle uses the energy of light, which is in the form of chemical
energy (ATP) and reducing power (NADPH), to build monosaccharide and regenerate
ADP and NADP+, which are necessary for the light-dependent reaction.
G3P represents a very essential building block of the plant, as it is used for various
sugar syntheses, such as glucose or fructose production. Since G3P is used in the
Calvin cycle to regenerate RuBP again, at least 3 CO2 molecules must be fixed to
synthesize 6 G3P molecules to regenerate in turn 3 RuBP for one G3P molecule to
leave the cycle.[42], [43]
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1.2 Light-harvesting
As can be seen from the section before, plants use sunlight to convert the energy into
a fuel for their metabolism. As described earlier, the pigment dimers of special pairs
in PSI and PSII consist of Chl a. But for the understanding that single Chls are not
responsible for, e.g., oxygen production, the 1940s years represent a breakthrough. In
1932, Robert Emerson and William Arnold succeeded in showing by experiments on
suspension of green algae that about 2500 Chl molecules were involved in the pro-
duction of one molecule of oxygen.[20] In 1934 Arnold and Henry Kohn confirmed the
existence of such “units” of ∼2400 Chl molecules per molecule of oxygen produced
for various photosynthetic systems and called them “chlorophyll units.”[44] Two years
later, in 1936, Kohn concluded that one Chl unit was more like 500 Chl, which at that
time was consistent with the reasoning that four photons were needed to produce one
oxygen molecule[45] and with the current understanding of the Kok cycle.[46] Between
1936 and 1940, Hans Gaffron and Kurt Wohl determined that a single Chl would
take an average of one hour to capture 4–12 photons, which would correspond to the
evolution of an oxygen molecule.[47], [48]

From this finding, Gaffron and Wohl concluded that “quantum energy” had to be
transferred between molecules. They postulated a model that says wherever the
energy is absorbed within the “unit” (nowadays photosynthetic unit (PSU)), it is
transferred to the “reaction center” and used for photochemistry. Without the to-
day’s methods to analyze the structure of these complexes available, many studies
have been done on the size of these “units”. The ratio of Chls per oxygen evolution
was found to differ between organisms.[44], [49], [50] Nowadays, the determination of the
molecular structure of such PSUs, which has been identified as reaction centers of
PSI and PSII, is feasible and is about 200–400 light-collecting molecules per reaction
center of higher plants or green algae.1 David Mauzarell and Nancy L. Greenbaum
highlighted in 1989 that there is a difference between the oxygen forming unit, the
total number of Chls per oxygen molecule production (compare definition of Emerson
and Arnold, i.e., 2500 Chls for a single O2), and the “quantum requirement” for O2
formation.[50] Furthermore, they pointed out that there is a theoretical limit for PSU
size, which corresponds to the limit for antennae containing only one type of chro-
mophores (see sec. 1.2.3). The limit on the size of the light-gathering architecture
can be increased by incorporating pigments that absorb at higher energies or smaller
wavelengths of light (e.g., Chl b or carotenoids (Crts)). This allows the existence
of more efficient larger PSUs using heterogeneous antennae, antennae containing dif-
ferent chromophores.[51] However, Zoee Perrine found in 2012 that, light-gathering
antennae are not optimized to achieve maximum quantum efficiency, but rather to
capture the maximum light under both low- and high-intensity light conditions.[52]

The existence of chlorosomes contradicts the argumentation of a size limit. Chloro-
somes are the largest known photosynthetic antenna structures, e.g., the chlorosomes
of Chlorobaculum tepidum (green sulfur bacteria) are approximately 110–200 nm in
length and 40-–60 nm in diameter. A single chlorosome of C. tepidum contains more
than 222500 chromophores, i.e., 200000 bacteriochlorophylls (BChls) c molecules,
2500 BChl a molecules and 20000 carotenoid molecules.[53]

Over evolutionary time, this has led to the diversification and optimization of PSUs,
1The structural findings of PSII are described in more detail in section Light-harvesting in PSII

from a historical perspective.
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which are composed of numerous different light-gathering complexes. (see sec. 1.2.4)
The fundamental mechanism is comprised of (I) highly efficient energy absorption,
(II) followed by a rapid EET within and between the light-gathering antennae, (III)
culminating in the trapping of the excitation at the special pair in the reaction center
— as well as the photochemical processes of the reaction center pigments (see sec. 1.1).

1.2.1 Properties of chlorophylls

Chl R1 R2 R3 R4 R5
a CH3 CHCH2 CH3 CH2CH3 Phytyl
b CH3 CHCH2 CHO CH2CH3 Phytyl
c1 CH3 CHCH2 CH3 CH2CH3 H
c2 CH3 CHCH2 CH3 CHCH2 H
d CH3 CHO CH3 CH2CH3 Phytyl
f CHO CHCH2 CH3 CH2CH3 Phytyl

Figure 5: Molecular structure of Chl a, b, c1, c2, d and f, including the X and Y axis of the
macrocycle accordingly to the Gouterman’s “four orbital” model[54], [55] and listing of the respective
functional groups of the position R1–R5.

The most important photoreceptor pigments in photosynthesis are Chls. This cyclic
tetrapyrrole is biosynthetically derived from Protoporphyrin IX (like the heme group
of globins). Chl differs from the well-known heme structure by another cyclopentanone
ring and by the central metal ion, which is Mg2+ in Chl and Fe(II/III) in heme.
The basic structure of Chl contains a porphyrin ring with the central Mg ion and
a hydrophopic chain (phytol chain). There are the different Chl types a, b, c1, c2,
d and f in higher plants (see Fig. 5). Bacterial systems contain similar or identical
Chls, but also structurally different bacteriochlorophylls. The different side chains
are responsible for tuning the absorption spectrum of the pigment and thus represent
evolutionary adaptations to environmental influences or a functional specialization of
the respective compound.[56]

As with porphyrin, the strongest light absorption of Chls is in the visible region of
light, due to the highly π-conjugated ring structure. A distinction is made between the
Q band, which absorbs between 500–700 nm, and the B or “Soret” band, which absorbs
between 400–500 nm (see Fig. 6). The region between the two bands is called the green
gap. The basic spectroscopic properties of Chls could be explained by the Gouterman’s
“four orbital” model. This states that the electronic transitions with the strongest
oscillator strength are described by the π-π∗ electronic transitions. These excitations
involve the two highest occupied molecular orbitals (HOMOs) and the two lowest
unoccupied molecular orbitals (LUMOs) and result in electronic transitions polarized
along either the X or Y axis of the macrocycle (see Fig. 5). Accordingly, two transitions
result for each of the two absorption bands described, Qy,Qx,By and Bx.[54], [55], [57]

The most abundant Chl a is present in all photoactive eukaryotes, microalgae, and
cyanobacteria. Chl b is present in all land plants, green algae, and euglenozoa. The
two Chls have the same basic structure and differ only in one functional group of the
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porphyrin ring (Chl a: methyl, Chl b: aldehyde). Chl c can be found in two forms in
golden-brown algae.[58] Both are structurally very different from Chl a/b in that they
lack a phytyl chain. Among themselves, Chl c2 and c1 differ only in R3, which is an
alkane in c1 and an alkene in c2.[59] Chl d has been detected in red algae and differs
structurally from Chl b in the side chain R1 (Chl a: CHCH2, Chl d: CHO).[60], [61]

Chl f can be found in cyanobacteria and are structurally different from Chl a in R1
(Chl a: methyl, Chl f : aldehyde).[56], [62], [63]

1.2.2 Properties of carotenoids

Figure 6: (A) Jablonski diagram of the first three excited
states of Chl a/b (blue/green) and the 1Bu of β-carotene
(BCR, orange). (B) Experimental absorption spectra of
Chl a/b and BCR in acetone using the same color code as
in (A).[64]

Besides Chls, Crts are the most
important chromophores in pho-
tosynthesis and are vital compo-
nents of biological tissue for an-
imals and plants. More than
600 different variants of Crts
exist in different organisms.[65]

Crts are divided into carotenes,
Crts without oxygen (e.g., α-
carotene, β-carotene or lycopene)
and xanthophylls, Crts contain-
ing oxygen (e.g., lutein (Lut)
or zeaxanthin (Zea)). Among
other things, they act as build-
ing blocks by helping proteins to
fold; act as auxiliary pigments
in plants; contribute to light-
harvesting and energy transport;
and contribute to signal trans-
duction in plants and animals.
Compared to Chls, Crts absorb
characteristically with an onset
at 500 nm with various maxima
centered at about 450 nm and a tail which extends to about 300 nm (see Fig. 6).[66], [67]

This very broad and intense band arises from a single strong dipole allowed transition
(1Ag → 1Bu). Crts are proposed to play an essential role for photoprotection (see
sec. 1.2.5).[68]–[70] Chl d and f are supposedly adaptations to biomes which only allow
for low available intensities consisting of mostly of far-red light irradiation.[71]

1.2.3 Requirements for excitation energy transfer

The first experimental evidence of energy transfer between two molecules was obtained
in 1922 by Günther Cario and James Franck.[72] Between 1927-1929, Jean Perrin and
Francis Perrin observed energy transfer of fluorophores in solution.[73]–[75] They de-
scribed that molecules in solution can interact with each other without collision and
with a distance exceeding their molecular diameter. They postulated that the reason
of electronic energy transfer was an inductive resonant interaction between two tran-
sition dipole moments of molecules. Theodor Förster described this interaction, as a
semiclassical oscillation of the donor electrons, during deexcitation, inducing oscilla-
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tions of the acceptor electrons, which causes electronic excitation (see sec. 2.5.3). For
resonant energy transfer to occur between two chromophores, the energy differences of
the initial and final states of the donor and acceptor must be equal. As a consequence
of this condition, the energy transfer can only take place "downhill". Furthermore, the
donor state must be fluorescent, since the transfer rate is proportional to the oscillator
strength of the fluorescence spectrum of the donor and the oscillator strength of the
absorption spectrum of the acceptor.[76], [77]

Chl a is an example of a good EET molecule with itself along the Q band. The
corresponding small Stokes shift of the Qy state equals a small difference in the po-
sition of the absorption and fluorescence spectra, ensuring energy transfer within the
same band. Since only one type of chromophore exists in homogenous PSUs and
energy transfer occurs "downhill", absorption can only occur at a finite range and be
transported to the reaction center. The chromophores have different biochemical and
biophysical properties when associated with different amino acids binding sites[78] and
therefore, this combination represents a way to expand the limit.[79] As mentioned
above, the limit of the size of the PSU can be increased by incorporating pigments
that absorb at higher energies or smaller wavelengths (e.g., Chl b or Crts). Chl b
represents an ideal extension for the Chl-based antennae, since the Chl b Q band is
shifted to smaller wavelengths and the properties in terms of oscillator strengths do
not differ greatly from Chl a.
For Crts, this reasoning is not so simple, since the absorption takes place in the Soret
band region of Chl b and accordingly no transfer to the Q band is guaranteed, since
it is a resonant energy transfer. However, it has been experimentally demonstrated
that energy transfer occurs between xanthophylls and Chls.[66], [67], [80], [81] This can be
explained by large Stokes shift or the large difference in the position of the absorption
and fluorescence spectra. While the absorption of Crts occurs at 400-500 nm, the
excited state fluorescence occurs at 600-700 nm. Accordingly, Crts, among their other
functions, could represent a shortcut between the Soret and the Q bands of Chl.[82]

1.2.4 Light-harvesting in PSII

In this section, the structural design of the PSII and the organization of the an-
tenna complexes are discussed. PSII exists in vivo in a thylakoid membrane as a
dimer, with each monomer consisting of 19–31 polypeptide subunits depending on
the organism.[84], [85] The thylakoid membrane is flexible and thus able to respond to
external environmental cues by adjusting the composition or organization of the PSIIs
supercomplex.[86], [87] The core of PSIIs is composed of the major subunits: PsbA (D1
protein) and PsbD (D2 protein), which comprises much of the reaction center, the
two light-harvesting complexes PsbB (CP47) and PsbC (CP43), and the manganese
stabilizing protein PsbO.
The photosynthetic reaction center from Rhodopseudomonas viridis was the first
transmembrane protein whose X-ray structure was solved.[88] Over the years, bet-
ter methods for structural resolution have provided greater insight, for example: The
2D crystal structure of the first eukaryotic membrane protein (Light-harvesting com-
plex II (LHCII) from pea) by electron cryo-microscopy (1994; 3Å),[89] the 2D crystal
structure of the PSII core without water oxidizing activity (1998, 8Å),[90] the active
PSII by electron microscopy (2000; 15–30Å),[91] the X-ray structure of the active PSII
(2001; 3.8Å),[92], [93] and the entire PSII-LHCII supercomplex by cryo-electron mi-
croscopy (2017, 3.2–2.5 Å).[83] The totality of these structures and many more allow
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Figure 7: Stacked-C2S2M2 supercomplex containing a dimeric core (C2), two LHCII-S (S2) and two
LHCII-M (M2) viewed from the stromal side. The two PSII-LHCII monomers are separated by the
black dotted line, with the lower part showing the protein structure in a ribbon diagram and the
upper part showing only the chromophores and the acOEC (PDB: 5XNL).[83] The color code of the
complexes is consistent in both parts showing LHCII-M (green), LHCII-S (cyan), CP24 (yellow),
CP26 (blue), CP29 (orange) and the core complex (intrinsic subunits: Purple, extrinsic subunits:
Grey). The upper part shows Chl a/b (blue/green) core ring atoms, Crts (orange), pheophytin
(grey), heme (red), P680 (blue-dashed circle) and the OEC (red-dashed box).

precise conclusions to be drawn about the composition of the complexes, the arrange-
ment of the cofactors, and the position of the OEC in the PSII supercomplex.[94], [95]

Specifically, the first X-ray structure of PSII represented a major breakthrough, pro-
viding the first insight into subunit and cofactor organization.[92] Because of its high
resolution of 1.9 Å, Yasufumi Umena’s crystal structure allowed researchers to ex-
amine both the water distribution within the subunits and the water molecules that
coordinate at the OEC.[96]

In eukaryotics, the PSII mostly couples to LHCIIs and minor CP such as CP29, CP26
or CP24, which form an advanced PSII-LHCII supercomplex.[97] The LHCs all share
a very similar protein sequence and folding.[98]–[101] The common motif of the protein
subunits is given by 3 transmembrane helices. The LHCII trimers associated with the
core can be divided into the 3 classes: Strong(S), moderate(M) and loose(L) depend-
ing on their position in the PSII and the "binding strength" to the core(C).[102] Thus,
the C2S2M2 supercomplex is composed of a core dimer (C2), two LHCII S-trimers
(S2) bound via a direct contact site to the core and via CP29, CP26 and two LHCII
M-trimers (M2) interacting with the core via CP29 and CP24 (see Fig. 7).[91], [102]–[105]

The loosely bound LHCII have so far only been found in spinach, which is why their
exact position is still unclear.[102] Compared to the PSII core, which has only Chls a
and β-carotenoids, the antenna complexes have more different pigments. One LHCII
monomer binds 18 pigments: 6 Chls a, 8 Chls b, 4 xantophyll: 2 Luts, 1 violaxan-
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thin (Vio), 1 neoxanthin (Neo) (see Fig. 7).[100] The Luts are located in the center of
the monomer, while the Vio and Neo are located at the peripheries of the respective
monomers. Based on the sequence similarity of all LHCs, most of the Chl-binding
amino acids are similar, which can be seen by comparing CP29 and LHCII.[106] The
composition of the chromophores present differs in the individual antenna complexes.
For example, CP26 and CP29 have a Vio at the position where a Lut is found in
LHCII and CP24 has no Neo. Furthermore, the number and position of Chls b in the
respective antenna complexes differs. As the isolation of the antenna complexes from
the membrane can lead to a loss of pigments, the characterization of these antenna
complexes is difficult.[107] Therefore, the purified CP29 complex was expected to have
8–9 Chls with a Chl a/b ratio of ∼ 3.0, while experiments show that embedded CP29
binds 8.5 Chls a and 4.5 Chls b with a ratio of ∼ 1.89.[108]–[111] Recent studies con-
firmed the existence of a fourteenth Chl next to the core.[83] Previous claims that
Chl binding sites are promiscuous have so far not found any recent support, and the
current consensus is that each Chl site binds usually only one type of Chl.
Although all members of the LHC multigenic family[112] share common features, each
complex shows slightly different biochemical, spectroscopic or functional properties.
However, the main functions of LHCs are the light absorption, the EET and the con-
trol of the energy flow to avoid photodamage.[113] Besides LHCII, the CP29 antenna
is the most widely studied plant antenna complex. CP29 and CP26 are both directly
associated to the core in a bridging position to LHCII.[83], [103], [114] Especially these
locations within the PSII structural architecture suggests that CP29 and CP26 play
essential roles in ensuring an efficient EET towards the core.[115] Investigations of iso-
lated antenna complexes showed a rapid EET with a fast thermal equilibration of a
few picoseconds.[113], [116]–[118] The overall equilibration of the antenna within the PSII
appeared to be over a magnitude longer.[119]–[121] This suggests that the EET among
different subunits of the PSII antenna represents the limiting step for photochemical
trapping and suggests that a single chromophore or a group of chromophores is re-
sponsible for the excited state energy transfer between the complexes.[115], [122] The
proteins play an important role in this inter-complex EET, as they do not only act
as a scaffold holding the chromophores in place, but also affect the energies of the
pigments, which is part of Paper 3.[123], [124]

In addition to the function of light-harvesting, EET and energy conduction, other
functions attributed to the minor complex CP29 are PSII macroorganization, pho-
toprotection and its reversible phosphorylation mainly involved in photoinhibition
recovery[125] and state transitions.[126], [127] It was found that among the 3 minor an-
tenna complexes (CP24, CP26 and CP29), CP29 is typically phosphorylated under
environmental stress conditions.[128]–[131] Furthermore, the organization of the PSII
supercomplex and the orientation in the membrane is carried out by the minor an-
tenna complexes.[105] Nevertheless, larger PSIIs with 6 LHCIIs per core dimer have
been found,[132] which shows that CP24 are not mandatory for M-trimers to bind
to the supercomplex. Based on C2S2M2, the additional trimers bind on the side
where the CP24 would be expected. However, the C2S2 found in algae C. rein-
hardtii,[91], [133] which lacks CP24, suggests that CP24 is relevant for the indirect bind-
ing of M-trimers.[134], [135] Furthermore, it was shown that plants in which the minor
antenna complexes were removed by reverse genetics, the stability was significantly
reduced.
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1.2.5 The role of antennae in photoprotection

The role of the minor antenna complexes in protecting the photosynthetic apparatus
of PSII from excess energy is still not fully understood. However, experiments show
that minor antenna complexes play a crucial role for photoprotection.[69], [136]–[139]

Photo-oxidative damage in plants is defined as various forms of light-induced damage
to the cell. The light induces the formation of reactive oxygen species, e.g., hydrogen
peroxide, superoxide or singlet oxygen.[140] The main reactive oxygen species in PSII
is singlet oxygen[141]–[143] whose photosensitised generation was first demonstrated by
Kautsky and de Bruijn.[144] The electron spin of the excited Chls can rephase and
form a energetically lower Chl triplet state. The triplet state can react with oxygen
to produce a reactive singlet oxygen, which has been measured to have a lifetime
of approximately 3 µs.[145], [146] Chl triplet states can be populated via intersystem
crossing (ISC) from the excited Chl singlet state or in the reaction centers by charge
recombination reactions.[147], [148] The charge recombination reactions are favored un-
der physiological CO2 exposure to high light intensities or drought. These conditions
result in a low concentration of quinones and in photoinhibition, i.e., a loss of PSII
activity.[149] Stress can thus result in singlet oxygen which is toxic for the cell as it
can react with proteins, pigments, nucleic acids and lipids and is therefore also likely
responsible for the degradation of the PSII core.[150], [151]

1.3 Scope of this work
As I have shown above, photosynthesis is one of the most important processes on
Earth, as it provides the basis for most of the food we eat and the oxygen we
breathe. The initial steps of photosynthesis involve the absorption of light by pig-
ment molecules, which transfer the photonic energy to reaction centers where it is
converted into chemical energy (see sec. 1.1). One of the key components in this pro-
cess is the minor light-harvesting complex CP29, which is responsible for capturing
light and transferring the energy. Chls and Crts are arranged in a highly organized
manner to efficiently capture light and transfer energy. The mechanisms of energy
transfer in LHCs have been the subject of extensive research, because understand-
ing these energy transfer processes is crucial for the development of efficient artificial
light-harvesting systems. However, most studies of the energy transfer of Chls are lim-
ited to the red light energy pathways (Q band), which are definitely most important
for the special pairs P680/P700 of photosystems (see sec. 1.2.4). Due to the shorter
lifetime, mainly non-radiative, fast and local decay processes are considered for the
blue states (Soret band).
This thesis deals with the question whether resonant energy transfers of blue wave-
length energies between chromophores of LHCs exist and represent competing pro-
cesses in comparison to the non-radiative decays. Since blue light can cause photo-
damage to the reaction core (see sec. 1.2.5), this work addresses the question if blue
light energy transfer pathways actually exist and, as a subsequent question, what
mechanisms the PSII supercomplex has to protect the core from photodamage. The
idea of this project was thus to show that the organization of the PSII supercomplex
transfers more likely red light energy than blue light energy towards the core (as it
would make sense biologically). Further, we tested if the minor light-harvesting com-
plex CP29, which is at least the link between LHCII-M and the reaction core (see
Fig. 7), has a special role for blocking higher/blue excitations from entering the PSII
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core complex (like a protective gatekeeper).
To investigate this hypothesis we used computational methods, which provides a pow-
erful tool for studying the electronic properties of molecules and their interactions with
light. In recent years, there has been significant progress in the development of quan-
tum mechanical methods for modeling complex biological systems. These methods
allow us to investigate the electronic properties of proteins and their interactions with
pigments and other biomolecules.

Computational simulation of biological systems
The study of the properties of biomolecular systems using computational methods
has become increasingly relevant in recent decades. The impressive improvements in
achievable simulation speed and the underlying physical models allow atomic-level
simulations in millisecond range. The dynamics of biomolecules can be modeled with
the help of molecular simulations to comprehend the structural and dynamical prop-
erties and to substantiate or explain experimental results.
A powerful tool for the analysis of biomolecules and their corresponding properties
are molecular mechanics (MM). MM calculations are inexpensive because each atom
is treated as a particle. MM force fields have been widely used in molecular dynam-
ics (MD) simulations, propagations of atomic structures using Newton’s equation of
motion for a system of interacting particles. These force fields are empirical potentials
describing bonded and nonbonded interactions such as small-amplitude vibrations,
torsions, Van-der-Waals (VdW) interactions, and electrostatic interactions. During
the simulation typically no recalculation of the force field parameters takes place. A
detailed description of the theory can be found in the Molecular mechanics section. To
describe all the dynamical properties of the system, such as vibrations of the bonds, it
requires simulation time steps in the femtosecond regime (10−15 s) or shorter.[152] The
description of dynamic processes require simulation times from microseconds (10−6 s)
to seconds or even longer. Table 1 shows examples of typical required simulation
times for dynamic processes.[153], [154] The simulation times are strongly dependent
on the described system. A big disadvantage of MM simulations is that they are
strongly dependent on the choice of the force field. To account for electron effects like
polarization or bond rearrangements, special polarizable force fields are needed, since
typical MM describes each atom as a charged mass point.[155], [156] In order to describe
changes of the bond situation like chemical reactions or hydrogen rearrangements,
methods involving a quantum mechanical description are necessary.
Within its limitations, quantum mechanics (QM) provides accurate "many electron
functions" and associated observables such as the electric dipole moment by explicitly
considering the quantum nature to a certain extend. However, the application of QM
is still limited to relatively small systems of up to a few hundred atoms or even smaller
when using the highest level of theory due to the high computationally costs.
A solution to these disadvantages is the quantum mechanics/molecular mechan-
ics (QM/MM) method. Following its initial presentation in 1976[157] the combination
of QM and MM was awarded the Nobel Prize in Chemistry in 2013. The hybrid
method combines the two methods and their strengths, the accuracy of QM and the
low-computational cost of MM. In doing so, the molecular system is divided into two
parts: A QM part describing the reactive region, e.g. the active site and its neighbors
in an enzyme, at QM level and an MM part describing the influence of the surround-
ing environment, e.g. the protein environment, at the MM level.
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Table 1: Overview of dynamical processes and their respective time regime.[152]–[154]

Dynamic event time range
vibrational motions fs to ps
rotational motions ps to ns
ligand binding/unbinding ns to s
protein folding/unfolding ms to s
aggregation s

The aim of this thesis is to use computational methods to investigate the energy
transfer mechanism in CP29. Specifically, we developed a valid workflow to obtain
the necessary properties without neglecting the electrostatic environment of the indi-
vidual chromophores.

Computational workflow
This general workflow was used in all presented publications of sec. 4. The aim of
this section is to familiarize the reader with methods that are explained in section
Theory and how they were applied in the workflow. Fig. 8 shows a schematic diagram
of this workflow with an experimentally acquired structure (e.g., crystal structures or
structures obtained by cryogenic electron microscopy) as starting point. These struc-
tures have to be repaired if parts of the structures are not resolved by the experiment.
Further, if the system under investigation is a membrane protein, it has to be embed-
ded in a membrane. The embedded system goes through a three-step equilibration
phase consisting of a NPT, NVT and an energy minimization step (see sec. 2.1). The
equilibration is necessary to perform MD simulations under required conditions, so
for example the temperature should be above the phase transition temperature of the
membrane lipids. Ideally, the correct equilibrium ensemble appropriate for the target
thermodynamic conditions is obtained after the equilibration phase.
In the second stage of the workflow procedure in Fig. 8, the system is in a state ready
for MD simulation. The MD simulation describes the dynamical behavior of a system
and the structures passed are closer to the in vivo reality than for example a static
crystal structure. The MD run generates a large set of structures, each of which can
be extracted. Each extracted structure represents a snapshot of the simulation and
therefore a possible conformation of the system. In the following extraction step,
snapshots were taken with a constant time step beginning at a sufficient time for the
system to be in an equilibrated state. This extraction of snapshots is done every 5 ns
without further cluster analysis to obtain random structures.
The snapshots represent structures of the whole system and are used to obtain the
initial structures of the QM/MM ensemble. For every chromophore in every snapshot,
QM/MM optimizations and time-dependent density functional theory (TD-DFT) cal-
culations were performed. The spectral properties obtained by the TD-DFT calcula-
tions were analyzed and used for calculating the resonance energy transfer between
the chromophore using a Förster resonance energy transfer (FRET) scheme or a tran-
sition density cube (TDC) scheme. To investigate the influence of the electrostatic
environment on the respective chromophore, we did the TD-DFT calculations twice,
once including the point charge field (PCF) and once excluding the PCF. The PCF
represents the electrostatic of surrounding protein scaffold, water molecules and other
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chromophores and is technically identical to the MM zone of the QM/MM calcula-
tions.
The results of this work will provide a deeper understanding of the energy transfer
mechanism in CP29 and the role of electrostatic environment of the chromophores.
This knowledge can be used to design new light-harvesting materials and improve
the efficiency of artificial photosynthesis devices. It can also contribute to our under-
standing of the fundamental principles of energy transfer in biological systems. The
steady interest in renewable energy and the steady increase in energy consumption
have contributed to the rise in interest in studies of photosynthesis in recent decades.
Understanding the functioning and mechanisms of the individual components of the
light-harvesting machinery could be inspirations or breakthroughs in method or ma-
terial development.
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Figure 8: Schematic representation of the general workflow, which was used in the thesis publications.
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2 Theory
This section is not intended to be exhaustive, but to provide the reader with the
understanding of the theory and the methods used. Since the hybrid method QM/MM
is an essential part of the thesis, it is necessary to give an overview of its components
QM and MM as well as the method itself.

2.1 Molecular mechanics
“Mutationem motus proportionalem esse vi motrici impressae, et fieri

secundum lineam rectam qua vis illa imprimitur.”
“A change in motion is proportional to the motive force impressed and

takes place along the straight line in which that force is impressed.”
-Sir Isaac Newton

MM is a simple and fast way to evaluate molecular systems.[158] MM is thus a very
efficient way to obtain a large set of subsequent conformational changes, as occurring
during a MD. However, MD based on QM[159]–[161] is also possible but prohibitive for
larger biological systems such as studied here. In MD simulations a system of atoms
is propagated following the laws of classical mechanics. This propagation is based on
the integration of Newton’s second law of motion

Fi = mi
d2R⃗i

dt2 = miai . (2.1)

Fi describes the force acting on the i-th particle with mass mi and acceleration ai.
Each atom of the simulation is represented as a mass point with the position R⃗i and
the charge qi. In a Cartesian coordinate system, R⃗i is composed of the unit vectors
e⃗x, e⃗y and e⃗z (Eq. (2.2)). The totality of all positions of all atoms Natoms at the time
t describes a configuration of the system and is defined in Eq. (2.3) as R⃗(t).

R⃗i = xe⃗x + ye⃗y + ze⃗z (2.2)

R⃗(t) =
{
R⃗i(t)

}Natoms

i=1
(2.3)

To each atom belongs position R⃗i(t), a velocity v⃗i(t) and an acceleration a⃗i(t), which
are given by the relations

dR⃗i

dt = v⃗i(t) (2.4)

and
a⃗i(t) = dv⃗i

dt = d2R⃗i

dt2 . (2.5)

The integration with respect to time t is described by a set of discrete time steps with
a time interval ∆t. For this purpose, the position and the velocity at the time t+ ∆t
are approximated by a Taylor series

R⃗i(t± ∆t) =
∞∑

n=0
(±1)n R⃗

(n)
i (t)
n! ∆tn , (2.6)
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v⃗i(t± ∆t) =
∞∑

n=0
(±1)n v⃗(n)

i (t)
n! ∆tn . (2.7)

Here, R⃗(n)
i (t) is the n-th derivative of R⃗i at time t. Eq. (2.1), (2.4) and (2.5) can

be used to update the positions for the atoms by propagating the positions in time
with respect to the current velocities and forces. The resulting error scales with ∆t3
neglecting higher order terms.

Numerical integrator

A method to numerically solve Newton’s equations of motion is the Verlet algorithm,
which was used for the MD simulations of the presented workflow (see sec. 1.3). The
Verlet algorithm considers one step forward in time (t + ∆t) and one step backward
in time (t− ∆t). The position R⃗i(t+ ∆t) is given by

R⃗i(t+ ∆t) = 2R⃗i(t) − R⃗i(t− ∆t) + Fi(t)
mi

∆t2 +O(∆t4) . (2.8)

Although the local error of the position is O(∆t4), the global (cumulative) error over
a constant time interval is O(∆t2). However, the new position depends only on the
acceleration or force and no longer on the velocity.
A more robust description is provided by using the leapfrog integrator. Here, the
position R⃗i(t) is propagated in increments of ∆t/2 and one step forward and backward
in time is considered,

R⃗i(t+ ∆t) = R⃗i(t) + v⃗i(t+ ∆t
2 )∆t+O(∆t3) . (2.9)

The algorithm describes the velocities at times t± ∆t/2,

v⃗i(t+ ∆t
2 ) = v⃗i(t− ∆t

2 ) + Fi(t)
mi

∆t+O(∆t3) , (2.10)

where the position and velocities are calculated at different times and leap over each
other (Eq. (2.9) and (2.10)). The resulting error scales with ∆t3. Thus, the velocity
is explicitly used to determine the updated position. The kinetic energy Ekin can be
determined using the average of the velocities v⃗(t+ ∆t/2) and v⃗(t− ∆t/2).

Ekin(t) = 1
2mv⃗(t)2 (2.11)

v⃗(t) = v⃗(t+ ∆t/2) + v⃗(t− ∆t/2)
∆t (2.12)

Regardless of the method, the choice of the time step is essential as the computational
cost scales with the number of steps. Too large chosen time steps have a numerical
inaccuracy of the integration process and too small chosen time steps result in too
short simulation times or too much computational costs. The numerical instabilities
caused by too large time steps can lead to atoms coming too close to each other and the
resulting energies and gradients are too high. As a direct consequence, the calculated
forces between the atoms are too large, which can lead to unphysical behavior. For
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biochemical systems, typical time steps are 0.5 fs, since the fastest motion is an X-
H bond vibration, which is in the range of 10 fs.[152] With the help of constraint
algorithms, time steps of 2 fs can be achieved. SHAKE and LINCS represent such
algorithms which constrain the X-H distance to a fixed value.[162], [163]

Force field

The force Fi acting on the i-th atom depends on the connectivity and the environment
and can be represented as

Fi(t) = −∇iV (R⃗(t)) (2.13)

with the negative gradient ∇i. The potential V (R⃗(t)) is called a force field and de-
scribes a Born-Oppenheimer potential energy surface (PES) on which the movement
of atom i takes place. The potential describes all bonded interactions Vb(R⃗), result-
ing from the connectivity of the atoms, and non-bonded interactions Vnb(R⃗), which
describe the environment.

V (R⃗(t)) = Vb(R⃗(t)) + Vnb(R⃗(t)) (2.14)

The potential describing the bonded forces can be divided into a bond stretching, angle
bending and terms describing the rotation of torsional angles (dihedral or improper
dihedral)

Vb(R⃗(t)) =
Nbonds∑

j

V (lj(t))+
Nangles∑

j

V (θj(t))+
Ndihed.∑

j

V (ωj(t))+
Nimp.dihed.∑

j

V (ζj(t)) . (2.15)

A bond stretching is usually described as a harmonic potential, which according to
Hooke’s law can also be considered as a spring between the two binding particles (see
Fig. 9). The bond or spring is represented by a force constant klj , which reflects the
bond strength, and a reference bond length l0,j, which corresponds to the equilibrium
distance or the bond length of the bond j if all other terms in Eq. (2.15) were zero. The
harmonic approximation is sufficient in most cases as the bond lengths rarely deviate
strongly from the reference bond length. Similarly, the angle bending potential of three
particles can also be described with a harmonic potential (see Fig. 9). The picture of
a spring also works here, with the spring connecting the two outer particles of the set.
Dihedrals are part of the bonded interactions and are divided into “proper” dihedrals,
around bonds connecting groups of atoms, and “improper” dihedrals, which involve
the neighbors of the central atom. Improper dihedrals are mostly used to ensure proper
planarity or non-planarity of a certain group (e.g. the planarity of an aromatic ring).
The potential of the “proper” dihedral is represented as a cosine function, related to
the dihedral angle ωj, and with the help of the force constant kωj

. The number of
minima is defined by the number of bond partners or the hybridization of the bonded
atoms. Thus, for two sp3 hybridized bonded atoms, one uses a triple-well potential.
Equivalent to the bond stretching and angle bending term, the improper dihedral term
is described by a harmonic potential with a force constant kζj

related to a reference
dihedral angle ζ0,j. Depending on the force field, further terms can occur, for example
to describe coupling of different motions.
The non-bonded interactions usually include the point-charge Coulomb electrostatic
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Figure 9: Schematic representation of the bonded interactions: bond stretching (top left), angle
bending (top right), rotation (bottom left) and torsional angles (bottom right), and their corre-
sponding force field potentials.

interactions and dispersive or Van-der-Waals (VdW) interactions,

Vnb(R⃗(t)) =
Natoms∑

i

Natoms∑
j>i

4ϵij

( σij

Rij(t)

)12

−
(

σij

Rij(t)

)6
+ qiqj

4πϵ0Rij(t)

 . (2.16)

Here, the VdW interactions are described by a Lennard-Jones potential (left term in
Eq. (2.16)), where Rij(t) = |R⃗i(t) − R⃗j(t)|. The Lennard-Jones potential is com-
posed of a repulsive term, which decreases with R−12, and an attractive term, which
decreases with R−6. The repulsive term is called Pauli repulsion, which includes
the Pauli exclusion principle. The attractive term describes dispersive interactions,
changes of the electron density causing dipoles and the resulting dipole-dipole interac-
tions. ϵij describes the potential depth and σij the zero of the Lennard-Jones potential
as well as the position of the minimum (R0,ij = 21/6σij).
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The Coloumb potential (right term in Eq. (2.16)) describes the electrostatic interac-
tion between atoms, with a point charge qi attributed to each atom. In contrast to
to the Lennard-Jones potential, the Coloumb potential represents a long-range inter-
action which decreases with R−1. The parameter ϵ0 describes the permittivity of the
vacuum.
The most time-consuming part during an MD simulation is the calculation of the non-
bonded interactions as they scale with the square of the number of atoms. Therefore,
a reduction of the number of interactions is necessary for calculating larger systems
efficiently. A common practice to speed up the calculation is to apply a cut-off radius
beyond which no interactions are evaluated. Another strategy is Ewald summation,
which rewrites the non-bonded interaction potentials as a sum of a short-range term
converging quickly in real space and a long-range term converging quickly in Fourier
space. Replacing a slowly converging sum by two fast converging sums avoids com-
putational artifacts that would be introduced by cut-off schemes.

Periodic boundary conditions

The most common way to avoid unphysical behaviour of the atoms close to the border
of the finite simulation box is to apply periodic boundary conditions (PBC). The
simulation box is surrounded by translated copies of itself. Practically this means
that if a particle is about to leave the simulation box a replica will automatically enter
from the opposite side of the box. The minimum image convention is used to avoid an
atom to interact with itself or with several copies of another atom introduced by the
PBC. Therefore, the method reduces the non-bonded interactions to the interactions
with the closest image of the same atom in different replica.

Ensembles theory

Ensembles represent the set of all states of a system defined by certain thermodynamic
parameters such as: constant number of particles (N), temperature (T), volume (V),
pressure (P) and energy (E). A statistical ensemble is a set of possible states of a
system of particles, which in their entirety describe a single system and is thus a
tool of statistical mechanics. There are two classes of ensembles, closed and open
systems. Closed systems ensembles include microcanonical (NVE), canonical (NVT),
and isothermal-isobaric (NPT) ensembles. In contrast, open systems (grand canonical
ensembles) describe systems in which the number of particles can change.
The NVE ensemble is an isolated system in which all states have the same number
of particles, the same volume, and the same energy. The microcanonical ensemble
is rarely used to describe molecular systems, since it would correspond to a system
inside a completely closed box, which does not allow energy and particle exchange
with the environment and on which no external fields act.
The NVT ensemble describes an idealized system exchanging energy with a thermal
source, where the number of particles (N), the volume (V) and the temperature (T) are
constant. An experimental realization of these conditions represents a closed system
in a thermal bath. Conversely, NPT is a isothermal–isobaric ensemble corresponding
most closely to laboratory conditions.
In MD simulations especially the NVT and the NPT ensemble play a essential role as
they are used to equilibrate the system beforehand. Assuming a reasonable starting
structure, in terms of structural orientation and solvent orientation, the system may
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collapse during an unrestrained dynamic simulation as the solvent and the solute are
usually not optimized with respect to each other. To prepare the starting structure for
the required temperature and pressure, the equilibration is conducted in two phases
(see Fig. 8). In the first phase, a thermostat is used to simulate the system at a
constant temperature (NVT). One method is to scale the velocities of the atoms
during the simulation such that the average kinetic energy is constant and correspond
to the kinetic energy of the given temperature. Note that the thermostat is not
a simulation of a system coupled with a thermal reservoir as the kinetic energy is
distributed independently of the distance of an atom from the simulation box. In
the second phase, a barostat is added to stabilize the pressure and thus the density
of the system (NPT). Similar to the thermostat, a barostat scales the volume of the
simulation box and consequently the position of the particles. A decrease of the size
of the simulation box is a compression of all particles.

2.2 Fundamentals of quantum mechanics
QM represents a fundamental theory for predicting the behavior of atoms, electrons,
photons and other subatomic particles. The term quantum derives from the Latin
quantum, meaning “how much”, and describes the minimum amount of any physical
entity involved in a change of state. The hypothesis of quantization states that every
physical property can be “quantized” and therefore, the magnitude of the physical
property can take only discrete values. The word quantum was also used and char-
acterized by Max Planck. Although he doubted their existence, he needed quanta to
reconcile his black-body radiation law with experiments.[164] In QM, a quantum is
not a necessarily particle of materialistic nature, i.e., photons or quasi-particles. The
different quanta are defined by discrete values of various physical quantities such as
energy or momentum. None of this should be confused with the quanta of energy de-
scribed by Ludwig Boltzmann, because these were just operands without any physical
meaning.

2.2.1 Wave function

In classical mechanics the motion of a particle is described by Newton’s second law.
Eq. (2.1) allows a precise prediction of the behavior of a particle with given initial
conditions. In QM, such a straightforward prediction of a particle’s behavior is not
possible. Based on the wave-particle duality, QM postulates for each state of a system
with position r⃗ and time t a function Φ(r⃗, t), which fully describes the system.2 The
function Φ(r⃗, t) is an equation of state. Furthermore, it was postulated that the
wave function of a systems Φ(r⃗, t) is a solution of the time-dependent Schrödinger
equation (SE),

iℏ
∂

∂t
Φ(r⃗, t) = ĤΦ(r⃗, t) . (2.17)

Here the Hamiltonian Ĥ defines the total non-relativistic energy of the system. For
stationary systems, the Schrödinger wave function Φ(r⃗, t) can be separated into a time-
dependent Θ(t) and space-dependent term Ψ(r⃗ ).[165] which leads to a time-dependent

2For simplification the spin dependence is neglected in this chapter and will be discussed in chapter
2.3.
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and time-independent SE. The time-independent SE,

ĤΨ(r⃗ ) = EΨ(r⃗ ) (2.18)

contains the time-independent Hamiltonian Ĥ, which is for molecules composed of
the kinetic energies of the nuclei T̂K and the electrons T̂E on the one hand and of the
Coulomb interactions of the nuclei V̂KK, the electrons V̂EE and the electrons with the
nuclei V̂EK on the other hand.

Ĥ
(
R⃗A, r⃗i

)
= T̂K

(
R⃗A

)
+ T̂E

(
r⃗i

)
+ V̂KK

(
R⃗A, R⃗B

)
+ V̂EE

(
r⃗i, r⃗j

)
+ V̂EK

(
R⃗A, r⃗i

)
(2.19)

Solving the time-independent SE represents a (3(N + n))-dimensional problem, be-
cause the Hamiltonian dependents on all coordinates of the nuclei R⃗A and all coor-
dinates of the electrons r⃗i. N is the number of the atoms and n the number of the
electrons.

2.2.2 Born-Oppenheimer approximation

The Born-Oppenheimer approximation (BOA), which was formulated in 1927 by Max
Born and Robert Oppenheimer, is an approximation to simplify the time-independent
SE for systems containing at least two nuclei and one electron.[166] The idea was a
separation of the coordinates of the nuclei and the electrons to reduce a (3(N+n))-
dimensional problem to a (3N)- and a (3n)-dimensional problem. As electrons are
much faster than the nuclei because of their lower mass (≈ 104 : 1), the nuclei can be
considered as stationary with respect to the movement of the electrons. Therefore,
the wave function can be separated into an electronic and a nuclear part,

ΨBOA
(
r⃗i, R⃗A

)
= Ψel

(
r⃗i; R⃗A

)
Ψnuc

(
R⃗A

)
. (2.20)

While the electronic wave function is dependent on the positions of the electrons r⃗i

and parametrically on the positions of the nuclei R⃗A, the nuclear wave function is
only dependent on the positions of the nuclei R⃗A. For the electronic Hamiltonian Ĥel,
the kinetic energy operator of the nuclei (T̂K) vanishes and the Coulomb interactions
operator of the nuclei (V̂KK) is constant.

Ĥel
(
r⃗i, R⃗A

)
= T̂E

(
r⃗i

)
+ V̂EK

(
r⃗i, R⃗A

)
+ V̂EE

(
r⃗i, r⃗j

)
+ V̂KK

(
R⃗A, R⃗B

)
(2.21)

Solving the electronic SE,

ĤelΨel
(
r⃗i; R⃗A

)
= Eel

(
R⃗A

)
Ψel

(
r⃗i; R⃗A

)
(2.22)

a set of eigenfunctions Ψel(r⃗i; R⃗A) and eigenenergies Eel(R⃗A) are obtained. The nuclear
SE describes the energy of the nuclei and is composed of the kinetic energy operator
of the nuclei (T̂K) and the eigenenergies (Eel(R⃗A)) of the electronic SE.

ĤnucΨnuc
(
R⃗A

)
= Enuc

(
R⃗A

)
Ψnuc

(
R⃗A

)
=
[
T̂K

(
R⃗A

)
+ Eel

(
R⃗A

)]
Ψnuc

(
R⃗A

)
(2.23)
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Accordingly, the nuclei are moving along a potential energy surface, which is defined by
the solution of the electronic SE. The description of the potential energy for a many-
electron-system is complicated, because in such a system every repulsive interaction
between electrons and every attractive interaction of electrons with nuclei should be
taken into consideration. In general, the BOA introduces extremely small errors.
However, the decoupling of the electronic and nuclear motion can introduces larger
inaccuracies for some situations, for example at conical intersections.[167] The BOA
is the basis for the concept of PESs, which describe a static solution of Eq. (2.22) by
varying R⃗A.

2.3 Hartree-Fock method
Despite the presented approximations, it is not possible to calculate chemically rele-
vant systems at this point. The Hartree-Fock (HF) method represents an approxima-
tion to solve the electronic SE (Eq. (2.22)) for many-electron systems.[168] Further-
more, the method is a precursor for many common QM methods, and will be used as
a basis to explain the approaches actually employed in the thesis publications. For
simplification we define Ψel =: Ψ in the following. In the HF approach, the electron-
electron interaction is replaced by the interaction of one electron with an effective
field (mean-field approximation). The mean-field approximation is a powerful tool in
quantum chemistry, which reduces a complicated n-particle problem to n simpler one-
particle problems. Therefore, the approach requires to develop the many-body wave
function Ψ(r⃗i; R⃗A) from orthonormal one-electron functions χi. Besides the spatial
dependence r⃗i, these one-electron functions depend on the spin σi, hence they are also
called spin orbitals. The spin orbital χi(xj) can then be described as a product of a
spatial and a spin function for with the collective variable xj = {r⃗j, σj},

χi(xj) = ψ(r⃗j)σj . (2.24)

The spin function can be one of two orthonormal states α and β ("spin up" and "spin
down") with

⟨α|α⟩ = ⟨β|β⟩ = 1 and ⟨α|β⟩ = ⟨β|α⟩ = 0 . (2.25)

It is possible to describe Ψ as a determinant of the spin orbitals χi,

∣∣∣Ψ(x⃗1, x⃗2, . . . x⃗n)
∣∣∣ =

√
1
n!

∣∣∣∣∣∣∣∣∣∣∣

χ1(x⃗1) χ2(x⃗1) . . . χn(x⃗1)
χ1(x⃗2)

...
... ...

χ1(x⃗n) ... ... χn(x⃗n)

∣∣∣∣∣∣∣∣∣∣∣
(2.26)

This so-called Slater determinant, named after John C. Slater, satisfies the anti-
symmetry requirement enforced by the Pauli principle. Each row represents one
electron in a different spin orbital and each column accordingly represents one spin
orbital, which is occupied by a different electron per row, respectively. The indistin-
guishability of the electrons can be shown by interchanging two rows or two columns,
which leads to a simple sign change rather than a change in value. Slater determi-
nant obeys the Pauli exclusion principle, which can be seen if two columns are equal,
because then the value of the determinant is zero and therefore this is no state of the
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system, thus prohibiting a scenario where two electrons are sharing both the same
location as well as quantum numbers.
In the following, only closed-shell systems are examined. This means that the spin
orbitals χi have the same spatial function. Therefore, an n-electron system with n
different spin orbitals χi can be reduced to system with n/2 different spatial orbitals.
The Fock operator f̂ for these systems describes the electronic Hamiltonian consisting
of a one-electron term ĥ, a Coulomb-interaction operator Ĵa and an exchange operator
K̂a. In shorthand notation for electron 1, the Fock-operator reads

f̂(1) = ĥ(1) +
n/2∑

a

(
2Ĵa(1) − K̂a(1)

)
(2.27)

with the one-electron term

ĥ(1) = −1
2∇2

r1 −
K∑
A

ZA

r1A

(2.28)

and the two-electron terms describing the interaction of electron 1 with electron 2

Ĵa(1) =
∫
ψ∗

a(2) 1
r12

ψa(2)dr⃗2 (2.29)

K̂a(1)ψi(1) =
[ ∫

ψ∗
a(2) 1

r12
ψi(2)dr⃗2

]
ψa(1) (2.30)

using r12 = |r⃗1 − r⃗2|. The interactions define only a part of the situation by means of
an effective mean-field potential. The specific interaction of one electron with another
electron will be discussed later in sec. 2.3.3. As a result of the variational principle
the ground state energy is obtained from the minimization with respect to d/dψ

⟨Ψ0| Ĥ |Ψ0⟩ = 2
∑

a

⟨ψa(1)| ĥ |ψa(1)⟩ (2.31)

+
∑
a,b

(
2 ⟨ψa(1)ψa(2)| 1

r12
|ψb(1)ψb(2)⟩ − ⟨ψa(1)ψb(2)| 1

r12
|ψb(1)ψa(2)⟩

)
.

Practically a Lagrange multiplier λai is introduced to impose the condition that the
ψ are normalised [

ĥi +
∑

a

(
2Ĵa + K̂a

)]
ψi = λaiψi . (2.32)

The electronic SE can be solved for many-electron systems by using the HF method,
provided that the form of the spin orbitals is well known. Solving the integro-
differential equation is rather difficult and therefore, represents a main disadvantage
of the HF approach. As the implementation of these integro-differential equation is
quite involved in quantum-chemical software, an expansion of the spatial orbitals in
a finite set of L basis functions is used.[169] Therefore, the molecular orbitals (MOs)
ψMO

a are described by the linear combination of atomic orbitals (LCAO) framework as
a combination of atomic orbitals (AOs) ψAO

ν to generate the required spatial orbitals
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for the HF method,

ψMO
a =

L∑
ν

Caνψ
AO
ν . (2.33)

ψAO
ν represent the basis functions and are atom-centered hydrogen-like orbitals. The

coefficients Caν define the share of the contribution of the atomic orbitals ψAO
ν of the

molecular orbitals ψMO
a . The shape of the molecular orbitals and their respective

energies are obtained exactly for a "complete" basis set of atomic orbitals. Since
complete basis sets cannot be used, it is only possible to determine an approximate
ground state energy for a finite basis set. The result of the application of the Fock
operator to the molecular orbitals ψMO

a is the energy ϵa of the molecular orbitals

f̂(1)ψMO
a = ϵa

L∑
ν

Caνψ
AO
ν . (2.34)

2.3.1 Roothaan-Hall equation

To determine the spin orbitals, an iterative method (self-consistent-field (SCF)
method)[170] is used in practice. An effective potential is determined by means of
a suitable starting set of one-electron wave functions. The solution of the SE of the
effective potential yields a new set of one-electron wave functions, which represent
a better approximation to the system. Once the calculation reaches a pre-defined
threshold, for example a total energy threshold, between two iterations, the result
is treated as converged. This method is used to solve the Roothaan-Hall equation,
which was established by Clemens C. J. Roothaan and George G. Hall.[169], [171] The
Roothaan-Hall equation results from Eq. (2.32) and Eq. (2.33),

∑
ν

FµνCaν = ϵa

∑
ν

SµνCaν . (2.35)

Here, Fµν is one element of the Fock matrix

Fµν =
∫
ψ∗AO

µ f̂(1)ψAO
ν dr⃗1 (2.36)

and Sµν one element of the overlap matrix of the a-th molecular orbital ψMO
a

Sµν =
∫
ψ∗AO

µ ψAO
ν . (2.37)

Taking into account all molecular orbitals the following expression can be obtained

FC = SCϵ (2.38)

with ϵ as diagonal matrix with the orbital energies ϵaa as diagonal elements. It is
possible to solve the Roothaan-Hall equation iteratively as an eigenvalue equation by
means of the mentioned SCF method to obtain the molecular (spin) orbitals and their
respective energies.
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2.3.2 Limits of HF

The limits of the HF method are related to the lack of consideration of the explicit
electron correlation. Even if an infinite basis set is used, the HF equation would not
provide the energy exactly, because the equation for each electron is solved individually
with an electron being in the mean field of the other electrons. This is the so-called
HF limit. One example represents the spatial probability density function of two
different electrons P (r⃗1, r⃗2). The function is defined as the product of the probability
density of the first and of the second electron

P (r⃗1, r⃗2) = P (r⃗1)P (r⃗2) . (2.39)

This would imply that the probability to find one electron at a position is independent
of the position of the other electron. But, according to Coulomb’s law two particles
with the same charge repel each other with a force that is reciprocal to the squared
distance. The probability to find both electrons with the same spin at the same
position at the same time is called Fermi heap or Fermi hole. The reason for the HF
limit is that the method uses an average potential which cannot describe the explicit
electron correlation. To take these electron correlations into account, further methods
were developed.

2.3.3 Electron correlation

Although no post-HF methods were used in the thesis publications, a brief intro-
duction methods including electron correlation is given. Usually, a distinction is
made between dynamical and non-dynamical (static) correlation.[172], [173] Dynamical
correlation describes the instantaneous interaction of two electrons in close spatial
proximity, while the static correlation describes the error occurring due to the poor
representation of a many-electron system with a single Slater determinant. There
are various types of approaches for a correction. A widely used and straightforward
approach is the configuration interaction (CI). The CI method is conceptually simple
and involves first- and higher-order corrections to the HF wave function that mix in
elements of MOs, found in excited states. The CI wave function |ΨCI⟩ is a linear
combination of several states of the system,

|ΨCI⟩ = c0 |Ψ0⟩ +
∑
a,a′

ca′

a Ψa′

a +
∑

a,b,a′,b′
ca′b′

ab Ψa′b′

ab + . . . (2.40)

Here, Ψ0 is the reference matrix, which is obtained by the HF method, and Ψa′
a is a

single excited Slater determinant, which describes the excitation of one electron from
the spin orbital χa into the spin orbital χa′ . The so-called full-CI method considers
all possible excitations of the system. Since the computational effort can become very
high even with a small number of electrons, for larger systems just the excitations to
a certain degree are taken into account. This restricted calculation is referred to as
truncated-CI method. However, the truncated-CI method is the missing size consis-
tency.
Another example is the coupled cluster (CC) method, which reduces similar to CI the
SE to a matrix eigenvalue problem due to an expansion of the many-body wave func-
tion in a basis of Slater determinants. However, CI uses a linear excitation operator,
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whereas CC uses a more complicated, exponential one. The Møller–Plesset pertur-
bation theory perturbation theory also represents another post-HF method which
is based on the assumption that the Hamiltonian consists of an undisturbed part
and a disturbed part arising from electron correlations.[174] In contrast to the CI
method the Møller–Plesset equations does not represent a variational solution of the
SE and therefore does not provide a limit for the energy, but it is size consistent.
The multi-configurational self-consistent-field (MCSCF) method can be understood
as a combination of the CI and the HF methods, because the method varies the set
of coefficients of the excited Slater determinants like the CI method and varies the
coefficients of the LCAO like the HF method. Therefore, the total electronic wave
function with the lowest energy is obtained.

2.4 Density functional theory
Density functional theory (DFT) represents a conceptually different alternative to
the HF and the post-HF methods as it is formulated based on the electron density
rather than the wave function. In many cases the method provides results compa-
rable to those of the post-HF methods with lower computation costs. However, the
results are sensitive to the respective actual implementation of density functional ap-
proximation (DFA). The reason for faster computations lies in the fact that any wave
function-based method depends on 4n variables (one spin coordinate and three spatial
coordinates) for an n-electron system. This causes a fast increase of the computa-
tional costs for an increase of the number of electrons. In contrast to that, the DFT
calculations are just dependent on the location and not on the size of the system. DFT
is based on the Hohenberg-Kohn theorems named after Pierre Hohenberg and Walter
Kohn,[175] who showed that a non-degenerate ground state of an n-electron system
can be calculated with an electron density function rather than with an electronic
wave function.

ρ(r⃗1) = n
∑

σ1= 1
2 ,− 1

2

∫
dx2dx3 . . . dxn|Ψ(r⃗1, σ1, r⃗2, σ2, . . . , r⃗n, σn)|2 (2.41)

Here, the electron density ρ is defined by the integral of the squared wave function
|Ψ|2 over all spatial and spin coordinates for all electrons except for one (electron
1 in Eq. (2.41)) and finally adding up for the spin coordinate of this electron (σ1).
This provides the function ρ(r⃗1 ) for the electron 1 in space. However, ρ(r⃗ ) is always
identical regardless of which electron is taken into account. Since Ψ2 is symmetric with
respect to exchanging two electrons. The volume integral for the density distribution
yields the number of electrons of the system∫

ρ(r⃗ )d3r⃗ = n . (2.42)

2.4.1 Hohenberg-Kohn theorems

P. Hohenberg and W. Kohn proved that Eq. (2.41) can be inverted so that the wave
function Ψ0(r⃗1, . . . , r⃗n) can be calculated with the given electron density of the ground
state ρ0(r⃗ ). As a result, the ground state energy is a unique functional of the electron
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density. Using Eq. (2.21), the functional of the energy is

E0 = E[ρ0] = ⟨Ψ[ρ0]| Ĥ |Ψ[ρ0]⟩ = ⟨Ψ[ρ0]| T̂ + V̂EK + V̂EE |Ψ[ρ0]⟩ . (2.43)

The operator V̂EK can be described as a unique functional of the electron density of a
non-degenerate ground state or as a defined potential.

V̂EK[ρ] =
∫
V (r⃗ )ρ(r⃗ )dr⃗ (2.44)

The kinetic energy operator T̂ and the operator of the electron-electron interaction
V̂EE are summarized as a universal share of the Hohenberg-Kohn functional F̂ [ρ].

F̂ [ρ(r⃗ )] = ⟨Ψ| T̂ + V̂EE |Ψ⟩ (2.45)

The second theorem of Hohenberg and Kohn is analogous to the variation principle
and was proven in the year 1982 by Mel Levy[176] for the first time.

EV [ρ] ⩾ EV [ρ0] = E0 (2.46)

According to this, it is possible to calculate the ground state wave function Ψ0 with a
given ground state electron density ρ0(r⃗ ) by using the two Hohenberg-Kohn theorems
the other way around. The solution is the ground state wave function. The main
problem of the approach is the Hohenberg-Kohn functional. However, there are a
lot of different approximations that are specifically tailored for different systems and
that that can provide good results with just a small error in comparison to the exper-
iments. This represents the biggest difference between wave function-based methods
and DFT. While the HF method and the post-HF methods use exact Hamiltoni-
ans and approximate a wave function, DFT uses an exact one-electron density and
approximate the Hamiltonians. Accordingly, the wave function-based methods are
systematically improvable and provide an exact result at the limit. Although, there
is no systematically improve of DFAs the group of John P. Perdew[177] has evaluated
a hierarchy of DFAs (see sec. 2.4.3).

2.4.2 Kohn-Sham equation

The fictitious Kohn-Sham system by Walter Kohn and Lu Jeu Sham[178] is a system
of non-interacting electrons enabling to describe molecules with DFT. To ensure that
this non-interacting system is able to recreate the ground state density of an interact-
ing system, an additional so called external potential ν(r⃗ ) describing the interaction
is introduced, which constitutes ρ(r⃗ ) that has an identical shape to that of ρ′(r⃗ ) in a
system with interactions. Thus, the potential ν0(r⃗ ) provides the ground state electron
density ρ0(r⃗ ). The advantages of this potential is that the electron interactions are
not explicitly calculated. However, the calculation of ν0(r⃗ ) is not possible without
basis function (

−1
2∆ + ν0

)
ψi = ϵiψi . (2.47)

ψi are the Kohn-Sham spin orbitals, which are not equivalent with the canonical HF
orbitals. The total wave function can be represented with a Slater determinant, which
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is called the Kohn-Sham determinant. The electron density function is the sum of the
square value of each spin orbital

ρ(r⃗ ) =
∑

i

mi|ψi(r⃗ )|2 . (2.48)

Here, mi = 0, 1, 2 characterizes the occupation of the orbitals in the determinant. The
electronic ground state of the Kohn-Sham system can be calculated from four terms

E0 = T0 +
∫
ν0(r⃗ )ρ0(r⃗ )dr + J [ρ0] + Exc[ρ0] . (2.49)

The kinetic energy of the system is represented by the kinetic energy of the non-
interacting electrons

T0 =
N∑

i=1
⟨ψi| − 1

2∇2 |ψi⟩ . (2.50)

The external potential
∫
ν0(r⃗ )ρ0(r⃗ )dr⃗ also contains the electron-nuclei interaction.

J [ρ0] is the classical Coulomb repulsion integral, also known as Hatree potential,
defined as

J [ρ0] = 1
2

∫ ∫ ρ0(r⃗1)ρ0(r⃗2)
|r⃗1 − r⃗2|

dr⃗1dr⃗2 . (2.51)

The discrepancy of this non-interacting system and the real one is collected in the
exchange-correlation energy functional,

Exc[ρ0] = ∆T [ρ0] + ∆J [ρ0] . (2.52)

The Kohn-Sham equation was determined by examining individual terms while chang-
ing the energy. {

−1
2∆ + ν + νcoul + νxc

}
ψi = ϵiψi (2.53)

Here, νcoul(r⃗ ) is the sum of the Coulomb potentials and νxc(r⃗ ) is the first partial
derivative of the exchange-correlation energy with respect to the ρ0(r⃗ )

νcoul(r⃗ ) =
A∑

j=1
Ĵj(r⃗ ) (2.54)

νxc(r⃗ ) = δExc[ρ]
δρ(r⃗ ) . (2.55)

The Kohn-Sham equation can be iteratively solved analogously to the Fock equation
(Eq. (2.32)). Once the iterative process reaches convergence, the external potential
ν0 is obtained as the solution

ν0 = ν + νcoul + νxc . (2.56)

2.4.3 Approximation for the exchange-correlation energy

At this point νxc or the exchange-correlation energy remains a problem for DFT. The
group of John P. Perdew[177] have evaluated different approximations to the exchange-
correlation functionals and created a hierarchy. This hierarchy is metaphorically
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known as Jacob’s ladder, whereby each single rung represents a better approximation
than the previous rung.

First rung: Local density approximation (LDA)
To describe the complex situation of electrons in a molecule, the LDA uses a model
of a homogeneous gas in a box. This model is used very often for the treatment of
bulk solids, because it avoids surface problems by the imposed periodic boundary
conditions.[179] The approximation attempts to describe the inhomogeneous behavior
of the electron density distribution of a molecule as a sum of small local volumes,
which can be described approximately with the homogeneous gas theory.

ELDA
xc [ρ(r⃗ )] =

∫
ρ(r⃗ )ϵunif

xc [ρ(r⃗ )]dr⃗ (2.57)

Here, ϵunif
xc is the exact exchange-correlation energy density of a homogeneous gas

with the density ρ(r⃗ ). A variation of the LDA is the local spin density approxi-
mation (LSDA). While the LDA depends on the electron density distribution ρ,
the LSDA depends on the two spin density distributions ρα and ρβ. Due to the
reliable results LDA is the starting point of DFT, although LDA is a quite simple
approximation. The LDA is used mainly for periodic systems like solids, because
they show a rather homogeneous electron density throughout the system.

Second rung: Generalized gradient approximation (GGA)
The LDA tends to provide slightly too high binding energies and too low ground
state energies of atoms. By taking the inhomogeneity of the system into account in
the form of the gradient of the density, this counterbalances the trend. Beginning
with the second rung of Jacob’s ladder, one speaks of semi-local approximations.
This is realized by introducing different functions Bxc, which are dependent on the
densities ρα, ρβ and their gradients ∇ρα,∇ρβ.

EGGA
xc =

∫
Bxc(ρα, ρβ,∇ρα,∇ρβ)dr⃗ (2.58)

The function Bxc is described in analogy to a Taylor expansion. Without further
parameters, they obtained much better results. One noteworthy functional of this
family is the Perdew-Wang functional (PW91).[180]

Third rung: Meta-generalized gradient approximation (mGGA)
An mGGA functional contains, in comparison to the GGA, more details in the form
of the kinetic density function τ(r⃗ )[181]

EmGGA
xc [ρ] =

∫
f [ρ(r⃗ ),∇ρ(r⃗ ), τ(r⃗ )]dr⃗ (2.59)

with
τ(r⃗ ) = 1

2
∑

i

|∇ψi(r⃗ )|2 . (2.60)

Fourth rung: Hybrid functionals
A hybrid functional is a combination of DFT exchange-correlation functionals and
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HF exchange energies.

Ehybrid
xc = cxE

HF
x + (1 − cx)EGGA

x + EGGA
c (2.61)

The coefficients cx allow a weighted mixing of both energies and are, for the most
hybrid functionals, chosen semi-empirically. One of the most well-known hybrid func-
tionals is the B3LYP functional. It contains several different energy expressions that
rely on the above considerations: the exchange energy of the LSDA, the exchange en-
ergy of the HF method, the exchange energy of the Becke potential (correction from
the year 1988),[182] the correlation energy of the Lee-Yang-Parr potential[183] and the
correlation energy of the Vosko-Wilk-Nusair potential.[184]

EB3LYP
xc = 0.8ELSDA

x + 0.2
(
EHF

x

)
+ 0.72∆EB88

x + 0.81ELYP
c + 0.19EVWN

c (2.62)

Hybrid functionals combines the advantages of DFT, which approximates the
correlation energies and short-range exchange terms very well and HF theory, which
gives the exact exchange energy. Although, hybrid functionals are able to model
successfully ground- and excited-state properties[185], [186] and represent a systematic
performance improvement compared to semilocal DFAs like GGAs or mGGAs,
they still suffer in the long-range regime. Due to a density overdelocalization, the
asymptote of their exchange potential behaves as −cxr

−1, instead of behaving as
−r−1. For example B3LYP fails for a number of important applications: (I) the po-
larizability of long chains, (II) excitations using TD-DFT due to the underestimation
of the Rydberg excitation energies and the corresponding oscillator strengths and
(III) charge transfer (CT) excitations.[187]–[189] The incorrect far-nucleus exchange
potential behaves as −0.2r−1, instead of −r−1 and therefore, it has been suggested
that this is responsible for these problems.[190]

Range-separated functionals
Range-separated functionals circumvent this drawback by additionally includ-
ing a rangedependence, where specific functionals are applied depending on the
inter-particle distance. Tawada and co-workers[191] have applied the long-range
correction (LC) scheme to TD-DFT and thus improved the accuracy of the excitation
energies and oscillator strengths of the applications. For this, the electron repulsion
operator 1

r12
is divided into

1
r12

= 1 − erf(µr12)
r12

+ erf(µr12)
r12

(2.63)

where the range-separation parameter µ is the slope of the two terms. The error
function erf smoothly connects the first term describing the short-range interaction
and the second term describing the long-range interaction.[191] From Eq. (2.63) it
follows that, if µ = 0, LC-DFT calculations correspond to pure (non-LC)-DFT cal-
culations and accordingly µ = ∞ correspond to standard HF calculations.[190] An
alternative formulation of Eq. (2.63) was proposed by Yanai et al.[190] by introducing
the parameter α and β with

1
r12

= α + βerf(µr12)
r12

+ 1 − [α + βerf(µr12)]
r12

. (2.64)
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The parameter α represents the maximum percentage of HF exchange in the short-
range limit, and α + β is the corresponding percentage in the long-range limit (see
Fig. 10). Therefore, the range-separated exchange energy can be written as:

ERS
x = αEHF

x + βEHF
x + (1 − α)EDFT

x − βEDFT
x + EGGA

c . (2.65)

To conserve the hybrid functional short-range behavior, the range-separated exchange
correlation energy has to defined as:

ERS
xc = αEHF

x + [1 − (α + β)]EDFT
x + βEHF

x + βEDFT
x + EDFT

c (2.66)

The most prominent functional of this improvement is the CAM-B3LYP functional
with the parameters µ = 0.33, α = 0.19 and β = 0.46. CAM-B3LYP is widely used
and has found application in all presented papers of this thesis.

Figure 10: (A) Plots for the functions f(r) = 1 − erf(r), f(r) = 1 − [α + βerf(µr)] and f(r) =
α + βerf(µr)] for α = 0.19, β = 0.46 and µ = 0.33 describing the contribution of EDFT

x /EHF
x

(blue/orange) of CAM-B3LYP with respect to r. (B) Schematic plots of EHF
x for B3LYP (green)

and CAM-B3LYP (orange), apportioned into DFT and HF.[192]

2.4.4 Time-dependent DFT

DFT as describe above constitutes a mighty tool of quantum chemistry to investigate
structural properties. Time-dependent processes and properties related with excited
states require an expansion to TD-DFT. The core idea of TD-DFT is that the dy-
namics of each system can be described as an interaction of fermions and accordingly
all details are encrypted in the time-dependent density. The typically used model
is a system with n interacting not-relativistic fermions, which are moving through a
time-dependent external potential vext(r⃗, t). The total Hamiltonian of the n-particle
system is given as

Ĥ(t) = T̂ + V̂ (t) + Ŵ . (2.67)

There, the kinetic energy operator T̂ is equal to the one used in the time-independent
case (Eq. 2.50)

T̂ =
N∑

i=1
−1

2∇2
i . (2.68)
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In contrast, the potential energy operator V̂ (t) is time-dependent

V̂ (t) =
N∑

j=1
vext(r⃗j, t) . (2.69)

The particle-particle interaction operator Ŵ is given as

Ŵ = 1
2

N∑
j,k

j ̸=k

w(|r⃗j − r⃗k|) . (2.70)

For an interaction system the Coulomb interaction is w(|r⃗j − r⃗k|) = 1/|r⃗j − r⃗k| and
for a non-interacting system, w = 0. The time-dependent many-body SE3

iℏ
∂

∂t
Ψ(x⃗1, . . . , x⃗N , t) = ĤΨ(x⃗1, . . . , x⃗N , t) , (2.71)

propagates a given initial state Ψ(t0) ≡ Ψ0 within the time interval [t0, t1] starting
at the time t0 till the final time t1. In general, the ground state is chosen to be the
initial state and at the time t0 an external time-dependent potential

vext(r⃗, t) = v0(r⃗ ) + v1(r⃗, t)θ(t− t0) (2.72)

initiated by a Heavyside step function θ(t−t0) starts to act on the system. This exter-
nal stimulus v1(r⃗, t) can be a weak, uniform, oscillating electric field in semiclassical
dipole approximation

v1(r⃗, t) = −µ̂el(r⃗ )Felcos(ωt) (2.73)

with the electric moment operator µ̂el, the electric field strength Fel, and the field
frequency ω. The solution of the time-dependent many-body SE (Eq. 2.71) can also
be written as an expansion operator with respect to time

Ψ(t) = Û(t, t0)Ψ0 . (2.74)

Two of the most important properties of the operator are the function composition on
the one hand and the unitarity on the other hand. The function composition means
that the propagation of the system from t0 to the time t2 is equal to a propagation
from t0 to the time t1 followed by a propagation from t1 to the time t2

Û(t2, t0) = Û(t2, t1)Û(t1, t0), t2 ≥ t1 ≥ t0 . (2.75)

Due to the unitarity the normalization is still guaranteed. If the Hamiltonian (Ĥ(t) =
Ĥ0) is a time-independent operator, a simple expression can be formulated.

Û(t, t0) = e−iĤ(t−t0) (2.76)
3Note that the simplified notation of the coordinates from section 2.3 is used.
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In the case of a time-dependent Hamiltonian, it is significantly more difficult and is
given by

Û(t2, t0) = Ŷ e

{
−i
∫ t2

t0
dt′Ĥ(t′)

}
. (2.77)

Here, Ŷ describes the time-ordering operator. Another important part of the ex-
pansion operator with respect to time is the time-dependent perturbation. For a
time-dependent Hamiltonian written as

Ĥ(t) = Ĥ0 + Ĥ1(t) , (2.78)

Ĥ1(t) describes the time-dependent perturbation. Hence, the following equation re-
sults for the expansion operator with respect to time

Û(t, t0) = e−iĤ0(t−t0)Û1(t, t0) . (2.79)

In combination with the time-dependent SE (Eq. 2.71) the following equation is
obtained

iℏ
∂

∂t
Û1(t, t0) = eiĤ0(t−t0)Ĥ1(t)e−iĤ0(t−t0)Û1(t, t0) , (2.80)

with the starting condition Û1(t0, t0) = 1. The calculation of the solution is carried
out iteratively. The approximation of the first order can be obtained by substituting
Û1(t, t0) = 1 in the right term and integrating over the time.

Û1(t, t0) ≈ 1 − i
∫ t

t0
dt′eiĤ0(t′−t0)Ĥ1(t′)e−iĤ0(t′−t0) (2.81)

The perturbation can be described as an external field F (t) interacting with the
observable β̂ as,

Ĥ1(t) = F (t)β̂ (2.82)

with β̂ defined as
β̂(t̃) = eiĤ0 t̃β̂e−iĤ0 t̃ . (2.83)

Therefore, the approximation of the first order is an expansion operator with respect
to time with the form

Û(t, t0) ≈ e−Ĥ0(t−t0)
{

1 − i
∫ t

t0
dt′F (t′)β(t′ − t0)

}
. (2.84)

This expression represents the basis of TD-DFT and is essential for linear response
theory.

2.4.5 Runge-Gross theorem

The Runge-Gross theorem represents the analogue of the Hohenberg-Kohn theorem
for TD-DFT.[193] The theorem says that the electron density ρ(r⃗, t) differs from the
electron density ρ ′(r⃗, t), if both are expansions of the same initial state ψ0, but using
different external potentials (vext(r⃗, t) or v ′

ext(r⃗, t), respectively). The external poten-
tials can be described as Taylor expansions which are evaluated at the initial time
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t0 and differ from each other by more than just one purely time-dependent additive
constant.

∆vext(r⃗, t) = vext(r⃗, t) − v ′
ext(r⃗, t) ̸= c(t) (2.85)

Therefore, a definite mapping exists of the electron density ρ(r⃗, t) at an arbitrary time
and the external time-dependent potential vext(r⃗, t) for a many-body system for each
initial state. The Runge-Gross theorem was proven in two parts.
The first part shows that the external potential is a functional of the current density
j(r⃗, t) using Ehrenfest ’s theorem.[194] The expansion in time of the current density
can be described by the Ehrenfest theorem

i
d
dt ⟨Θ(t)| Ô(t) |Θ(t)⟩ = ⟨Θ(t)| δ

δt
Ô(t) +

[
Ô(t), Ĥ(t)

]
|Θ(t)⟩ , (2.86)

for an arbitrary operator Ô(t). The current density is given by

j(r⃗, t) = ⟨Ψ(t)| ĵ(r⃗ ) |Ψ(t)⟩ . (2.87)

Here, ĵ(r⃗ ) describes the current density operator

ĵ(r⃗ ) = − i

2

n∑
s=1

(
[∇ψ∗(r⃗ )]ψ(r⃗ ) − ψ∗(r⃗ )[∇ψ(r)]

)
. (2.88)

As a result, the expansion in time by using the external potential vext(r⃗, t), which
defines Ĥvext(t), yields

i
∂

∂t
= ⟨Ψ(t)| [ĵ(r⃗ ), Ĥvext(t)] |Ψ(t)⟩ . (2.89)

Because Ψ(t) and Ψ ′(t) are expanded from the same initial state ψ0(t), Eq. (2.89)
provides

i
∂

∂t
[j(r⃗, t) − j ′(r⃗, t)]|t=t0 = ⟨ψ0| [ĵ(r⃗ ), Ĥvext(t0) − Ĥ ′

vext(t0)] |ψ0⟩

= iρ(r⃗, t0)∇vext(r⃗, t0) − v ′
ext(r⃗, t0) .

(2.90)

If both potentials are different at t = t0, the right term of the equation is finite.
Therefore j(r⃗, t) and j ′(r⃗, t) have to be different once the time t0 reached.
The second part of the Runge-Gross theorem shows, by using the continuity equation,
that different current densities imply different electron densities.

∂ρ(r⃗, t)
∂t

= −∇j(r⃗, t) (2.91)

According to Eq. (2.90) and to the continuity Eq. (2.91), the following shall apply

∂2ρ(r⃗, t)
∂t2

|t=t0 = ∇[ρ(r⃗, t0)∇vext(r⃗, t0) − v ′
ext(r⃗, t0)] . (2.92)
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The left term of Eq. (2.92) is finite for real systems, if the change of the external
potentials v∆ = vext(r⃗, t0) − v ′

ext(r⃗, t0) is not everywhere even.∫
d3r⃗v∆∇

[
ρ(r⃗, t0)∇v∆

]
=
∫

d3r⃗
[
∇v∆ρ(r⃗, t0)∇v∆ − ρ(r⃗, t0)|∇v∆|2

] (2.93)

vext(r⃗ ) decays for realistic potentials with at least r−1. According to Green ’s theorem
the first term of right part of Eq. (2.93) vanishes. However, the second part stays
negative and with an uneven vext(r⃗, t0) the integral has to be finite, because the second
derivatives of the densities are unequal to zero. Consequently, the external potential
is a functional of ρ(r⃗, t) and of the initial wave function ψ0.

2.4.6 Van-Leeuwen theorem

As shown above, the Runge-Gross theorem allows density functionals to be used mean-
ingfully in the context of time-dependent problems. However, the theorem does not
guarantee that the Kohn-Sham ansatz, i.e., the reproducibility of a density of an in-
teracting system by a non-interacting system, is valid.
In the following, only the statements and the implications for TD-DFT of the van-
Leeuwen theorem[195] are described and the proof itself is not given. The van-
Leeuwen theorem essentially contributes to the solution of one-to-one correspondence
between v(r⃗ ) and ρ(r⃗ ), namely v-representability, for the time-dependent case. v-
representability is a fundamental aspect of ground-state DFT and is part of the
Hohenberg-Kohn theorem (see sec. 2.4.1). A distinction is made between the inter-
action and the non-interacting v-representability depending on whether the density
results from a physical (interacting) or a Kohn-Sham (non-interacting) system. If a
density exists, which is not v-representable, then an area of the functional Ev0 [ρ] would
be affected by errors. This would apply, for example, to problems for the description
of the derivatives (Eq. 2.55)). Ground-state DFT can deal with this problem by using
a limited searching algorithm.[196], [197]

Furthermore, the theorem deals with two many-body systems with different particle-
particle interactions w and proofs, that an unique potential v ′(r⃗, t) exists, that pro-
vides the same time-dependent electron density ρ(r⃗, t) for a system with w ′(r⃗ − r⃗ ′),
like the potential v(r⃗, t) would provide for a system with w(r⃗ − r⃗ ′). This allows the
use of a Kohn-Sham system in the time-dependent case.
The van-Leeuwen theorem discusses a special case, describing two systems with the
same particle-particle interactions, i.e., w ′ = w, which is similar to the Runge-Gross
theorem system. However, this case is less general since the densities has to be Taylor
expandable around t0, while in the Runge-Gross proof only the v(r⃗, t) has to be Taylor
expandable.[198]

2.4.7 Linear-response TD-DFT

The most frequently used calculation scheme to derive the time-dependent Kohn-Sham
equations is the linear response of a time-dependent density to a small external pertur-
bation. The linear response time-dependent density functional theory (LR TD-DFT)
considers the response of the ground state density ρ0(r⃗ ) to an external time-dependent
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perturbation δv(r⃗, t) of the time-independent external field v0 and is derived from per-
turbation theory.[199]

v(r⃗, t) = v0(r⃗ ) + δv(r⃗, t)δv(r⃗, t ≤ 0) = 0 (2.94)

The time-dependent electron density can be expressed as

ρ(r⃗, t) = ρ0(r⃗ ) + ρ1(r⃗, t) + ρ2(r⃗, t) + · · · (2.95)

with the indices of ρ referring to the first, second, ... order of the density and starting
from the ground state ρ0(r⃗, t). Higher-order terms, e.g., the quadratic response, are
used to describe non-linear effects such as second-harmonic generation.[200], [201] In
LR TD-DFT, the time-dependent density is truncated after the first term (δρ(r⃗, t) =
ρ(r⃗, t) − ρ0(r⃗ )). Accordingly, the exchange correlation potential is defined as

vxc[ρ0 + δρ](r⃗, t) = vxc[ρ0](r⃗ ) +
∫ ∫

dt′dr′fxc[ρ0](r⃗, t, r⃗ ′, t′)δρ(r⃗ ′, t′) , (2.96)

where the exchange-correlation kernel fxc is evaluated on the ground state density

fxc[ρ0](r⃗, t, r⃗ ′, t′) = δvxc(r⃗, t)
δρ(r⃗ ′, t′)

∣∣∣∣∣
ρ=ρ0

. (2.97)

Since the exchange-correlation potential is a functional of the initial interacting wave-
function, of the initial Kohn-Sham wavefunction as well as of the entire history of the
density, the exchange-correlation kernel is manageable, because it is only a functional
of the ground-state density. The response of the ground state to a perturbation of the
external field can be described with the point-wise susceptibility ς[ρ0](r⃗, t, r⃗ ′, t′)

δρ(r⃗, t) =
∫ ∫

dt′dr′ς[ρ0](r⃗, t, r⃗ ′, t′)δv(r⃗ ′, t′) , (2.98)

with
ς[ρ0](r⃗, t, r⃗ ′, t′) = δρ(r⃗, t)

δv(r⃗, t)

∣∣∣∣∣
v=v0

. (2.99)

ς defines how a small change of the potential at r⃗ ′ and t′ will affect the density at
r⃗ and t. Accordingly, the function ςKS describes how non-interacting Kohn-Sham
electrons of the ground state Kohn-Sham system respond to a change of the Kohn-
Sham potential δvKS(r⃗ ′t,′ ). Although both functions are different, both have to yield
the same response of the density

δρ(r⃗, t) =
∫ ∫

dt′dr′ςKS[ρ0](r⃗, t, r⃗ ′, t′)δvKS(r⃗ ′, t′) . (2.100)

with the definition of the potential vKS(r⃗, t)

vKS(r⃗, t) = vext(r⃗, t) + vH(r⃗, t) + vxc(r⃗, t) , (2.101)
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and
vH(r⃗, t) =

∫
dr′ ρ(r⃗, t)

|r − r ′|
. (2.102)

Equating the density change of the non-interacting (Eq. (2.98)) with the interacting
system (Eq. (2.100)) taking the XC kernel into account, a Dyson-like equation for
interacting density-density response function in terms of the non-interacting one is
yield (in frequency space)4.

ς(r⃗, r⃗ ′, ω) = ςKS(r⃗, r⃗ ′, ω)

+
∫ ∫

dr1dr2ςKS(r⃗, r⃗1, ω)
[

1
|r1 − r2|

+ fxc[ρ0](r⃗,r⃗2, ω)
]
ς(r⃗ ′, r⃗2, ω)

(2.103)

This is the central equation of LR TD-DFT as all objects are functions of the ground
state density and the equation contains the information of electronic excitation. The
function ς(r⃗, r⃗ ′, ω) blows up, i.e., has a pole as a function of ω, if ω represents a true
transition frequency of the system. The set of poles of the non-interacting density-
density response function ςKS refers to the single-particle excitations of the Kohn-Sham
system

ςKS(r⃗, r⃗ ′, ω) = 2 lim
η→0+

∑
q

[
ζq(r⃗ )ζ∗

q (r⃗ ′)
ω − ωq − iη −

ζ∗
q (r⃗ )ζq(r⃗ ′)
ω − ωq − iη

]
(2.104)

q is a double index containing all occupied Kohn-Sham orbitals i and all unoccupied
(virtual) orbitals a with

ωq = ϵa − ϵi (2.105)
and

ζq(r⃗ ) = ψ∗
i (r⃗ )ψa(r⃗ ) , (2.106)

where ϵj is the orbital energy of the Kohn-Sham orbital ψj. Therefore, the poles of
the first and the second term within the brackets of Eq. (2.104) correspond to the ex-
citation and de-excitation energies of the system. Consequently, the non-interacting
density-density response function ςKS can be determined purely from ground state
Kohn-Sham calculations. Neglecting the Hartree-correlation effects, i.e., ς = ςKS, the
allowed transition would be the same as for the ground state Kohn-Sham potential.
Eq. (2.103) can be solved iteratively, but to circumvent the numerically very demand-
ing procedure and to make it more feasible for implementation in quantum chemical
software, the problem can be reformulated into a non-Hermitian eigenvalue problem:
The Casida equation is based on a parametrization of the linear density in Fourier
space (

A B
B∗ A∗

)(
X
Y

)
=
(

ω 0
0 −ω

)(
X
Y

)
, (2.107)

where

Aia,jb = δijδab(ϵa − ϵi) +Kia,jb, (2.108)
Bia,jb = Kia,jb, (2.109)

Kia,jb =
∫ ∫

drdr⃗ ′ψ∗
aψi

[
1

|r⃗ − r⃗ ′|
+ fxc

]
ψ∗

bψj . (2.110)

4For practical purposes the following equations are written in frequency space (ω) derived from
a Fourier transformation.
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The matrices X and Y represent the excitations and the de-excitation following

δρ(r⃗, ω) =
∑
i,a

[Xia(ω)ψi(r⃗ )ψ∗
a(r⃗ ) + Yia(ω)ψa(r⃗ )ψ∗

i (r⃗ )] . (2.111)

Neglecting the B matrix in Eq. (2.107) yields the so-called Tamm-Dancoff approx-
imation,[202] which is equivalent to the CI singles formalism in the HF theory (see
sec. 2.3). The Casida equation can be simplified for real-valued Kohn-Sham orbitals
and a frequency-independent exchange-correlation kernel by defining matrices C and
Z with

C = (A − B)1/2(A + B)(A − B)1/2 (2.112)

and
Z = (A − B)−1/2(X + Y) . (2.113)

The eigenvalues C are the square of the excitation energies as noted by Casida[189]

CZ = ω2Z . (2.114)

2.5 Optical properties
2.5.1 Absorption

Figure 11: Jablonski diagram: Absorption (purple), fluorescence (green), phosphorescence (orange),
non-radiative decays (red) including internal conversion (IC) and intersystem-crossing (ISC), vibra-
tional relaxation (VR), and resonance energy transfer (RET) (cyan).

A photon with the correct wavelength or energy is able to raise a molecular system to
an excited state. Absorption spectra of atoms consist of sharp lines, while absorption
spectra of molecules show broad bands in the UV/VIS regime. These bands may
contain information about the vibrational structure. Each electronic state represents
a time-independent wave function and eigenfunction of the electronic Hamiltonian
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and has a manifold of vibrational sublevels. While electrons move on the attosecond
(10−18s) time scale, molecular vibrations are on the femtosecond (10−15s) time scale.
This observation is essential when considering excited states in quantum chemistry.
Due to the difference in time scales, the equilibration of the electronic structure upon
photoexcitation occurs before the nuclei can react. As an approximation, this results
in a vertical electronic transition and thus, for example, structural changes due to the
changed shape of the PES take place only after the excited state has been reached.
This quantum mechanical principle is known as the Frank-Condon (FC) principle and
is a fundamental tool for understanding photophysical phenomena. The argument is
analogous to the one in the BOA. Both approaches are directly linked, since the FC
principle is based on the existence of PESs.
In practice, absorption energies are usually overestimated for several reasons. The
most obvious reason results from the fact that electronic excitations, e.g. UV/Vis
response are not exactly vertical in experiments, but adiabatic, which is especially
true for molecules with large structural reorganization. The resulting energy differ-
ence between excited states is slightly lowered. More drastic is the fact that excited
states, by their nature, have more multireference character than ground states (see
sec. 2.3.3). As already discussed, single-reference approaches such as TD-DFT do not
take into account static electron correlation. Accordingly, the calculated excited state
is usually somewhat higher in energy than the actual excited state. Multi-reference
methods such as DFT/MRCI provide an answer to this problem. Furthermore, since
excited states are most often associated with weakened bonding interactions, the re-
sulting PESs of an excited state are usually flatter. As a result, the zero-point energy
of the ground state is significantly larger than that of the excited state, lowering the
excitation energy.
Absorption spectra generated by excitation energies from theoretical calculations are
consequently line spectra representing these vertical excitations. To ensure a reason-
able comparison between experiment and theory, artificial line broadening is often
used, for example with Gaussian functions. Natural homogeneous line broadening is
caused by various effects,[203] of which Heisenberg’s uncertainty principle is one

∆E∆t ≥ ℏ
2 . (2.115)

The finite lifetime of the excited state causes an uncertainty in energy ∆E, which
causes a broadening of the spectroscopic signal. Accordingly, a molecular line spec-
trum is experimentally difficult to achieve. Furthermore, absorption spectra can be
affected by electron-vibration (vibronic) couplings. Vibronic couplings are caused by
the interaction of vibrational modes with electronic modes, resulting in a well-defined
fine structure of the absorption band.
To obtain the strength of the vertical interaction that causes the vertical transition be-
tween the initial state (i) and the final state (f), the transition dipole moment (TDM)
µf,i is used

µf,i = ⟨Ψf | µ̂ |Ψi⟩ . (2.116)

Here, µ̂ is the dipole moment operator and Ψ are stationary states of the unperturbed
Hamiltonian. The probability for the system to make the transition to the excited
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state is expressed by the oscillator strength fi,f with

ff,i = 2
3ωf,i|µf,i|2 . (2.117)

The oscillator strength is associated with the excitation energy ωf,i and with the
eigenvector Z (Eq. (2.114)). Note that Eq. (2.117) is directly related to Fermi’s
golden rule No. 2, which will show up later (see Non-radiative energy transfer,
Eq. (2.126)).[204], [205]

Frank-Condon-Herzberg-Teller (FCHT) approaches are one way to account for vi-
bronic broadening in theoretical calculations. The lowest order correction involves
expanding the transition dipole moment matrix element µf,i by linear terms in the
coordinates of the normal modes

µFCHT
f,i (q) = ⟨f| µ̂el−vib |i⟩ ≈ µ

(0)
f,i +

∑
k

µ
(1)
k,f,i(qk − qi

k) , (2.118)

where q = {qk} is the vector of normal mode coordinates at the equilibrium structure qi

of the initial state, µ(0)
f,i is the coordinate-independent component of the dipole element

along the field, and µ
(1)
k,f,i is the first derivative with respect to qk. The coordinate-

independent term describes the FC transitions, while the vector of dipole derivatives
µ

(1)
f,i = {µ(1)

k,f,i} corresponds to the Herzberg-Teller (HT) couplings.[206] Accordingly, if a
transition is FC-forbidden due to symmetry (µ(0)

f,i = 0), the transition may nevertheless
be HT-allowed by intensity borrowing.[207]

2.5.2 Emission

Electronic excited states have short lifetimes. Various processes are responsible for
the dissipation of energy of an excited state. Intramolecular photophysical processes
can be illustrated in a Jablonski diagram (see Fig. 11). All excited states will even-
tually release their energy and return to the ground state unless the energy triggers
a photochemical process leading, e.g., to homolysis. A distinction is made between
radiative and non-radiative transitions. The non-radiative transition within a PES,
in which a vibrationally excited state transforms its vibrational energy into heat and
transforms into a more energetically favorable vibrational state of the same PES, is
called vibrational relaxation (VR). Since VR occurs within an electronic state, VR
alone is never able to dissipate the excess energy of an electronic excitation unless
aforementioned photochemistry results in the previously excited state to become the
new ground state. Two other important non-radiative transitions are internal con-
version (IC) and ISC. While the multiplicity is preserved in IC (e.g. S2 → S1), it
changes in ISC (e.g. S2→T1). The quantum mechanical operators describing IC and
ISC are the non-adiabatic coupling (NAC), dfi = ⟨Ψf | ∇ |Ψi⟩ and the spin-orbit cou-
pling (SOC) interaction, jf,i = a ⟨Ψf | Î · ŝ |Ψi⟩, respectively. Here, the SOC matrix
elements are described by the angular momentum operator Î, the spin operator ŝ,
and the SOC constant a. ISC events have a time scale of 10−8 to 10−3s and are sig-
nificantly slower than IC, which range from 10−14 to 10−11s, since spin-flip transitions
are spin-forbidden.[208]

Radiative transitions or luminescence includes all decay processes in which an elec-
tronically excited state transitions to a more energetically favorable electronic state,
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while dissipating energy through the release of photons. As with IC and ISC, a
distinction is made between spin-forbidden (phosphorescence) and spin-allowed (fluo-
rescence) transitions. Therefore, fluorescence transition is much faster (10−9 to 10−7s)
compared to phosphorescence (10−3 to 1s). In general, non-radiative transitions are
faster than radiative transitions. Accordingly, IC events lead to a population of the
lowest state accessible by NAC before radiative processes occur. Specifically for or-
ganic molecules, this so-called "Kasha’s rule" has the consequence that fluorescence
is associated only with S1→S0 transitions when the electronic ground state is not
accessible by IC.
From a computational perspective, emissions are much more difficult to study than
absorptions simply because of the different time scales of the processes involved. Ab-
sorption spectra are relatively easily accessible with LR TD-DFT calculations using
a single ground state optimized structure of the molecule of interest. Fluorescence
transitions, on the other hand, are more difficult to calculate since they require an op-
timized excited state structure. Since excited PESs have a more shallow profile, they
are less accessible. Furthermore, excited-state PESs are quite close to the other states,
which can result in crossings or even bands of multiple states. Since BOA breaks down
for these situations, the description of such PESs usually requires resource-consuming
non-BO treatments.

2.5.3 Non-radiative energy transfer

In addition to monomolecular processes such as emission and non-radiative decays,
there are deactivation processes that require more than one molecule and therefore
involve transfer of excitation energy between molecules. When an excited donor
molecule D∗ decays to its ground state with a simultaneous transfer of electronic
energy to an acceptor molecule A, it is called an EET. This non-radiative energy
transfer is a single-step process (see Fig. 11). It requires the deexcitation of an ex-
cited donor molecule D∗ → D and the excitation of an acceptor molecule A → A∗ to
be isoenergetic and coupled by a suitable interaction. The total electronic coupling
V total

DA of the transfer is defined by the coupling integral

V total
DA =

〈
Ψf(r⃗)

∣∣∣Ĥ‘
∣∣∣Ψi(r⃗)

〉
. (2.119)

Ĥ‘ includes the electrostatic interactions of all electrons and nuclei of the donor with
those of the acceptor. Ψi = ÂΨD∗ΨA and Ψf = ÂΨDΨA∗ are antisymmetric product
wave functions of the initial and final state. At this point it should be emphasized
that the initial and final state of a unimolecular process are electronic states of a single
molecule, while for a bimolecular process the initial and final state are two states of
two different molecules, respectively. The total interaction V total

DA can accordingly be
regarded as the sum of a Coulomb and an exchange term. This results for a two
electron case in

V total
DA = V C

DA − V X
DA =

∫
χD∗(1)χA(2) Ĥ‘ χD(1)χA∗(2)dX1dX2 (2.120)

−χD∗(1)χA(2) Ĥ‘ χD(2)χA∗(1)dX1dX2
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with
Ψi(r⃗) = 1√

2
(χD∗(1)χA(2) − χ

D∗(2)χA(1)) (2.121)

and
Ψf(r⃗) = 1√

2
(χD(1)χA∗(2) − χD(2)χA∗(1)) . (2.122)

1 and 2 referring to the electrons, respectively, and χi are spin orbitals (see sec. 2.3).
The Coulomb term describes the classical interaction of charge distributions and can
be expanded by multipole terms like dipole-dipole, dipole-quadrupole, etc. For suf-
ficient large distances between donor and acceptor rDA the dipole term dominates
for allowed transitions. This coupling is related to experimentally measurable quan-
tities[77] and can be written for the TDMs µA and µD of the respective molecules
as

V C
DA(dipole − dipole) = V d−d

DA = κ|µD||µA|
n2r3

DA
(2.123)

where n is the refractive index of the medium, |µD| and |µA| are the magnitudes of
the donor and acceptor transition dipoles and κ is the orientation factor of the TDMs
of the donor and acceptor. κ in terms of dot product is

κ = µ⃗D

|µD|
· µ⃗A

|µA|
− 3

(
µ⃗D

|µD|
· r⃗DA

|rDA|

)(
µ⃗A

|µA|
· r⃗DA

|rDA|

)
. (2.124)

Accordingly, from Eq. (2.123) for
〈
Ψf

∣∣∣V d−d
DA

∣∣∣Ψi
〉2

arises

〈
Ψf

∣∣∣V d−d
DA

∣∣∣Ψi
〉2

= κ2|µD|2|µA|2

n4r6
DA

S2
DS

2
A , (2.125)

where SD = SD(ED∗ , ED∗ − ∆E) and SA = SA(EA, EA + ∆E) are the vibrational
overlap integrals between the initial vibrational donor state with the energy ED∗ and
the final state with the energy ED∗ − ∆E and between the initial vibrational acceptor
state with the energy EA and the final state with the energy EA + ∆E, respectively.
According to time-resolved perturbation theory, the rate constant Γi→f of a transition
between a pair of states is

Γi→f = 2π
(
V total

DA

)2
ϱE . (2.126)

Where ϱE is the density of states, given by the number of energy levels per energy
unit in the final state at the energy of the initial state. This equation is also referred
to Fermi’s golden rule No. 2.[204], [205] For the “very weak coupling“ like dipole-dipole
interactions one can reformulate Eq. (2.126) as

Γ(ED∗ , EA) = 2π
∫ 〈

Ψf

∣∣∣V d−d
DA

∣∣∣Ψi
〉2

dE (2.127)

where Γ(ED∗ , EA) is the rate of transfer from an excited donor state with initial energy
ED∗ to an acceptor with initial energy EA and the integral is over all possible values of
the transferred energy E. The total transfer rate of a thermal equilibrium is obtained
by introducing Boltzmann factors for the donor (g(ED∗)) and the acceptor (g(EA)) to
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Eq. (2.125) and Eq. (2.127)

Γi→f = κ2

n4hr6
DA

∫ ∞

0
FD(E)LA(E)dE . (2.128)

Here, FD(E) is defined as

FD(E) = |µD|2
∫
g(ED∗)S2

DdED∗ (2.129)

and LA(E) as
LA(E) = |µA|2

∫
g(EA)S2

AdEA. (2.130)

FD(E) and LA(E) are related to experimentally measurable quantities, while FD(E)
is proportional to the normalized fluorescence spectrum of the donor, LA(E) is pro-
portional to the normalized emission spectrum of the acceptor.
Förster resonance energy transfer (FRET) is based on the assumption that the elec-
tronic interaction is described fully by Coulomb interactions and hence that the D−A
interactions are fully described by the comparatively long-range dipole-dipole interac-
tions and hence all contributions from higher multipoles can be ignored. As mentioned
above, the first assumption is valid if the spatial overlap is negligibly small and the
exchange term vanishes. The second assumption is called ideal dipole approxima-
tion (IDA) and is primarily valid for comparatively long distances (up to hundreds of
Å). In this range of distances rDA, the description of a several oscillating charges with
a single gradient vector (dipole) is suitable, because the oscillation distance of the
donor rD ≪ rDA as well as for of the acceptor rA ≪ rDA. Therefore, the IDA breaks
down when rDA is smaller than or the same size as the involved molecules, because
the transition density is no longer point-sized and therefore the definition of the cen-
ter of the transition dipole moment becomes difficult. Furthermore, IDA exaggerates
errors for molecules with extended or asymmetric transition moments, e.g. Crts in
photosynthetic systems.
Better descriptions of the non-radiative energy transfer are so called beyond-FRET
methods that include higher multipoles and take care of the spatial orbital overlap.
The transition density cube (TDC) method, developed by Krüger et al.,[209] estimates
the Coulomb coupling by using transition densities. The electron transition density
is the inverse product of Ψi and Ψf of the molecular transition. Computationally,
transition densities are three-dimensional transition density cubes representing a set
of finite-sized volume elements V

Mk(x, y, z) = V
∫ z+δz

z

∫ y+δy

y

∫ x+δx

x

∫
s
ΨkiΨkfdsdxdydz . (2.131)

Therefore, TDC takes the three dimensional shape of the transition moments into
account. The Coulomb coupling of the donor and acceptor states is approximately
the sum over the Coulomb interactions of their TDCs

VTDC
DA =

∑
i,j

MD(i)MA(j)
ri,j

. (2.132)
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The accuracy of TDC is limited by the accuracy of the wavefunction and the size of the
volume elements. Scholes and coworkers presented a method that takes orbital overlap
effects into account and is based on TDCs.[210] Furthermore, the “transition charge,
dipole, and quadrupole from electrostatic potential” (TrEsp-CDQ) method is another
way to calculate the Coulombic coupling including higher multipoles. In the original
TrEsp (transition charge from electrostatic potential) method, the electronic coupling
is evaluated as classical Coulomb coupling interactions between transition charges, but
the transition charges are derived from electrostatic potential fitting.[211], [212] TrEsp-
CDQ is based on this method, but includes higher order multipoles.

2.6 QM/MM
Although, MD simulations are able to study large, complex, organic and biological
systems[213]–[216] as well as inorganic and solid-state systems[217]–[219] using MM force
fields are not able to describe electronic structural changes of chemical reactions and
electronically excited states. In order to simulate processes involving bond breaking
and formation, charge transfer and/or electronic excitations, a QM description is nec-
essary. However, applications of QM are limited to relatively small systems, due to
the higher computational cost (see sec. 2.2).
Algorithms that combine QM and MM provide a solution to this problem. Merging
of QM and MM can be achieved in several ways. One way is the so-called combined
quantum mechanics/molecular mechanics (QM/MM) methodology. QM/MM tries to
combine the advantages of both worlds forming a hybrid model, similar to the idea of
combining HF and DFT in hybrid density functionals (see sec. 2.4.3).[220]–[222] How-
ever, while the hybrid functionals
QM/MM treats a defined region, for example the active site of an enzyme or a chro-
mophore (Q), with QM methods and the influence of the environment (for example
the protein environment, M) with MM methods. When modeling a system using
QM/MM methods, each atom is assigned to at least one of the following groups:

(i) S all atoms of the entire System,

(ii) Q := {x ∈ S | x is modeled on the QM level},

(iii) M := {x ∈ S | x is modeled on the MM level},

(iv) B := {x ∈ S | x are boundary atoms (see sec. 2.6.2)},

(v) A := S + B describing the augmented system.
In most QM/MM schemes S = Q + M, but this is not necessarily a disjoint union,
since in some QM/MM schemes atoms are present in both groups. B contains only
atoms if covalent bonds are "cut" when the atoms are divided into Q and M and thus
a molecule is partially described by QM and MM.
The various QM/MM methods may differ in how exactly the QM and MM regions are
coupled. In the following, QM/MM methods are described based on key distinguishing
characteristics. The first property class, coupling schemes, describes how the two
subsystems are coupled together to correctly represent a physical observable of the
whole system. The second property class, boundary atom schemes, manages how
atoms that are covalently bonded with atoms of another subsystem are treated. The
third property class, electrostatic coupling schemes, determines how the MM and QM
systems are electrostatically coupled to each other.
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2.6.1 Coupling schemes

Each QM/MM method provides as the main result the potential energy or the forces
acting on the atoms. From the potential energy, a correspondent expression for the
gradient with respect to nuclear coordinates is usually easily available from which the
forces can be determined. When using the forces, however, it is not possible to formu-
late a global energy function, which is why these schemes are only used in QM/MM
methods, whose applications do not have to represent this observable.
Regarding the energy mixing schemes, there are two types, the additive and the sub-
tractive schemes, which, according to the name, combine the energy of the subsystems
additively or subtractively to obtain the energy of the entire system.

Additive schemes
For additive schemes, the total potential energy of the entire augmented system A is
composed as the sum of the individual subsystems.

V aug
QM/MM(A) = VQ(Q + B) + VM(M) + VQ,M(Q,M) (2.133)

Here VQ(Q + B) is the potential energy of the atoms of the QM region including the
boundary atoms B, VM(M) is the potential energy of the atoms of the MM region and
VQ,M(Q,M) is the QM/MM coupling energy of both regions (see sec. 2.6.3). Since
VQM/MM(A) contains more atoms than the "original" system S, if the set of boundary
atoms B is not empty, a corrective term Vcorr(Q,B) is sometimes employed. It can
however be neglected, as the error introduced by B is usually considered identical
throughout the PES and thus can be ignored

Vcorr(Q,B) = VM(B) + VM,M(B,Q) . (2.134)

Here VM,M(B,Q) describes the coupling energy between the boundary atoms and the
QM region on the MM-level and VM(B) the potential energy of the boundary atoms
on the MM-level. Accordingly, for the total potential energy of the whole system S

VQM/MM(S) = VQ(Q + B) + VM(M) + VQ,M(Q,M) − Vcorr(Q,B) . (2.135)

Typically, the correction term is omitted since VM(B) is negligibly small
and VM,M(B,Q) is nearly constant. Accordingly, most additive schemes use
V aug

QM/MM(Q,M,B).

Subtractive schemes
An alternative to the additive schemes are the subtractive schemes. Instead of sum-
ming the individual energies of the subsystems additivly, subtractive schemes use
the potential energy of the entire system S and then replace the MM energy of the
augmented system A with the QM energy of the augmented system

VQM/MM(A) = VM(S) − VM(Q + B) + VQ(Q + B) . (2.136)

Provided that the electrostatic interactions between the QM and the MM region
are calculated entirely at the MM level (e.g., using the mechanical embedding, see
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sec. 2.6.3), the underlying equations of the additive and subtractive schemes are iden-
tical.[223] Using electrostatic interactions based on the MM level holds

VM(S) = VM(Q) + VM(M) + VM,M(M,Q) (2.137)

and
VM(Q + B) = VM(Q) + VM(B) + VM,M(Q,B) (2.138)

and (only for mechanical embedding)

VM,M(M,Q) = VQ,M(Q,M) . (2.139)

Accordingly, Eq. (2.136) yields a subtractive energy of

V sub
QM/MM(A) = VM(Q) + VM(M) + VM,M(M,Q)

− VM(Q) − VM(B) − VM,M(Q,B) + VQ(Q + B)
= VQ(Q + B) + VM(M) + VQ,M(Q,M) − Vcorr(Q,B)
= V add

QM/MM(S) .

(2.140)

This shows that the basic equations of the subtractive schemes are identical to
the equations of the additive schemes for mechanical embedding, with the additive
schemes providing more flexibility for the individual components of the various elec-
trostatic coupling schemes. Furthermore, additive schemes do not require MM pa-
rameters for the QM region, which in many cases includes ligands for which most
force fields do not have parameters. Therefore, the description of those ligands is
more trivial in QM/MM. Since the subtractive schemes required the MM energy of
the entire system S, parameters for the entire system are necessary. The advantage of
the subtractive approaches is simplicity, since it automatically ensures that no inter-
actions are double counted and is independent of the choice of QM and MM software,
as long as energies or forces can be calculated. In comparison, the QM/MM software
using an additive scheme must ensure that no interactions are counted more than once
and, accordingly, MM software is required which allows a QM/MM-tailored selection
of the MM terms.

2.6.2 Boundary atom schemes

Ideally, the QM or MM region only encloses complete molecules and not parts of a
molecule, so that there is no intersection of a covalent bond. In many cases, this
cannot be realized because the interest is in a particular small part of a biological
macromolecule such as an active site of an enzyme.
Fig. 12 shows the nomenclature, where the subscript number assigned to each atom is
measured by the distance to the boundary and the atom designation Q/M is assigned
to the QM/MM region. For such cases, various techniques have been developed to
give special consideration to the boundary atoms. Two classes of link-atom schemes
and local orbital schemes are distinguished.
In link atom schemes, a so-called link atom is used to saturate the free dangling bond
at the Q1 atom. The link atom is typically a hydrogen atom.[224]–[227] However, param-
eterized atom schemes, e.g., a one-free-valence atom as M1 atom,[228] "pseudobonds"
schemes[229] or "quantum capping potentials"[230] schemes can also be used. In the
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Figure 12: Schematic representation of the separation of the full system in the system of the QM
calculation (left) and the system of the MM calculation (right) using the nomenclature of the bound-
ary atoms of the QM and the MM region. The QM calculation includes the link atom L1 and the
point charges q. Note that the charge shift modifications of the QM calculation point charge field
are not displayed here.

former, a parameterized semi-empirical Hamiltonian is used and in the latter two, a
parameterized effective core potential[229], [230] is used to mimic the properties of the
atom to be replaced.
The class of local orbital schemes consists of methods that use localized orbitals of
the boundary atoms. An example is the so-called local self-consistent-field (LSCF)
algorithm,[231]–[233] which calculates strictly localized bond orbitals of small model
components to describe the cut bond. The strictly localized bond orbitals are ob-
tained from the SCF optimization of large molecules to avoid the admixture of other
QM basis functions. Another approach, which is modeled after the LSCF method, is
the generalized hybrid orbital (GHO) method.[234]–[236] In this method, a set of four
sp3 hybridized orbitals is used, which is assigned to each bound MM frontier atom.
The hybridization schemata are thereby determined by the local structure of the three
MM atoms bonded to the M1 atom. The fourth orbital represents the bond to the Q1
atom and is called the active orbital. The active orbital and the three auxiliary or-
bitals are included in the QM calculation, whereas only the active orbital is optimized
in the SCF optimization. In the LSCF algorithm as well as in the GHO method it is
assumed that the obtained orbitals are transferable.
Each of the presented boundary atom schemes has its advantages and disadvantages.
The link atom method is simple and straightforward, but makes the calculation of the
QM/MM energy more difficult, because additional atoms are introduced, which are
actually not part of the system S.

2.6.3 Embedding schemes

As already introduced in Eq. (2.133), VQ,M(Q,M) describes the coupling of the two
regions (QM and MM). This coupling is composed of the binding interactions, the
VdW interactions, and the electrostatic interactions. The binding interactions and
the VdW interactions result from the force field of the MM. The electrostatic part
can be treated in various ways, called embedding schemes, which fall into three cat-
egories. One distinguishes between mechanical embeddings, electrostatic embeddings
and polarized embeddings.
In mechanical embedding, one considers the electrostatic interaction between the two
regions entirely at the MM level. While this method is computationally efficient and
relatively simple to implement (see sec. 2.6.1), it has some drawbacks. For example,
the QM density is not polarized by the environment, which can lead to unrealistic
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behavior especially for Q atom, MM charge parameters that have been derived for a
different environment. Furthermore, MM parameters such as point charges must be
available for the atoms of the QM region and since the QM region usually has special
molecules or ligands for which no high quality MM parameters are available.
In electrostatic embedding, the atoms of the MM region are explicitly included as
point charges in the QM calculation. Thus, neither point charges nor MM parameters
are needed for the QM region, nor is the polarization of the QM region neglected. The
drawback of these schemes is that MM point charges near the boundary can easily
lead to overpolarization of the QM atoms. In recent years, many techniques have been
developed to minimize the error of the interactions.
Polarized embedding represents the most realistic of the three presented schemes. In
contrast to the electrostatic embedding, not only the polarization of the QM density
is taken into account, but also the polarization of the MM region by itself and by
the QM as region. To realize this, a polarizable force field is necessary. However,
the required self-consistent cycles are computationally very demanding, since one QM
evaluation per iteration is necessary.

2.6.4 Employed software

The QM/MM software gmx2qmmm, which is part of this thesis and is documented in
Paper 1, uses an additive coupling scheme (see Additive schemes). Since the code was
mainly developed to study the spectral properties of chromophores, an electrostatic
embedding is implemented. This embedding easily enables to turn off the electrostatic
influence of the environment acting on a chromophore, because the environment (MM
region) is described by a PCF in the QM calculation (see Embedding schemes). In
application this means that a TD-DFT calculation using gmx2qmmm can be modified
simply by deleting the PCF to describe a gas phase calculation. The software uses
a sophisticated link atom scheme (for more details see Paper 1) to describe the QM
and MM interface (see Boundary atom schemes).
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3 Summary and conclusion

A counter-intuitive hypothesis
At the beginning of the final section of this thesis, I would like to point out that our
hypothesis, namely that blue light/higher excited energy pathways in light-harvesting
complexes exist, is contrary to the common understanding of these complexes. It is
generally accepted that the Q band of the Chls is mainly responsible for the energy
transfer towards the special pair of the photosystem.[106], [237]–[239] It is further recog-
nised that all variations of chromophores (e.g., Chl b and Crts) extend the absorption
spectrum, increasing the absorption cross section and thus the light-harvesting spec-
tral range. Further, it is acknowledged that Crts are responsible for non-photochemical
quenching to avoid the creation of singlet oxygen.[240]–[243] Since it is well known that
tightly assembled chromophore complexes also perform EET for bands other than
only their lowest excited band, we aimed to understand if this is also the case for
systems like PSII. The idea of this project was thus to show that the organization
of the PSII supercomplex is more likely to transfer red light energy than blue light
energy towards the core. This would mean that the minor light-harvesting complex
CP29 has a special role for blocking higher/blue excitations from entering the PSII
core complex. While it may seem so at first, this hypothesis is not contrary to the
presented common understanding, but the following results imply that Crts are wave-
length converters, connecting the Soret band with the Q band of Chls.
Fig. 13 is a schematic representation of what has been done in this thesis. While the
red light energy transfers are already known in the literature, this work presents an
investigation of the blue light energy pathways. To analyse biochemical systems such
as CP29, it was necessary to have a suitable software such as gmx2qmmm that is able
to perform QM/MM calculations (see Paper 1). To be sure that the software and
the applied methods are able to reproduce the spectroscopic properties of the rele-
vant chromophores, we performed a comparison and benchmark between experiment
and theory (see Paper 2). With these tools, we were able to study the electrostatic
influence of the protein scaffold on chromophores and have proposed possible energy
pathways (see Paper 3). Furthermore, we have created a general workflow which is
transferable to other LHCs (see Fig. 8). To confirm that the results are independent of
the coupling scheme and to consider higher multipole moments, we applied a different
coupling scheme, namely TDC. This scheme additionally allowed us to determine the
transfer between Chl and Crt (see Paper 4).

Publication overview
The first project was about the development of a user-friendly, Python-based
QM/GROMACS interface: gmx2qmmm. The interface links the Gaussian and
GROMACS software packages in an additive QM/MM scheme (see sec. 2.6.4). It
builds the foundation of this thesis and enables the development and implementation
of different tools. With the simplicity of using the same file formats as well as
the same input convention as GROMACS, which was used to perform MD simu-
lations, gmx2qmmm was the perfect tool to fulfill the requirements of the shown
computational workflow (see sec. 1.3). Furthermore, the software was designed to be
platform-independent and portable, so that no further recompiling or reconfiguration
of the existing software is necessary. Free access to the open-source code enables
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users to modify the code according to their own need.
We tested different correction functions to account for the presence of link atoms and
showed that the presented link atom correction functions (LCFs) are improvements
to QM/MM forces. However, we also showed that LCFs do not improve energy
barriers along strong structural changes hence they are designed to improve the
situation close to potential minima. For the involved tests, the overall shape of the
potential energy surface and therefore the behavior was almost the same between full
QM and LCF-corrected QM/MM.
We used the interface to investigate the excitation energies of an optimized structure
of the first excited (Qy) and the ground state of Chl a610 and the coordinating
glutamine (E198) of CP29 (see sec. 1.2.4) for the following cases: (I) regular QM/MM-
optimized structures, (II) same structures neglecting the PCF, and (III) the gas
phase-optimized structures. We showed that neglecting the PCF causes a systematic
red shift of the absorption energies for the Chl. Our results proved that the inter-
face in fact reproduces the experimentally observed trends with only minor drawbacks.

The second publication compares of theoretical (TD-CAM-B3LYP/6-31G∗ and
DFT/MRCI) and experimental analysis of spectroscopic properties of the most
relevant light-harvesting pigments in plants, namely β-carotene, Zea, Vio, Neo, Chl a
and Chl b. To this end, the spectral properties of the optimized ground and excited
states of the chromophores were computed and compared with the experimental
data. Furthermore, we included calculations of Chls embedded in a protein scaffold
to compare with the gas phase and solvated (acetone) case.
Besides the well-known bond length alternation (BLA) analysis of the struc-
tural differences of the ground- and excited-states of Crts,[244] we introduced
non-planarity (NPL) as a new parameter to measure the structural differences of
electronic states of Chls. The structural differences between the bright 1Bu state
and the ground state of the Crts is significantly higher than between the excited
states and the ground state of Chls. For the small structural changes of the different
electronic states of Chls an increasing trend with higher states could be identified
qualitatively.
We showed that the applied method, CAM-B3LYP, was less suitable for predicting
exact electronic excitation energies while being excellent at reproducing vibrational
properties of the investigated electronic states. For Chls, the effect is most evident in
the “green gap”, i.e., the energy difference between the Q and Soret band maxima,
which is overestimated by CAM-B3LYP and less so by DFT/MRCI. The different
Crts only differ in their excitation energies but display analogous subsequent pho-
tophysics. This suggests that the Crts fulfill basically identical biological functions,
with slightly different state energies. However, the experimentally known exchange
of Zea with Vio in LHCII upon light stress may be explained by a diminishing
probability of a hypothetical 1Bu(Crt) to Q(Chl) transfer due to the energetically
higher lying 1Bu state in Vio compared to Zea. Furthermore, the DFT/MRCI results
show a smaller energetically difference of the 1Bu and the 1Ag state compared to
previous studies.[245] This implies that 1Bu(Crt) to Q(Chl) transfers are more likely
than 1Ag(Crt) to Q(Chl) transfers.
The structural changes identified by BLA or NPL explain the high reorganization
energies of the Crt 1Bu states, which is experimentally represented by the Stokes
shift, and the study also explains analogously the almost negligible reorganization
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Figure 13: Schematic representation of the summary of the thesis including simplified representations
of the known red light energy transfers, of the investigated blue light energy transfers, of the paper 1-
4 and three resulting key statements.

energies of the Chl states. The only reason why the 1Bu(Crt) to Q(Chl) transfer
has so far not been considered is the high energetic difference of the two states, but
taking the high reorganization energies of the 1Bu state into account, this difference
decreases drastically. From a computational perspective, these results suggest a
possible EET from the Crt bright state (1Bu) to the Chls (Q band) and supports the
hypothesis that Crts can act as a shortcut for Chl Soret-to-Q band energy flow.[82]

The third publication investigates the effects of the electrostatic environment
on the spectral properties of Chls of CP29 and the corresponding EET between the
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Chls. Here, we performed QM/MM TD-DFT calculations, including and excluding
the PCF, of all QM/MM optimized chromophores of several timesteps of an MD
trajectory (see sec. 1.3). Although the results of this procedure do not represent
actual dynamics, MD snapshots represent a sample of the dynamics of the system
and provide more understanding on the flexibility than a single crystal structure. In
comparison to previous studies, not only did we analyse the electronic excited states
of the Q band but also the energetically higher lying states of the Soret band.
The spectral analysis of the Chls show significant shifts caused by the PCF. However,
the net effect of the sum spectrum is negligible, which is astounding, since each Chl
can experience strong shifts (up to 154 meV). Furthermore, we saw that Soret and Q
band are shifted differently. We found two uniform shifts for all bands corresponding
to the Mg-coordinating ligand: (I) a blue shift for Chl-water and (II) a red shift for
Chl-glutamine by activating the PCF.
Also in this publication, the EET between Chls was determined based on the
relative orientation of the TDMs of the respective donor/acceptor. The PCF mainly
influences the coupling via the tuning of the energetic position of the excited states,
rather than through varying the TDMs. However, a fine-tuning via changes of the
orientation of the TDMs, especially for the states energetically above the Qy state
could be identified. Based on the relative orientation of the TDMs, we observed a
trend for the PCF to steer potentially harmful high energy excitation away from the
PSII core complex. This effect implies the evolutionary origins and the functional
relevance of the CP29 acting as “conduit”. The results are restricted to a FRET
model (only considering incoherent EET based only on dipoles) and do not include
Crts.

To confirm the results of the third publication (see sec. 4.3), we used the TDC
method, which can be interpreted as a beyond-Förster method (see sec. 2.5.3), to
include higher multipole moments and to take the spatially challenging Crts as
acceptors into account. We compared the rates and coupling calculated with the
FRET scheme to those of the TDC scheme. The structural sampling, representing
the structures of the MD trajectory, showed a small effect for Chl-Chl transfer of
the Qy states. The corresponding effects for Bx state and the Chls(Bx)-Crts transfer
were found to be larger due to the higher flexibility of the energetically higher lying
states.
In terms of Chl-Chl Q band couplings and associated rates the TDC and FRET
methods vary only slightly, staying mostly within the same order of magnitude,
resulting in minor effect on EET acceptor preferences. Comparing Qy-Qy rates with
the experimental ones, the EET outperforms all decay processes which relates to the
experimentally known high quantum yield of photosynthetic light-harvesting.
In comparison to the Q band, excited states of the Crts are possible acceptors for the
excited states of Chl B band due to the similar excitation energies. As mentioned
above, without taking the high reorganization energies of Crts into account, EET of
1Bu(Crt) to Q(Chl) is very unlikely. We restricted the analysis on the ground state
optimized Crts and therefore on the Crts acting as acceptors(Bx(Chl)-1Bu(Crt))
rather than donors (1Bu(Crt)-Q(Chl)). The Chl-Crt interaction differs depending
on the method, which is not surprising, since the TDC method was specifically
set up to amend downsides of the FRET approach, namely the ideal dipole ap-
proximation (IDA). However, the FRET method does not systematically over- or
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underestimate the rates compared with TDC. Still, all Chls that are spatially close
to a Crt, show a transfer efficiency above 50% to Crts. Contrary to the Q band, the
decay processes (i.e., the IC between Soret and Q) are competitive processes and
are not negligible. Despite the Soret decay being in the fs–ps time range the EET
between Chls or Crts mostly outperforms the decay processes. In this publication,
we showed that the calculated model indicates that the Soret states are likely
highly coupled, as expected from other, artificial systems, but curiously, due to the
competition by Chl b and Crt, show almost no experimentally observable EET from
Chl a to Chl a, despite Chl a being by far the most common chromophore in the
system.

Impact and future tasks
Paper 1 represents the tools used and the foundation of the subsequent work, while
Paper 2 tests the functionality of the tool by comparing its accuracy to that of com-
mon theoretical methods and experimental data. Paper 3 and Paper 4 provide insight
into the antenna complex CP29 and offer a scope for possible pathways for red light
and blue light energies. With the last two papers, especially Paper 4, I have shown
that an analysis restricted only to the first excited state of Chl (Qy) with respect to
energy transfer is an incomplete simplification of the reality. This is in noticeable
contrast to the prevailing hypothesis.
Future investigations based on the presented studies may be both of experimental
and theoretical nature. Our newly acquired understanding of the electronic influence
of chromophores surrounding, paves the way towards experimental investigations, for
example targeted mutations of the surrounding amino acids. Combined experimental
and theoretical investigations will enable modifications and improvements of energy
pathways and may eventually lead to applications in new organic solar cells or bring
accessibility to the excess energy. The results of this work are entirely computational
and require more experimental studies of the Soret band. An example of this are
studies on systems lacking a specific chromophore, such as the studies light-harvesting
complexes without β-carotenes.[246] It should be highlighted that the accessibility of
such data is more difficult to obtain experimentally than computationally.
From a theoretical perspective, there are numerous so-called beyond-FRET methods
that compensate for its weaknesses or consider even further transfer processes. For
example, TDCs (see Paper 4) can be used to calculate excitonic coupling models.
However, already the calculated energy levels of the excited states and the calculated
transfer rates can be used to build simpler kinetic models.[247], [248] In this case, the
reorganization must be taken into account for the emission, either by optimizing the
excited states or by shifting the energies with the corresponding Stokes shift. This
enables an analysis of the population of the respective states in time, which in turn
gives insight into the biological function of the chromophores. Moreover, we have so
far only investigated the function of Crts as acceptors and not as donors, since the
latter requires an optimization of the excited states, which can only be realized with
methods like DFT-MRCI or more involved post-HF methods.
Another aspect is that the presented workflow and methods are easily transferable
to all other light-harvesting complexes of the PSII supercomplex. Both FRET and
TDC provide direct insight of couplings between complexes, although the complexes
are calculated separately. This is because the chromophores are calculated separately
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in any case and the relative orientation of the complexes is given. Nevertheless, the
consideration of single complexes without the surrounding complexes will result in
unnatural behavior as shown for Chl a616 (see Paper 3). Our work is limited to
the antenna complex CP29, an investigation of the surrounding light-harvesting com-
plexes LHCII and CP24 is necessary to understand their mutual interaction. This
would elucidate their function more clearly. To fully understand the functionality
and underlying processes, an investigation of the entire PSII supercomplex would be
necessary, or at least of all subunits.
In this thesis, the membrane solely consists of DOPC (1,2-dioleoyl-sn-glycero-3-
phosphocholine) molecules, which is typically used in computational models to rep-
resent thylakoid-like membranes.[249] As the membrane assembly can have a strong
influence on the behavior of membrane proteins,[250] the use of a more accurate de-
scription of the membrane in terms of composition based on experimental data could
increase the understanding. It may even serve as a new angle for studying the reaction
of the complexes to new membrane compositions.
Since the variation of the different chromophores and the variation of the structures
of the respective light-harvesting complexes is manageable, approaches such as neural
networks or artificial intelligence can be used to draw conclusions about related bio-
logical systems without calculating each complex individually. Based on the overall
similarity of LHCs (see sec. 1.2.4), it is possible to apply methods that estimate the
coupling of two chromophores fully based on an analysis of structural and electronic
similarity of predefined data sets. However, selecting criteria for similarity analysis is
crucial and must be done carefully. For example in the case of Chl the NPL parameter
(see sec. 4.2) could be used as such a criterion.
The results of the presented publications show unambiguously that blue light energy
pathways exist and that they compete with other decay processes, i.e., the IC between
Soret and Q. This suggests that the current state of the science of light-harvesting
needs refinement.



58 4 Publications

4 Publications

4.1 Paper 1
“A user-friendly, Python-based quantum mechanics/Gromacs interface: gmx2qmmm”

J. P. Götze, Y.-W. Pi, S. Petry, F. Langkabel, J. F. Witte, O. Lemke
International Journal of Quantum Chemistry 2021, 121, 3, e26486.
DOI: 10.1002/qua.26486
URL: https://doi.org/10.1002/qua.26486

Figure 14: Graphical abstract of paper 1.

Contributions

Jan Götze conceived the project and wrote the manuscript with individual parts
written by Simon Petry, Fabian Langkabel, Felix Witte and Oliver Lemke. The
development of the software and the implementation was carried out by Jan Götze,
Yuan-Wei Pi, Simon Petry and Felix Witte. Tests and optimizations of the code
performance was done by Simon Petry. The validation of the software with regard
to application for spectroscopic properties of Chls embedded in antenna complexes
was performed by Simon Petry and of Lepidium virginicum water-soluble chlorophyll-
binding protein by Oliver Lemke. Furthermore, link atom correction functions were
elaborated and implemented by Fabian Langkabel. The conversion of the software
from python 2 to python 3 was done by Simon Petry and Yuan-Wei Pi. All authors
contributed to the final version of the manuscript.

https://doi.org/10.1002/qua.26486


S O F TWAR E N EWS & U PDA T E S

A user-friendly, Python-based quantum mechanics/Gromacs
interface: gmx2qmmm

Jan P. Götze | Yuan-Wei Pi | Simon Petry | Fabian Langkabel |

Jan Felix Witte | Oliver Lemke

Physikalische und Theoretische Chemie, Freie

Universität Berlin, Berlin, Germany

Correspondence

Jan P. Götze, Physikalische und Theoretische

Chemie, Freie Universität Berlin, Berlin,

Germany.

Email: jgoetze@zedat.fu-berlin.de

Funding information

Deutsche Forschungsgemeinschaft, Grant/

Award Number: 393271229

Abstract

We introduce a Python 2.7 software called gmx2qmmm, which provides an interface

between the Gaussian and Gromacs software packages in an additive quantum

mechanics/molecular mechanics (QM/MM) scheme. Other QM packages will be

added in future releases. The main advantage of gmx2qmmm is its simplicity in terms

of input setup and configuration as it maintains the Gromacs file formats, as well as

input conventions. It is also designed such that users do not need to reconfigure or

recompile any of the interfaced programs. While our main goal was to provide a sim-

plified transition from Gromacs to QM/MM using Gromacs directly as the basis for

the MM part, we considered alternative ways to treat the QM/MM boundary. Our

software was also developed to test a previously considered way to account for the

presence of link atoms, which we term here link atom correction functions (LCFs).

We show that LCFs can be good candidates to improve the forces at the QM/MM

junction; however, from our data, it is also apparent that LCFs will not necessarily

improve energy barriers, likely due to them being tailored to improve the situation

close to potential minima. LCFs are, however, trivial to set up and can be used in the

future to support the accuracy of QM/MM optimizations and dynamics. We present

data on how our interface compares to a full QM description of small polypeptides;

furthermore, we investigate the UV/vis spectroscopy of chlorophyll-containing pro-

teins depending on the employed potentials and geometries.

K E YWORD S

chlorophyll-protein complexes, Gromacs, Python, QM/MM

1 | INTRODUCTION

A primary challenge for computational chemistry is to obtain accurate results while maintaining reasonable computational effort. The associated

cost can be tailored by the employed computational method and the size of the chosen model system. Typically, costs scale nonlinearly with the

system size and desired accuracy. It is, therefore, a common research goal to tune down the scaling exponent as the size of the system is fixed by

means of the scientific question at hand.

The last decades have, however, seen a variety of ways to scale down the system size. Hybrid approaches, like the coupling of quantum

mechanics/molecular mechanics (QM/MM), are very efficient and were also awarded a recent Nobel prize.[1–3] Multiple levels of computational

theory can be coupled in various ways, not only QM plus MM, but also QM plus QM with possibly multiple layers thereof.[4] From this perspec-

tive, solvent continuum models can be considered part of the hybrid schemes.
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In this article, we present a new interface to couple a variety of QM programs with the Gromacs force field package.[5] Our interface,

gmx2qmmm, is a very flexible Python 2.7 script, written to mimic the style of a regular Gromacs executable. Currently, the package only supports

the Gaussian package as Merz-Kollman charges[6] are still computed by the QM program itself; however, support for the Orca[7] and Turbomole[8]

packages is currently under development. The script is able to perform steepest descent and conjugate gradient and Broyden-Fletcher-Goldfarb-

Shanno (BFGS)[9] optimizations for ground and electronically excited states.

The script uses the parallelization capabilities of its interfaced programs and is, as such, very efficient in using the available computational

resources. To enhance efficiency, the code transfers the results from each previous step to the next calculation as the initial guess for the wave

function, electronic density, or excited-state coefficients; this way, we retain most of the efficiency of the standalone QM programs (saving about

20%-25% CPU time for each optimization step for our CP29 systems, see below, data not shown).

In the following, we will present a few example calculations, as well as several aspects of the approximations included in the linking of the QM

and MM regions. The novel aspects of the presented software are akin, but not identical, to what was recently proposed elsewhere.[10] The main nov-

elty is to compensate for the artifacts that are being introduced when cutting a covalent bond and introducing hydrogen atoms for bond saturation,

that is, link atoms. In contrast to the previous proposal, here, we aim here to include a similar correction for the additive QM/MM scheme.

1.1 | Link atom correction functions

Link atoms, while being an elegant way to circumvent many problems of the QM/MM border regions, are artificial parts of the model system. The

problem arising from the introduction of link atoms is how to correct for their presence, that is, how to construct a smooth potential for the QM

atoms that mimics a full QM description. Several ways exist to cope with this problem,[3,10,11] and a full listing is not the purpose of this article.

The main difficulty in introducing a link atom L is its role as a replacement for an MM atom M1. L is connected to a QM atom Q1 and must

thus have similar properties to M1 in its contribution to the potential (see Figure 1). This can be circumvented by freezing the position of L, which

will result in problems when considering the existence of multiple link atoms as their relative positions will never change. In our code, we employ

a Q1 L distance-dependent correction function, which is added to the energy and the forces, such that the resulting potential is closer to the QM

properties of the original Q1 M1 bond. We have, for demonstrative purposes, chosen to use the rather standard case of a cut between amino

acid backbone and side chain, but it is easy and cheap to extend the list of correction potentials. A similar approach was already taken elsewhere

for the cases of amino acids and DNA.[12,13]

We will, however, see that the use of link atom correction functions (LCFs) is not always beneficial; hence, the main purpose of this paper is to

introduce our QM/MM interface for Gromacs. We will, in this context, use and test the LCFs but mainly concern ourselves with the feasibility to

directly step from the Gromacs-generated output into a QM/MM calculation without the need to recompile/set up the QM programs. In the following

section, we will present the general construction of the interface, as well as shortly present how the LCFs were devised. We will then proceed by pre-

senting some exemplary results of model systems and real use cases, and we will conclude the paper with a discussion and an outlook.

2 | METHODS

2.1 | Interface

The gmx2qmmm script was written using the Python 2.7 language; a Python 3 version is currently under preparation. It currently supports the

Gaussian package (tested with Gaussian16[14] but, to our knowledge, compatible with most earlier versions). Gromacs' compatibility was tested

for Gromacs[5] 201X versions but should be present for all versions that use the Gromacs gmx executable, and even for earlier versions after small

changes to the corresponding Gromacs-executing code.

F IGURE 1 Qn/Mn/L atom definitions, as well as schematic representation of the difference between the full, real system and the actually
computed system during the QM calculation. Note that proximity of other cut bonds can reduce the index n at each Qn and Mn atom. In addition,
typically, more than a single Q2, M2, Q3, and M3 atom exists for each cut bond. A charge-shifted, modified PCF takes care of the charge missing
as a result of replacing M1 by L. PCF, point charge field; QM, quantum mechanics[11]
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Most emphasis was put on making the script extremely user friendly. As such, the script reads and uses only plain-text output files. Gromacs-

style help on startup is available as well, and the performed procedures are traced by a logfile. The whole user experience was designed to feel like

a smooth transition to just another part of the molecular dynamics (MD) procedure.

Due to this design philosophy, the interface only requires the location of the interfaced executables. This severely simplifies the setup as

there is basically no need for one. After unpacking the script, the user provides the path of the Gaussian and Gromacs executables in a path file,

which is then provided each time when calling the interface. The path file does not change depending on the calculation, and thus, the writing of

this file is the only process that is required to set up the interface for a specific computer system.

2.2 | Running the script

The script is called by a single command line, in the simplest case, by stating

python gmx2qmmm

in a directory that contains all required files named with the default file names. The actual full syntax for calling the script is

python gmx2qmmm −c conf.g96 −p topol.top −qm qm.dat −mm mm.dat −qmmm qmmm.dat −act act.ndx −path path.dat −g

logfile

This style is very familiar to users of Gromacs, which is intended. In order of appearance, the options specify geometry (.gro or .g96 format),

topology, input specific for the QM calculation, input specific for the MM calculation, input specific for the QM/MM calculation (main input file),

list of active atoms (ie, nonfrozen atoms, in Gromacs .ndx format), the path of the QM and MM executables, and the name of the output logfile.

The command is constructed such that it provides a smooth transition from Gromacs to the interface as it adheres to Gromacs standards.

Input that is nonstandard is separated into specific units (qm/mm/qmmm/path), so those files can, in an ideal case, be set up once and then

never be altered anymore, just reused in different combinations. As such, a qm.dat file includes the computational method and basis set and other

parameters that are only relevant for setting up the QM input. Note that there are currently no MM-specific alterations possible; the mm.dat file

is thus currently only a dummy file. The most important input file is qmmm.dat, which contains all the information on the job itself, starting with

the name, the type (single point, optimization), the integrator (steepest descent, conjugate gradient, BFGS), and the corresponding initial parame-

ter values and thresholds. Finally, the path.dat, which is the “setup” file for gmx2qmmm, was already discussed above as the location for the inter-

faced programs. Details and examples regarding how to run individual jobs can be found in the readme in the base directory of gmx2qmmm, as

well as in the /examples/folder delivered with the package. For further details, we would like to direct the users to the manual.

Calling any instance of gmx2qmmm with the -h option will bring up a Gromacs-style help that guides the user toward the individual file types

needed.

2.3 | QM/MM potential

The energy and forces of a given geometry are constructed using a regular additive QM/MM approach:

EQM=MM = EQM + EMM + ELink ð1Þ

The EQM is obtained from the self-consistent field (SCF) energy of a QM single-point calculation containing all atoms in the QM region, with

the MM atoms represented as point charge field (PCF). Depending on the output conventions of the QM program, the SCF energy needs to be

corrected for the self-interaction of the PCF or the interaction of the nuclei with the point charges to avoid double counting with the EMM term.

In the case of Gaussian16, for example, the self-interaction energy of the PCF is included in the reported SCF energy and thus needs to be

removed to form the EQM term that we actually use for our calculations.

E MM is computed by Gromacs for a calculation that contains all atoms of the system but excludes all interactions between QM atoms, as well

as all Coulombic interactions between QM and MM atoms. For a system containing no covalent bonding between QM and MM atoms, a simple

summation of EQM and EMM yields EQM/MM. To obtain forces, the Cartesian derivatives are computed for each atom as well, using the same setups

as for EQM and EMM; the full-force vector for all atoms is obtained analogously to the energies.

In case of covalent bonds, a boundary correction needs to be introduced to the energies and forces, and we use link (hydrogen) atoms here.

This is not the same as the LCF correction potentials mentioned in the introduction; those will be discussed below. The link atom correction in
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our QM/MM scheme tries to retain as much of the force field information on the cut bond as possible. Therefore, force field terms corresponding

to Q1 M1 M2 angles, as well as Q1 M1 M2 M3 and Q2 Q1 M1 M2 dihedrals, are computed during the evaluation of EMM. To account for

their now bonded situation, dispersion is not computed for Q1 and M1, M2, or M3; not for Q2 and M1 or M2; and finally, not for Q3 and M1. The

scheme is thus very similar to that proposed by Eurenius et al.[15] There is, however, the distinct difference that our Q M bonds are treated quan-

tum mechanically and that the LCFs introduce a behavior close to a full QM calculation of the real system (scaling the forces between Q1 and L to

the forces of Q1 and M1, see below). As such, in our QM/MM approach, all atoms, including the boundary atoms, can move freely.

After the above procedure, we still need to adapt the PCF to mimic the original environment dipole field for each QM atom. We decided to

follow a charge shift scheme as described elsewhere[11] but with the simplification of choosing an arbitrary fixed value (+/−0.1944, see

Supporting Information for details) for the M2-shielding charges, numerically optimizing only their positions to minimize the average deviation

from the original dipole moment enacted on each QM atom. We plan for future releases to include the option for analytical charge shift as well.

While the charge shift scheme solves the problem of the overall PCF dipole moment in the QM calculation, we went a step further. We con-

sidered emphasizing the force field over the QM approach as the force field does contain information about properties of the M1 atom. As such,

we seek to remove any contributions of the artificially introduced changes to the PCF on the forces and energies, as well as most contributions

originating from the L atom. While we do use a standard charge shift scheme to obtain the results of the QM calculation, we modify the results

by removing all terms that we consider artificial when using the force field information on the M1 bonding situation (see Equation 3).

We thus remove Coulomb interactions for forces and energies printed by the QM calculation, which correspond to interactions with L and

the PCF, as those are computed by the MM program on the basis of the M1 atom. The same treatment is enacted on Coulombic interactions

resulting from the M2-shielding charges and all Q atoms as those shielding charges do not exist in the MM calculation. Finally, if the M2 charge

was modified by the charge shift scheme for the QM calculation, the forces and energies of that difference will be corrected for as well. These

corrections obviously require representation of the QM (Q and L) atoms as point charges to create a classical Coulombic energy or force expres-

sion; we chose the Merz-Kollman[6] scheme for this task. The full expression for the QM/MM energy in our scheme thus reads as follows

EQM=MM = EQM Q,L,charge shiftedPCFð Þ+ EMM QvdW,M,mixed termsMn>1ð Þ−ELink ð2Þ

ELink = ECoul: c Lð Þ,c PCFð Þð Þ+ ECoul: c Qbondedð Þ,c PCFbondedð Þð Þ+ ECoul: c Qð Þ,c PCFshielding
� �� �

+ ECoul: c Qð Þ,c PCFM1−shiftedð Þð Þ ð3Þ

Forces are computed analogously via the Cartesian negative first derivatives of the respective individual terms.

The resulting scheme in itself would already slightly differ from typical QM/MM approaches, which usually put more trust in the QM calcula-

tion than in the MM approach. Our way to remove the additional point charges found in the QM calculation from the final result is not complete

(due to the remaining L QM interactions), but it allows for using the information the force field has on the bond between the QM and the MM

zone. In contrast to what was used before elsewhere,[15] however, we retain the QM forces at the L atom and partially compensate for Q1 L

bond-related artifacts by introducing the LCFs below.

2.4 | Construction of the LCFs

We scanned the relaxed potential energy surface (PES) along the stretch coordinate between the Cα and Cβ carbon atoms of a Ser residue in a

Gly-Ser-Gly (GSG) model polypeptide. Initially, we used the CAM-B3LYP[16] method and a 6-31G* basis[17] for this task but then rapidly extended

to a variety of density functional theory (DFT) and other approaches. This scan was carried out once using a full QM model, and energies and

forces were then computed for the QM scan geometries based either on full QM or a QM/MM potential with a force field for the MM part (ini-

tially, the AmberGS force field[18] was used, but others were included as well for the final data base, see below).

The differences between the two obtained PESs were then used as the basis for fitting a correction curve, which we termed our LCF for Ser

between Cα and Cβ. To demonstrate the dependence on the type of fit, we once used a third-order polynomial potential and another fit that

employed a Morse function; yet, only the Morse function proved to be up to the task and was used for the presented purposes. Finally, the fit

was carried out for both energies (for the whole system) and forces (along the Cα Cβ bond). The corresponding graphs can be found in the

Supporting Information. The effective correction for the total system energy is

Ecorr = EQMMM +
X

Q1M1−pairs

ΔELCF rQ1M1

� � ð4Þ

ΔELCF rQ1M1

� �
= a e−2b rQ1M1

−cð Þ−2e−b rQ1M1
−cð Þ� �

+ d ð5Þ
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The parameters a, b, c, and d are specific for each combination of the QM and MM methods and are found in the database.csv file of our

package, so they can be freely edited and added if additional methods are required. To obtain corrected forces, the Cartesian forces are projected

onto the internal coordinate connecting Q1 and M1 and then corrected analogously to the energy term correction via

Fcorr rQ1M1

� �
= FQMMM rQ1M1

� �
+ΔFLCF rQ1M1

� � ð6Þ

ΔFLCF rQ1M1

� �
= a0 e−2b0 rQ1M1

−c0ð Þ−2e−b0 rQ1M1
−c0ð Þ� �

+ d0 ð7Þ

The parameters a0 , b0 , c0, and d0 are again specific for each combination of the QM and MM methods and are available for the user to edit.

The resulting force correction ΔF across the QM/MM boundary is not directly added to the internal forces; instead, it is projected back to Carte-

sian coordinates and equally distributed to Q1 and M1.

The results corresponding to the use of different methods/basis sets or force fields will not be discussed in detail. Note that the database

does have the capability to be extended to the method combination of choice so that the user can obtain a consistent LCF for his combination of

methods, even if such a combination is not yet existent. The user can also choose to deactivate the LCF treatment altogether. In short, the user is

allowed to use any method or force field that is available in the QM and MM programs within their respective limitations.

2.5 | Small polypeptides

Model polypeptides (GXG, with X being any standard amino acid apart from glycine and proline) were created from scratch in a linear arrangement

and fully optimized using our QM setup. While GSG was used as the training system, all other systems were tested based on their performance

when using the GSG parameters for the displacements along the cut bond between the side chain and backbone.

Additional test runs with GAG and GVG comprised of a simple rotational scan about the cut bond; see Figure 2. As (currently) no coordinate

scan feature is available in gmx2qmmm, the scans were performed in the QM software. The resulting coordinates were transferred to the

QM/MM interface to compare the QM-optimized geometries on the basis of QM and corrected/unmodified QM/MM single-point energies.

2.6 | LvWSCP

The Lepidium virginicum water-soluble chlorophyll-binding protein (LvWSCP) represents a primary use case for our interface. In a previous

study,[19] we generated a variety of MD trajectories with Gromacs, and gmx2qmmm is used here in this article to perform a spectroscopic analysis.

F IGURE 2 Graphical representation of the model systems for the rotational scans and 3D structures showing the potential minima. A,
Gly-Ala-Gly; B, Gly-Val-Gly
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The full analysis of the corresponding data will be the content of an upcoming paper. Here, we present the differences between the optical spec-

tra computed on the basis of different geometries. Thus, the interface is tested in terms of optimizing ground-state geometries and the setup of

time-dependent DFT (TD-DFT)[20,21] single points.

The Gromacs MD setup is described in detail elsewhere.[19] From snapshots taken every 1 ns from the first 25 ns of our simulation trajectory,

we computed TD-CAM-B3LYP/6-31G* vertical absorption spectra of the LvWSCP chlorophyll (Chl) a compounds. The structures were treated in

three different ways before spectral analysis: (a) no further structural modification, (b) optimization using the force field potential, or

(c) optimization using QM/MM. Details on the exact setup can be found in the Supporting Information. The QM zone consisted of a Chl a mole-

cule without the phytyl chain and the coordinating P38 backbone segment.

2.7 | CP29 in a thylakoid membrane

Finally, we computed Chl a and b optical spectra depending on the presence or absence of a CP29 protein environment. The corresponding setup

is described in the Supporting Information. The effect of the protein environment was tested based on the levels of the geometries, the spectra,

and the combination thereof. We also performed excited-state optimizations using both the gas phase and the QM/MM potential. This model

system thus extends the test toward excited-state geometries and fluorescence calculations compared to the LvWSCP case.

3 | RESULTS

3.1 | Energies, forces, and PES of small polypeptides

The resulting errors in energies and forces along the Q1 M1 side chain-backbone bonds are illustrated in Figure 3 by comparing the corrected

potentials to the exact QM potentials along all points of the scan. It can be seen that the LCFs greatly improve the general behavior of the poten-

tial, for both energies and forces for all shown cases. To make sure that no artifacts from the closed-shell approach arise, we also tested

unrestricted and restricted open-shell approaches, the results of which are found to be identical in all three approaches (data not shown).

To see how our potential holds up against a full QM description of related coordinates, as well as how much our correction influences the resulting

PES, we compared the rotational potentials about the cut side chain-backbone bond for GAG and GVG. The resulting PES can be seen in Figure 4.

While GAG is very symmetric in the QM regime, both corrected and uncorrected QM/MM fail to accurately reproduce the slope toward the

rotational barrier. Interestingly, however, they fail in different rotational directions. This is because the scan was actually performed unidirection-

ally (coming from the left side of the graph), which means that some hysteresis of the curve can be expected due to the asymmetry arising from

the backbone direction. Once the scan passes the minimum, the corrected QM/MM performs better until it again accumulates some error toward

the peak maximum. Overshooting like this can be expected as our LCFs were trained for the situation close to the PES minimum. Such a scan is

indeed an extreme case as placing observables of interest directly inside the QM/MM boundary is a constructed case, which should not be

applied in reality.

The findings from GAG become even more illustrated for the GVG case. In contrast to GAG, the correction is slightly better for the slope left

of the GVG minimum structure; however, QM/MM generally overshoots the predicted energies along the rotational scan. This is likely due to the

clash of QM and MM regions, which can have dramatic effects on the energy values when, for example, a negative point charge of the PCF gets

close to the QM region. As GVG has an extensive QM region/side chain, such clashes are to be expected along the rotation of the side chain in

contrast to the GAG case. Still, the overall shape of the curve is identical.

It should be noted, however, that these results may highlight a general shortcoming of QM/MM when cutting close to the backbone. Our

LCFs do not change this picture in one way or the other as their effect on the rotational barrier is minute (see Supporting Information). It is also

found that the curve based on pure force field energies (red line in Figure 4) will generally follow the QM curve, although it already exhibits a small

trend toward the QM/MM results. As we disentangle the energy contributions of our QM/MM setup, we see that the bias toward higher energies

arises from the link energy term, which exhibits a maximum at about 240�.

In our QM/MM boundary setup, akin (although not equal) to Eurenius et al.,[15] we do remove all Coulomb interactions between the GVG

side chain and the 1 to 4 bonded atoms, such as the backbone carbonyl carbon and the backbone nitrogen atom. Yet, we reintroduce the interac-

tion of these atoms via their dihedral energy terms. Previous studies found that this can be avoided by removing any cross-border MM terms in

the boundary treatment,[22] although this would encourage freezing of the boundary atoms, which we actively seek to avoid. However, our study

further fortifies the QM/MM caveat that using one method (MM) to obtain geometries and using another (QM/MM) to perform more detailed

analyses requires a careful selection of the boundary region; this problematic conformation is an extreme case for which the Merz-Kollman

scheme likely does not provide proper charges for all participating 1 to 4 terms (see Supporting Information for further discussion). Further testing

is, however, needed to provide a definite answer.
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In conclusion, we see that the LCFs indeed improve the linear potentials, even for those cases for which they were not parametrized. How-

ever, some related coordinates may suffer in quality, although the error when comparing to the exact (QM) PES is only negligibly changed upon

introduction of the LCFs.

3.2 | Geometries and spectra of LvWSCP

The spectra computed for LvWSCP Chl a, optimized under different conditions, can be found in Figure 5. Binned splines, integrating the state

oscillator strengths of a specific state over all computed snapshots, result in the apparent broadening of the peaks; see Supporting Information for

details. The non-Gaussian character of the broadening can be seen best for the case without optimization—lowest energy state (broad band at

630-700 nm). We chose this type of broadening as an improved way to keep the conformation-dependent character of the energy and inhomoge-

neous intensity spread for each individual state.

In comparison to the experimental spectra, we can see that none of the computational spectra agree well, especially for the higher-energy Soret

band (<500 nm). The good agreement with the experiment on the lowest state (�650 nm) is lifted when transitioning to the supposedly improved

QM/MM description. The overall “bad” agreement is, however, due to basing the analysis on vertical excitation spectra, and the good agreement with

the lowest state is likely a fortuitous cancellation of errors. A proper approach for obtaining the experimental spectra would include the analysis of the

normal modes in each state, leading to a vibrational broadening. The effect of vibrational broadening can only be roughly mimicked on the basis of a

ground-state MD simulation as, at best, the properties of the ground-state nuclear wave function can be approximated by the molecular mechanics

F IGURE 3 Comparison between uncorrected and corrected QM/MM (CAM-B3LYP/6-31G*:AmberGS) stretching potentials along the QM/MM
cut C C bond between backbone and side chain for various amino acids, and average absolute errors from exact QM potentials shown. Top:
energies, bottom: forces (norm). Note that LCF parameters were obtained for Ser and applied unchanged to all other shown cases. Gly and Pro not
included due to the respective molecular structure. LCF, link atom correction function; QM/MM, quantum mechanics/molecular mechanics
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force field.[23–25] The computational spectra, however, clearly demonstrate the importance of the choice of structural ensemble for computing the

energies and intensities of the transitions. A detailed discussion can be found in the Supporting Information.

To understand the spectral shifts and their structural origin, one has to recall that we optimize the ground state, and thus, the energy of that

state is strongly stabilized, while the other states can change unpredictably. This must, on average, result in a larger gap in energy, leading to the

blue shift in the spectra. That QM/MM and MM optimization do not agree on the shifts indicates that there are structural features that can only

be well described using QM. The changes in the geometries are exemplarily visualized in Figure 6. It can be seen that the Mg ion, which our cho-

sen MM parameters basically force to be coplanar with the porphyrin ring, is especially coming out of plane and thus assuming a more realistic

penta-coordinated geometry. As the properties of the Mg ion are known to be crucial for the spectrum,[26] this suggests that QM/MM treatment

of the system is needed to obtain proper spectral features. It should, however, be noted that MM parameters for bound porphyrins are state-of-

the-art for other cases such as heme groups.[27]

The change in relative intensity can be expressed as a difference in the length of the transition dipole vectors. Indeed, more in-depth analysis

indicates that not only the lengths but also the orientation of the vectors has changed between QM/MM and MM structures (data not shown).

This has consequences for the coupling between chromophores in LvWSCP and is the subject of an upcoming paper as the corresponding results

and discussion would be far beyond the scope of the present article. However, this further supports our previous assessment that optimization of

Chl a beyond the MM potential is required for a proper biophysical analysis.

3.3 | Spectra of CP29

The CP29 case was used to demonstrate the impact of QM/MM optimization in the ground and excited states of Chl on TD-DFT excitation ener-

gies. Two Chl units were arbitrarily chosen to account for a variance in the immediate protein environment as well, and we only present the

results for one in the main article and the other in the Supporting Information. The optimized was the lowest Q band state (Qy, the first excited

state). Ground- and excited-state spectra were computed for the following cases: regular QM/MM-optimized geometries, same geometries but

without PCF, and gas phase-optimized geometries starting from the respective QM/MM geometries (Figure 7A-C, respectively).

F IGURE 4 Comparison between full QM, MM or uncorrected and corrected QM/MM (CAM-B3LYP/6-31G*:AmberGS) rotational
potentials about the QM/MM cut C C bond between backbone and side chain for GAG (top) and GVG (bottom); all energies based on the full
QM scan relaxed geometries. QM/MM, quantum mechanics/molecular mechanics
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Comparing the general effect of optimizing the Qy state vs the ground state throughout all depicted spectra, we can see the expected general red

shift of the Qy-state excitation energy (intrinsic Stokes shift). The Qx state (second excited state), as well as several Soret band states (<450 nm),

decreases in energy as well, although some Soret states are also observed to increase in energy. Given that there is no straightforward way to predict

the corresponding state geometries/energies without explicit optimization of each state, further analysis is omitted here. It can, however, be seen that

our interface is capable of providing small, systematic trends in the Chl a spectra; those are discussed in more detail in the Supporting Information.

4 | SUMMARY

We present an interface called gmx2qmmm that generates an additive QM/MM scheme between Gromacs and Gaussian. It employs state-of-

the-art link atom corrections, including an optional potential to correct for the bond at the QM/MM boundary, and is directly coupled to Gromacs

F IGURE 5 TD-CAM-B3LYP/6-31G* vertical excitation spectra of WSCP Chl a based on different structural ensembles, broadened using
binned splines. Experimental spectra given for comparison, arbitrarily scaled in intensity, with kind permission of Dr Heiko Lokstein, Charles
University, Prague. WSCP, water-soluble chlorophyll-binding protein

F IGURE 6 Comparison of the structural changes in an exemplary
snapshot, focusing on the Chl a structure (only coordinating carbonyl and
Mg-porphyrin ring shown) between nonoptimized (white) and QM/MM-

optimized (colorized) geometries. QM/MM, quantum mechanics/
molecular mechanics
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input/output standards. As such, it is capable of directly using the same files and programs that the preceding MD simulation used, thus eliminat-

ing any possible methodological inconsistencies due to switching the underlying software.

The main advantages of our package are the extremely trivial input conventions. We focused on giving the impression that the user would be

simply using another gmx tool. Furthermore, the tool directly produces only text files, which are automatically archived but are human readable.

The important results are concatenated in a log file, leaving the actual QM and MM outputs to be only useful in case of errors or special applica-

tions. The whole purpose of the package is to allow less-experienced users to access the full power of QM/MM simulations with only the knowl-

edge of how to use Gromacs.

Our test calculations show that we can perform all tasks that are, at this stage, expected from such an interface, like optimizations and spec-

tral calculations. Optimizations are not limited to the ground-state PES but include the option to optimize any state that the QM method can rep-

resent, such as excited states. While we show that our spectroscopic results are promising, we also see that QM/MM rotational potentials do not

mimic the full QM description, at least not on the basis of the QM geometries. The minima are preserved, but barriers are vastly overestimated,

hinting at a deeper problem with amino acid flexibility when described with QM/MM.

F IGURE 7 TD-CAM-B3LYP/6-31G* line spectra of a CP29 Chl a molecule (labeled 610 in the CP29 chain “r” of the crystal structure with pdb
identifier 5XNL) molecule, E198 coordinated. Colors indicate different optimized geometries: green: ground-state minimum; red: Qy-state

minimum. Lowest 12 excited states computed. QM region consisted of the Chl a (phytyl chain omitted) and the coordinating Glu198 residue; see
Supporting Information for details. Dashed lines indicate that oscillator strength is computed for a ground-state excitation despite the geometry
being optimized for a different state; such intensities are given for comparative purposes only and are experimentally not available. A, Spectra at
QM/MM geometries with point charge field present; B, spectra at same geometries as A but without point charges; C, spectra after optimization
in the gas phase. QM/MM, quantum mechanics/molecular mechanics
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Our next version updates will include a standalone Merz-Kollman[6] computation of the point charges to be consistent between QM packages, all-

owing the introduction of other QM software. Furthermore, we seek to include better optimization schemes, normal mode analysis, and coordinate scans.
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Supporting information 

LCF construction 

 

Figure S1: Comparison between full QM (QM: CAM-B3LYP/6-31G*) and QM/MM (MM: AmberGS) stretching potentials 
along the C-C bond between serine backbone and side chain. Left: Energies, right: forces (norm). 

 

Figure S2: Fitting of the QM-QM/MM differences for energies (left) and forces (norm, right) for the case shown in Figure S1. 
A Morse potential obviously outperforms a third-order polynomial in both cases. 

 

Figure S3: The resulting corrected potentials, combining the data from Figure S1 and Figure S2, compared to the exact QM 
potential. Left: Energies, right: forces (norm). The Morse corrected potential is virtually identical to the QM potential. 



Value of charge shift charges 

The charges shielding the M2 atom charge in the PCF were set to a fixed value of +/-0.1944, based on 

the results of test calculations using a preliminary approach. That preliminary approach optimized both 

charge and distance during the computation of the PCF modifications. The reasoning that led us to 

arrive at the fixed value is given below. 

The main purpose of the PCF modifications is to warrant the integrity of the dipole moment at each Q 

atom, despite the removal of M1 atoms and their replacement by L atoms (see Figure S4). At first, we 

aimed towards an approach that analytically solves the corresponding problem (as described 

elsewhere1). However, it turned out that a numerical approach would actually yield better results, i.e. 

the error between the expected dipole field and the obtained dipole field would be lower when 

numerically optimizing the charge positions and values. An exemplary test case was the BLUF domain 

studied for an earlier publication,2 here we obtained an error in the modified dipole field with the 

numerical approach that was 4% smaller than that of the field provided by the analytical approach. 

This is likely due to our approach taking into account all Q atoms during the optimization process, not 

only those close to the L atom connected to the M2 atom. 

 

Figure S4: Overview on the charge shift scheme by Sherwood et al.1 In the present work, the value of the shielding charges is 
fixed at +/-0.1944 and the set of r values is numerically optimized to ensure a proper representation of the original, real system 
dipole moment of the PCF at each Q atom. 

Unfortunately, the numerical approach would sometimes run into problems when the shielding 

charges are small. Then, the optimizer would in some cases artificially inflate the charge value and the 

distances at the same time. We thus selected a fixed charge value, found for a real case (above BLUF 

domain system) for realistic distances; i.e., closer to M2 than to L. Fixing the value changed the error 

by <0.1% and thus turned out irrelevant for the actual resulting dipole field. So far, all observed systems 



provide improved dipole fields using above approach, despite the arbitrary choice of the shielding 

charge strength. For the rare case that distances become too large, a warning flag can fire and interrupt 

the program; apart from unrealistic test cases (due to massive relocated charges to M2), this has never 

happened for any studied case. 

GVG energies far from the minimum structure 

To further investigate the deviations for the GVG case from the full QM case, we have performed a 

variety of additional energy analyses based on the geometries used for the GVG energy graph in the 

main paper. The results are shown in Figure S5. 

 

Figure S5: Energy contributions to the QM/MM energy, with (corrected) and without (uncorrected) LCFs active. Note that the 
link part is shown with the sign according to Eq. (2) of the main paper. 

It can be seen that the effect of the LCFs is minimal. The MM energy dominates the overall energy of 

the scan maxima and minima; the QM energy is comparatively constant. The link energy exhibits a 

maximum at 240 degrees. This would indicate that either (i) the corresponding geometry is either 

physically unfavored, which is contradicted by the results of the full MM single points shown in the 

main paper, or (ii) the corresponding geometry is specifically badly described by the link potential 

employed in our approach. The geometry in question is shown in Figure S6. 

 

Figure S6: Extreme point along the link energy graph for GVG.at 240° rotation. 



In the depicted geometry, we find that various atoms are close to each other that are interacting based 

on their Coulomb potentials; furthermore, this geometry is the only eclipsed position that allows the 

methyl groups of the valine side chain to also remain close to other 1-4 bonded atoms (the 120° shifted 

geometries would clash with the backbone hydrogen and thus have to distort the methyl group 

orientation). We thus identify the reason for the high link atom contribution at 240° the spatial 

proximity of various 1-4 bonded groups, of which each are “corrected” via a mixed MM charge-QM 

charge Coulomb term. For such extreme cases, however, a more sophisticated approach needs to be 

taken, as the MM charges would probably be affected as well, hence such a strongly packed situation 

would require repolarization of the MM charges, which is not possible using a static force field 

approach. 

LvWSCP setup 

QM/MM 

For the QM/MM-optimization of a chlorophyll a bound to WSCP, the system was split into three layers. 

The inner layer, which was optimized on a QM-level (CAM-B3LYP/6-31G*)3,4, consisted of the 

porphyrine ring of a chlorophyll (phytyl chain was cut at the first carbon-carbon-bond after the ester) 

and the magnesium coordinating P36 residue (backbone was cut at the Cα of the P36 and the Cα of the 

neighboring A37 neglecting side chains). The central layer, which was optimized on the MM-level (see 

below) using a steepest descent algorithm, contained all residues, solvent molecules and ions within a 

range of 1.2 nm with respect to the chlorophyll's magnesium ion. For the outer layer, which was kept 

frozen during the optimization, the remaining protein residues as well as all solvent molecules and ions 

located within a range larger than 1.2 nm and smaller than 4 nm with respect to the chlorophylls's 

magnesium ion were chosen. The remaining molecules with a distance larger than 4 nm were 

neglected. Molecules that were shared between two layers were assigned to the respective inner one. 

The QM/MM-optimization was carried on for 20 optimization steps using Gaussian 165 and the 

GROMACS simulation package 2016.1.6 

MM 

An optimization solely on MM-level was carried out using the steepest descent algorithm implemented 

in GROMACS 2016.1 (force tolerance: 100.0 kJ/mol/nm, step size = 0.01 nm, radius of non-bonded 

partner list = 1.2 nm). For the protein the CHARMM36 force field,7,8 for chlorophyll parameters were 

used that are described elsewhere.9–13 

Snapshots/MD and absorption spectra 

As starting structures for optimizations, 25 snapshots were taken at equal distance of 1 ns from a 

simulation of WSCP containing four chlorophylls; detailed information and simulation setup are found 

elsewhere.14 Thus, 100 absorption spectra were calculated (one spectrum for each chlorophyll per 

snapshot). The absorption spectra were calculated using TD-DFT15,16 and the QM approach stated 

above calculating the first ten excited states. The system was defined analogously to the inner layer 

used in the QM/MM-optimization. The central and the outer layer were treated as a point charge field 

during the calculation. Following each TD-DFT calculation, the excited states were classified according 

to the orbital contribution as described elsewhere,17 to allow a state-wise assignment of the peaks 

throughout the different snapshots. Same excitations between different calculations were grouped. 

For the plotting of the absorption spectra, all excitation within a group were binned using a bin size of 

10 nm and the cumulative sum of the oscillator strengths was calculated. The spectra were normalized 

by the total number of calculations. To obtain a smooth spectrum a spline function with a resolution 

of 1 nm was used. 



Spectroscopic analysis 

Foremost, it can be seen that optimized spectra, regardless of the used potential, are exhibiting a much 

smaller broadening of the peaks. This indicates that the structures after optimization should exhibit a 

smaller structural deviation; however, such a statement is difficult to support by our QM/MM data as 

the size and participating atoms of the active region varies between snapshots, while the QM region 

remains constant in size. For purely MM optimized geometries, however, RMSD can be quantified 

easily and is found to go down (2.212 Å optimized vs. 2.243 Å non-optimized). 

The second insight from the optimization is that the MM potential will not drastically change the 

average peak energies compared to the non-optimized case. For the most important peaks, namely 

Qy, Qx (lowest two excitations) and the two Soret states (higher excitations) with highest oscillator 

strength, we find an average/maximum difference between no optimization and MM potential 

optimization of 5.5/10 nm or 31/57 meV. Combined with the insights from the previous paragraph, 

the thermalized MD simulation appears indeed to simulate an ongoing, stable dynamics in close 

vicinity to a MM potential minimum; a structure that can be found through the optimization process. 

The comparison between the MM and the QM/MM optimization (see main paper) shows that the 

QM/MM potential results in a general optical blue shift of all bands compared to the MM potential, as 

well as a redistribution of relative intensities. In both the Q and Soret bands of the spectrum, the 

second state in each band gains oscillator strength compared to the energetically preceding states 

upon QM/MM optimization. Due to the fact that intensities are affected by vibrational broadening as 

well (see above), we however refrain from further analysis at this point. 

 

CP29 setup 

MD Setup 

The structure of light-harvesting CP29 was isolated from the high-resolution electron microscopy 

structure of a stacked C2S2M2-type PSII-LHCII supercomplex from Pisum sativum (pdb entry: 5XNL, 

res. 2.7 Å) resolved by Su et al.18 The repaired structure was embedded in a membrane of DOPC to 

reproduce the in vivo architecture. The membrane is created using the website "http://memgen.uni-

goettingen.de/" and passes the following steps. During the orientation phase the complex is orientated 

along the z-axis, while the bilayer lies in the x-y plane. Afterwards the lipid is packed around the 

complex by cutting a sphere out of the middle of the bilayer and placing the complex in. The lipids are 

expanded and then slowly contracted back until area per lipid of 0.769 nm2 is reached, which is 

comparable to the experimental results of a DOPC membrane with 0.725 nm2.19 During the shrinkage, 

only the lipids are flexible and the complex is frozen. After adding 12 neutralizing potassium ions, a 

general MD procedure takes place with an energy minimization, a short NVT (100 ps with a time step 

of 2 fs) equilibration phase followed by a longer NPT phase (1000 ps / 1 ns with a time step of 2 fs). A 

MD simulation with 50 million steps with a time step for integration of 0.002 ps which corresponds 

100 ns was performed on the HLRN system. The AMBER99SB*-ILDNP force field20 has been used for 

the proteins, lipid11 for the lipids and ad hoc for the cofactors. For the chlorophylls and the 

carotenoids, the set of parameters is reported elsewhere.21,22 Water molecules were treated using the 

TIP3P model.23–25 

QM/MM setup 

For the QM/MM optimization, a snapshot of the MD Simulation at 100 ns was taken as an initial 

structure. Two (Resid: 608 and 610) of the fourteen chlorophylls of the CP29 were exemplary isolated. 



Both chlorophyll calculations were split into four layers. The QM layer, which was optimized on a QM 

level (CAM-B3LYP/6-31G*),3,4 consisted the porphyrine ring of a chlorophyll (phytyl chain was cut at 

the first carbon-carbon-bond after the ester) and the magnesium coordinating residue. The 

coordinating residues are water for the chlorophyll b (resid 608) and glutamate for the chlorophyll a 

(resid 610). The inner layer, which is subdivided in a frozen and a non-frozen part (active layer), 

included all atoms within a range of 4 nm with respect to the chlorophyll's magnesium ion. The active 

layer, which was optimized on the MM level (see below), using a steepest descent algorithm, contained 

all residues, solvent molecules and ions within a range of 0.3 nm with respect to all atoms in the QM 

layer. All atoms above the 4 nm radius were kept frozen and are described by the outer layer. 

Furthermore, all solvent molecules with a distance larger than 2 nm were neglected. The QM/MM-

optimization was carried on for 99 optimization steps using Gaussian165 and the Gromacs simulation 

package 2016.1.26 

The optimized structures were used to calculate the influence of the PCF and the geometry of the 

ground and the first excited state. Therefore, a geometry optimization followed by a time-dependent 

DFT (TD-DFT)15,16 calculation using the gmx2qmmm interface was performed (S0_pcf@QM/MM, 

Qy_pcf@QM/MM). Based on this previous optimized structure a TD-DFT calculation was performed by 

removing the surrounding PCF for the two lowest states (S0_vac@QM/MM, Qy_vac@QM/MM). 

Furthermore, a geometry optimization followed by a TD-DFT calculation in vacuum using GAUSSIAN 

was performed, based on the pre-optimized gmx2qmmm structures (S0_vac@QM, Qy_vac@QM). 

MM setup 

An optimization solely on MM-level was carried out using the steepest descent algorithm 

implemented in Gromacs 2016.1 (force tolerance: 100.0 kJ/mol/nm, step size = 0.01 nm, radius of 

non-bonded partner list = 3 nm). The used parameters are described in the MD-Setup (see above). 

Spectral analysis 

Comparing the spectra A and B of CP29 Chl a (main paper), we see that the presence of the PCF induces 

a blue shift in the excitation and fluorescence spectra. This implies that the PCF is more beneficial for 

the relative stability of the ground state than for the other states; this is what we would readily expect 

from a properly optimized ground state geometry (for the green bars) or a Qy PCF that is also similar 

to the ground state PCF configuration (for the red bars, both dashed and solid). The latter is supported 

by the fact that the energetic shift of the Qy excitation upon Qy optimization is almost not affected by 

the presence of the PCF. Note that the spectrum B (main paper) contains a few low-intensity charge 

transfer states occurring between 380 and 475 nm, which are due to the absence of stabilizing 

countercharges from the PCF. 

Looking at the spectra C (main paper), we can see that further relaxing the geometry in comparison to 

the spectrum shown for CP29 Chl a spectra B (main paper) will lead to a red shift of the excitations 

corresponding to the optimized states. All other states, however, will respond with a blue shift 

compared to the QM/MM geometry. This would indicate that the preferred geometry of the ground 

and first excited state in the gas phase is further away from any other excited state minimum compared 

to when the geometry is in its native CP29 geometry. 

As a consequence, activation of the PCF appears to undo most effects that the change in QM versus 

QM/MM geometry has (cf. earlier work on LHCII27; we have added the case of Chl b in Figure S7 for 

comparison with the earlier publication for the interested reader). Indeed, the spectra A and C of CP29 

Chl a (main paper) look much more similar to each other as to spectra B; this is astonishing as they are 

methodically/structurally much closer to B. Especially similar are the positions of the Q band 

excitations (lowest two excited states) and the Soret band oscillator strengths. The corresponding 



analysis will be expanded in a future publication, including more Chl residues for comparison. For the 

time being, we consider this to be a very convincing test of our QM/MM interface, being able to unravel 

the different effects of the protein structure on the spectra of Chl a. 

 

 

Figure S7: TD-CAM-B3LYP/6-31G* line spectra of a CP29 Chl b molecule (labeled 608 in the CP29 chain “r” of the crystal 
structure with pdb identifier 5XNL) molecule, water coordinated. Colors indicate different optimized geometries: green: 
ground state minimum; red: Qy state minimum. Lowest 12 excited states computed. QM region consisted of the Chl b (phytyl 
chain omitted) and the coordinating water, see text for details. Dashed lines indicate that oscillator strength is computed for 
a ground state excitation, despite the geometry being optimized for a different state; such intensities are given for 
comparative purposes only and are experimentally not available. A: Spectra at QM/MM geometries with point charge field 
present; B: Spectra at same geometries as A, but without point charges; C: Spectra after optimization in the gas phase. 
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A B S T R A C T   

Comprehensive experimental spectroscopic and TD-CAM-B3LYP/6-31G*, DFT/MRCI libraries of the most rele-
vant plant light harnessing pigments are presented. Included are β-carotene, zeaxanthin, violaxanthin, lutein, 
neoxanthin, chlorophyll a and chlorophyll b. We employ vibrational broadening with various approximations to 
enable direct comparison of computational to experimental data. Spectroscopic shifts based on continuum sol-
vents and protein matrices were computed as well, employing CPCM or (for chlorophylls) QM/MM models. We 
also provide insight into the transient behavior after photoexcitation through optimization of the corresponding 
excited states. 

It is found, that the investigated carotenoids only differ in their excitation energies but display analogous 
subsequent photophysics. Vibrational broadening of the carotenoid spectra compares well to experimental data 
regardless of the actual approach chosen. This appears to be a result of a strong gradient at the Franck-Condon 
point. Thus, it is not trivial to assess which computational method is actually suited for these purposes. Further, Q 
and Soret band reorganization energies are very similar in both, chlorophylls a and b. Both, TD-DFT, as well as 
DFT/MRCI predict the existence of an intramolecular charge transfer state in the Soret region of chlorophylls. 
The existence/absence of this state has previously not been experimentally corroborated. However, measure-
ments of chlorophyll a absorption spectra in different solvents support this assumption. The results suggest, that 
the relaxation of the chlorophyll Soret bands might be affected by the presence of such an intramolecular charge 
transfer state.   

1. Introduction 

Plants, and all other photosynthetic organisms obtain their primary 
energy from sunlight via electronic excitation of (bacterio)chlorophylls, 
(B)Chls and/or carotenoids (Crts)[1,2]. High quality spectroscopic 
datasets for many Chls and Crts are available, either for isolated mole-
cules or for ones located in their native environments. Their interpre-
tation may be in some cases straightforward through analogies arising 
from simple, highly symmetric model systems. 

While isolated Chl or Crt molecules may be addressed by employing 
porphyrin[3] or linear polyene analogies,[4] their overall structure is 
often intrinsically not symmetric. Protein-embedded chromophores are 
subject to further interactions with the environment which act as 

additional symmetry-breaking elements. The most relevant plant pig-
ments, Chls a and b, and the bacterial analogue BChl are already 
structurally symmetry-broken via chemical modifications. Crts, on the 
other hand, are often found to be structurally symmetric, yet many or-
ganisms have evolved Crts like peridinin[5,6] that cannot be described 
by a simple C2h point group. This line of thought was discussed recently 
for Crts by Fiedor and coworkers[7]. Finally, due to the large variety and 
intrinsic chirality of protein environments, Chls and Crts rarely find 
themselves in a situation that would support symmetry[8,9]. There are 
only few notable exceptions of highly-symmetric arrangements like in 
the basal plate of chlorosomes [10]. 

Abbreviations: Chl, Chlorophyll; Crt, Carotenoid; DFT, Density functional theory; MRCI, Multireference Configuration Interaction; QM, Quantum mechanics; MM, 
Molecular mechanics; IC, Internal conversion; EET, Excitation energy transfer; FC, Franck-Condon; AH, Adiabatic Hessian; VG, Vertical Gradient; VH, Vertical 
Hessian; BLA, Bond length alternation. 

☆ This article is a contribution to the special issue celebrating the 60th birthday of Professor Dr. Peter Saalfrank. To Peter, who is always eager to learn new things. 
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1.1. Current theoretical approaches 

Symmetry has been a way to model systems that cannot be explicitly 
simulated by a more affordable, and, at the same time, reliable 
approach. Fortunately, recent years have provided a drastic increase in 
the quality of computational methods for optical spectra in photosyn-
thesis [11–13]. Key components are the improved spectroscopic accu-
racies of the employed quantum mechanical (QM) approaches, but also 
introducing the environment via coupled QM/molecular mechanics 
approaches [14–16]. This article also covers another crucial problem 
when representing the experimentally measured spectra in a theoretical 
fashion: vibrational broadening [17–19]. 

Photosynthetic pigment spectra exhibit complex patterns of peaks 
and shoulders that arise also from the vibrational modes of electronic 
states. To be comparable to experiments, we require not only the energy 
differences between ground and excited states (the vertical excitation 
energy, Ev); we also need to include the transitions between actual 
molecular (combined nuclear-electronic) states. While this can compu-
tationally spiral out of control quickly and become costly even for 
medium-sized molecules like Chls and Crts, several approaches have 
been devised to overcome the scaling for hundreds of degrees of freedom 
and combinations and overtones of those, interacting with each other. 
We have provided an overview on the quality of these approaches for 
flavin systems several years ago [18]. 

Any interpretation that relies on symmetry arguments will thus al-
ways neglect the tendency of (B)Chls and Crts to be symmetry broken, 
possibly for specific functions. The effect can be sorted into two different 
classes: (i) Color change, i.e., changes in absorption energy and/or in-
tensity and (ii) pathway modification by changing how internal con-
version (IC) or excitation energy transfer (EET) may take place. 

1.2. Explicit modelling of carotenoids and chlorophylls 

With both concepts in mind, for controlling the spectra and/or the 
excitation energy pathways, we can analyze different photosynthetic 
chromophores and ask: Why is a certain chromophore at its specific 
location in a protein scaffold? Do they only differ spectrally, or is also 
their molecular structure capable of more functions? Experimentally, 
there are even indications alluding to that removing all native carot-
enoid species from an genetically engineered plant system and replacing 
them by a foreign Crt (astaxanthin) still may lead to a possibly functional 
phenotype [20] In vitro reconstitution of light harvesting complexes 
(LHCs) results in constructs which can be somewhat stable [21]. 

However, most LHCs reconstituted with non-native pigment com-
plements, including Crts, or LHCs isolated from Chl or Crt deficient 
mutants, lose stability and their functionality (at least partially) 
[22–24]. 

Combining these insights can lead to new computational approaches, 
namely replacement studies, which should provide the functions in 
question regardless of the Crt in the model. Previous attempts to do so in 
the context of photosynthetic pigments[25] might have simply been 
unsuccessful due to presuming possibly incorrect mechanism(s) [26]. 

As a first step in the direction outlined above, in this study we pro-
vide complete libraries for the most relevant photosynthetic pigments of 
plants. We compare the results of state-of-the-art theoretical approaches 
to assess the different properties of each pigment within the same model 
methodology. Furthermore, we address the direct comparability to 
experimental data and the basic effect (i.e., energy shift) of a protein 
scaffold. Introducing the protein scaffold allows us to investigate the 
effect of environmental symmetry breaking. Note, that in this article, we 
restrict this to Chls since the effect of symmetry breaking environmental 
effects has been covered extensively in our previous articles [26–28]. 

2. Methods 

2.1. Isolation and measurement of the absorption spectra of the pigments 

Pure pigments were isolated as described before[23] with slight 
modifications: A Waters chromatography system as in a previous study 
[22] with a 1 ml injection loop was used. Individual pigments were 
collected, dried in dim light under a stream of nitrogen, solved in the 
respective solvents, and used immediately for absorption measurements. 

2.2. Gas phase structures 

The spectra of Chl a and Chl b, as well as those of the Crts β-carotene 
(Bcr), zeaxanthin (Zea), violaxanthin (Vio), lutein (Lut) and neoxanthin 
(Neo), were investigated employing the same methodology for all cases. 
To obtain geometries of the isolated molecules, initial Crt coordinates 
were taken from the CP29 complex (Lut, Vio, Neo; PDB code 3PL9[8]; 
also Zea by deletion of the Vio epoxy groups) or from the PSII core 
complex (Bcr; PDB code 6KAC[29]). Chl coordinates were obtained for 
Chl a from the ChEBI[30] and Chl b via modification of Chl a using the 
molden[31] software; the latter was done to obtain minimal initial 
structural difference between the two compounds. Phytyl chains of Chls 
were omitted. Missing hydrogen atoms were added using the program 
Avogadro [32]. The structures were then optimized using the CAM- 
B3LYP method[33] with a 6-31G* basis set[34]. We further performed 
analogous calculations (including following steps) for selected systems 
employing CAM-B3LYP with various dispersion correction approaches, 
[35,36] and also the ωB97XD[37] functional; those calculations did not 
provide qualitatively different results (see supporting information, SI). 
The optimized structures were checked to be real minima via normal 
mode analysis, which is also required to perform the vibrational 
broadening. All corresponding calculations were performed using 
Gaussian16 [38]. 

2.3. Linear response spectra and excited state optimizations 

Successfully optimized structures were the basis for a time- 
dependent density functional theory (TD-DFT) single point calcula-
tion,[39,40] with 8 states of interest for the Chls and 5 for the Crts. For 
the Q and Soret (or “B”) states of Chl, the excited state minima were 
computed; in some cases, this was found to be not reliable due to 
crossings with energetically close charge transfer (CT) states, which 
might be methodological artifacts. However, it is known that B band IC 
is much faster than Q band relaxation (i.e., fluorescence),[41,42] in 
accordance with Kasha’s rule [43]. For Crts, TD-DFT does not provide 
the correct first excited state energy but is performing well for the bright 
S2 state. Hence, we optimized the corresponding excited state geome-
tries and can, thus, only make indirect statements about the first excited 
state. 

To (partially) amend this, we employed multireference DFT (DFT/ 
MRCI) to the stationary points of our study for all systems and all states, 
which yields proper energies for the first and second excited states. Note, 
that DFT/MRCI apparently improves the Chls’ state energies as well, as 
we will see below. DFT/MRCI excited states were computed at the 
BHLYP/MRCI/def2-SVP level[44–46] using the stand-alone DFT/MRCI 
program[47] interfaced with ORCA (4.2.0)[48] employing the R2016 
Hamiltonian. A reference space of 16 electrons and 14 orbitals with a 
default cut-off of 1.0 Hartree was chosen. All single and double excita-
tions were incorporated. The reference space was refined once, i.e., two 
DFT/MRCI calculations were performed in succession. Initial testing 
found that a second refinement of the reference space did not yield any 
significant change in excitation energies, oscillator strengths, or transi-
tion dipole moments. 
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2.4. Vibrational broadening 

As we have discussed for the case of flavins before, all approaches 
towards vibrational broadening have their advantages and shortcom-
ings. For some Crts, this was shown as well. However, the current 
implementation in Gaussian is versatile with respect to the approach 
taken, allowing us to compare the approaches of vertical gradient (VG), 
vertical Hessian (VH) and adiabatic Hessian (AH) using the corre-
sponding default values [17,19,49]. VH often requires remapping of the 
ground and excited state Hessians since the excited state Hessian may 
contain negative force constants, which is un-physical. A strategy 
available in Gaussian16 is to remove a set of related, low-frequency 
modes. The exact number of removed modes can be found for each 
case in the SI. Furthermore, AH requires a successful excited state 
optimization for each excited state in the spectrum. In addition to the 
VG/VH/AH variants, we employ time-independent (TI) and time- 
dependent (TD) Franck-Condon approaches; test calculations show 
negligible Herzberg-Teller influence (data not shown) as was already 
observed elsewhere [50]. TD-broadened spectra were computed at a 
temperature of 0 K. 

It turned out, that only the TD-VG and TD-VH combinations yield 
reliable spectra throughout all presented cases. Thus, we concentrate in 
the main article on those. A large part of our discussion will focus on 
why, in the case of Crts, VH and VG may actually produce incorrect 
results. Results obtained with the not included AH calculations will be 
used for comparative purposes where appropriate. 

2.5. Solvent effects 

For improving the comparison to the experimental data, a continuum 
model was employed (CPCM[51]). We have chosen acetone as solvent 
for this study since the corresponding experimental spectra were avail-
able from our own work. 

Of the computational steps listed in the previous subsections, we 
only repeated the ground state optimization and the corresponding 
normal mode test, as well as the TD-DFT single point at the ground state 
minimum. Though technically possible, it is physically meaningless to 
generate a corresponding TD-DFT gradient for a VG/VH approach. The 
same issues arise for AH when trying to obtain the optimized excited 
state structure in the presence of a solvent: The corresponding spectra 
are red shifted due to the overestimation of the excited state gradient. 
Requesting gradients in the solvent framework also includes an over-
estimated adaptation of the solvent, resulting in too low excitation en-
ergies. In vitro, the solvent is not fast enough to fully adapt during the 
time scale of excitation, but this is, to our best knowledge, not covered in 
any QM package so far. 

Thus, we opted to rely only on the shift predicted by a vertical TD- 
DFT calculation, which in the Gaussian software includes the changes 
in the solvent fast component field. As a result, the spectra displayed 
below are, for the solvent effect, simply shifted by a state-specific energy 
value which arises from the difference between the vertical excitation 
energy with or without the solvent treatment. 

2.6. Protein-induced shift 

Like in the solvent case, not all computations are physically mean-
ingful to repeat in a QM/MM protein environment. Consequently, we 
provide data from ground state and excited state QM/MM structures 
using the QM/MM interface gmx2qmmm with the same setup which has 
been used in another study [16,52]. For each of the relaxed structures 
(true minima cannot be verified due to lack of normal mode analysis in 
the QM/MM framework), we provide TD-DFT spectra as well. 

2.7. Structural analysis criteria 

For Crts, the spectral properties are dominated by the relative car-

bon–carbon distances along the chain, or bond length alternation (BLA). 
BLA for each non-terminal carbon atom n in the Crt conjugated chain is 
defined as 

BLAn = ( − 1)|n|
(

r→n,+ − r→n,−

)

with n starting at 0 at the center of the conjugated chain and running 
twice, once for each side of the Crt chain (denoted by different signs in 
the figures throughout the article). r→n,+ and r→n,− indicate the following 
and preceding conjugated bond lengths for each center n. BLA provides 
insight into the spectroscopic properties of Crt state structures which are 
virtually identical yet have distinctively different excitation energies. 
Note, that we do not agree with recent approaches to label BLA as a 
systemwide property; BLA is changing along the chain[13,26] and is a 
property that is drastically reduced in usefulness when summed up to a 
single value. 

During the course of this study, we found that Chls display a behavior 
similar to (some) Crts: the Chls’ ground and excited state minima do not 
differ to an extent which can be perceived by the human eye. Thus, we 
seek to introduce new parameters, one of which is the non-planarity 
(NPL) of the system. In contrast to BLA, NPL is in its current form a 
holistic criterion; as an aromatic system such as Chl does not have 
“edges” or termini like Crts, we consider this to be justified for the time 
being. NPL is defined as 

NPL =
∑n

i=1
|Δzi|

with n being all conjugated atoms of the aromatic system (nitrogen, 
carbon, oxygen; also, the Mg ion), and Δz being the minimum distance 
to the plane defined by the normal vector resulting from the closest 
distance between the Chl Na/Nc and Nb/Nd vectors; with the plane 
intersection located at the center of the closest distance between those 
vectors. An explanatory illustration is provided in the SI. Another 
parameter which was tested in this regard is the change in the edge size 
of the Na-Nb-Nc-Nd squares, r(4N). 

3. Results and discussion 

3.1. Geometries 

The ground state minimum structures of the investigated compounds 
can be found in Fig. 1. A comparison between the ground state structures 
and the excited state structures can be found in the SI; it has been 
omitted here since the structures are for all presented cases virtually 
identical, at least on the presented scale, regardless of electronic state. 
For the Crts, this was discussed before.[28] Neo is an exception in this 
regard; the more intricate structure of Neo results in changes similar to 
what was found for peridinin earlier.[5] Since Neo and peridinin have 
similar features, such as the presence of the sp-hybridized carbon atom, 
this is not entirely surprising. 

A BLA analysis of the individual Crt/state structures can be found in 
Fig. 2. BLA is found to be equivalent for all Crt cases, with some slight 
asymmetry between the “+” and “-“ sides arising from our initial 
structure for Bcr, Lut and Neo. Overall, however, it is found that for-
mation of 1Bu results in a much more diverse BLA as compared to the 
1Ag state. Interestingly, BLA changes are much more pronounced at the 
center of the chain. This supports our statement above that BLA is not a 
system-wide criterion and should be handled on a bond-by-bond basis. 
Ground state BLA does not depend on the presence of a solvent. For the 
Neo case, it is especially interesting to see that the BLA is apparently 
simply “cut off” at the “+” side (towards the sp-hybridized carbon). This 
might indicate that BLA can be retained along the whole chain even for 
shorter conjugated chains, i.e., higher excitation energies. 

The structures of Chl a and b presented in Fig. 1 are very similar, 
regardless of being in the gas phase or in a solvent, and for the 
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Fig. 1. CAM-B3LYP/6-31G* ground state structures of (A) Chl a, (B) Chl b, (C) Bcr, (D) Zea, (E) Vio, (F) Lut and (G) Neo. Gas phase (regular colors) and acetone 
(brown color) structures shown. 

Fig. 2. Bond length alternation (BLA) for the Crt (TD-)DFT minima; ground state in gas phase (solid line) and solvent (dotted line), the 1Bu state in the gas phase 
(dashed line). 
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comparison between ground and excited state structures (see SI). Chls 
however contain more electronic states of interest in the UV/Vis region 
than Crts. To characterize the individual Chl a/b states in a similar 
manner as BLA does for Crts, we provide the NPL criterion and the 
distance between the Chl core nitrogen atoms as defined earlier 
(Table 1). It can be seen that NPL indeed shows an increasing trend with 
higher states, although the change is not continuous. Interestingly, there 
is also a trend for some states to become even more planar than the 
ground state, most prominently Chl b in the gas phase. This finding 
somewhat reduces the usefulness of the NPL criterion, though it 
apparently works well when Chl b is embedded in a protein (see below). 
In the same manner, taking the size of r(4N), higher states mostly show a 
larger overall inter-nitrogen distance than the ground state, but, again, 
not in a continuous fashion between excited states. For the protein 
embedded Chls (see also below), the distance increases with higher 
states. The By states of Chl b shows a slightly smaller r(4N) compared to 
the Bx state, while the Bx states of Chl a shows slightly smaller distance 
compared to the Qx states. Overall, ΔNPL appears much more consistent 
than the change in r(4N). 

For the Chls, we have spectra of QM/MM excited state optimized 
structures available as well, as shown in the SI. Just as for the gas phase 
and CPCM computed structures, optimized excited state Chl QM/MM 
structures are virtually indistinguishable with respect to the actual 
electronic state and are thus omitted here. We find however as discussed 
above that NPL provides structural parameters which increase between 
Q and B states for all tested Chl a/b QM/MM structures. It was also 
found, that the NPL might span several orders of magnitude, as the case 
of 606b can range from no change (Qy) to changes in the pm range (all 
other states). The observed differences between gas phase vs. QM/MM 
changes may arise from the more elaborate Chl coordination, since it is 
known that simple charge-nullifying environments will not lead to 
strong changes in excited state properties, as was shown for the Q and B 
bands previously [53,54]. 

3.2. Chlorophyll spectra 

The computed Chl spectra can be found in Fig. 3. VG and VH 
generally exhibit similar results, indicating that the Hessians of the 
ground and excited states do not vary too much. This assessment agrees 
with earlier VG computations, especially for larger molecules [55]. 
Physically, the larger the number of normal modes, the less impactful 
should the changes due to a single-electron excitation be, so this effect is 
easily understood. 

CAM-B3LYP apparently overestimates the extent of the “green gap”, 
i.e., the energy difference between the Q and Soret band maxima. DFT/ 
MRCI (see Fig. 4) performs much better in this respect, shifting the gas 
phase Chl a (Chl b) DFT vertical energy gap between Qy and Bx of 1.28 
(1.06) eV to only 1.06 (0.82) eV. The experimental green gap is 1.01 
(0.80) eV in acetone, almost a perfect match with the DFT/MRCI data; 
although 1.14 (0.91) eV have been reported for the gas phase [56]. We, 
however, note that all methods perform within their expected error 
ranges, DFT/MRCI outperforming DFT with less than 0.1 eV difference 
to the experiments. 

The green gap with VH vibrational broadening is even larger than 
vertical TD-DFT, 1.34 (1.15) eV, indicating that post-DFT treatment is 
necessary for obtaining realistic, relative Chl state energies. The Q-to-B 
state energy difference is also overestimated by other work employing a 
DFT approach: Earlier work reports the TD-CAM-B3LYP spectra for a 
different basis set [57]. The gas phase vertical Qy/Bx gap for Chl a (Chl b) 
was calculated to be 1.46 (1.22) eV, about 0.2 eV larger than our values. 
Apparently, a larger basis set is beneficial for a better prediction of the 
green gap, however, we have shown a decade ago that there are limits to 
this improval [27]. 

The solvents were found to affect the states differently, but always 
induced a shift to lower energies, which can be seen when comparing the 
regular to the mirrored spectra in Fig. 3. Note, that CAM-B3LYP as well 
as DFT/MRCI predict the presence of an ICT state in the Soret region. It is 
unclear if this ICT state is an artifact or not,[11] yet the Soret states are 
much more sensitive to the solvent, which is however not the focus of 
this study. Currently, we assume that this might be due to the mixing 
with the nearby ICT state. Hence, Q band shifts are smaller as compared 
to the shifts of the Soret states. 

The vibrational progression of the Chl spectra is of the same high 
quality as was already shown elsewhere [11]. CAM-B3LYP thus again 
demonstrates its ability to predict the vibrational patterns of chromo-
phores well, both in ground and excited states. 

In the protein environment, we find that the QM/MM geometry and 
the point charge field representing the protein environment only can 
drastically affect the Chl a and b spectra (see SI). Most prominently, we 
find a general red shift going from the protein environment to the gas 
phase for all states. An exception are the Q bands of the Chls b, which are 
blue shifted. This effect is most significant for the optimized ground state 
structures of the Chls b. The corresponding results are investigated in 
more detail elsewhere [52]. 

3.3. Spectral properties of Chl excited states 

We have indicated above that the structures of Chls are not severely 
affected by the actual electronic states. The Jablonski diagrams in Fig. 4 
show that the Chl excited state properties are similar throughout all 
investigated geometries as well. Note, that there is also no immediate 
indication for a state crossing in all presented cases, with the exception 
of the states in the tightly populated Soret region. In the Soret region, the 
By state was often crossing with an ICT state, preventing an analogous 
analysis for By as for the other states. Hence, By optimization always led 
to a complex By/ICT state crossing region with no clear exit to a local By 
state minimum. 

Comparing TD-DFT and DFT/MRCI, it can be seen that the Q state 
energies agree much better than the Soret state energies. However, 
qualitatively, all states that are present in the results obtained with one 
method are also found with the other. TD-DFT states are generally 
higher in energy, a phenomenon which we assign to DFT/MRCI 
providing a non-negligible amount of multi-electron character to each 
state. This character is higher for the excited states than for the ground 
state (ground state: about 10%, excited states: > 15%; detailed data 
omitted here), hence the energy difference drops in comparison to a 

Table 1 
Changes (in pm) for Chl geometry parameters of excited state optimized structures compared to the respective ground state minimum structures. Chl a, b in the gas 
phase; other systems (604a, 606b and 607b) are arbitrarily chosen Chl a, b, b sites from a QM/MM optimization within the CP29 protein scaffold. r(4N) corresponds to 
the total distance between the core Chl nitrogen atoms, along the edges of a Na, Nb, Nc, Nd square, with Δr(4N) = r(4N, excited state)-r(4N, GS).   

Qy Qx Bx By CT  

ΔNPL Δr(4N) ΔNPL Δr(4N) ΔNPL Δr(4N) ΔNPL Δr(4N) ΔNPL Δr(4N) 

Chl a  − 0.04  − 0.01  0.09  0.04  0.19  0.02 n/a n/a n/a n/a 
Chl b  − 0.03  − 0.01  − 0.23  0.04  − 0.07  0.03 n/a n/a n/a n/a 
604a  − 0.14  − 0.00  0.09  0.06  − 0.07  0.00 0.21 0.08 0.54 0.08 
606b  0.00  0.00  − 1.19  0.03  2.37  0.07 2.11 0.05 2.02 0.07 
607b  0.29  0.00  0.47  0.05  0.61  0.06 0.50 0.05 0.47 0.05  
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single-reference method like TD-DFT. Oscillator strengths, however, are 
well preserved between TD-DFT and DFT/MRCI. 

Before entering the discussion of the Crt results, it must be high-
lighted that Chl states apparently display almost negligible reorganiza-
tion energies (in the range of 0.2–0.3 eV, see Fig. 4). This agrees well 
with the fact that experimental Chl spectra exhibit a dominant peak at 
the lowest energy onset of the spectrum, with only relatively small 
vibrational shoulders/side peaks. It also means that the main contribu-
tion to the Chl spectra for all states considered here is the 0–0 transition, 
and that, hence, the vertical excitation energy should not be too 
different from the 0–0 peak maximum. 

3.4. Carotenoid spectra 

The computed Crt spectra are shown in Fig. 5. The results for Bcr, Zea 
and Vio agree with previously published data.[13,58] All presented Crt 

spectra exhibit similar vibrational progressions. This is especially 
interesting in the case of Neo, since it is significantly different in mo-
lecular structure. Yet, these differences apparently only result in a blue 
shift as compared to the other Crts studied here. Moreover, it is 
important to note, that Bcr and Zea have identical conjugated systems, 
yet differ slightly in excitation energies, with Zea displaying the higher 
values. This is experimentally known, and we can assign this to the 
smaller Zea “box”, when employing a particle-in-a-box model, due to the 
electron-rich terminal OH-group oxygen atoms. 

Similar to Chls, we find for Crts that TD-DFT excitation energies are 
higher than those of DFT/MRCI. When comparing these observations to 
earlier work, which used an older version of the DFT/MRCI Hamilto-
nian,[13] we find that the 2Ag energy predicted here is closer to the 1Bu 
transition. For instance, for Vio, the newer DFT/MRCI Hamiltionian 
used here shifts the 2Ag excitation energy up by 0.28 eV. We will see 
later in this article, if this has any consequence for the Crt photophysics, 

Fig. 3. Computed Chl a (left) and Chl b (right) VH (top) or VG (bottom) spectra. Gas phase (regular) and acetone (mirrored) spectra are shown. TD-DFT oscillator 
strengths and vertical excitation energies are given for each state as dashed bars. Experiments are shown as grey backgrounds, scaled to arbitrary units to match the 
computed Qy intensity. Sum spectra are shown as black, dashed lines. Individual states are colored, red: Qy, orange: Qx, green: Bx, blue: By, violet: CT state. 
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since this would put the 1Bu and 2Ag states much closer together. Energy 
differences between the states in ground state geometry range from 0.08 
eV for Vio to only 0.01 eV for Neo. 

In the next section we will discuss in more detail, that the 0–0 en-
ergies of each spectrum presented here can vary strongly. For the 
spectra, this has an interesting consequence with regard to the compu-
tational robustness. Taking Lut as an example, VH 0–0 is 2.29 eV, VG 
0–0 is 2.67 eV. Optimization of the state shows that the “true”, AH 0–0 
energy is 2.49 eV. Still, despite both, VH and VG providing strongly 
differing 0–0 energies and both being off by about 0.2 eV, the spectra of 
Lut look reasonable. They do not fall out of line with the other Crt 
spectra, even though most VG/VH Crt spectra presented here have 0–0 
energies close to the true AH values (full details of AH calculations 
omitted). For Lut, the 0–0 excitation does not even occur in the actual 
vibrational envelope, as 2.29 eV (541 nm) is far outside the spectra 
shown. We will provide an explanation for the robustness of the Lut 
spectra despite their wrong 0–0 energies further down in the article. 

3.5. Properties of carotenoid excited states 

Crt Jablonski diagrams are provided in Fig. 6. Many of the following 
arguments regarding their analysis have been presented already else-
where,[13,19,28,58] so we will only list the most important factors. 

In contrast to Chls, Crts exhibit a strong drop in excitation energy 
along the excited state gradient (0.64 to 0.72 eV for TD-DFT; 0.44 to 
0.54 eV for DFT/MRCI), which is a combined effect of mostly reorga-
nization energy and ground state destabilization.[13,26] In the present 
work, we find that the gradient at the FC point depends on the Crt in 
question; thus, the harmonic approximation at the FC point (i.e., the 
basis of VH/VG) is of different quality. E.g., for Vio, the true excited state 
minimum structure yields only a 0–0 energy difference to VH of 0.03 eV, 
meaning that the harmonic approximation holds very well. Zea, in 
contrast, yields a difference of 0.23 eV between 0 and 0 of VH and AH; 
the harmonic approximation at the FC point for Zea is not as valid as for 
Vio. This is also reflected in the inability to obtain an AH spectrum for 

Fig. 4. Jablonski diagrams of Chl a (top) and Chl b (bottom) after nuclear (TD-)DFT relaxation of the indicated electronic state. DFT/MRCI single points (opaque, 
left) and TD-DFT single points (transparent, right) shown. Oscillator strengths for transitions from the optimized state are indicated as solid, from other states as 
dashed arrows. Thickness of arrows qualitatively corresponds to relative transition intensities. 
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Fig. 5. Computed Crt VH (top) or VG (bottom) spectra (1Ag -> 1Bu transition). Gas phase (regular) and acetone (mirrored) spectra are shown. TD-DFT oscillator 
strengths and vertical excitation energies are given as dashed bars. Experiments are shown as grey backgrounds, scaled to arbitrary units to match the computed 
intensity of the computed maximum (third envelope peak). 
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Zea with significant progression. The molecular origin of this failure is 
the rotation of the terminal rings along the excited state gradient. 
[13,58]. 

As stated in the last section, the VG/VH Crt spectra are apparently 
computed well, despite cases such as Lut, with clearly wrong VG/VH 0–0 
energies. The reason for the robustness of the VG/VH approaches for 
Crts is that the 0–0 transition is of no concern for the spectral envelope in 
the harmonic approximation. A seemingly good spectrum will be ob-
tained as long as there are enough other states in the FC region that 
provide a vibrational progression with similar quality. The spectrum is 
of course physically incorrect, as it does not contain the proper n-m 
transitions (see elsewhere[59] for experimental 0–0 transitions of Crts). 
The computed spectrum only appears to be fine since it is in the correct 
region and has a correct shape. 

For Crts, the spectral envelope is mostly defined by the overlap be-
tween vibrations dominated by conjugated C–C bonds.[13,17,58] In 
harmonic approximation, these vibronic states have the same energy 
difference, regardless of the actual quantum number, and thus overtones 
are simply replaced by other overtones of the same character when 
shifting the 0–0 energy. As long as the gradient at the FC point is correct, 
and the Hessian matrix of the excited state is a reasonable description of 
the dominant modes, the computed spectrum will match the experiment 
in appearance. This insight basically applies to all cases for which the 
reorganization energy is so large that the adiabatic excited state mini-
mum is pushed to the edge/out of the FC region. 

Coming back to the Crt state properties, we find that the 2Ag state 
does not exhibit a crossing along the 1Bu gradient (in contrast to other 
Crts, like peridinin[5,60]). This indicates that the molecular coordinate 
stabilizing the 1Bu state is also energetically beneficial for 2Ag, actually 
even more so, as the energy gap between 1Bu and 2Ag increases. As such, 
the newer DFT/MRCI Hamiltonian gives more theoretical support for 
the fast 1Bu → 2Ag IC process in Crts than the older approach, as 1Bu and 
2Ag are found to be much closer in energy, up to degenerate in the case 
of Neo. State characters however are nearly unaffected by the similarity 
of the state energies. In the most extreme case, Neo, the bright state has 
86% single excitation character regardless of the Neo geometry. 2Ag 
does also not change much in composition, only increasing in multi- 
electron excitation character from 57% at the ground state to 63% at 

the excited state minimum structure. Apparently no state-mixing is 
present as was found for peridinin.[5,60]. 

4. Summary and conclusion 

We have computed, measured and discussed the spectroscopic 
properties of all Chls and Crts relevant to plant photosynthesis. The 
employed computational method, CAM-B3LYP, turns out to be less 
suitable for the actual electronic energies than anticipated. While being 
excellent at reproducing the vibrational properties of the investigated 
electronic states, the actual representation of Chl electronic state energy 
differences is unrealistic. For Crts, we find a better agreement with the 
experiments (as has already been shown earlier[13]). It appears that the 
approach to employ a combination of TD-DFT and a higher-level 
method, such as DFT/MRCI, remains the better way to go. This was 
also shown for Chl lately,[11] though not in combination with DFT/ 
MRCI. 

Another technical note: it was found that the VG/VH approaches 
may provide spectra that are only superficially correct. As long as the 
reorganization energy of a compound is large and not drastically 
underestimated due to a small gradient, the spectrum will likely appear 
to be fine. Great care thus must be taken by comparing the results of the 
predicted VG/VH 0–0 energies and the 0–0 energies of either experiment 
or a computed adiabatic minimum. The need to employ an AH check 
when doing VG/VH spectra drastically limits the usefulness of these 
approaches, as a main selling point (no need to optimize an excited state 
minimum) is not retained anymore. 

In terms of Crt photophysics, there is no computational indication 
that these compounds should exhibit any difference in their relaxation/ 
IC patterns. We observe slightly changed state energies between all Crts, 
and possibly interesting ways to retain BLA parameters with shorter 
chain length in the case of Neo. Thus, it remains the most likely theo-
retical assessment that Crts fulfill basically identical roles regardless of 
Crt type, with only slightly adjusted state energies. Our earlier proposal 
that the Zea to Vio exchange in LHCII upon light stress aims to reduce a 
potential 1Bu → Q transfer is supported by our results above [26]. Yet, 
the role of 2Ag remains not tractable by our computational approach. 
For consolidating experiment and theory, it would be crucial to assess 

Fig. 6. Jablonski diagrams of all studied Crts after nuclear (TD-)DFT relaxation of the ground state (black lines) or the brightly absorbing 1Bu state (blue lines). DFT/ 
MRCI single points (opaque, left) and TD-DFT single points (transparent, right) are shown. TD-DFT only for the 1Bu state due to method limitations. Oscillator 
strengths for transitions from the optimized state are given as solid arrows. 
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whether the 2Ag state is actually formed in vivo before excitation energy 
transfer to Chl(s). From a computational perspective, it appears much 
more likely that the 1Bu state, being a bright state, interacts readily with 
Qx (or even Qy). The only reason why this has so far not been considered 
is that the energy of 1Bu was located far above the Q band region, but we 
hope that this contribution finally shows that (a relaxed) 1Bu state might 
be much more flexible than that. A potential 1Bu/Qx interaction remi-
niscent of the pathways found for PCP[5,6,60] might be much more 
universal than currently assumed. 

For Chls, we find that all our approaches support the existence of an 
ICT state near the Soret states. The existence of this state must be 
corroborated and analyzed in more detail in further studies. Such a state 
might drastically improve B to Q (likely Qx) IC. 

CRediT authorship contribution statement 

Jan P. Götze: Conceptualization, Funding acquisition, Writing – 
original draft, Supervision, Validation. Florian Anders: Methodology, 
Visualization, Investigation. Simon Petry: Methodology, Visualization, 
Investigation. Jan Felix Witte: Methodology, Software, Visualization, 
Investigation. Heiko Lokstein: Conceptualization, Writing – review & 
editing, Validation, Investigation. 

Declaration of Competing Interest 

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influence 
the work reported in this paper. 

Acknowledgements 

This project was funded by the Deutsche Forschungsgemeinschaft, 
project number 393271229. H.L. acknowledges financial support by the 
Charles University Center of Nano- and Bio-Photonics (UNCE/SCI/010) 
and the Czech Science Foundation, GAČR (22-17333S). The computing 
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[26] J.P. Götze, D. Kröner, S. Banerjee, B. Karasulu, W. Thiel, Carotenoids as a Shortcut 
for Chlorophyll Soret-to-Q Band Energy Flow, ChemPhysChem 15 (15) (2014) 
3392–3401. 
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Spectra obtained with other QM methods 

 

 

Figure S1: Crt spectra (TD-FC broadened; vertical excitation as dashed line) computed with CAM-

B3LYP and various dispersion corrections, as well as with ωB97XD. Spectra are virtually identical and 

depend more on the choice of TD-FC approach (VG/VH) than on the density functional. 
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QM/MM vertical spectra for selected CP29 Chl residues 

 

 

Figure S2: Chl 606b vertical excitation spectra computed with CAM-B3LYP, as embedded in the 

protein matrix (green) and with the same geometry in gas phase (red) for the ground state (GS), the 

excited states Qy, Qx, Bx, By and a charge transfer state (CT). 
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Figure S3: Chl 607b vertical excitation spectra computed with CAM-B3LYP,  as embedded in the 

protein matrix (green) and with the same geometry in gas phase (red) for the ground state (GS), the 

excited states Qy, Qx, Bx, By and a charge transfer state (CT). 
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Figure S4: Chl 604a vertical excitation spectra computed with CAM-B3LYP, as  embedded in the 

protein matrix (green) and with the same geometry in gas phase (red) for the ground state (GS), the 

excited states Qy, Qx, Bx, By and a mixture of a charge transfer state (CT) with the By (mixed). Note that 

the optimization of both, By and the mixed state apparently end up in the same structure. 
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Modes removed from total sets in the VH approach 

 

Method Bcr Zea Vio Lut Neo 

CAM-B3LYP 58 33 55 31 32 

CAM-B3LYP w. GD3 34 10 31 35 34 

CAM-B3LYP w. GD3BJ 29 10 36 35 35 

ωB97XD 55 35 34 36 36 

 

Geometries 

Figure S5: Chl a (left) and b (right) CAM-B3LYP/6-31G* optimized structures in the gas phase for the 

ground state (colored), Qy (blue), Qx (red) and Bx (green). States are virtually identical in structure. 

 

Figure S6: Crt structures (top, left to right: Bcr, Zea, Vio, bottom: Lut, Neo) for the ground state 

(colored) and the 1Bu excited state (blue). Structures are virtually identical regardless of state. 
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NPL illustration 

 

Figure S8: Definition of the plane to obtain deviation from the planarity parameter. The plane is 

located at the center of the shortest connection between the NA-NC and NB-ND lines; with the plane 

perpendicular to the connection. 

 

Figure S7: Chl a 604 (left), Chl b 606 (middle) and Chl b 607 (right) CAM-B3LYP/6-31G* optimized 

structures embedded in the protein matrix for the ground state (colored), Qy (blue), Qx (red) and Bx 

(green), By (orange) and CT (purple). States are virtually identical in structure. 
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A B S T R A C T   

We investigate energy transfer pathways between strongly coupled chlorophylls (Chls) in the CP29 (LHCII B4.1) 
antenna complex of Pisum sativum, including the possibility of higher energy states. We test for the environmental 
effects caused by the protein, membrane and solvent using a hybrid QM/MM approach. Classical molecular 
dynamics simulations of the full CP29 complex embedded in a DOPC membrane have been performed, followed 
by calculations of the time dependent DFT spectra of all Chls at several timesteps. The relative orientations of 
transition dipole moments (TDMs) were specifically analyzed, including and excluding the point charge field 
(PCF) of the surrounding environment. 

The PCF is found to drastically shift the spectra of specific Chls, while the majority of Chls is mostly unaffected. 
The net effect on the sum spectrum is however found to be negligible: The few strong changes in Chl spectra 
cancel each other due to being opposite in sign. We further find that the spectra of the Chls coordinating to water 
show a blue shift upon introduction of the environment. Conversely, the spectra of the Chls coordinating to 
glutamine show a red shift upon activation of the PCF. 

As the main influence of the PCF for tuning the couplings, we identify the energetic position of the individual 
chromophores. The fine-tuning, especially for states energetically above the Qy state, is however controlled by 
the changes in the TDM orientations. We also find an indication for the PCF to steer potentially harmful high 
energy excitations away from the PSII core complex.   

1. Introduction 

Photosynthesis represents a highly complex network capturing sun-
light and converting it into various different carriers of chemical energy, 
while producing oxygen as a by-product. An essential part of this 
photosynthetic machinery is represented by the light-harvesting com-
plexes (LHCs), pigment binding proteins acting in different roles as 
antennae [1,2] and “conductors” [3–5]. It can be assumed that the closer 
these complexes are to the PSII core, the stronger is the focus on the 
transport function vs. the harvesting function [1]. Although photosyn-
thesis has been known for about two centuries and has been compre-
hensively studied from both experimental and theoretical views [6,7], 
the flow of high-energy excitations in biological LHCs is still not fully 
understood. While chlorophylls (Chls) strongly absorb in the blue 
spectral region, most models represent this simply via a fast internal 
conversion (IC) to lower excited states. This is likely an over-
simplification, as the Chls are strongly coupled. The resulting pathways 
may have implications for experiments that involve other blue light 
absorbers such as carotenoids. 

Improved measurement techniques like X-ray diffraction and elec-
tron microscopy have recently provided high-resolution structures of 
PSII and the surrounding antenna complexes. This information is 
essential to understand the system, because the protein matrix de-
termines the organization of the pigments by stabilizing the binding 
pigments [8]. Furthermore, the flexibility of the protein allows different 
stable conformations, which tune the optical properties of the pigments. 

The antenna complex CP29 [9,10], which is part of the PSII super-
complex and present in plants and green algae, contains 14 Chls (ten 
Chls a and four Chls b) as well as 3 carotenoids (neoxanthin, lutein and 
violaxanthin) [11,12]. The secondary and the tertiary structure of CP29 
is very similar to the major LHC of PSII (LHCII), it however does not form 
a trimer as LHCII does. As these systems are highly complex and adjusted 
to their environmental conditions, protective mechanisms have evolved 
to adapt to different incoming light conditions. Dynamic quenching 
mechanisms may deactivate the underlying Förster resonance energy 
transfer (FRET), which represents transition dipole moment (TDM) in-
teractions between the different Chls. The singlet-excited Chls are thus 
quenched before they can convert into triplet states by this protective 
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mechanism. 
Computational modelling of these complexes is challenging: Molec-

ular mechanics (MM) force fields are not accurate enough to describe 
their mostly electron-based mechanisms and, on the other hand, the 
protein-chromophore complexes are too large to be described by 
quantum mechanics (QM). Fortunately, hybrid methods are available to 
describe a specific portion on a QM level and the large remainder using a 
less expensive MM approach (QM/MM) [13,14]. QM/MM combines the 
accuracy and bonding flexibility of the QM approach with the possibility 
of calculating the complete system using the MM methodology. 

For Chl, the description using QM/MM is necessary, as the spectro-
scopic properties can only be obtained via a proper QM description. 
Graczyk et al. have shown that various Chl spectra can be well repro-
duced using the combination of the density functional CAM-B3LYP 
[15,16] with a 6-31G(d) basis [17]. Chl in LHCII systems was also 
treated using CAM-B3LYP by our previous work [5,18–20]. The Chl 
properties regarding their lowest energy states (the Q band, or the two 
lowest excited singlet states) have been in the context of light harvesters 
and CP29 described before [12]. However, in the context of the high 
energy states (Soret band, or the blue states higher than the Q band), we 
need to develop new approaches to analyze potential pathways due to 
the much higher number of involved donor (site/state)-acceptor (site/ 
state) possibilities. It is thus the purpose of this article to provide a first 
venture into the potential energy exchanges between all optical states of 
Chls. 

2. Experimental methods 

2.1. MD setup 

The high-resolution electron microscopy structure of a stacked 
C2S2M2-type PSII-LHCII supercomplex from Pisum sativum (pdb entry: 
5XNL, res. 2.7 Å) resolved by Su et al. [21] was used to obtain the 
structure of CP29. The complex was embedded in a double layer mem-
brane consisting of 445 1,2-dioleoyl-sn-glycero-3-phosphatidylcholine 
(DOPC) lipid molecules. DOPC membranes have been used to represent 
the thylakoid membrane in a simplified way [22]. The area per lipid was 
0.769 nm2, which is comparable to the experimental results of a DOPC 
membrane with 0.725 nm2 [23]. The system was neutralized using 
twelve potassium ions. 

MD simulations were performed using the GROMACS simulation 
package 2018.6 [24]. After an energy minimization, a short NVT 
equilibration phase of 100 ps followed by a longer NPT phase of 1 ns, we 
performed a MD simulation with 50 million steps. For all dynamics, a 
time step for integration of 2 fs was employed. The AMBER99SB*-ILDNP 
forcefield [25] has been used for the proteins and lipid11 [26] for the 
lipids. For the Chls and the carotenoids the set of parameters is reported 
in ref. [27–29]. The production run was performed in a NPT ensemble at 
T = 300 K using leap-frog integration [30] and the TIP3P water model 
[31]. The procedure is oriented on the publication of Jurinovich et al. 
[12] which studies the low energy bands of the system. 

2.2. QM/MM setup 

The QM/MM calculations were performed with the gmx2qmmm 
interface [14] using Gaussian 16 [32] and the GROMACS simulation 
package 2018.6 [24]. From the MD simulation, 11 snapshots were taken 
at every 5 ns beginning at 50 ns to obtain the initial structures of the 
QM/MM ensemble. From each snapshot, each of the 14 Chls was used as 
center of a separate, 4-layered QM/MM calculation. Layers were, 
starting from the inside: The QM layer, which is optimized the CAM- 
B3LYP/6-31G* method/basis set [15–17]; the inner layer, which is 
optimized on the same force field level as in the MD simulation, but is 
subdivided in a non-frozen (active layer) and a frozen part; and an outer 
layer, which is a fully not interacting and frozen area. The last layer is 
kept allowing the original MD run files to be used for consistency 

between the MD and QM/MM calculations. 
The QM-layer consisted of a Chl with the phytyl chain cut at the first 

carbon‑carbon bond after the ester group, and the magnesium coordi-
nating residue, if present within a cutoff radius of 0.3 nm. To ensure a 
consistent approach, we kept this cutoff radius even for those Chl ge-
ometries which result in carotenoids as Mg-coordination partners or no 
coordination at all. However, these cases are not used for our analysis 
because the interaction of Chl with carotenoids will not be part of this 
study. A list of the coordinating groups can be found in the Supporting 
information (SI). 

The inner (interacting) layer included all atoms within a range of 4 
nm with respect to the Chl's magnesium ion. The active region, namely 
all residues, solvent molecules and ions within a range of 0.3 nm of QM 
layer atoms, was optimized using a steepest descent algorithm (force 
tolerance: 100.0 kJ/mol/nm, step size 0.01 nm, 3 nm radius of non- 
bonded partner list). To further reduce computational costs all solvent 
molecules with a distance larger than 2 nm to the magnesium of the QM 
Chl were removed from the system beforehand. 

After QM/MM optimization, the structures were used for TD-DFT 
[33] calculations of the first twelve lowest states to simulate vertical 
absorption spectra. The TD-DFT calculations were performed twice, 
once including and once excluding the PCF obtained from the QM/MM 
procedure, to study the impact of the protein environment. Note that 
due to our model only including CP29, the QM/MM optimization and 
TD-DFT calculation of Chl 616, which is at the interface between CP29 
and the PSII CP47 antenna, were based on the crystal structure to retain 
a realistic orientation. 

2.3. Coupling analysis 

There are various advanced coupling schemes available which have 
been applied to light harvesting systems [34,35]. However, we seek to 
employ a simple scheme that is easily expanded for multiple states as 
well as can be separated easily into the components of relative state 
energies, chromophore distance and orientation. Therefore, to get a first 
impression of the low and high energy state chromophore coupling, the 
square value of the orientation factor κ was calculated (see below). This 
restriction of our analysis arises from the fact that we show in the 
beginning of our results section (see below) that one cannot trust the 
calculated spectra to the extent of being exact in terms of the full spectral 
envelope. Therefore, it is not possible to compute the spectral overlap of 
the donor emission spectrum and the acceptor absorption spectrum, 
which would complete a full Förster treatment of the coupling. We thus 
only include κ2 and assume unity for absorption/emission overlap. We 
also aim to use the results of this study for comparison with inter- 
complex coupling studies for which Förster transfer is the only feasible 
mechanism. 

The orientation factor κ, a measure for the possibility of FRET 
interaction kET, is defined as: 

kET ∼ κ2 (1)  

κ = μ̂D⋅μ̂A⏟̅̅ ⏞⏞̅̅ ⏟κ1

− 3(μ̂D⋅R̂)(μ̂A⋅R̂)
⏟̅̅̅̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅̅̅̅ ⏟κ2

(2) 

With the normalized TDMs μ̂i and the inter-chromophore displace-
ment R̂, κ2 can range between 0 and 4. The approach also has the 
advantage that the uncertainty about the TDM sign in TD-DFT is of no 
relevance due to the squaring of κ. While the TDM orientation for the Q 
band states is known, it becomes much more uncertain for the case of the 
Soret states or for large distortions by the PCF. 

Our QM/MM scheme combined with above approach yields a series 
of interaction matrices, in total 1848, for 12 excited states × 14 Chls ×
11 frames, minus 288 frames/Chl combinations that were removed due 
to structural criteria mentioned above. The complete set of 1428 inter-
action matrices was obtained once for the QM/MM situation (with PCF) 
and once for the gas phase situation (no PCF). Each matrix represents the 
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interaction of a donor (site/state) of a specific frame with all states of all 
other Chls. 

While the matrices described above deliver a statement on the gen-
eral possibility to enter a target state for a specific MD frame, we 
required an overview on the full MD trajectory. We thus devised a 
Boolean matrix that is true for all cases for which κ2 is higher than the 
average value κ2 at the dynamic limit, where the rotation of the chro-
mophores is faster than the lifetime of the excited state (κ2 > 2/3). Also, 
the donor energy of that specific frame must be higher than the energy of 
the acceptor for the entry to be “true”. These Boolean matrices thus 
represent the possibility of downhill energy transfer with high proba-
bility for a given frame. 

To obtain the picture on all frames from the MD trajectory, the 
Boolean matrices were summarized to form count matrices which 
represent the number of “true” counts for each donor/acceptor combi-
nation, effectively reducing the matrices from 1560 to 168 and at the 
same time representing all frames in one matrix. Due to the simplicity of 
our coupling model and the statistically low number of QM/MM frames, 
we decided to restrict our analysis to the differences between the PCF 
and gas phase by subtracting the count matrices for both cases. These 
difference matrices are the main product of our Förster-type analysis and 
represent how much the electrostatic part of the protein environment 
favors (positive values) or disfavors (negative values) a specific donor/ 
acceptor interaction. A short “recipe” for the interaction matrix is (I) 
calculate κ2 for each chromophore interacting with all other chromo-
phores, (II) calculate a Boolean matrix that is true, if the energy crite-
rium is fulfilled (ED > EA) and the threshold criterium is fulfilled (κ2 > 2/ 
3), (III) summarize all Boolean matrices of each frame, (IV) subtract the 
gas phase sum matrix from the PCF sum matrix. 

To facilitate analysis of the Chl couplings, we created arbitrary 
clusters of Chls. As indicated in Fig. 1 we chose to divide the CP29 Chls 
in a stromal and a lumenal cluster on the PSII-oriented side (PSII-L and 
PSII-S clusters) and in a stromal and a lumenal cluster oriented towards 
LHCII (LHCII-L and LHCII-S clusters), while the Chl 602, 615, 608 
remain ungrouped. The clustering is (only) based on the relative prox-
imity of the Chls towards each other and the neighboring protein com-
plexes. The PSII-S/PSII-L/LHCII-S/LHCII-L clusters are indicated by the 
blue/green/red/yellow boxes in the difference interaction matrices 

shown throughout the paper. 

3. Results 

3.1. Optical spectra 

The resulting sum spectra adding up all QM/MM frames for the in-
dividual Chls are shown in Fig. 2 beginning with the ten Chl a, followed 
by the four Chl b and ending with the sum of all of them as well as the 
experimental spectrum in grey [36]. To account for the method-intrinsic 
error of CAM-B3LYP, the theoretical spectra are shifted 299 meV to 
lower energies, which corresponds to the difference of the Q band 
maxima of the sum and the experimental spectrum. 

Comparing the gas phase to the PCF situation, each spectrum is 
influenced differently, which is reasonable due to the environment being 
different for each case. Shifts are found however to be similar in quality, 
though not quantity, for Soret and Q band for the individual Chls, 
showing that the PCF acts in a state-specific manner in terms of the 
extent of the shifts. Though some Chl spectra are shifted significantly 
upon introduction of the PCF (e.g., Chl a 610), gas phase and PCF sum 
spectra are very similar. This is due to only few Chl spectra shifting 
strongly, and those that do, shift with opposite signs (e.g., Chls b 606 & 
607 red vs. Chls b 608 & 614 blue), virtually canceling each other. This 
might indicate that despite individual shifts being beneficial for 
coupling (see next section), retaining the “unbound” sum spectrum 
could be beneficial. 

In Fig. 2, two systematic shifts can be identified (see SI for overlap 
spectra and shift calculation). Those can be attributed to the Chl coor-
dination, namely water or glutamine, despite these residues being pre-
sent in both PCF and gas phase calculations. A Chl a (604) and two Chls b 
(608, 614) are coordinated to a water molecule and show a red shift 
going from vacuum to PCF. The shift is − 6, − 22, − 6 meV (604a, 608b, 
614b) for the Q band and − 36, − 159, − 50 meV (604a, 608b, 614b) for 
the Soret band. The overall shift is larger than for the Q band and thus in 
accordance with our statement above that the PCF has a stronger effect 
on the Soret band. 

Conversely, Chls a (602, 609, 610) and Chl b (606) are coordinated 
to glutamine, and their spectra are all blue shifted when including the 
PCF. The shift is +15, +13, +32, +44 meV (602a, 609a, 610a, 606b) for 
the Q band and +62, +112, +154, +43 meV (602a, 609a, 610a, 606b) 
for the Soret band. Again, we find a stronger effect on the Soret band 
than on the Q band, this will be shown in even more detail at the end of 
the next section. For glutamine, it can be expected that due to the strong 
charge of the coordinating residue, the omission of the environment in 
the gas phase has an adverse effect on the ground state energy, leading to 
the observed blue shift when re-introducing the PCF. 

3.2. Energies 

Table 1 shows the comparison of the average Qy state energies of the 
fourteen Chls with previous work. Our calculated average Qy state en-
ergies are blue shifted on average by +0.196 eV, +0.284 eV, +0.121 eV 
compared with the site energies of Jurinovich et al. [12], Mascoli et al. 
[3], Maity et al. [37], respectively. 

The comparison with the Chl site energies of Mascoli et al. [3] shows 
two major differences in the energetic order. Our excitations arising 
from Chl 603 and 609 are higher in energy, possible due to the spatially 
close Chl 616, which is not covered in the work of Mascoli. Furthermore, 
we predict the Chl 615 excitation to be lower in energy. Apart from these 
differences, the energetic order within the presented clusters is identical 
to the findings of Mascoli et al.; i.e., EQy(603) < EQy(609) in PSII-S, 
EQy(613) < EQy(614) in PSII-L, EQy(611) < EQy(610) < EQy(612) in 
LHCII-S and EQy(604) < EQy(607) < EQy(606) in LHCII-L. 

Compared to the computational results of Jurinovich et al. [12], our 
results do not match the experimental excitation energies as well in 
absolute terms. However, as we have seen in the last paragraph that the 

Fig. 1. Last frame of our CP29 MD trajectory, only showing the protein back-
bone and Chl a/b (cyan/green) core ring atoms. Chl labelling as in the original 
structure. Mg ion associated colours (near LHCII/PSII, lumenal: yellow/green; 
stromal: red/blue; grey: unclustered) indicate Chl groups as used for 
coupling analysis. 
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energetic order is reproduced well for the Chl clusters by our approach. 
It thus appears that a QM/MM optimization of the Chl and its environ-
ment is necessary to obtain the correct energetic hierarchy. Non-QM/ 
MM optimized structures from earlier work seem to deliver a more ho-
mogenous picture of the Qy states. As for the match in absolute values, it 
is well known that vertical energies need to be slightly blue shifted [38]; 
also, in our case here, the blue shift is appearing after stabilization of the 
ground state due to the QM/MM optimization. 

The site energies of Maity et al. [37] are closer to the results of our 
study but display a different state order. The energetic order of Maity 
et al. within our clustering scheme shows slight differences: EQy(603) =
EQy(609) in PSII-S, EQy(610) < EQy(611) < EQy(612) in LHCII-S and 
EQy(604) < EQy(606) < EQy(607) in LHCII-L. 

As described above, the PCF has a crucial influence on the energetic 

position of the Chl excitations. Fig. 3 shows this influence by comparing 
the Qy and Qx state energies with PCF and in the gas phase for the in-
dividual clusters. For Qy, we observe only minute changes, mostly 
affecting Chl 606 and possibly 610; for Qx, however, changes are most 
more pronounced and affect all presented Chl clusters. 

We further show in Figs. 4 and 5 the effect of the PCF on the Soret 
state energies, namely the lowest two excitations. This region is obvi-
ously much more responsive to a change in environment, which might 
be related to an energetically charge transfer (CT) state mixing with the 
bands. The existence of this CT state is so far dependent on the 
computational method employed and experimentally not covered. 
However, we find that even states with low CT character in the Soret 
band will respond much stronger than Q band states to a change in PCF 
(state character analysis not shown); only few states remain unaffected 
when changing the environment. This was also found already for 
another system, for which the environment had a much stronger impact 
on the Soret band than on the Q band [14,20]. We thus decided to 
analyze the effects of the PCF on the coupling between Chl states 
including the whole Chl UV/Vis spectrum (Q and Soret bands). 

3.3. Transition dipole moment 

For all difference interaction matrices, we find that the interactions 
within each cluster are for most only weakly influenced by the PCF. 
Small changes of ±2 counts are observed, apart from a few notable ex-
ceptions. The cluster-cluster interaction is more affected by the PCF, 
which enables us to identify trends for clusters to act as donor or 
acceptors. 

3.3.1. Qy state 
For the Qy state, shown in Fig. 6, the donor role of the PSII-S cluster is 

enhanced by 7.0 counts on average per Chl. This Chl triad shows 

Fig. 2. Comparison of TD-CAM-B3LYP/ 
6-31G* sum spectra of all QM/MM 
frames for each individual CP29 Chl a/b 
molecule (labelled 608–616, located in 
chain “r” of the crystal structure with 
PDB identifier 5XNL [21]), including 
their coordinating residue. Bottom 
spectrum is sum over all Chls (full CP29 
spectrum). Green line: spectra with PCF; 
red line: spectra in gas phase. Lowest 12 
excited states shown, Gaussian broad-
ened (7.5 nm FWHM). The bottom 
spectrum also shows the experimental 
spectrum of CP29 [36] as grey area. The 
theoretical spectra are shifted by 299 
meV to higher wave lengths to match 
the experimental Qy excitation.   

Table 1 
Comparison of the average site energies (eV) along the MD trajectory with the 
works of Jurinovich et al. [12], Mascoli et al. [3] and Maity et al. [37].  

Chl Jurinovich Maity Present work Mascoli (exp.) 

602a 1971 2057  2.158 1862 
603a 1973 2060  2.170 1862 
604a 1969 2034  2.176 1901 
609a 1958 2060  2.190 1868 
610a 1975 2028  2.172 1869 
611a 1976 2041  2.145 1862 
612a 1974 2060  2.187 1873 
613a 1971 2034  2.168 1872 
615a 1986 2050  2.118 1.887 
616a – –  2.209 – 
606b 2042 2082  2.262 1999 
607b 2035 2107  2.237 1947 
608b 2037 2163  2.253 1987 
614b 2.046 2111  2.228 1.980  
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individual Chls with heterogenous changes in donor activity. Chl 609 is 
enhanced acting as a donor by 13 counts, noting that 6 counts are arising 
from changes towards the PSII-L cluster, especially towards Chl 604 with 
4 counts. As Chl 616 is based on the X-ray coordinates, this needs to be 
taken with caution. 

The donor role of the PSII-L cluster is suppressed by 6.7 counts on 
average per Chl. Chl 604 is exclusively suppressed acting as a donor by 
− 10 counts and at the same time, its acceptor role is suppressed by − 9 
counts. 

The LHCII-oriented clusters are less affected, except Chl 610 of the 
LHCII-S and Chl 614 of the LHCII-L cluster. While the acceptor role Chl 
610 is enhanced by 8.0 counts and the donor role is equally enhanced/ 
suppressed by 5.0/− 8.0 counts, the acceptor role of Chl 614 is sup-
pressed by − 13.0 counts and its donor role is exclusively enhanced by 
12.0 counts. 

Apart from the general assessment above, we refrain from a further 
case-by-case analysis as the number of interactions is still large. How-
ever, comparing Fig. 6A and B shows that the Chls are mainly unaffected 
by the orientation of the TDMs, as the energetic order remains constant 
between PCF and gas phase. We find that Chl 610 is mostly affected by 
the relative energetic position, as its enhanced donor role only appears 
when taking the energy shift into account. Conversely, Chl 614 is also 

improving as acceptor due to the energetic position. However, most 
changes we observe in the full scheme Fig. 6A do not appear in the TDM- 
only scheme and are thus originating from the energetic changes be-
tween PCF and gas phase. 

3.3.2. Qx state and Qx/y interactions 
In comparison to the Qy state, the Qx state can energetically downhill 

donate to the Qx and Qy state. The theoretically possible Qy → Qx 
arrangement was not found in our data set. The internal interactions 
within each cluster are more strongly affected by the PCF compared to 
the Qy case but remain weak: The interactions within the clusters 
themselves only show small enhancements/suppressions of 1.6/− 1.0 
counts per cluster. 

For the Qx-Qx state interactions, the donor role of the LHCII-L cluster 
is suppressed by − 9.0 counts on average per Chl, while its acceptor role 
is enhanced by 14 counts on average per Chl in the cluster. This also 
applies for the unclustered, stromal Chls with an average suppression of 
their donor role by − 10.6 counts and an average enhancement of the 
acceptor role by 12.6 counts per Chl. The PCF is shifting the energies of 
the Q band states of LHCII-L Chls 613a, 614a and of the unclustered Chls 
615a, 608b to lower energies (− 8, − 16, − 47, − 37 meV) making these 
states more accessible as acceptors. The Q states of Chl 602 are averagely 

Fig. 3. Chl vertical excitation energies in the Qy (bottom) and the Qx (top) region including PCF (A) and in gas phase (B) using the introduced colour code for the 
clusters (PSII-S: blue, PSII-L: yellow, LHCII-S: red, LHCII-L: green). The thick line of for each Chl/state corresponds to the average energy along the 100 ns MD 
simulation with their corresponding standard deviation as grey vertical range bar. 
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shifted by 21 meV to higher energies. Although the shifts on the 
unclustered Chls are inverse to each other the effect on their acceptor 
and donor role is similar: The donor roles of 602 and 608 are suppressed 
by − 10 and − 9 counts. The emission of 615 is suppressed by − 13 
counts, especially towards the Chl 609 of the PSII-S cluster by − 6 counts. 

The donor role of the PSII-S cluster is enhanced by 14 counts on 
average per Chl, while its acceptor role is suppressed by − 12.3 counts on 
average per Chl. However, the picture of the individual Chls is different 
and just the donor role of Chl 603 is similarly enhanced/suppressed by 
4/− 7 counts. The donor roles of Chls 609/616 are enhanced by 21/17. 
At the same time, the acceptor role of the Chls 609/616 are suppressed 
by − 22/− 12. 

In the PSII-L cluster, Chl 606 is most affected by the PCF. The donor 
role is enhanced by 16 counts and the acceptor role is suppressed by − 23 
counts. In the LHCII-S cluster, a similar situation applies for the Chl 610 
with an enhanced donor role by 11 counts and a suppressed acceptor 
role by − 12 counts. 

Adding the Qx-Qy interaction to the Qx matrix (see Fig. 7), only small 

changes to the picture arising from Qx alone can be identified. We find 
that some effects that were observed for the Qy state interactions 
translate into the Qx-Qy state picture: Especially the increases and de-
creases in the acceptor role Chl 614 with various partners was already 
displayed for the Qy state and is analogously found for Qx-Qy transitions. 
A new strongly controlled interaction set is found for Chl 613 as 
acceptor, which appears only when looking at Qx-Qy transitions, indi-
cating that Chl 613 may be a primary Qx acceptor for specific Chl 
residues. 

3.3.3. Soret band (Bx state) 
We analyze the Soret band analogously to the Q band. This assumes 

that the Soret band consists only of two relevant states (Bx and By); also, 
we do not consider B-Q energy transfer to not venture into the discussion 
which photophysical process is faster (internal conversion or energy 
transport). Considering only the B states, we assume that the corre-
sponding states are close in energy and character to at least provide 
competition between these processes. 

Fig. 4. Chl vertical excitation energies in the Bx region (third TD-DFT excited state) including PCF (A) and in gas phase (B) using the introduced colour code for the 
clusters (PSII-S: blue, PSII-L: yellow, LHCII-S: red, LHCII-L: green). The thick line of for each Chl/state corresponds to the average energy along the 100 ns MD 
simulation with their corresponding standard deviation as grey vertical range bar. 

Fig. 5. Chl vertical excitation energies in the By region (fourth TD-DFT excited state) including PCF (A) and in gas phase (B) using the introduced colour code for the 
clusters (PSII-S: blue, PSII-L: yellow, LHCII-S: red, LHCII-L: green). The thick line of for each Chl/state corresponds to the average energy along the 100 ns MD 
simulation with their corresponding standard deviation as grey vertical range bar. 
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For the Bx state, the LHCII-L cluster's acceptor role is enhanced by 
10.5 counts per Chl, while the donor role is suppressed with − 11.5 
counts per Chl. The donor role of the PSII-S cluster is enhanced by 7 
counts on average per Chl. This includes 9 counts of the PSII-S-LHCII-L 
cluster interaction. However, this is mainly related to the Chl 609, whose 
donor role is enhanced by 12 counts including 6 counts of the Chl 609a- 
615a interaction. The LHCII-S cluster is similar and shows an increased 
donor role with 19 counts per Chl, especially towards the non-clustered 
Chls. This is related to a red shift of the Bx states of the LHCII-L cluster 
and a blue shift of the Bx states of Chl 602, 609, 610, 611, as Fig. 8 shows 
that energy shifts are required for these interactions to appear. 

Within this framework, Chl 610 is the most affected by the PCF; its 
donor role is enhanced with 39 counts and its acceptor role is suppressed 
by − 25 counts. Again, this is mainly due to the energetic position, as the 
energetic position is too low without PCF for the state to act as a donor. 
The donor role of the PSII-L cluster is suppressed by − 8.3 counts on 
average per Chl. While the acceptor role of Chl 606 is suppressed with 
− 21 counts and the acceptor role Chl 607 is equally enhanced/sup-
pressed with 7/− 15 counts on average per Chl, the acceptor role of Chl 
604 is solely enhanced by 13 counts including 6 counts of interaction 
with Chl 610. The non-clustered Chl 615a and 608b show an enhance-
ment of their acceptor roles and a suppression of their donor roles. 
However, it is the opposite for Chl 602, which is related to a blue shift of 
the Bx state of Chl 602 and a red shift of Chl 615 and Chl 608. 

Comparing Fig. 8A and B shows that the Bx is much more affected by 
the orientation of the TDMs than the Q band. E.g, like the Qy state, Chl 
610 is in parts controlled by the relative energetic position; its enhanced 
donor role only appears when taking the energy shift into account. But 
the orientation of the TDMs plays a significant role for Chl 610: While 
not accounting for the energies (see Fig. 8B), the effect of supporting Chl 
610 as a donor turns into that of supporting Chl 610 as an acceptor; but 
the corresponding changes in TDM orientations remain the same 
regardless, as the pattern stays the same (see Fig. 8A). Furthermore, the 
enhancements/suppressions of the interactions of the PSII-L cluster Chls 
606b and 607b are mainly defined by the orientation of the TDMs and 
not by the changes in relative energetic position. 

Like in the Qy state, the PSII-L cluster is suppressed to act as donor. In 
contrast to Qy, however, the acceptor role of PSII-L for Bx is suppressed 
as well, making it less likely to accept Bx energy from any cluster. We 
have seen above that for the Qy state, PSII-L was at least enhanced to 
accept energy from the non-clustered Chls and the PSII-S cluster. 
Furthermore, the suppression of the acceptor role of the PSII-L cluster is 

not only related to an energetic shift rather to a change of the TDM 
orientation. 

Generally, Bx energy is apparently steered to remain in the stromal 
side of CP29. There might be a slight preference of leaving the stromal 
side to the LHCII-L cluster, which already acted as a weakly supported 
acceptor in the Q band regime for all other clusters. 

3.3.4. Soret band (By state and By/x interactions) 
The By state also shows some enhanced effect of the PCF within 

clusters, in contrast to the other discussed states. Furthermore, for the By 
state the clusters do not show uniform enhancement/suppression of a 
specific role. The donor roles of the Chls 602a, 609a, 610a and 606b are 
enhanced by the PCF by 23, 65, 34 and 11 counts, respectively. It must 
be mentioned that especially the donor role of Chl 609 is enhanced by 65 
counts, which is different for the Bx state. 

The acceptor role of the PSII-L cluster is more enhanced by 20.3 
counts on average per Chl compared to the Bx state. The acceptor role of 
Chl 610 is suppressed by − 34 counts. This is similar for the Bx and Qx 
states, but contrary to the Qy state. This can, again, be assigned to the 
massive shift in energy. Still, even though the actual role (donor/ 
acceptor) of the Chl 610 B band is very much dependent on the PCF and 
the corresponding state energies, we find in Fig. 9D interactions that are 
suppressed via TDM orientation; most prominently Chl 604 By is 
completely TDM-suppressed when trying to donate to the Chl 610 B 
band, regardless of Bx or By. 

Other small changes can be identified when also taking the By-Bx 
interaction into account. For example, Chl 615 shows an enhancement/ 
suppression of the donor role with 7/− 13 counts and of the acceptor role 
with 36/− 7 counts, while the exclusion of Bx shows an enhancement/ 
suppression of the donor role with 10/− 9 counts and of the acceptor role 
with 26/− 3 counts. Both states are red shifted by 67 meV. This makes 
Chl 615 more similar to 608 including the Bx interactions and more 
similar to 602 excluding these interactions. The PSII-S, PSII-L and LHCII- 
L cluster do not change qualitatively, except that the acceptor role of 606 
(PSII-L cluster) is less enhanced and more suppressed, while the acceptor 
role of and 607 is more enhanced. The behavior of 609 is reinforced with 
a suppression of its acceptor role with − 38 counts and an enhancement 
of the donor role with 108 counts. Generally, the Chl 609 may be 
essential for By steering due to its donor role being strongly supported by 
the PCF. 

Fig. 6. PCF-vac. interaction matrix for the Qy state. A: including both the TDM orientations and energy shifts; B: only accounting for changes in TDM orientation.  
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4. Conclusion 

In this study, we have presented the effect of QM/MM optimization 
and the electrostatic environment on CP29 Chl spectra. We have 
employed a simplified Förster scheme to tackle the vast number of 
possible energy transitions when including also energetically higher 
states. It might be possible to use this scheme also for obtaining explicit 
coupling strengths, but our statistical basis in this work does not suffice 
for this application. By increasing the number of frames, the energy 
pathways should be clearly defined. 

With the presented difference interaction matrices comparing the 
interaction in a protein matrix and in vacuum, we can identify whether 
interactions are suppressed or enhanced by the PCF and whether the role 
of a Chl or a cluster of Chls acting as donor or acceptor changes. For 
example, we have shown that the lumenal LHCII-oriented Chls (LHCII-L 
cluster above) mainly act as acceptors for any kind of state, and most 
Chls in the system; most prominently however for the Soret band energy. 
Primary donor Chls (or rather, Chls for which the PCF shifts the role 
more to being donors) were found to be, for Qy/x, the stromal PSII- 
oriented Chls. While the neighboring, stromal, ungrouped Chls have 
shown a donor character for the Qy, they act as acceptors for Qx. At first 

glance, this seems to be counterintuitive at first w.r.t. energy transfer to 
the PSII core complex from the stromal Chls of CP29. It becomes how-
ever much less problematic when realizing that their preferred acceptor 
partners are simply other stromal Chls, even more so than the LHCII-L 
cluster. We find that the presence of the PCF preferentially supports 
the lumenal PSII-oriented Chls as acceptors for Qy (and Bx) energy. Yet 
for the Q band in general, the stromal Chls seem to be the preferred 
transfer target. 

This picture is somewhat different for the Soret band. While our data 
may be affected by the presence of potentially artificial intramolecular 
CT states, we can still see that the donation between stromal Chls is still 
given, although to a weaker extent. For Soret, however, the mentioned 
LHCII-L cluster becomes the primary acceptor, spatially distant from 
both stromal Chls and PSII. Since it is known that Soret excitations 
reduce the life time of the PSII core complex [39], removing these in-
teractions from the stromal Chl ring appears beneficial. 

This may reveal the evolutionary origins and the functional rele-
vance of the CP29 acting as “conduit”. To confidently state this, we 
currently investigate the interactions with the present carotenoids as 
well as the inter complex interaction. Furthermore, the analysis of the 
protein matrix represented by the PCF showed that the absorption 

Fig. 7. PCF-vac. Interaction matrices of (A) Qx-Qx interactions only and (C) Qx-Qx/y interactions. Schemes neglecting the energy shift (TDM only) also presented 
(B, D). 
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Fig. 8. PCF-vac. interaction matrix for the Bx state. A: including both the TDM orientations and energy shifts; B: only accounting for changes in TDM orientation.  

Fig. 9. PCF-vac. Interaction matrices of (A) By-By interactions only and (C) By-By/x interactions. Schemes neglecting the energy shift (TDM only) also presented 
(B, D). 
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spectrum of all Chls is unaffected during the MD simulation, while the 
individual Chl spectra are shifted depending on the coordinating 
molecule. We identify the main influence for the couplings is indeed to 
be found in the energetic position of the individual chromophores 
depending on the presence of the PCF, but the fine-tuning especially for 
the Soret states is controlled by the changes in the TDMs. 
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Coordination 

Table 1: Coordinating residues within the QM-region for the investigated snapshots along the MD simulation, whereas the 

abbreviation BB stands for backbone and MEM for membrane. The order of the Chls is similar to the introduced clustering. 

 a602 a603 a609 a610 a611 a612 a613 a615 a604 b606 b607 b608 b614 

50 /ns GLU HIS GLU GLU LHG HIS none BB SOL GLU - SOL SOL 

55 /ns GLU HIS GLU GLU LHG HIS none BB SOL GLU - SOL - 

60 /ns GLU HIS GLU GLU LHG HIS none BB SOL GLU MEM SOL SOL 

65 /ns GLU HIS GLU GLU LHG HIS none BB SOL GLU SOL MEM SOL SOL 

70 /ns GLU (ARG) HIS GLU GLU LHG HIS GLN BB SOL GLU MEM SOL SOL 

75 /ns GLU (ARG) HIS GLU GLU LHG HIS GLN BB SOL GLU MEM SOL SOL 

80 /ns GLU (ARG) HIS GLU GLU LHG HIS GLN BB SOL GLU MEM SOL SOL 

85 /ns GLU (ARG) HIS GLU GLU LHG HIS GLN BB SOL GLU SOL MEM SOL SOL 

90 /ns GLU HIS GLU GLU LHG HIS GLN BB SOL GLU SOL MEM SOL SOL 

95 /ns GLU HIS GLU GLU LHG HIS GLN BB SOL GLU SOL MEM SOL SOL 

100 /ns GLU (ARG) HIS GLU GLU LHG HIS GLN BB SOL GLU - SOL - 

 

  



Optical spectra 

Like indicated in the main article, vertical absorption spectra were simulated using TD-DFT 

calculations, once including and once excluding the PCF. Since the individual bands consist of more 

than one state, it is not trivial to assess the actual shift between gas phase and PCF for the Q and Soret 

regions as a whole. To quantify the shifts of the Q and Soret band, we employed the quasi-Newton 

method of Broyden, Fletcher, Goldfarb, and Shanno (BFGS).[1–4] The method was used to shift the 

computed bands for the two cases (gas/PCF) onto each other resulting in a shift value for each band. 

These values are selectively presented in the main article, e.g. Chl 604a shows a red shift going from 

vacuum to PCF of -6/-36 meV for the Q/Soret band, in the context of shifts resulting from different 

Chl ligands. As the optimization criterion, the root mean square error of the difference of the 

intensities was minimized. Find below exemplary plots of the (histidine coordinated) Chl 603 

calculated spectrum embedded in the protein matrix (PCF), in the gas phase (vac) and the shifted vac 

spectrum using the BFGS method (see Figure 1).  

 

Figure 1: Sum spectra of Chl a 603 calculated in a PCF (green), in the gas phase (red) and the shifted vac spectra using the 

BFGS method (black dotted) for the Q band (A) and for the Soret band (B). 

 

Table 2: Calculated shifts for the Q and the Soret band using the BFGS method. 

Chl Q band shift / meV Soret band shift / meV 

a602 14.95 61.53 

a603 9.75 29.81 

a604 -6.03 -36.38 

a609 12.8 111.74 

a610 31.79 153.63 

a611 6.38 62.97 

a612 11.76 6.81 

a613 -19.22 -23.18 

a615 -10.11 -15.78 

b606 43.87 42.88 

b607 -5.17 52.02 

b608 -22.34 -158.88 

b614 -6.55 -49.83 

   

 

 

  



Energies 

 

Table 3: Average energies levels (eV) along the MD trajectory computed in the PCF for the first five excited states. 

a602 a603 a604 a609 a610 a611 a612 a613 a615 a616 b606 b607 b608 b614 

2.158 2.170 2.176 2.190 2.172 2.145 2.187 2.168 2.074 2.209 2.262 2.237 2.253 2.228 

2.422 2.473 2.508 2.478 2.454 2.439 2.494 2.469 2.379 2.503 2.552 2.520 2.524 2.485 

3.407 3.453 3.405 3.420 3.413 3.374 3.409 3.405 3.257 3.420 3.215 3.241 3.132 3.143 

3.549 3.584 3.587 3.542 3.554 3.576 3.556 3.577 3.437 3.532 3.326 3.347 3.227 3.223 

3.645 3.644 3.664 3.622 3.603 3.675 3.629 3.649 3.591 3.607 3.632 3.548 3.529 3.574 

 

Table 4: Standard deviation of the energies levels (eV) along the MD trajectory computed in the PCF for the first five excited 

states. 1 Only one frame. 

a602 a603 a604 a609 a610 a611 a612 a613 a615 a6161 b606 b607 b608 b614 

0.025 0.029 0.009 0.027 0.020 0.016 0.020 0.029 0.140 n/a 0.028 0.035 0.017 0.034 

0.026 0.028 0.023 0.028 0.020 0.022 0.028 0.023 0.134 n/a 0.038 0.053 0.033 0.046 

0.035 0.031 0.018 0.039 0.019 0.030 0.028 0.031 0.335 n/a 0.052 0.079 0.061 0.049 

0.019 0.050 0.034 0.048 0.031 0.042 0.044 0.037 0.345 n/a 0.067 0.101 0.071 0.052 

0.048 0.035 0.059 0.029 0.035 0.045 0.060 0.035 0.191 n/a 0.062 0.063 0.072 0.082 

 

Table 5: Average energies levels (eV) along the MD trajectory computed in the gas phase for the first five excited states. 

a602 a603 a604 a609 a610 a611 a612 a613 a615 a616 b606 b607 b608 b614 

2.153 2.163 2.183 2.169 2.139 2.139 2.176 2.174 2.113 2.192 2.228 2.238 2.271 2.237 

2.386 2.453 2.519 2.401 2.353 2.381 2.477 2.478 2.434 2.481 2.439 2.503 2.579 2.507 

3.063 3.428 3.443 2.931 2.724 3.3325 3.408 3.434 3.325 3.416 2.813 3.193 3.261 3.212 

3.342 3.593 3.640 3.290 3.159 3.492 3.583 3.610 3.502 3.603 3.090 3.306 3.369 3.295 

3.433 3.672 3.703 3.369 3.280 3.657 3.684 3.662 3.577 3.623 3.158 3.544 3.625 3.590 

 

Table 6: Standard deviation of the energies levels (eV) along the MD trajectory computed in the gas phase for the first five 

excited states. 1 Only one frame. 

a602 a603 a604 a609 a610 a611 a612 a613 a615 a6161 b606 b607 b608 b614 

0.019 0.027 0.008 0.021 0.019 0.016 0.017 0.020 0.042 n/a 0.018 0.030 0.015 0.024 

0.049 0.026 0.025 0.021 0.029 0.017 0.026 0.027 0.057 n/a  0.075 0.053 0.033 0.055 

0.268 0.033 0.017 0.061 0.102 0.027 0.022 0.020 0.161 n/a  0.246 0.120 0.026 0.039 

0.159 0.032 0.021 0.050 0.068 0.028 0.025 0.031 0.143 n/a  0.139 0.080 0.034 0.052 

0.119 0.047 0.045 0.053 0.077 0.038 0.069 0.022 0.114 n/a 0.128 0.103 0.047 0.074 
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