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ABSTRACT

Protein-protein interactions (PPI) are the fundamental driving forces for many biological

processes ranging from intercellular communication to the functioning of complex machiner-

ies such as the ribosome. To understand and predict PPIs, the occurring complexes and

resulting biological functions, a structural-dynamical perspective is often required. Molecular

dynamics simulations are a powerful tool that can provide this insight with atomistic precision,

and can be pivotal for the understanding of biomolecules. In this thesis, we investigate two

aspects of PPI research within the framework of two projects: Firstly, we study the recognition

event that mediates the PPI between h-FBP21 and the spliceosomal core Sm protein B/B’.

In this recognition event, a tandem WW domain of h-FBP21 selectively binds to proline-

rich sequences of Sm B/B’. Here, we will create and characterise the complex structure

of h-FBP21 tWW and a selected peptide sequence of Sm B/B’ based on MD simulations

and experimental data. We devise a work�ow, which allows the systematic investigation of

binding structures from recognition domains in tandem repeats.

In the second project, we investigate strong RNA polymerase II inhibitors: the amatoxins.

Amatoxins are a family of cyclic octapeptides featuring a tryptathionine bridge. In combination,

the strong inhibition capacity and the exceptionally stable structure make amatoxins very

attractive for the design of anti-body drug conjugates (ADCs). To this end, it is important

to understand the synthesis and possible structural modi�cations of the amatoxins. Here,

we will present a novel synthetic route to establish the tryptathionine bridge. Using MD

simulations and experimental data, we show that this allows us to selectively synthesise

isomers for the amatoxin sca�old. To describe the isomers unambiguously, we propose a

novel nomenclature, which might also hold for other cyclic peptides. Finally, we will examine

N-methylation as a possible way to modify the amatoxins. We believe that our results could

encourage further SAR-studies, which are needed to exploit the potential of the amatoxins

as possible ADCs.
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ZUSAMMENFASSUNG

Protein-Protein-Wechselwirkungen (PPI) sind die grundlegenden Antriebskräfte für viele

biologische Prozesse, von der interzellulären Kommunikation bis hin zum Funktionieren

komplexer Maschinen wie dem Ribosom. Um PPI, die entstehenden Komplexe und die

daraus resultierenden biologischen Funktionen zu verstehen und vorherzusagen, ist häu�g

eine strukturell-dynamische Perspektive erforderlich. Molekulardynamiksimulationen sind

ein leistungsfähiges Instrument, das diesen Einblickmit atomarer Präzision ermöglicht und für

das Verständnis von Biomolekülen von entscheidender Bedeutung sein kann. In dieser Arbeit

beleuchten wir zwei Aspekte der PPI-Forschung im Rahmen von zwei Projekten: Zunächst

untersuchen wir das Bindungsereignis, das die PPI zwischen h-FBP21 und dem Sm Protein

B/B’, einem Bestandteil des Spliceosomes, vermittelt. Bei diesem Bindungsereignis bindet

eine tandem-WW-Domäne von h-FBP21 selektiv an prolinreiche Sequenzen von Sm B/B’. In

diesem Projekt werden wir die Komplexstruktur von h-FBP21 tWW und einer ausgewählten

Peptidsequenz von Sm B/B’ auf der Grundlage von MD-Simulationen und experimentellen

Daten erstellen und charakterisieren. Wir entwickeln darüber hinaus einen Arbeitsablauf,

der es uns ermöglicht, die Komplexstruktur von paarweise auftretenden und funktionell

der h-FBP21 tWW ähnlichen Domänen systematisch zu bestimmen. Im zweiten Projekt

untersuchen wir starke RNA-Polymerase-II-Inhibitoren: die Amatoxine. Amatoxine sind eine

Familie von zyklischen Oktapeptiden mit einer Tryptathionin-Brücke. Ihre Eigen- schaft,

die Funktionsweise von RNA-Polymerase II stark zu hemmen, und ihre außergewöhnlich

stabile Struktur machen Amatoxine für die Entwicklung von Antikörper-Wirksto�-Konjugaten

(ADKs) sehr attraktiv. Zu diesem Zweck ist es wichtig, die Synthese und mögliche strukturelle

Modi�kationen der Amatoxine zu verstehen. In diesem Projekt stellen wir einen neuen

Syntheseweg zur Herstellung der Tryptathionin-Brücke vor. Mit Hilfe von MD-Simulationen

und experimentellen Daten zeigen wir, dass auf diese Weise Isomere für das Amatoxin-

Gerüst selektiv synthetisiert werden können. Zur eindeutigen Beschreibung dieser Isomere

schlagenwir eine neueNomenklatur vor, die auch für andere zyklische Peptide gelten könnte.

Schließlich werden wir die N-Methylierung als eine mögliche Methode zur strukturellen

Modi�zierung der Amatoxine untersuchen. Wir glauben, dass unsere Ergebnisse weitere

SAR-Studien anregen könnten, die notwendig sind, um das Potenzial der Amatoxine als

mögliche ADKs zu nutzen.

vi



1
INTRODUCTION

1.1 Protein-protein interactions and bioactive peptides

Protein-protein interactions (PPIs) is the generic term for highly speci�c physical contacts

between two ormore proteins in the cellular environment. They are the fundament for almost

all biological processes ranging from the operating principle of molecular machines,1–3 like

the ribosome4 or the spliceosome,5 to the information transfer in signalling pathways.6,7

PPIs can be classi�ed on the basis of the interacting proteins, the intended functionality or

the lifetime of the arising complex.8,9 Note, however, that these categories are not strictly

de�ned, and many PPIs may well combine several, but not mutually exclusive properties. In

fact, PPIs are reported to be massively impacted by their physiological environment, such

as concentration of the complex components or the physicochemical environment (pH,

ions, etc.).9,10 PPIs in a cellular environment form a complex network (interactome), and, for

example, the human interactome alone is expected to cover more than 400,000 PPIs.11,12

Although regularities have been found that help to classify the di�erent PPIs, many PPIs still

remain undiscovered, possibly covering explanations for unsolved biological questions.

This lack of knowledge and the versatility of the PPIs become a problem when we look at

diseases such as malaria, Altzheimer’s or cancer, which involve PPIs as well.12–14 In literature

also pictured “reaching for a high-hanging fruit”,15 the development of possible therapeutic

agents is a multi-problem challenge: PPIs are based on interaction interfaces, generally large,

�at surfaces (1500-2000 Å2) with increased hydrophobicity. These interaction interfaces

were considered “undruggable” for a long time.12,15,16 Also, not all hydrophobic contacts

between two or more proteins are indeed PPIs. PPIs must therefore always be de�ned in a

biological context.17

Here, the identi�cation of “hot spots”, i.e. residues that are pivotal for the a�nity of the binding,

was a major step forwards for the design of possible modulators.11,15,18 Yet, the high-a�nity

binding between the proteins makes it di�cult for modulators to compete. The situation is

further complicated by the di�erent possible ways to intercept PPIs. In literature,12 inhibition,

i.e. the ability to block an interaction interface for possible binding partners, is di�erentiated

from stabilisation, in which a protein-protein complex is captured in the bound state. Both

processes can be further discriminated into orthosteric, i.e. direct binding to the “hot spot”,

or allosteric, binding non-interacting areas. Although this �nding o�ers opportunities for

approaching a targeted PPI di�erently, one of the major challenges remains the lack of

reference structures for binding-competent ligands.12,15 The availability and the increas-

ing precision of computational methods has been substantially enriching the research on

PPIs.19,20 As we will see later (see 3.3.2), virtual screening by docking assays, for instance,

1



1 INTRODUCTION 1.2 Overview of this thesis

can help to generate and optimise possible modulators.18,20

Within the context of drug development for PPIs, especially bioactive peptides have gained

a lot of interest over the last years.21–24 Bioactive peptides represent a huge group of com-

pounds, which can be classi�ed according to their properties (structures, interactions), origins

(extraction, synthesis) and applications (therapeutics, tissue engineering).25 This introduction

does not do justice to the versatility of bioactive peptides, but for an excellent overview

please refer to Refs. [23, 25–27]. There are some aspects, though, that are especially note-

worthy within the context of this thesis. Compared with small molecule inhibitors, bioactive

peptides bind their targets with higher a�nity and higher selectivity while covering larger

binding pockets.12,22 This is very useful to deal with the promiscuous “hot spots” of the protein

interaction interfaces. From a patient’s perspective, however, bioactive peptides are contro-

versial: Although their metabolites are reported less toxic than existing drugs, most bioactive

peptides have the problem that they become proteolytically decomposed by proteases

in the gastrointestinal tract.22,27 Hence, after oral uptake, most peptides either reach their

targets only in small concentrations or they have to be administered in high doses, which in

turn can be problematic for the patient. Second, even after intravenous or subcutaneous

administration, most peptides struggle with overcoming the cell membrane, which limits

their use for intracellular targets.23,27 Both drawbacks, however, can be counteracted by

functionalisation with reversible ligands or by the addition of transporters. This concept of

transporting peptides into the cell is especially relevant for the design of anti-body drug

conjugates using cytotoxic peptides. Altogether, the versatility in their properties and pos-

sible modi�cations makes bioactive peptides very promising candidates for �nely tuned

therapeutic agents especially for PPIs.

1.2 Overview of this thesis

In this thesis, we will deal with transient PPIs, i.e. PPIs with frequently changing binding

situations: First, we will study the domain-based mediation of a speci�c PPI in the context

of the spliceosome (“tWW project”; for the publication, please refer to 4.1). Second, we will

take a careful look on bioactive peptides that can inhibit and down-regulate the functioning

of important working apparatus during the transcription process (“amatoxin project”, for the

publications, please refer to 4.2, 4.3, 4.4).

The remainder of this chapter presents the systems studied in this thesis. It begins with

the recognition of proline-rich sequences by speci�c adaptor domains (see 1.3). This also

involves a short introduction on the most important models for categorising binding events

(see 1.3.2). Afterwards, the bioactive peptide family “amatoxins” (see 1.4) is introduced with a

focus on their structure (see 1.4.1), toxicity (see 1.4.2), residue-speci�c properties (see 1.4.3),

2



1.3 Proline-recognition by WW domains 1 INTRODUCTION

synthesis (see 1.4.4) and relatives (see 1.4.5).

The next chapter sets out the research question of this thesis and themethodology to answer

it (see 2). It follows a three-part theory chapter starting with classical molecular dynamics

(MD) simulations (see 3.1) with a focus on the fundamental concepts (see 3.1.1), setups and

dimensionality reduction (see 3.1.2), further analyses (see 3.1.3) and issues (see 3.1.4). The

second part gives an introduction to nuclear magnetic resonance (NMR) spectroscopy (see

3.2.1) and their use for MD simulations (see 3.2.2). In the end, the additional computational

tools clustering (see 3.3.1) and docking (see 3.3.2) are discussed.

Chapter 4 contains the publications that were produced as part of this thesis. Each publication

is preceded by a brief summary of the most important contents and methods used.

This thesis concludes with an outlook (see 5).

1.3 Proline-recognition byWW domains

Molecular machines and signalling pathways have in common that they involve frequent

rearrangements of the interacting partners.28 The involved PPIs consequently have to do

the balancing between being highly speci�c, yet also highly dynamic.29,30 To achieve this,

highly dynamic PPIs are often mediated by protein domains, i.e. highly conserved subunits

that possess a high selectivity for speci�c peptide sequences in the partnering protein.30,31

One example for such PPI-mediating domains are WW domains,29,32,33 a family of protein

modules that consist of 34 - 40 amino acids. WW domains comprise a triple-stranded

β-sheet and owe their name to two highly conserved tryptophan (Trp) residues: One Trp

residue is located in the β-sheet and essential for the folding of the WW domain. The other

Trp residue is part of the binding site of the WW domain usually together with serine (Ser)

and tyrosine (Tyr).

Over the years, the structure34–36 as well as the binding behaviour29,37–39 of single WW

domains have been studied in great detail. WW domains selectively bind to proline-rich

motifs (PRMs) in the targeted sequence, which can either be independent ligands or parts

of larger proteins. Principally, two di�erent binding orientations are possible:29 a parallel

arrangement, in which the N-termini of both ligand and WW domain are on the same side,

as well as an antiparallel arrangement, in which the N-termini are on opposite sides.

Based on their ligand preference, WWdomains can be classi�ed according to �ve consensus

amino acid sequences.29,38 These sequences have in common that they comprise at least

two successive proline-residues (Pro), which will be referred to as “PP-motif”.29 For this

PP-motif, the residues of the binding site of the WW domains, usually Trp and Tyr, form a

hydrophobic pocket, called “XP-groove”. The recognition event between PRMs and WW

domains is based on the PP-motif inserting into the XP-groove.29,38 This binding arrangement

3



1 INTRODUCTION 1.3 Proline-recognition by WW domains

is further stabilised by hydrogen bonds between members of the XP groove and residues

�anking the PP-motif. These hydrogen bonds are possible due to the exceptional backbone

conformation of the PRM. The PP-motif forms a so-called “left-handed polyproline II helix”, a

very restricted structural arrangement, which causes the peptide backbone carbonyl groups

to be solvent exposed and therefore highly responsive for hydrogen bonding. Besides, if the

PP-motif is extended by another proline-residue, the resulting PPP-motif will have pseudo-C3

rotational symmetry.

1.3.1 The tandem problem for WW domains

a

Tyr15

Trp26

Ser24

Tyr56

Trp67
Thr65

b

Tyr28
Trp39

Thr37

Phe72

Trp83

Thr81

c

Tyr18
Trp29

Ser27

Tyr59

Trp70

Ser68

Figure 1.1: Solution structures of the tandemWW domains (tWWs) of (a) yeast splicing factor PRP40
(PDB entry: 1O6W [40]), (b) Drosophila suppressor of deltex Su(dx) (PDB entry: 1TK7 [41]) and (c)
human-formin binding protein 21 (PDB entry: 2JXW [42]). The WW domains are coloured in red and
blue, the interdomain region is depicted in purple. Residues that are relevant for binding PRMs are
shown explicitly: they are coloured in yellow and labelled according to the residue type and index in
the respective tWW structure. Only one representative structure is shown per tWW.

The versatility of WW domains is enhanced by the fact that they often occur in pairs, so-

called “tandems”. In these tWWs, the individual WW domains are linked by an interdomain

region of varying length and �exibility. This interdomain region massively in�uences the

structure, stability and binding behaviour of the tWW, and the few tWW structures known

today raise questions rather than provide answers:40,41,43–45 For example, the tWW of PRP40,

a pre-mRNA processing protein (yeast),40 contains a highly organised, α-helical interdomain

region (see Figure 1.1.a). Fixed in their relative position by the rigidity of the α-helix, the

two WW domains face in opposite directions. As a result, the PRP40 tWW is reported to

either bind one large bridging ligand or multiple targets.46 Other tWWs comprise �exible

interdomain regions that allow for versatile arrangements of the includedWW domains. Due

to this �exibility, the individual WW domains cannot only bind di�erent targets in diverse

orientations, but they can also bind together to multivalent targets. It has been reported

that the binding a�nity of tWWs to multivalent targets can exceed the summed a�nities of

the individual domains.43,44,47,48 This �nding is possibly related to the ability of the individual

WW domains to form a supramodule.43 Interestingly, the formation of such a supramodule
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1.3 Proline-recognition by WW domains 1 INTRODUCTION

does not necessitate direct interactions between the two WW domains.43 In the tWWs of

KIBRA, MAGI1-3 and SAV1, for instance, the WW domains form a supramodule, which is

only stabilised by interactions from the interdomain region to structural elements directly

following the second WW domain.43,45

There are reported cases, though, in which there are interactions between the WW domains:

It was observed that WW domains might associate with each other and thereby block their

binding sites for potential targets.49 Hence, in terms of ligand binding, these WW domains

cooperate negatively with each other. This is in contrast to what has been reported for

the tWW of the suppressor of deltex (Su(dx), Drosophila, see Figure 1.1.b). Here, the ligand

binding is expected to happen synergistically, which means that the binding of one WW

domain enhances the binding ability of the second WW domain.41,46,50 In an extreme case,

the binding of oneWW domain can induce the folding of the other WW domain to a binding-

competent conformation (“folding-upon-binding”).50

The tWW studied in project A (see Figure 1.1.c) contains two stably folded WW domains.

Hence, a “folding-upon-binding” mechanism can be ruled out. Due to the stability of the

WW domains and the �exibility of the linker, a synergistic binding behaviour might instead

be possible.

In summary, the elucidation of possible tWW-complex structures is a challenging task for

two main reasons: First, there are many factors that come together, which all in�uence

the binding equilibrium of tWWs. Hence, unknown structures for tWW-complexes cannot

possibly be predicted from known complex structures. Second, despite the characteristics

we could identify for the tWWs, we still do not know what in�uences the orientation of the

ligand. This is complicated by the fact that, in principle, every single WW domain can bind

its target in two orientations (see 1.3). As consequence, eight di�erent binding situations are

conceivable without further restrictions.

1.3.2 Binding mechanisms

Since nothing was known about the complex formation of the tWW-ligand complex studied

in this thesis (see 4.1), we had to mimic the binding event by using molecular docking tech-

niques (see 3.3.2). To understand these docking methods and, more generally, to understand

protein-ligand binding, we will shortly go through the existing binding models that have

been developed over a long period of time. Note however, that these binding models should

be considered extreme cases that only occur under very speci�c circumstances.

In 1894, Emil Fischer proposed the “lock-and-key” mechanism to explain the speci�city of

enzymes:51

P + L −−⇀↽−− P · L. (1.1)
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Without any structural changes, the ligand (L) �ts into the binding site of the protein (P) like

a key into a lock. The speci�city of the binding results from the complementary shapes of

ligand and protein. As apparent from the previous sections, by considering proteins and

ligands as rigid bodies, however, we cannot explain themediation of PPIs or allosteric binding.

The “lock-and-key” mechanism only holds for systems with almost no �exibility such as the

tWW of PRP40 introduced before.46

In 1958, D.E. Koshland suggested the “induced �t”mechanism, which includesmore �exibility:52

P1 + L −−⇀↽−− P1 · L (1.2)

P1 · L −−⇀↽−− P2 · L. (1.3)

In this model, the ligand (L) interacts with a binding-competent, yet not optimal structure of

the protein (P1). This binding event then causes a conformational change in the protein to

stabilise the complex, which gives the �nal complex (P2 · L).53,54

For a long time, the interpretation of binding events was limited to the “lock-and-key” and

the “induced �t” mechanisms. Then, a third mechanism, called “conformational selection”,

entered the �eld.54 This mechanism had its origin in the folding theory of proteins and the

associated energy landscape.55,56 In contrast to the “induced-�t” and the “lock-and-key”

mechanisms, the “conformational selection” mechanism does not assume the protein to be

in a binding-competent structure most of the time. Instead, it is believed that the protein

exists in an ensemble of conformations and the ligand can “select” a certain conformation

whenever formed. The binding of the ligand then causes a shift in the relative populations

of the protein conformations towards the bound-one. Hence, by this model, we can also

explain binding events between non-native protein conformations and possible ligands.54,55

Using the nomenclature from eq. 1.2, the “conformational selection” could be formulated as

follows:53,54

〈
P1, . . . ,Pn6=2

〉
−−⇀↽−− P2 (1.4)

P2 + L −−⇀↽−− P2 · L, (1.5)

where the �rst equation denotes the formation of the conformation P2 out of the ensemble

of conformations 〈. . . 〉.

As apparent from the eq. 1.2 and eq. 1.4, the “induced �t” and “conformational selection”

mechanisms are competing bindingmodels. They can be put in a kinetic and thermodynamic

context, which will not be further elucidated here. For excellent reviews on the ongoing

controversy between the two mechanisms, please refer to Refs. [54, 56]. In any case, the
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close rivaly between the two binding mechanisms makes it very di�cult to chose, and more

recent reports even suggest that the truth might lie in combining them.57

1.4 Amatoxins

For more than 70 years, the scienti�c community is intrigued by the fascinating chemistry

and properties of the amatoxins.58,59 The name “amatoxins” stands for a family of small

bicyclic octapeptides many of which are lethal in very small doses. Their most prominent

representative is α-amanitin (see Figure 1.2), which is found in several species of the Amanita

fungus family such as the “death cap” mushroom (Amanita phalloides).60–62 The deadly

character of the amatoxins results from their ability to inhibit the RNA polymerase II in the

nucleotide addition cycle.59,63–65 Driven by the idea to use α-amanitin or analogues as

antibody-drug conjugates,66,67 two major objectives have been pursued over the years: First,

the exploration of the total synthesis of α-amanitin and analogues to allow for syntheses

on larger scale and with access to more derivatives.68–71 Second, the investigation of the

structure-activity relationship (SAR) of the involved residues in order to understand their

contribution to the inhibition of RNA polymerase II.72–76
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Figure 1.2: Structural formula of amatox-
ins coloured according to the residue in-
dex. Functional groups are highlighted
in red. Their de�nitions are given in
Table 1.1.

Table 1.1: Functional groups for the amatoxin sca�old
(see Figure 1.2). Only selected amatoxins are shown.
Please note, “Gly5Sar” denotes the structure that has
been studied in subproject B3. According to Ref. [77],
the correct name would be “S-deoxo[Ile3]aminamide”.

Name R1 R2 R3 R4 R5 R6 R7

α-amanitin NH2 OH OH OH SO OH H

β-amanitin OH OH OH OH SO OH H

amanullin NH2 OH H H SO OH H

Gly5Sar NH2 OH OH OH S OH H

aminamide NH2 OH OH OH SO H H

1.4.1 Structural aspects

Amatoxins comprise an astonishing degree of complexity despite their small sizes. Eight

amino acids are linked to one cyclic peptide chain (“macrolactam”) with an additional linkage

over the side chains of tryptophan and cysteine (“tryptathionine bridge”, Figure 1.2). The

resulting compact structure makes amatoxins very resistant against temperature changes,

enzymes or acid degradation.59,78 In addition, amatoxins are greatly soluble in water, which
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facilitates the oral uptake. The robustness and solubility alone, however, only make it trouble-

some to get rid of amatoxins after ingestion. So, what exactly makes amatoxins, especially

α-amanitin so life-threatening?

1.4.2 Poisoning

α-Amanitin poisoning has been studied in great detail.59,78,79 It is a slowly acting toxin, which

means that shortly after ingestion (1.5 - 2 h), α-amanitin can be detected in the urine, but

the a�ected body does not show any symptoms.78,80,81 Then, for the �rst of three stages of

the poisoning process, symptoms such as dehydration and abdominal pain are reported. It

follows a pseudo-recovery stage, which illustrates the treachery of the amatoxin poisoning:

although the symptoms subside,59 the liver is seriously damaged so that after 24 - 48 h,

clinical signs such as coagulopathy appear.79 Finally, in the last stage, the a�ected body

starts su�ering from hepato-renal syndrome, which results in coma and death (within 4 -

7 d).78,79

Two questions arise from this description of the poisoning process: Why do α-amanitin and

analogues show a preference for hepatocytes? What happens on a molecular level?

Hepatocytes express two transporters, the organic anion-transporting polypeptide (OATP)

and Na+/taurocholate cotransporter polypeptide (NTCP), which both have been identi�ed

as carriers for α-amanitin.78,82,83 Once α-amanitin is inside the cell, a cascade of e�ects

begins. In brief, α-amanitin inhibits the RNA polymerase II, or more precisely: the RNA

polymerase elongation complex (EC), by trapping it in an intermediate state during the

translocation process.63,84 In this trapped state, α-amanitin impedes both the entry of new

nucleotides to the active site of the RNA polymerase II and the translocation of DNA and

RNA. As consequence, the protein synthesis of e.g. coagulation factors is slowed down

signi�cantly.78,85 The cell death caused by α-amanitin occurs via apoptosis triggered either

indirectly by the stress of the RNA polymerase inhibition or directly by the interaction of

α-amanitin with the mitochondrial membrane.78,86

Please note, in literature the terms “(cyto)toxicity” and “inhibition capacity” have been used

interchangeably in the context of α-amanitin, but there is a �ne di�erence between them:

cytotoxicity is a measure of how much the substrate harms the cell, and inhibition capacity is

a measure of how strong an inhibitor binds to its target. While the strong inhibition of RNA

polymerase II by α-amanitin has a strong cytotoxic e�ect, it was reported that without access

to the RNA polymerase II, the cytotoxicity of α-amanitin is much weaker.87

1.4.3 Structure-activity relationship

Due to the excellent work of Florian Brueckner, Patrick Cramer, David A. Bushnell and Roger

D. Kornberg, we know that the reason for the strong inhibition is based on the interactions

between the subunits of the RNA polymerase and the residues in the α-amanitin.63,84,88
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Their structural insight was an important contribution to the SARs that scientists have been

investigating for many years. Nearly whenever a new α-amanitin derivative was synthesised,

its inhibition capacity was tested to draw conclusions on the impact of varying side chain

lengths,72,74 (de)functionalisations72 or mutations.71 However, these studies do not always

relate to the RNA polymerase II of the same species. Here, we will therefore discuss some

consensus on the SAR in α-amanitin and analogues. Based on the co-crystal structures

of RNA polymerase II with α-amanitin,63,89 it is clear that each residue in the amatoxin

sca�old interacts with the target via hydrogen bonds or hydrophobic interactions. Thereby,

the amatoxin sca�old is the incontrovertible requirement for inhibition: deviations from

the bicyclic structure with the tryptathionine bridge cause a complete loss of inhibition

capacity.71,90,91 We will now go through the SARs of the di�erent residual positions. The

amino acid present in α-amanitin is indicated in brackets, respectively:

• Residue 1 (Asn1) should either be asparagine or aspartic acid in order to maintain the

inhibition capacity.92

• Residue 2 (Hyp2) comprises one of the pivotal features for e�ective inhibition: the

hydroxyl group at the Cγ-atom, which is directly involved in hydrogen bonding to RNA

polymerase II.72,74,84

• For residue 3 (DHIle3), it was reported that the stereochemistry of the Cγ-atom (α-

amanitin: (S)) is very important for the inhibition,74,90 and the hydroxyl-group attached

to it in�uences the toxicity of the amatoxin.73,90

• Due to the relevance of the tryptathionine bridge, there is not much variation reported

for residue 4 (Trp4). Solely the 6’-hydroxyl-group in the indole side chain can be missing

without any impact on the inhibition capacity.93

• The �fth residue (Gly5) is suggested to be a direct supporter for the positioning of

residue 6 on the RNA polymerase II. If Gly5 is replaced by bulkier residues, the inhibition

capacity is massively reduced.71,72

• For residue 6 (Ile6), a lipophilic side chain is favourable, as mutations by alanine nearly

abolish the inhibition capacity.74,94

• Residue 7 (Gly7) appears to bemore tolerant to structuralmodi�cations than residue 5.71,72

By altering the side chains of residue 6 and residue 7, the group of David M. Perrin has

recently synthesised an α-amanitin derivative, which they claim to be even more toxic

than α-amanitin.95
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• In the SAR of residue 8 (Cys8), there is some disagreement, which relates to the stereo-

chemistry of the sulphur atom if it is oxidised.71,72,74,95 However, if the sulphur is part of

a thioether, the inhibition capacity remains unchanged.59

1.4.4 Synthesis

Taken together, the elucidation of the SAR is a complex and non-trivial task, which was

hampered for a long time due to the lack of a library of amatoxins. A major issue in building

such a library was the only partial understanding of the total synthesis of the amatoxins. In

nature, amatoxins are ribosomally synthesised,61,62 and in principle they could be extracted

from their natural source. However, for modifying the amatoxin sca�old, an in-depth under-

standing of the intermediate steps is necessary.

In 2018, the group of David M. Perrin published the �rst total synthetic strategy for α-amanitin.

Then, two further synthetic protocols followed: one from our colleagues, the group of Ro-

derich D. Süssmuth from Technische Universität Berlin (2019), and one from Heidelberg

Pharma Research GmbH (2020). In 2021, our colleagues published another synthetic route

together with us (publication B1, see 4.2).

In all these strategies, there are two pivotal steps: the macrolactamisation and the formation

of the tryptathionine bridge. The di�erent approaches show that it makes a di�erence in

which order these two major steps are performed.

In the synthetic route from Perrin et al., a heptapeptide is prepared, which already includes

tryptophan with an oxidised side chain. This intermediate allows for a Savige-Fontana reac-

tion to form the tryptathionine bridge.91,96 In the end, the macrolactam is formed by inserting

(3R,4R)-4,5-dihydroxyisoleucine (DHIle) via a coupling reaction.68

The scientists from Heidelberg Pharma Research GmbH followed a very similar approach.

Using solid-phase peptide synthesis, they create a linear octapeptide in which the side chain

of tryptophan is also oxidised. Then, they establish the tryptophan-cysteine linkage also via

Savige-Fontana reaction before they close the macrolactam.70

The 2019 synthetic route from Süssmuth et al. is quite di�erent: Here, they pursue a “[5+1+2]”-

strategy, in which the tryptophan-cysteine linkage is formed prior to the formation of any

peptide chain. Once formed, the cyclic subunit Trp4-Gly5-Ile6-Gly7-Cys8 is generated yield-

ing the 5-membered fragment. It follows the addition of the DHIle3 (1-membered fragment)

to the N-terminus and afterwards the addition of the 2-membered fragment (Asn1-Hyp2)

to the C-terminus, each via coupling reaction. In the last step the macrolactam is closed

between DHIle3 and Hyp2.69

The most recent synthetic strategy by Süssmuth et al. is presented in subproject B1. In

short, linear octapeptides are formed via solid-phase peptide synthesis. This time, how-

10



1.4 Amatoxins 1 INTRODUCTION

ever, the tryptophan side chain is not oxidised. Instead of a Savige-Fontana reaction, an

iodine-mediated cyclisation forms the tryptathionine bridge. Afterwards the macrolactamisa-

tion takes place between the C- and N-termini. In comparison to the synthetic strategies

discussed before, this alternative route has two major advantages: (1) strong oxidants are

not necessary, since the side chain of tryptophan does not need to be oxidised. (2) The

iodine-mediated tryptathionine bridge formation can be applied to various linear precursors

allowing to synthesise a variety of α-amanitin derivatives.71

These four total syntheses were a big achievement for the research community dealing

with amatoxins. After more than 70 years of research, it is now �nally possible to build up

an amatoxin library to further explore the amatoxin family. In subproject B2, for instance,

we identi�ed a novel type of isomerism, the discovery of which can be attributed to the

unravelled total synthesis of amatoxins. Also, the investigation of the conformations of the

Gly5Sar-amanullin (see Figure 1.2) is an exciting bene�t from being able to synthesise a

variety of α-amanitin derivatives (see publications B2 and B3)

1.4.5 Other fungal toxins related to the amatoxins

Dealing with amatoxins, it should be noted that there are other (related) peptide families,

which share their unique feature, the tryptathionine bridge. The closest relatives to the am-

atoxins are the “phallotoxins”, which can also be extracted from the death capmushroom.58,92

In fact, phalloidin, the most-prominent member of that peptide family, was discovered prior

to α-amanitin.97 Unlike amatoxins, phallotoxins only comprise seven amino acids, and they

are not orally-toxic. If inserted to the blood-stream, however, phallotoxins also target the

liver. The toxicity of the phallotoxins, though, comes from their ability to bind to �lamentous

F-actin in hepatocytes. Bound to the phallotoxin, F-actin is prevented from depolymerisation,

which, however, is necessary for the cell to operate.91,98

Within the context of phallotoxins, the “virotoxins” are noteworthy, since they also comprise

seven amino acids and show a similar toxic behaviour like the phallotoxins. However, virotox-

ins are monocyclic peptides that lack the tryptophan-cysteine linkage.99

Finally, there are “cortinarins”, cyclic decapeptides that were isolated in 1984 from a poisonous

species of the Cortinarius fungus genus.100,101 Three cortinarins were extracted (cortinarin A,

B, C), of which two exhibit the tryptathionine bridge (A, B) and one does not (C). Interestingly,

the cortinarins with the tryptathionine bridge showed renal toxicity, while cortinarin C appears

to be non-toxic.100,101 The mechanism of the toxicity, however, remains to be discovered in

future studies.
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2
RESEARCH QUESTION

In this thesis, we will tackle two challenging aspects of PPI-related research with classical

MD simulations:

1. We will take a closer look at the domain-based interaction interface of a particular PPI

within the spliceosomal context.

2. We will study the design and synthesis of a speci�c bioactive peptide, which is known

as strong inhibitor in the context of the PPIs in the transcription process.

MD simulations are a tool, which - given the continuous improvement and increasing availab-

ility of computational resources - has earned a well-recognised role in the PPI research.102,103

As described in the introduction (see 1.1), PPIs represent a vast and versatile research �eld,

which often lacks the atomistic view on the underlying processes. It is true though, that there

are experimental methods to gain access to the structure and dynamics of the molecules

involved. Examples are (protein) X-ray crystallography and/or NMR experiments. However,

these methods have some major drawbacks in comparison to MD simulations:

Despite its sometimes cumbersome implementation, (protein) X-ray crystallography can

provide static structures in a speci�c environment. This can be very helpful for structurally

restricted peptides as we will see in one of the projects (see 4.4). Yet, many biological func-

tions are de�ned by motion of the interacting molecules. This is not re�ected in the crystal

structure.104

NMR experiments on the other hand can o�er dynamical insights into the systems, but

they are unsuited to monitor structural changes below their spatial and temporal resolution.

NMR experiments rather provide ensemble averages over the measurement time.104,105

Moreover, with increasing size of the system of interest, the resulting NMR spectra become

more di�cult and complex. This can make the assignment of atom-speci�c contributions

to the calculated averages almost impossible. Note, these drawbacks do not devalue the

important insights we can gain by (protein) X-ray crystallography or NMR experiments on the

investigated system. On the contrary, their data can often be used as reference or guidance

for MD simulations as shown in all projects.

By performing classical MD simulations, we can calculate the physical motion of the mo-

lecule(s) using a much higher time resolution than NMR experiments. This allows us (1) to

monitor (atom-speci�c) individual contributions to the overall dynamics of the system and

(2) to resolve processes faster than the temporal resolution of spectroscopical methods.19

Therefore, I will denote MD simulations as “computational microscope”, a term that has been
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introduced and shaped by Klaus Schulten from Havard Medical School.104,106–108

In this thesis, we will discuss the design and implementation of work�ows that combine MD

simulations with data analysis strategies. Considering experimental evidence as reference

and quality measure, we will elaborate an in-depth perspective on the structural dynamics

of the individual systems. This thesis is a tribute to MD simulations and their reliability to

provide a structural and dynamical perspective that can either complete observations from

experiments, or stand on its own.

The �rst project (A) aimed at unravelling the complex structure between an adaptor domain

and proline-rich motifs (PRMs). In particular, we dealt with the �exible tWW of human-formin

binding protein 21 (h-FBP21) and a proline-rich peptide sequence of the spliceosomal Sm

protein B/B’ (SmB2 ligand). From experiments by our colleagues from Freie Universität

Berlin, we knew that (1) the h-FBP21 tWW forms a stable complex with the SmB2 ligand, and

(2) the SmB2 ligand can adopt two orientations relative to h-FBP21 tWW. However, there

remained some pivotal questions: How is the h-FBP21 tWW-SmB2 ligand formed? What are

the stabilising forces keeping it together? How is the complex structurally organised?

In recent years, complex structures for other tWWs have been published (see 1.3.1). It turned

out that the individuality of the WW domains in terms of their structure and binding beha-

viours translates to the characteristics of them in tandem repeats. This situation is further

complicated by the interdomain region, which can vary substantially among the tWWs. By

its length and �exibility, the interdomain region has a massive impact on the overall proper-

ties of the respective tWW. In regard of all these factors, which can determine the binding

properties of the tWW, it becomes clear that unknown tWW-ligand complexes cannot be

derived by known-ones. Lacking a complex structure for h-FBP21 tWW, predictions on the

h-FBP21 tWW-SmB2 ligand complex are therefore maximal a lucky guess.47

In this project, we designed a work�ow to direct our computational microscope towards the

structural secrets of the h-FBP21 tWW-SmB2 ligand complex. We will see how structural

insights into the dynamics of the isolated h-FBP21 tWW can help to generate useful starting

points for ensuing docking experiments. We will cover how experimental evidence from

our co-workers and our computational microscope can be e�ectively combined to evaluate

the docking poses and �nally make an educated guess on the h-FBP21 tWW-SmB2 ligand

complex.

The second project (B) was dedicated to the investigation of amatoxins, a family of fungal

toxins. Amatoxins are characterised by their exceptional structure: Although they only consist

of eight amino acids, amatoxins are highly ordered in a bicyclic sca�old (see 1.4.1). We will

see that this unusual structure has a serious in�uence on the synthesis of amatoxins and

arising structures. Without a detailed structural analysis, the cause for the peculiar chemistry
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of the amatoxins, however, remains unclear. Together with our colleagues from Technische

Universität Berlin, we focused on three distinct aspects:

B1. In the synthesis of amatoxins, two of the most important steps are the creation of the cyc-

lic peptide chain and the tryptophan-cysteine linkage (tryptathionine bridge). Our colleagues

had experimental evidence that the selectivity for the tryptathionine bridge formation can

di�er substantially among di�erent precursors. The reason for that, however, was not clear.

We assumed that the precursors with higher selectivity might pre-organise in favour of the

reaction, and to test this hypothesis, we took a closer look with our computational micro-

scope.

B2. As our colleagues were further analysing the synthesis of amatoxins, they were able to

isolate two isomers for the amatoxin sca�old whose existence and nomenclature is highly-

debated in literature.74,75,109These two isomers di�er in the arrangement of the tryptathionine

bridge relative to cyclic peptide chain. It was unclear how the two isomers behave in solution,

whether they can convert into each other and which structural conditions could favour their

formation. In this subproject, we designed a model to unambiguously describe the position

of the tryptathionine bridge relative to the cyclic peptide chain. We will see how this model

can be used as “lens” for our computational microscope to monitor the dynamics of the

tryptathionine bridge in both isomers. In addition, we will discuss the structure-determining

interactions unveiled by the MD simulations.

B3. To further explore the SARs of the amatoxins, our colleagues also focused on N-

methylation. N-methylation is a well-known strategy to enforce structural changes in mono-

cyclic peptides by suppressing hydrogen bonding to a targeted amide.110,111 Our colleagues

synthesised Gly5Sar-amanullin and gained spectroscopical evidence for a conformational

exchange between two long-living conformations. They found evidence that the synthesised

Gly5Sar-amanullin is in theMansa-form, but the close relationship between the two conform-

ations made it impossible to extract clear evidence for both of them. In this subproject, we

will learn about the di�culties we have to encounter with our computational microscope

if there is only precarious experimental evidence to validate the results. However, we will

demonstrate that the level of detail provided by our microscope can unravel structural

conditions, which would have stayed hidden from the sights of the experimental methods.

Although our colleagues only synthesised theM-ansamer of Gly5Sar-amanullin, we simu-

lated both ansamers extensively. Combining MD simulations with spectroscopical evidence,

we thereby provide a structural-dynamical perspective on the in�uence of N-methylation

for the amatoxin sca�old.

Throughout the described projects, we would like to answer the following question: Can we

claim the MD simulations to be the computational microscope needed as urgently as the

experiments to do profound research on the introduced aspects of PPI research?
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3
THEORY

This chapter is divided into three parts: At �rst, wewill discussMD simulations covering the fol-

lowing parts: (1) the fundamentals of MD simulations (see 3.1.1), (2) Setup and (post)processing

of MD simulations (see 3.1.2), (3) Analysis of MD simulation, in particular ensemble averages,

kinetic networks (see 3.1.3) and (4) Issues and limitations of MD simulations (see 3.1.4). This is

followed by a brief introduction to NMR spectroscopy and its usability for MD simulations

(see 3.2) is given. In the end, we will discuss further computational tools such as clustering

(see 3.3.1) and docking (see 3.3.2). Please note, we will only discuss classicalMD simulations

in this thesis if not explicitly stated otherwise.

3.1 Molecular dynamics simulations

3.1.1 The fundamentals

Newton’s law of motion. In classical molecular dynamics (MD) simulations, the dynamics

of a molecular system are described by classical mechanics.112 In Cartesian space, this

means that the system’s dynamics are approximated by solving the di�erential equations

from Newton’s second law of motion (F = m · a):113,114

d2ri(t)

dt2
=

Fi(t)

mi
, (3.1)

with ri = (xi, yi, zi)
T as the position of particle i with massmi. Fi = (fx,i, fy,i, fz,i)

T denotes

the forces that act on the particle i. Solving eq. 3.1 for allN particles at di�erent times t yields

a trajectory, a time series of states x(t) = {r1(t), ..., rN (t)} ∈ Ω ⊂ R3N with Ω denoting the

state space of the system. On a molecular level, x(t) can be understood as the con�guration

of the system at time t. Please note, throughout this chapter, the con�guration x(t) will be

described in position space, only. For a full description of the system, also the momenta pi of

the individual particles have to be taken into account.

At this point, some very important assumptions are already made:

(a) Electrons and their movement are neglected as the motion of the nuclei is assumed to

bedetermining for the dynamics of the system (Born-Oppenheimer-Approximation).113–115

(b) The particles, either single atoms or rigid bodies, are treated as point charges with

position ri, massmi and electric charge qi.112
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(c) The total force Fi acting on a particle i is de�ned by the negative gradient of the

potential energy function V (r1, ..., rN ):114

Fi(t) = −∂V (r1(t), ..., rN (t))

∂ri(t)
= −∂V (x(t))

∂ri(t)
, (3.2)

where V (x(t)) represents the (potential) energy surface of the system on which the atoms

move, and x(t) denotes the trajectory de�ned earlier.116 Assumption (c) is justi�ed by the

Ehrenfest theorem, which states that the classical mechanics coincide with quantum mech-

anical expectations in macroscopical processes.117

The force �eld. Within the context of classical MD simulations, V (x) comprises several

energy terms parametrized against quantum mechanical calculations and experimental

data:113,116,118

V (x(t)) =

Nbonds∑
i

kl,i
2

(li(t)− li,0)2 +

Nangles∑
i

kθ,i
2

(θi(t)− θi,0)2

+

Ntorsions∑
i

Vn
2

[1 + cos (nω(t)− γ)]

+

Nparticles∑
i

Nparticles∑
j>i

(
4εij

[(
σij
rij(t)

)12

−
(

σij
rij(t)

)6
]

+
qiqj

4πε0ε1rij(t)

)
(3.3)

V (x(t)) and all the parameters used for its de�nition are together called ‘force �eld’. Eq. 3.3

shows the collection of energy contributions according to the AMBER force �eld.119 Note,

there are several other de�nitions of force �elds.116,118

Bonded interactions. The �rst three terms in eq. 3.3 represent the bonded interactions of

the system, of which the �rst term incorporates a harmonic potential for the deviation of a

covalent bond i with length li from its reference value li,0 at time t. kl,i denotes the force

constant according to Hooke’s law.113

The second term includes the deviation of an angle θi between three covalently linked atoms

A-B-C from the reference angle θi,0 at time t. The second term is also de�ned as a harmonic

potential with force constant kθ,i.

The third term considers torsion angles ω between four covalently linked atoms A-B-C-D.

Eq. 3.3 includes the energy contribution of the proper dihedral angles, which describe the

position of atom A relative to atomD in terms of rotations around the bond B-C (see Figure 3.1)

As the dihedral angles are intrinsic periodic, their energy contribution is described by a cosine

function with amplitude Vn/2.

Although Vn is often named ‘barrier height’ of this potential, it is rather a qualitative measure
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for the comparison of di�erent dihedral angles that informs about how easy the system can

be rotated around a certain dihedral angle. For instance, due to the double-bond character

of the amide bond, the rotation around the dihedral angle ∠ (OCNH) is much more restricted

than the rotation around the covalent bond linking two sp3-hybridised carbon atoms in

butane (∠ (HCCH)). Therefore, V amide
n is larger than V butane

n .103,113 The parameter n is called

multiplicity. It gives the number of minima in the dihedral potential whose positions can be

in�uenced by the phase factor γ.

Besides the proper dihedral angles, many force �elds also include an energy term for

improper dihedrals or ‘out-of-plane’ motions. If included, these angles are most often de�ned

by harmonic potentials with force constant kζ,i:

vimp.(ζ(t)) =

Nimp.∑
i

kζ,i
2

(ζi(t)− ζi,0)2 (3.4)

describing the deviation of angle ζi at time t from the reference value ζi,0. Some force �elds

also include cross terms combining two or more motions, but these are not discussed here.

Non-bonded interactions. The last term in eq. 3.3 describes the non-bonded interactions of

the system for all pairs of particles that are not covered in the bonded interactions. The non-

bonded interactions include van-der-Waals interactionsmodelled by the Lennard-Jones 12-6

potential (eq. 3.5), and electrostatic interactions de�ned in the Coulomb potential (eq. 3.6):

vLJ(rij(t)) = 4ε

[(
σ

rij(t)

)12

−
(

σ

rij(t)

)6
]
, (3.5)

vC(rij(t)) =
1

4πε0ε1

qiqj
rij(t)

, (3.6)

with rij(t) = |rj(t) − ri(t)| as the spatial distance between two point particles i and j as

common feature. The Lennard-Jones 12-6 potential (eq. 3.5) consists of a repulsive part

(∝ r−12) that can be understood in terms of the Pauli exclusion principle, and an attractive

part (∝ r−6) accounting for dispersive interactions (see Figure 3.1).

Due to these decays, the Lennard-Jones potential is a short-range potential. ε denotes the

depth of the minimum in the Lennard-Jones 12-6 potential with respect to vLJ = 0. σ, the

interatomic distance at which vLJ = 0 can be used to determine the equilibrium distance

rij,0 = 21/6σ between the two particles. The Coulomb potential varies as r−1, and it is there-

fore a long-range potential. ε0 is the vacuum permittivity, ε1 is the relative permittivity and qi
denotes the charge of particle i.

As apparent from eq. 3.5 and eq. 3.6, all non-bonded interactions are treated as pair inter-

actions. Although not all non-bonded interactions are well-described by pair interactions,
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many multi-body e�ects, e.g. polarisation e�ects, can be expressed in pairwise models

with appropriate parametrisation. These approximations for the multi-body e�ects called

“e�ective” pair potentials, are then incorporated in the force �elds.

a b c

d e

angles

Proper dihedrals

Improper dihedrals

bonds

Figure 3.1: Basic functional forms used as contributing terms in the force �eld eq. 3.3. (a) harmonic
potential, which is considered for bonds, angles and improper dihedral angles (d, green). (b) cosine
based angle potential used for dihedral angles (d, yellow). (c) Lennard-Jones potential (r−12 − r−6,
black line), repulsion term (r−12, dotted red line) and attractive term (r−6, dotted orange line). The
repulsive term describes the Pauli repulsion at short distances, the attractive term accounts for
attraction due to London dispersion forces.

Integrators. Although the usage of force �elds facilitates the handling of the equations of

motion (eq. 3.1), V (x(t)) is still a continuous function, which cannot be solved analytically for

many particles.103,113

In classical MD simulations, the equations of motion are solved numerically by using integ-

ration algorithms that rely on a �nite di�erence method. This means that the integration of

the equations of motion is split up into many time steps of constant size ∆t. In doing so, the

integration schemes make two assumptions:

(1) The forces Fi = miai = ∂V (x(t))/∂ri are constant during a time step ∆t.

(2) The positions and the velocities of the particles of the system at time t + ∆t can be

approximated by Taylor series expansions:
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ri(t+ ∆t) =

∞∑
n=0

r
(n)
i (t)

n!
(t+ ∆t− t︸ ︷︷ ︸

=∆t

)n ≈ ri(t) + ∆tvi(t) +
(∆t)2

2
ai(t) +O(∆t4) (3.7)

ri(t−∆t) =

∞∑
n=0

r
(n)
i (t)

n!
(t−∆t− t︸ ︷︷ ︸

=−∆t

)n ≈ ri(t)−∆tvi(t) +
(∆t)2

2
ai(t) +O(∆t4) (3.8)

Note, that eq. 3.7 and eq. 3.8 already include the de�nitions of the derivatives of the position

ri at time t being the velocity r′i(t) = vi(t) and acceleration r′′i (t) = ai(t). For both steps t±∆t,

the Taylor series is truncated after the third term leaving out terms in the order of O(∆t4).

Likewise, the velocities can also be approximated by Taylor series, however they are usually

truncated after the second term (v′i = ai) leaving out terms in the order of O(∆t3).

The di�erent integration algorithms available today, di�er in their choice of what is calculated

at which time step. By adding eq. 3.7 and eq. 3.8, one obtains:

ri(t+ ∆t) = 2ri(t)− ri(t−∆t) + (∆t)2 Fi(t)

mi︸ ︷︷ ︸
=ai(t)

+O(∆t4). (3.9)

In other words, the next position of particle i at time t+ ∆t can be obtained by the position

and the force at the current time step t and the position from the previous step t−∆t. The

algorithm using this integration scheme is called Verlet algorithm.120

This algorithm has two drawbacks:

(1) A term of order O(∆t4) is added to terms of order O(∆t2), which can cause numerical

problems.

(2) Velocities are not directly computed by the integration algorithm, which is problematic as

they are needed to calculate speci�c properties such as the system’s kinetic energy.

The leap-frog algorithm121 used within this thesis, improves on both drawbacks. Here, the

position is updated at a half-time step (∆t/2). Subtracting the Taylor series of ri(t− ∆t
2 ) from

ri(t+ ∆t
2 ), yields (after a shift t→ t+ ∆t

2 ):

ri(t+ ∆t) = ri(t+ ∆t) + ∆tvi

(
t+

∆t

2

)
+O(∆t3) (3.10)

with

vi

(
t+

∆t

2

)
= vi

(
t− ∆t

2

)
+ ∆ta(t) +O(∆t3). (3.11)

The name of the algorithm refers to the successive updating interval (‘leaping’) of the posi-

tions and forces at time t and the velocities at time t+ ∆t.

Although the precision-problem of the Verlet algorithm is resolved, the leap-frog algorithm
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has the disadvantage that the velocities and the positions are not synchronised. As con-

sequence, the kinetic energy:

Ekin,i(t) =
1

2
mivi(t)

2 (3.12)

can only be calculated with an average at time t± ∆t
2 :

vi(t) =
1

2

(
vi

(
t− ∆t

2

)
+ vi

(
t+

∆t

2

))
, (3.13)

which means that the contribution of the kinetic energy to the total energy (eq. 3.14) cannot

be determined at the same time as the potential energy which is position-dependent:

Etot = Ekin(v) + Epot(r) (3.14)

The time step. Both described integration schemes are deterministic and time-reversible,

which means that if one integrates n steps forward and afterwards n steps backward, one will

end up at the starting position. The question remains, however, which time step to choose

for the integration algorithm? In this regard, the integrators do the splits between (a) ensuring

the correct physical properties such as energy and total (angular) momentum and (b) staying

as close as possible to the analytical trajectory of the system, i.e. the ‘real solution’ according

to eq. 3.1.103,113 Criterion (a) demands that the MD simulations have to estimate the correct

probability distribution of the properties of the system’s ensemble in order to give reliable

averages for a given observable a. According to the ‘ergodic hypothesis’, this can be achieved

by either considering many systems at the same time t or long simulation times for a single

system:

〈a〉 = lim
ζ→∞

1

ζ

ζ∑
i=1

ai = lim
τ→∞

1

τ

τ∑
t=0

a(x(t)) (3.15)

with a as the targeted observable, ζ as the number of systems and τ as the number of points

in time. If possible, criterion (a) would therefore favour large time steps.

Criterion (b), however, demands a small time step, as the forces, which rely on the atomic

positions, are kept constant during the time step. But why is that an issue?

Assume two particles moving towards each other. At time t, their distance is large enough

so that the calculated forces do not include a signi�cant repulsive contribution, which would

directly in�uence the movement of the atoms. If the time step ∆t is chosen too large, it

might happen that the two atoms at time t + ∆t are too close to each other resulting in

enormous repulsive forces between them. These large forces then cause vast changes in the

velocities and thereby positions/forces, which might cause the simulation to crash (‘blowing

up’). To minimise the error in the calculation of the forces (introduced by neglecting atom

movements), it would therefore be best to recalculate the forces within a time step ∆t that is

smaller than the fastest positional change in the system. In biological systems, this is usually
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the vibration of the C-H bond, which has an oscillation frequency of roughly 10 fs. So, 1 fs or

less would be a well-suited time step.113

Bond constraints. To reconcile both criteria, algorithms like “LINCS”122 were developed.

LINCS introduces distance constraints for speci�c distances such as the C-H bond and

thereby allows for larger time steps. Basically, these constraints can be understood as

harmonic potentials that can be added to the potential energy function V (x(t)) (eq. 3.3):

vbc =

Nbc∑
k=1

λk
(
(ri(t)− rj(t))

2 − d2
ij

)
(3.16)

with Nbc as the number of considered constraints for the atom pairs (i, j) and dij as the

reference distance. A single bond constraint is zero, if the respective bond between atom

i and j equals the (user-de�ned) reference distance dij . Please note, λk is a Langrange

multiplier that is necessary to solve all bond constraints simultaneously, as the bonds are not

independent of each other.113 Using LINCS algorithm on bonds including hydrogen atoms,

2 fs can be used as time step.

Ensemble types. As mentioned in criterion (a), there are di�erent ensemble types with

di�erent properties: Without further additions, Newtonian dynamics that are calculated by

the integrators presented before, would yield themicrocanonical ensemble, a closed system

with constant number of particles, constant volume and constant energy (NVE ensemble).

For most applications, however, other ensembles are better suited as they better mimic the

experimental conditions: The canonical ensemble includes a constant temperature allowing

for energy �uctuations, but keeping the volume and the amount of particles constant (NVT

ensemble). The constant temperature is accomplished by the usage of thermostats, i.e.

algorithms that modify the Newtonian dynamics so that the temperature TMD de�ned by

the time average of the kinetic energy 〈Ekin〉matches a (user-de�ned) reference value T ref :

TMD =
2

NfkB
〈Ekin〉 =

2

NfkB

〈 Nf∑
i

1

2
miv

2
i

〉
, (3.17)

with kB as the Boltzmann constant andNf as the total number of degrees of freedom, which is

de�ned by the number of particles in the systemN and the number of constraintsNconstraints:

Nf = 3N −Nconstraints. (3.18)

Nconstraints could be, for instance, Nbc de�ned in eq. 3.16. Please note, in eq. 3.17, we are

making use of the equipartition theorem, which states that, on average, the kinetic energy is

equally distributed over all degrees of freedom, yielding an energy contribution of 1/2kBT

per degree of freedom.112,113,123 The equipartition theorem also allows us to calculate the
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temperature for a single time step of the MD simulation, called instantaneous temperature:113

TMD(t) =
2

kB
Ekin(t). (3.19)

Thermostats now add factors to eq. 3.19 in order to in�uence the velocities incorporated in

the kinetic energy. The most straight forward approach would be to correct the velocities

by a factor so that the instantaneous temperature exactly matches the targeted reference

temperature T ref . This approach is called ‘velocity-rescaling’, and without further modi�ca-

tions, simple velocity-rescaling does not correctly reproduce the canonical ensemble.112,113

To improve on this, G. Bussi, D. Donadio and M. Parrinello developed a modi�ed velocity-

rescaling algorithm,123 which rescales the velocities to a kinetic energy that is drawn from

the canonical kinetic energy distribution at equilibrium. As the thermostat by G. Bussi and

co-workers gives the correct canonical ensemble,112 it was used in this thesis.

Thermostats can be combined with barostats yielding the isothermal-isobaric ensemble, in

which both temperature and pressure are kept constant, while �uctuations in energy and

volume are allowed (NpT ensemble). Analogously to thermostats, barostats are algorithms

targeting the instantaneous pressure of the system. Instead of scaling the velocities, however,

barostats are rescaling the volume. In this work, mostly the ‘Parrinello-Rahman’ barostat was

used,124 as it gives the correct NpT ensemble if combined with the G. Bussi thermostat.

Instead of the amount of particles, the chemical potential can be set constant yielding the

grand-canonical (µVT) or generalized ensemble (µpT). Both ensemble types require more-

sophisticated algorithms.113 Since they are not used in this thesis, they will not be discussed

here.

Periodic boundaries. So far, we have left out the relevance of the system’s size on per-

forming classical MD simulations. We shortly touched the distance dependency of the

Coulomb- and the Lennard-Jones 12-6 potential, but we did not discuss any implications

for the computational demands. For ideal comparison to experiments, one would precisely

reconstruct the experimental setting including all solvent molecules, the solute and the

boundaries. This would imply, however, calculating the force �eld contributions (eq. 3.3) for

severalmol of particles, which is computationally not feasible.

Another option would be to simulate only a tiny fraction of the system with boundaries to

vacuum, with which we yet cannot model the bulk properties correctly.125 To mimic the bulk

properties, one instead makes use of periodic boundaries together with cut-o�s, neighbourl-

ists and speci�c summation techniques.

By applying periodic boundaries to the system of interest, it will be surrounded by multiple

(in�nite) copies of itself in all directions, who together form a lattice (see Figure 3.2). Under the

condition that the amount of particles has to remain constant in the box, particles that leave
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Figure 3.2: Periodic boundaries: The system of interest is depicted as square box (center) with box
length rbox. It is surrounded by eight copies (shaded). For two particles, the scenario “leaving the box”
is shown (orange, blue arrows). Minimum-image convention: The black particle is surrounded by a
sphere de�ned by the cut-o� radius rvdw < Lx/2 for the non-bonded interactions.

the box on one side are replaced by image particles entering the box from the opposing side.

At any time, the coordinates of the particles can be described by multiples of the box lengths

(see Figure 3.2) Two questions arise from this approach: First, how to choose a proper cell

size for the original system? Second, how to treat the non-bonded interactions?

Cut-o� schemes. As stated earlier, the non-bonded interactions can be di�erentiated into

long-range and short-range interactions. Referring back to the short-range Lennard-Jones

12-6 potential, we can see that for distances ≥ 2.5σ the energy contribution is < 1% of

the energy value at best distance σ. Hence, a cut-o� scheme seems reasonable, in which

interactions beyond a cut-o� are set to zero. This cut-o�, in simulation software often referred

to as ‘Van-der-Waals’ cut-o� (rvdw), de�nes a sphere around each particle of the system, in

which all short-range interactions will be calculated. Simulation software like GROMACS

uses theminimum-image convention, which means that every atom only “sees” one image of

all the other atoms of the system.126 As consequence, the box size for the system has to be

chosen such that the sphere de�ned rvdw �ts into the box.

For instance, in a cubic system, which has the same box lengths in all three dimensions

(in Cartesian coordinates: Lx = Ly = Lz), the minimum-image convention requires that

rvdw is smaller than 1/2L (see Figure 3.2). Assigning the particles to the sphere with radius
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rvdw around a particle i, necessitates the calculation of all pair distances within the periodic

image. Yet, with time steps in the fs-regime, we can assume that in �uids, the particles in

vicinity rvdw of i do not signi�cantly change over a certain amount of time steps. Therefore,

simulation software such as GROMACS calculates all distances in regular time intervals only,

and creates so-called ‘neighbourlists’, which it uses in between.126 These neighbourlists save

the indices of all particles in the sphere with radius rvdw around i as well as the indices of all

atoms, which are a bit further away. The latter is done to avoid that particles entering that

sphere were not included in the neighbourlist before its update.113,126Between the updates

of the neighbourlist, the simulation software directly uses the saved indices of the particles

in the vicinity to particle i to calculate the short-range interactions.

Ewald summation. While the usage of cut-o�s seems justi�able for the short-range inter-

actions, the handling of the long-range interactions is trickier. As discussed previously, the

Coulomb potential decays as r−1, which is problematic for two reasons:

First, by applying periodic boundary conditions, we have to account for all charges even of

the periodic images.

Second, the calculation of all pairwise distances is computationally very expensive as it

scales with the square of the number of particles. Fortunately, we can deal with both prob-

lems using Ewald summation.112,127,128 This technique is based on the relation between the

charge density ρ(ri) and the electrostatic �eld φ(ri), formulated by the Poisson equation:112

∇2φ(r) = −1

ε
ρ(r), (3.20)

with ε as the permittivity of the medium. As we use point charges in MD simulations, the

charge density ρ(r) is a set of delta functions, which complicates solving the partial di�erential

equation eq. 3.20. Using Ewald summation, we make a detour by splitting up the charge

density into a short-range and a long-range part, which we then solve separately. The

short-range part ρSR(r) contains the original point charges with charge qi as well as Gaussian-

shaped charge distributions of magnitude −qi:

ρSR
i (r) = qiδ(r− ri)− qiGα(r− ri), (3.21)

with Gα as a Gaussian distribution de�ned as:113

Gα(r) =
α3

π3/2
exp

(
−α2r2

)
. (3.22)

In other words, we limit the area, in which the point charge qi at position ri can be felt

by others. The long-range part ρSR(r) is a compensation for the Gaussians added in the

short-range term:

ρLR
i (r) = qiGα(r− ri). (3.23)
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Hence, adding ρSR
i (r) to ρLR

i (r) still gives the original charge distribution of eq. 3.20.

However, the usage of Gaussian-shaped functions has computational advantages:112

For the short-range part, we can now use cut-o�s as the charges are shielded and therefore

their range is limited. For the long-range part, we can now consider Fourier transformations

as qiGα by its own is periodic and smooth. The electrostatic contribution to the potential

energy �nally is:

EC = ESR + ELR − Eself , (3.24)

where Eself is the interaction between the particle i with qi and its own compensating charge

cloud qiGα.

The usage of Ewald sums can be even more tuned-up by discretising the positions of the

charges into mesh positions, which allows for the usage of Fast Fourier Transformations.

This approach is then called ‘Particle-Mesh-Ewald’ method.129,130 It is well established in MD

programs and also used in this thesis, but its discussion is beyond the scope of this chapter.

For background information on the mathematical context, Refs. [103, 112, 113, 125, 131, 132]

are strongly recommended.

3.1.2 Setup and (Post)Processing

Working with MD simulations basically comprises three di�erent steps: (1) Setup and data

production, (2) post-processing and dimensionality reduction (if needed) and (3) analysis.

MD setup

There is excellent literature on the successful setup of MD simulations112,133 and for the

detailed simulation protocols used in this thesis, please refer to the individual papers (see

4.1, 4.2, 4.3, 4.4). However, let us call to mind some pivotal decisions during the setup before

discussing the points (2) and (3). As apparent from the previous section (see 3.1.1), the force

�eld represents the centrepiece of MD simulations. This includes both the formulation of the

potential energy functions and the parameters set for the individual atoms. Hence, the force

�eld has to be chosen in accordance to the system. For peptides and proteins comprising

standard amino acids, the force �eld parameters of the “AMBER” family are well-suited.116,118

For the amatoxins investigated in the subprojects B1-B3, however, these force �elds are of

no use since the unusual tryptathionine linkage is not covered by the AMBER force �eld

parameters. Here, programs like “ACPYPE”134 can help out as they create molecule-speci�c

topologies in close relation to the AMBER force �eld parameters.135,136

Next, the origin of the starting structure for anMD simulations can havemassive impact on the

conformational ensemble. Structures from X-ray crystallography are usually good choices for

starting structures, but they can sometimes be misleading, especially if the behaviour of the
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peptide or protein alters substantially going from solid (crystal) state to solution.104 For that

reason, NMR solution structures are better starting structures. In subproject A, for instance,

the MD simulations were started from the solution structure of tWW of h-FBP21. Both X-ray

crystal and NMR solution structures are available in the Protein Data Bank (PDB).137–139

Lacking experimental evidence for the structure of the targeted system, the choice of the

starting structure is di�cult. Small molecules like the amatoxins investigated in subprojects

B1 - B3, can be constructed with molecular editors comparable to the molecule construction

kit from school. For larger molecules like proteins, however, a construction by hand is neither

feasible nor justi�able without further leads due to the many construction possibilities. In

general, this problem is known as “protein folding problem”,140 in which context one important

paradox has been introduced by Cyrus Levinthal in 1969.141 The amino acid chain in a protein

has many degrees of freedom for self-assembling. Imagine an amino acid sequence of

roughly 100 residues that can adopt 1070 con�gurations based on the combinations of (torsion)

angles. According to a “random-search” problem as suggested by C. Levinthal, all these

con�gurations except for the correct con�guration (native state) are equally likely.140,142 Let us

say it takes one picosecond (10−12 s) to �nd one of these con�gurations, then the time to �nd

the native state would be 1070 · 10−12 = 1058 s (roughly 1050 years), an enormous amount of

time. This expenditure of time to �nd the correct protein folding has been puzzling scientists

who work on protein structure prediction until the game-changing program “AlphaFold”

became publicly available.143 The “AlphaFold” program is an arti�cial intelligence-based

program, which has convincingly proven to predict protein structures in atomic precision.144

Hence, using protein folding prediction software such as “AlphaFold” also represents a

possible source for starting structures.

After selecting a suitable starting structure, it usually follows an energy minimisation, the

solvation in (explicit) solvent and equilibration simulations under the desired conditions.

This will not be further discussed here. Though, in terms of the energy minimisation one

should keep in mind, however, that the algorithms such as “steepest-descent” or “conjugate-

gradient” always �nd the nearest minimum, which is not necessarily the global minimum on

the potential energy surface.113

Dimensionality reduction

Once the MD simulations are done, we analyse the MD data to draw conclusions about the

properties of the investigated system. For that, we �rst need to interpret the typical outcome

of MD simulations, the trajectory. The trajectory is the output of the integration schemes

described earlier (see eq. 3.10, eq. 3.11) in a speci�c time interval, usually multiples of the

integration time steps. The trajectory therefore contains the time series of the Cartesian

coordinates
(
ri(t) = (xi, yi, zi)

T
)
of each atom i selected in the output control. Trajectories

can be seen as a collection of snapshots (frames) provided by our computational microscope,
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where the entries are the atom coordinates in the Euclidean space. Note that the atom

selection (N ) and the frequency, in which the positions of these atoms is written to �le, can

be set by the user.

The trajectories themselves do not contain any readable information about the system. Only

in combination with a topology �le, in which each entry is assigned to a speci�c atom of

our system, we can directly extract properties, which can be computed with linear algebra,

e.g. distances, angles. Usually, these properties have in common that we analyse them as

ensemble averages or distributions (see 3.1.3) and to get a �rst impression of the system,

these kind of properties are certainly useful.

In most cases though, we would like to learn more about the di�erent conformations and

possible transitions between them. For that purpose, we have to subdivide the MD data

into meaningful subsets. This can be achieved by clustering techniques (see 3.3.1). Working

with raw MD data, we deal with very high dimensionality since each frame of the trajectory

in principle contains 3N dimensions for an output of N atoms. For clustering and kinetic

analyses, raw MD is unsuited since its high dimensionality is not computationally feasible

and not all atoms are equally important for the dynamics of the system.145 As consequence,

a sub-dimensional representation of the MD data is needed, which can be obtained by

dimensionality reduction techniques.

The basic idea of proper dimensionality reduction is to put as much important information in

as little dimensions as possible. Here, we will discuss time-independent component analysis

(TICA), a technique whose application to MD data was introduced by Refs. [146, 147]. Please

note, before using TICA, we should have an idea of meaningful input features. For peptides

and proteins, especially the backbone torsion angles (φ, ψ, ω) are interesting, as they capture

best the backbone dynamics. Sometimes also the end-to-end distance is useful, for instance

if we consider folding events like in the hexapeptide NFGAIL.148

The following description of the TICA method is based on Refs. [146, 147]:

Let us assume we have translated the trajectory of atomic positions x(t) = {r1(t), ..., rN (t)} ∈
Ω ⊂ R3N into a trajectory of N ′ features with d-dimensions x′(t) = {f1(t), · · · fN ′(t)} ∈ Ω′ ⊂ Rd.
For example, these features could contain the backbone torsion angles for each residue of

our system: fi = (φi, ψi, ωi)
T. Ω′ is called feature space, a sub-dimensional representation of

the conformational space Ω. The �rst step in TICA is that our input data are transformed into

mean-free data by:

zi(t) = fi(t)− 〈fi(t)〉t , (3.25)

where 〈fi(t)〉t denotes the time average. Then, “time-lagged” covariance matrices C(τ) are

computed for τ = 0 and another positvely-valued lag time τ , usually multiples of our MD

time step ∆t. For �nite data such as our MD data, the elements of these matrices are de�ned
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as:

Cij(τ) =
1

Nsteps − τ − 1

Nsteps−τ∑
t=1

zi(t)zj(t+ τ), (3.26)

where Nsteps denotes the length of our MD trajectories in time steps. Before going on, C(τ) is

symmetrised:

C(τ) =
1

2

(
Cb(τ) + CT

b (τ)
)
, (3.27)

where Cb(τ) denotes the covariance matrix before enforcing the symmetry.

For the symmetrised covariance matrix, the generalised eigenvalue problem is solved:

C(τ)W = C(0)WΛ, (3.28)

with W as the eigenvector matrix containing the time-independent components (“TICs”), Λ as

the diagonal eigenvalue matrix and C(0) as the covariance matrix (τ = 0).

Our mean-free feature vectors are �nally projected onto the TICA space by:

ζT(t) = zT(t)W. (3.29)

In eq. 3.28, we try to manifest two desired properties of the TICs in order to minimise the

projection error, i.e. the loss of information due to the dimensionality reduction: To cover

as much of the information from the input data, (1) the TICs shall be uncorrelated and (2)

their autocovariances (diagonal elements of Λ) maximal for a given lag time τ . Thus, W is

de�ned to diagonalise C(τ) while maximising the autocovariances λii. To achieve this, i.e.

to solve eq. 3.28, Refs. [146, 147] suggest a detour involving the AMUSE algorithm.149 In the

implementation of TICA that has been used in this thesis,150 this detour is also used.

In brief, the detour adds a coordinate transformation prior to the computation of the “time-

lagged” covariance matrix C(τ). By using principal-component analysis (PCA),151,152 the

mean-free input data zi(t) is transformed into principal components li(t):

li(t) = Ozi(t), (3.30)

where O, the matrix containing the principal components can be obtained by solving the

PCA eigenvalue problem:

C(0)O = OY, (3.31)

with C(0) as the covariance matrix. The (diagonal) eigenvalue matrix Y is then used to norm-

alise li(t) by l′i(t) = Y−1li(t). Then, eq. 3.26 is solved for l′i(t) yielding C′(τ). As described for

the time-lagged covariance matrix on the mean-free feature data, we enforce the symmetry

of C′(τ) (eq. 3.27).
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As �nal step, an eigenvalue problem of C′(τ) is solved:

C′(τ)V = Λ′V, (3.32)

where V denotes the eigenvector matrix of C′(τ). Then, li(t) is projected onto the most

dominant eigenvectors to obtain the desired TICA projection. Referring to eq. 3.29, the detour

can be formulated as:

ζT
i (t) = zT

i (t)OY−1V. (3.33)

By design, the TICs in W are ordered according to the magnitude of their autocovariances

and the TICs with the largest autocovariances together yield a linear subspace of Ω′, in which

most of the slow processes are contained. Hence, for ensuing analyses, e.g. clustering (see

3.3.1), it is su�cient to focus on the dominant TICs as this should not increase the projection

error. To select the most dominant TICs from negligible ones, a look into the eigenvalue

spectrum (|λii(τ)| against the TICs) is quite useful. Here, we can look out for a gap, i.e. a

signi�cant di�erence in the magnitude of λii between two consecutive TICs.

Taken together, time-independent component analysis (TICA) is a valuable method to reduce

the dimensionality of the MD data. Note, however, that we have to consider at least two

dimensionality reductions: �rst on the feature space and second on the (most dominant)

TICs. As consequence, it is di�cult to give the TICs an exact physical meaning. Whether the

dimensionality reduction went successful can then only be proven by the ensuing steps

such as clustering (see 3.3.1) and Markov-state-models (see 3.1.3). In the next section (see

3.1.3), we will review some aspects on the analysis of MD simulations either with or without

prior dimensionality reduction.

3.1.3 Analysis of MD simulations

Once one has obtained the trajectories of the system of interest, these trajectories are usually

�tted and centred on the key-molecule before any analysis is performed. Also, to speed up

the analyses the time resolution is often decreased by focussing on everyXth frame instead

of on every single frame.

Properties directly derived from the MD trajectory

Assuming proper sampling, the trajectories resulting from the MD simulations ful�l the

ergodic hypothesis (eq. 3.15). In other words: We assume that after an in�nite time, each

state will be visited an in�nite number of times proportional to the stationary distribution.

Since we are considering a system with constant amount of atoms N , we can use this

assumption to calculate the ensemble average of a given observable A as time average
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over our trajectories:113,153

〈A〉 =
1

Nrep

Nrep∑
i=1

〈A (xi(t))〉 =
1

Nrep

Nrep∑
i=1

 1

Nτ,i

Nτ,i−1∑
τ=0

A(xi(τ))

 (3.34)

withNrep as the number of considered trajectories xi withNτ,i time steps τ . As apparent from

eq. 3.34, the validity of the ensemble averages derived from our MD simulations massively

depends on the sampling. Aside, assuming proper sampling and anNV T - orNpT -ensemble,

the possible con�gurations x(t) are distributed according to the Boltzmann distribution:113

π(x) =
1

Z
exp

(
−V (x)

kBT

)
. (3.35)

π(x) is the probability for the molecule to adapt con�guration x in equilibrium. Z is called

“partition function” (“Zustandssumme”), the weighted collection of all possible con�gurations.

kB is the Boltzmann constant, T the temperature and V (x) the potential energy function,

which is expressed by the force �eld (see eq. 3.2, eq. 3.3).

For biological systems, particularly structure-related features such as interatomic distances,

(backbone) dihedral angles or hydrogen bonds are of special interest. Based on eq. 3.34,

these properties can be directly computed from theMD data - as average values, populations

or distributions.

Kinetic networks

Up to this point, we have discussed properties, which are directly extracted from a (sub)data

set of the MD ensemble. Yet, the time information of the MD simulations is only included

qualitatively. It is more decisive where the system is most of the time than how it changes in

between. In the introduction, however, we have seen that within the context of biological

systems, we are especially interested in understanding the conformational dynamics of the

systems. Here, not all conformational transitions are of the same interest. Usually, we are

interested in the conformational changes on the longest timescales, since they represent the

processes, which are more interesting from a biochemical point of view. Hence, we would

like to describe the transitions between the most important states, where each state can

contain multiple conformations in fast conformational exchange.

For that purpose, Markov State Models (MSMs) have proven very e�ective. In the following,

we will shortly review some features of these models using Refs. [154, 155]. For the complete

picture, please also refer to Refs. [156–158]. MSMs are based on the idea that the dynamics

of a system can be analysed as Markov jump process if the process x(t) is (1) ergodic (see
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above 3.1.3) and (2) reversible. If x(t) is reversible, the condition of detailed balance is ful�lled:

π(x)p(x,y; τ) = π(y)p(y,x; τ), (3.36)

which means that within a lag time τ ∈ R0+, the number of transitions from con�guration x

to y is equal to the number of transitions in the opposite direction, if the system is in thermal

equilibrium.

In MSMs, we consider probability distributions of the con�gurations x at di�erent time steps,

and since we assume the process x(t) to bemarkovian, we can formulate:154

p(x,y; τ) = P [y = x (t+ τ) ∈ Ω | x = x(t).] (3.37)

Eq. 3.37 states that the probability of being in state y at time t+ τ only depends on the state

x at time t. Ω denotes the full state space of our system. Hence, the dynamics of the MD

ensemble can be expressed as propagation of probability densities in time satisfying the

Chapman-Kolmogorov condition:

p(x; t+ kτ) = [P(τ)]k p(x; t) = P(kτ) p(x; t) k ∈ N, (3.38)

where P is the operator called “propagator” and p(x; t) is the probability of being in con�gura-

tion x at time t. For mathematical reasons,154,159 MSMs consider the closely-related “transfer

operator” instead of the propagator:

u(x; t+ kτ) = [T (τ)]k u(x; t) = T (kτ)u(x; t) k ∈ N, (3.39)

where u(x; t) is the probability of being in con�guration x at time tweighted by the Boltzmann

density: u = p
π (eq. 3.35). Note, that eq. 3.38 and eq. 3.39 hold for continuous dynamics for

the full state space Ω.

In MD simulations, we are bound to the integration time step τ = k · ∆t (see eq. 3.10,

eq. 3.11), which means that we have a discrete time. Also, the MD ensemble is too complex to

derive the propagator or the transfer operator, which means that we also have to consider a

dimensionality reduction and discretisation for the state space. As dimensionality reduction

technique, methods such as TICA (see 3.1.2) come into play as they reduce the system to

select dimensions while preserving the kinetic information. For the discretisation of the

sub-dimensional state space Ω′, clustering methods are usually applied (see 3.3.1). Working

on a sub-dimensional, discretised representation of Ω and with discrete time allows us to

approximate the operators in eq. 3.38 and eq. 3.39 by matrices:

pT(t+ kτ) = pT(t) Tk(τ) k ∈ N, (3.40)
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where T is called “transition probability matrix” and pT is a vector containing the probabilities

of the system to be in a certain subset Si ⊂ Ω′ at time t. Note, that our feature space Ω′ is

discretised in disjoint subsets Si ∩ Sj = ∅ ∀i, j . The matrix elements of T are de�ned as:

Tij(τ) = P [x(t+ τ) ∈ Sj |x(t) ∈ Si] . (3.41)

In words, each matrix element is the conditional probability that the system will be in subset

Sj at time t+ τ given that it has been in subset Si at time t.

At this point, please note three things:

First, the subsets Si are directly the clusters obtained by clustering Ω′.154

Second, in terms of de�nition of the subsets and their relation to Ω′, we can either consider

a “full-state” representation or a “core-set” approach. In the “full-state” representation, the

subsets Si fully cover Ω′, while in the “core-set” approach, we reduce the system’s dynamics

on select sets, which are only a subset of Ω′.

Third, by discretising the state space and by reducing the dimensionality, we introduce a

discretisation error, which re�ects the deviation in the dynamics between the discretised and

the original system. The reason for the deviation is that the discretised dynamics are not

truly Markovian for all lag times τ . Here, a “implied timescale test” helps to choose a lag time,

at which the processes in the discretised space are approximatly Markovian.

In practical, we can determine the transition matrix elements by considering correlation

matrices as shown for TICA:

Tij(τ) =
Cij(τ)∑
j Cij(τ)

(3.42)

with

Cij(τ) =
1

Nframes − τ

Nframes−τ∑
t=0

χi(t)χj(t+ τ), (3.43)

where Nframes denotes the number of frames in our discretised, sub-dimensional MD traject-

ories. χi is a vector that indicates whether the system is in Si at time t:

χi(t) =

1 if x(t) ∈ Si
0 else

(3.44)

Tij contains the counts of the transitions Si → Sj normalised by the total amount of arrival

subsets Sj . Note, C is calculated for each MD trajectory individually. For the entire ensemble,

the correlation matrix can be obtained by summing over the di�erent correlation matrices.159

Second, to enforce detailed balance, the correlation matrix can be arti�cially symmetrised
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as shown for TICA in eq. 3.27.

For the actual analysis of the (core-set) MSM, we consider the eigenvectors and eigenvalues

of T:

T(τ) =

Nsets∑
s

rs λs(τ) lTs , (3.45)

where r and l are the right and the left eigenvectors of T and Nsets is the number of subsets

in the system. Due to the assumed reversibility, T(τ) is self-adjoint, and if T(τ) is self-adjoint,

the eigenvectors are orthonormal:[154]

lTi rj = δij =

1 if i = j

0 else
(3.46)

This allows to write any solution pT(t) (see eq. 3.40) as a linear combination of eigenvectors:

pT(t+ kτ) =

Nsets∑
s

cs λ
k
s(τ) lTs , (3.47)

where the coe�cients cs come from projecting pT(t) on the left eigenvectors of T: cs =

〈p(t), ls〉. Given the properties of T, the �rst eigenvalue λ1 = 1 and the �rst (left) eigenvector

only contains positive entries. All remaining eigenvalues hold 0 ≥ λs>1 < 1. In terms of the

interpretation, the eigenvectors contain subset-speci�c weights for the di�erent processes.

The �rst (left) eigenvector can be used to obtain the equilibrium distribution. The other

eigenvectors s > 1 can be used to project the dynamics onto the di�erent processes.

Typically, the eigenvalue spectrum shows a gap, where one group of eigenvalues is close to

the �rst eigenvalue and the other group clearly falls o�. For the analysis of the dynamics of the

system, we only focus on the eigenvalues close to 1 as well as the associated eigenvectors

as they represent the slowest processes in the system. But what does that mean for the

physical interpretation of the dynamics?

As you can see from eq. 3.45 and eq. 3.47, the time information does only concern the

eigenvalues λk . Hence, the eigenvalues can be given a physical meaning by calculating the

“implied timescales”:

ts = − τ

ln(λs(τ))
. (3.48)

Since λs>1 < 1, they exponentially decay as s goes to in�nity. Therefore, the implied times-

cales represent the decay time of all the processes s > 1. As λs = 1, after a long time, only

the eigenvector corresponding to the equilibrium distribution remains.

If the dynamics are Markovian, the Chapman-Kolmogorov condition holds (eq. 3.38,eq. 3.39),

which means that the implied timescale is independent of the chosen lag time τ . If we then

plot the implied time scales ts against the lag time τ , we will observe plateaus (“implied times-
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cale test”). Note however, that the convergence of ts in τ alone is not a proof for Markovianity,

since for Markovianity we must also check the convergence of the eigenvectors.159

Implied timescales, which hold ts > τ , can be considered to evaluate the MSM. Due to the

fact that λs=1 = 1 and ln(1) = 0, the �rst de�ned implied timescale belongs to the second

(left) eigenvector of T. To visualise the corresponding processes, we can plot (1) the values

of the eigenvectors against the subset indices or (2) the projection of the dynamics on the

eigenvectors. The eigenvectors s > 1 represent a kinetic exchange between regions with

positive and negative values. The transition at the timescale ts is then the transition between

the regions of opposite sign. By extracting the structures belonging to the respective subsets

(clusters), we can thus easily associate the kinetic information to structural changes, which

makes MSMs very powerful.

3.1.4 Issues and limitations of MD simulations

In the preceding sections, we have discussed important aspects for the theoretical funda-

ment (see 3.1.1), the setup (see 3.1.2) and the analysis (see 3.1.3) of classical MD simulations.

In this section, we will address two main issues of classical MD simulations: (1) the “sampling

problem” and (2) problems that arise from our model representation.

Since MD simulations are a computational method, we are restricted to the available re-

sources (CPUs,GPUs). However, it has been amajor achievement that parallelisation schemes

are available that allow us to use the resourcesmore e�ciently.160,161 But evenwithmore com-

putational resources, there are systems which are still very hard to sample with classical MD.

For instance, if the system becomes very large, and/or if we are trying to model transitions

on very large timescales (multiples of seconds). Very large systems have the disadvantage

that the potential energy surface becomes very complex due to the large number of degrees

of freedoms.125 Transitions in the regime of seconds imply very high energy barriers, which

the system rarely overcomes at room temperature. Both aspects are very problematic if

we are interested in ensemble properties, since we cannot justi�ably assume that we have

sampled the entire conformational space. To tackle these problems, enhanced sampling

methods such as metadynamics or replica-exchange might be advised.103,162 Depending on

the size or complexity of the system though, high-temperature simulations might also be

su�cient (see 4.4).

The most decisive feature of MD simulations is the force �eld, and the approximations made

therein have great in�uence on the results.125,163 It is di�cult to compare simulation that

use di�erent force �elds, as they can di�er in the de�nition of the potential energy function

V (x) and the atom-speci�c parameters. The di�erence in the atom-speci�c parameters

results from the di�erent experimental data based on which the force �elds have been

parametrised.116,163 Hence, we have to consider the force �eld that has been parametrised
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for molecules comparable to our targeted system.

Next, the structure and the atom-speci�c parameters are not changeable during an MD

simulation: all atoms are hard spheres with a de�nite radius, partial charge and speci�c

binding partners. As consequence, bond-breaking or -forming, e.g. deprotonation events,

as well as excited states cannot be modelled with MD. Also, polarisation e�ects are only

treated implicitly by partial atomic charges, which however overestimate dipoles.163 To get

access to these properties, one should consider hydride methods that combine classical

mechanics with quantum-mechanical calculations (QM/MM).125,164

Especially non-bonded interactions are troublesome in MD: They are de�ned as pairwise

potentials, which involves increased computational costs if the system becomes very large,

and we still would like to study it in all-atom precision. Depending on the targeted prop-

erty, “coarse-grained” models can however help to still model these systems e�ciently.125

Also, the non-bonded interaction between directly linked atoms (up to two three bonds)

are usually neglected in favour of the desired geometries and bond angles. The force

�elds di�er in the way they incorporate the non-bonded interactions in torsion angles.112,163

This again emphasises that MD simulations using di�erent force �elds are di�cult to compare.

Last, we use periodic-boundary conditions, which is advantageous for the computation of

long-range interactions. However, this implicates a very high e�ective concentration due to

the multiple copies of the cell, and we cannot calculate transport properties correctly.112,125

In summary, the atomic precision of MD simulations can give a false sense of correctness in

terms of the results. The fact that we obtain trajectories from our MD algorithm does not

guarantee that our choice of the model, force �eld, system or protocol were indeed correct

to be able to analyse the property of interest.112,125 Thus, like for other experimental methods,

we should be careful to handle the results correctly.
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3.2 Nuclear magnetic resonance spectroscopy

NMR spectroscopy is an extremely powerful tool for the elucidation of biological systems. Us-

ing di�erent techniques, NMR experiments can provide valuable information about: structural

distances and geometries, �exibility of structural elements or entire regions, conformations

in solution and possible transitions between them, solvent accessibility of amides, structural

changes due to binding processes or other intermolecular interactions.165 However, like

other spectroscopical techniques, NMR experiments always provide average values over the

time of the measurement. Nevertheless, their deep structural insight makes NMR-derived

data very important for screening or verifying MD simulations.

In this chapter, we will recall some physical aspects of NMR spectroscopy, before we will

discuss features that are usable for MD simulations.

3.2.1 Physical aspects in NMR spectroscopy

This section is based on Refs. [166–169]. Please refer to these references for further details.

In NMR spectroscopy, we depart from the idea that atoms are hard balls with a speci�c partial

charge. Instead, each atom consists of elementary particles (electrons, protons, neutrons),

which are either in the atomic nucleus (protons, neutrons) or surround it (electrons). In nuclear

magnetic resonance spectroscopy, wemake use of the principle that a nucleus, as it contains

charged particles, has a magnetic moment (nuclear spin). According to quantum mechanics,

the resulting angular momentum (nuclear spin angular momentum) is a vector quantity

characterised by quantum numbers I :166

|p| = h

2π

√
I · (I + 1), (3.49)

where |p| is themagnitude of the vector and h is Planck’s constant. The nuclear spin quantum

number I depends on the number of protons and neutrons in the nucleus. Here, we can

di�erentiate three classes of nuclei:

1. Nuclei containing odd numbers of protons and neutrons: I = 0 (example: 12C)

2. Nuclei containing (a) an odd number of protons and an even number of neutrons or

(b) an even number of protons and an odd number of neutrons: I = n · 1
2 with n ∈ N

(example: 1H, 13C)

3. Nuclei containing even numbers of protons and neutrons: I = 1 (example: 2H)

For the angular momentum, there are 2I + 1 possible orientations in space:

pz =
h

2π
m, (3.50)
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wherem denotes the magnetic quantum numbers in the rangem = (−I,−I + 1, . . . , I − 1, I)

and pz is the magnitude of the angular momentum in the z-direction. Without external

in�uences, the 2I + 1 di�erent orientations are energetically degenerated.

The magnetic moment µ (also a vector) and the angular momentum p of the nucleus are

linked by the gyromagnetic ratio γ, which di�ers for each isotope:

γ =
µ

p
, (3.51)

and hence:

|µ| = γ |p| = γ
h

2π

√
I(I + 1), (3.52)

µz = γ pz = γ
h

2π
m. (3.53)

In NMR spectroscopy, we place the nuclei in a strong magnetic �eld, which forces the

magnetic moment to align along the magnetic �eld axis. For our convenience, let us assume

that the external magnetic �eld is also oriented in positive z-direction. The presence of an

external magnetic �eld has two consequences: First, the nuclear spin rotates around the

magnetic �eld axis (“precession”) with a speci�c frequency, called “Larmor frequency”:168

ω = −γB0, (3.54)

where B0 denotes the magnetic �eld strength. Here, confusion could arise, since in the

context of NMR measurements, γB0 is also called “magnetic �eld strength” and given in

Hertz ([Hz]).166

Second, the 2I + 1 orientations of µ are now no longer energetically equal. The orientation(s)

in the same direction as the magnetic �eld are energetically favourable (α state(s)), while the

orientation(s) in the opposite direction are less favourable (β state(s)). These energy states,

also referred to as “Zeeman levels”,166 directly depend on the magnetic �eld:

Em = −µz ·B0 = −γm h

2π
B0. (3.55)

The energy states are populated according to the Boltzmann distribution. For two states, we

can therefore formulate:
Nα

Nβ
= exp

(
∆E

kBT

)
, (3.56)

with

∆E = γ
h

2π
B0, (3.57)

and Nα/β as the population numbers of the states α and β. From eq. 3.57, we see that the
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energy di�erence depends on the type of the nuclei (γ) and the magnetic �eld strength (B0).

To change the populations of the energy states, we can use electromagnetic radiation

(radiowaves). If we provide the correct energy, transitions are possible from the α- to the

β-state, i.e. the nuclei are “in resonance” with the external radiation. From eq. 3.54 and eq. 3.57,

we conclude the condition for resonance:

ν =
∆E

h
=
γ B0

2π
. (3.58)

Hence, the resonance of the nuclei can either be achieved varying the frequency (“frequency

sweep method”) or by variying the magnetic �eld (“�eld sweep method”).167

Usually, when we use NMR spectroscopy, we do not deal with single atoms, but rather with

manymolecules. Hence, we do not consider single nuclear moments, but the macroscopical

magnetisation M, the sum of all µz-components of a sample.

In a static �eld (B0), i.e. after placing the probe in the NMR spectrometer, we obtain the

equilibrium magnetisationM0. Note that in contrast to the nuclear magnetic moment,M0

can be collinear to the magnetic �eld, which is why we do not get a signal from the probe

without excitation energy.

If we provide the resonance frequency, we not only change the population of the Zeeman

levels, but we also change the orientation of the macromolecular magnetisation. As shown

for the nuclear magnetic moment, the macroscopical magnetisation then precesses around

the axis of the magnetic �eld (eq. 3.54). After excitation, M relaxates back to M0 and the

spectrometer records a “free induction decay”, which is then transformed into a spectrum by

Fourier transformation.167

Regarding the relaxation process, two types are distinguished: (1) “spin-lattice” (T1) and (2)

“spin-spin” relaxation (T2). In the “spin-lattice” relaxation, the energy from nuclei that return

from the excited state, is transferred to other molecules or atoms in the sample. In the

“spin-spin” relaxation, this energy is transferred to other precessing nuclei.167

Note, the precession of M after excitation depends on the type of nuclei and the electronical

environment of the nuclei in the molecules.166 The electrons surrounding the nuclei (core

and valence electrons) can cause a shielding of the particular nuclei from the magnetic �eld.

Hence, these nuclei are not exposed to the total magnetic �eld strength:

Beff = (1− σ)B0, (3.59)

where Beff is called the “e�ective” magnetiv �eld strength and σ denotes the shielding

constant. This has direct consequences for the resonance frequency, with which we would
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like to excite these nuclei:

νeff =
γ B0

2π
· (1− σ). (3.60)

In order to compare NMR spectra at di�erent magnetic �eld strengths, the signals are

presented in dependence of the “chemical shift”:166

δ =
ν − νref

νref
· 106 = (σ − σref) · 106, (3.61)

where νref denotes the resonance frequency of the precessing nuclei in the reference, e.g.

HCD3 for 1H-NMR spectroscopy. As de�ned in eq. 3.61, the chemical shift is directly correl-

ated to the shielding of the particular nuclei. Hence, with the chemical shift we can draw

conclusions on the shielding of the nuclei in�uenced by nearby-charges, electronegativity,

inductive e�ects or mesomeric e�ects.

Let us consider a well-resolved, one-dimensional 1H-NMR spectrum (intensity vs. frequency

spectrum). For the analysis, the most important aspects are the intensity, the position and

the shape of the signals. As described before, the position of a signal is determined by

the chemical shift. From the signal’s height one can deduce information about the amount

of chemically-equivalent protons that possess the same chemical shift. The shape of the

signal is determined by the amount and type of NMR-active protons that are in close vicinity,

i.e. “reachable” within three covalent bonds. In a simple case, the signal of a proton that

couples with n chemically-equivalent protons, would split up n + 1-fold distributing the

signal’s intensity in ratios according to Pascal’s triangle. For example, the scalar coupling of a

proton towards two chemically-equivalent protons would yield a signal shaped as triplet with

intensity rations 1:2:1. The peaks are then separated by J Hz where J denotes the “coupling

constant”.168

For peptides and proteins, however, 1H-NMR spectra are almost impossible to analyse due

to the large amount of di�erent protons and the overlapping of their signals. As consequence,

it has become common practice to perform higher-dimensional NMR experiments by re-

cording a series of 1D-NMR spectra and combining them to a, e.g. frequency vs frequency

spectrum, which usually shows the intensities on the third axis as contours (“out of the pa-

per plane”). These 2D-NMR spectra can either be homo- or heteronuclear, and they are

particularly helpful to gain insights into the spatial environment of the stimulated nuclei.

The reason for that is they provide the chemical shifts of each pair of interacting nuclei as

well as the intensities of these interactions.168 Well-established types are the 2D-NOESY

(Nuclear Overhauser Enhanced SpectroscopY) and the 2D-COSY (COrrelated SpectroscopY)

experiments.

39



3 THEORY 3.2 Nuclear magnetic resonance spectroscopy

3.2.2 Combining NMR experiments and MD simulations

2D-NMR techniques are advantageous to MD simulations as they can deliver reference

values either usable as restraints (eq. 3.16) or as target values for comparison to the MD

ensemble.

A 1H-1H- COSY spectrum shows correlation peaks for protons that are covalently bound

over three or less bonds, for example the two Hα-protons of glycine will have a correlation

peak. Within the context of proteins or peptides, this is especially useful for detecting the

backbone amides and measuring the associated coupling constants between the amide

proton HN and the Hα. The so-obtained coupling constants 3JHNHα serve as reference values

for MD simulations due to the following relation �rst formulated by Karplus:166,170

3JHNHα(φ) = A · cos2 (φ+ δ) +B · cos (φ+ δ) + C. (3.62)

A, B, C and δ are parameters derived by correlating observed 3JHNHα-values with backbone

angles measured in, for example, X-ray crystallography. Due to their severe impact on the

results from eq. 3.62, these parameters have been studied in great detail.171–175 Please note,

the original formulation of the Karplus’ equation is obtained for δ = 0.

Solving eq. 3.62 for the φ(t) time series, which can directly be extracted from the MD tra-

jectories, one can determine MD ensemble averages according to eq. 3.34 for all 3JHNHα

constants, and compare them to the experimental ones. In practice, it turns out that the

parameter-dependency of eq. 3.62 often leads to di�erences between MD and NMR despite

overall good agreement between the two data sets. In that regard, distances derived from

2D-NOESY experiments are superior, which is why mainly 2D-NOESY experiments were

considered in this thesis.

As apparent by its naming, a 2D-NOESY experiment is based on the Nuclear Overhauser

E�ect (NOE), a phenomenon of cross-relaxation between twomagnetically, yet not covalently

bound (NMR-active) nuclei within a spatial distance < 0.5 nm.169 Based on this e�ect, the

signal intensity, more precisely: the cross-peak volume in a 2D-NOESY experiment INOE can

be used to determine the spatial distance d between the coupling nuclei:

〈INOE〉t =
c

d6
, (3.63)

where 〈...〉t indicates the average over the measurement time t and c denotes the calibration

constant. Often, it is possible to also extract an upper and lower limit for each distance (du,

dl) based on the error of the average intensity. Together with these limits, the distance values

obtained by 2D-NOESY experiments can then be used to build a much more sophisticated
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restraint potential (eq. 3.16) with the following de�nition ranges:126

v(d) = kl(d− dl)2 ∀ d < dl, (3.64)

v(d) = 0 ∀ dl ≤ d ≤ du, (3.65)

v(d) = ku(d− du)2 ∀ du < d. (3.66)

If not used for introducing distance restraints in the force �eld of the MD simulations, the

distance values determined by 2D-NOESY experiments may also serve as reference values

for the comparison of the MD and NMR ensembles:

After determining the indices of the hydrogen atoms that ought to be in a certain spatial

distance, the ensemble averages of the MD simulations DMD are calculated as follows:176,177

DMD
a,b =

1

Nrep

Nrep∑
i=1

〈d−6
a,b〉
−1/6
i (3.67)

with 〈...〉i as the time average of replica i for the distance da,b between the protons a and

b assuming a simulation setup that consists of multiple replicas in parallel (total number

Nrep). Please note, eq. 3.67 holds for small molecules as suggested by Refs.[176, 177] while

〈d−3
a,b〉
−1/3 might be more accurate for larger molecules. For the amatoxins, eq. 3.67 was used

as stated.

TheMD and NMR ensembles are then compared by calculating the “NOE distance violations”,

i.e. the deviation of the MD ensemble averages from the NMR reference values. Grouping

the distances by type allows for conclusions on the structural agreement between the MD

simulations and the structures of the molecules in solution. Usually, a distance is concluded

‘violated’ if the deviation is larger than the experimental uncertainty of 0.1 nm.

Apart fromNOESYexperiments, HSQCexperiments (HeteronuclearSingleQuantumCorrleation)

can be very useful for MD simulations. HSQC experiments, for biomolecules especially: 1H-
15N-HSQC or a 1H-13C-HSQC, can show directly bound nuclei, e.g. amide-N and amide-HN.

HSQC spectra are usually two-dimensional showing the chemical shift of one (NMR-active)

nucleus on each axis respectively. For instance, 15N-1H-HSQC spectra can directly tell how

many amides with attached proton are incorporated in the protein or peptide of interest

as each amino acid, except proline and its derivatives, will show a single peak. In addition,
15N-1H-HSQC spectra have proven e�ective for the detection of binding sites in proteins.

By comparing the HSQC-spectrum of the protein-ligand complex (‘holo’-state) with the spec-

trum of the single protein (‘apo’-state), it is possible to observe chemical shift di�erences

for the residues most a�ected by the binding process. This knowledge is very helpful to

scrutinize the intermolecular interactions in the MD simulations of the holo-system. The
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combination of 15N-1H-HSQC spectra and the analysis of MD simulations with respect to

intermolecular hydrogen bonds is shown in the tWW project.

As a side note: If NOESY and HSQC experiments are combined, then we obtain 3D spec-

tra with one proton axis, one heteronucleus axis and one NOE evolved proton axis. The

heteronucleus axis is often displayed as layers of 2D NOESY-spectra.
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3.3 Further computational tools

3.3.1 Clustering methods

Once the MD trajectories are generated, ensemble averages (eq. 3.34) are useful to get

a general picture of the simulated system. However, especially for peptides or proteins,

individual conformations and their relation to the entire conformational ensemble are of

special interest. Depending on the research focus, it is crucial to know which stable conform-

ations exist, how they can be di�erentiated and how they interconvert into each other. To

identify these conformations or more general: to identify groups of data points in a given

data set, di�erent clustering algorithms have been developed over the last decades.178–181

In this section, we will discuss selected clustering principles and algorithms in order to

contextualise the clustering algorithm that has been used in this thesis. This section is not

meant to provide a detailed overview of clustering in general.

Basically, all clustering methods aim for the same target: The data points of a particular data

set shall be assorted into groups, in which the members of each group are more related to

each other than to other points of the data set. What sounds simple at �rst, however, proves

to be anything but trivial upon closer inspection. All clustering algorithms have to cope with

a philosophical problem: What are the criteria according to which points are related to each

other?

Comparing the di�erent clustering algorithms available today, the relation between data

points of the same cluster can be expressed in very di�erent ways. Assuming a metric input

data set, many clustering algorithms however refer to a certain type of pairwise distance to

group data points into clusters.

The most straight-forward way is to de�ne a distance between the data points, and to in-

troduce a cut-o� for these distances, below which two points belong to the same clusters.

“Connectivity”-based clustering algorithms therefore assume that related data points are at

least as close as the cut-o�. The idea of using the connectivity between data points is the

cornerstone of hierarchical clustering, since the variation of the distance cut-o� immediately

gives a hierarchy of cut-o� dependent groupings. An example is classic “single-linkage-”

clustering,182 in whichwe use the Euklidean distance as central metric. We start at the bottom

level where none of the data points is assigned to any cluster. Then, slowly increasing the

distance cut-o�, always the two closest data points are joined �rst into new groups or added

to existing ones. By its design, single-linkage clustering has an important property: Although

we only add points that are connected as de�ned by our distance cut-o�, the single-linkage

clustering does not guarantee that the cut-o� holds for all pairwise distances in the cluster.

Hence, two points of the same cluster, whose pairwise distance exceeds the distance cut-o�,
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are not expected to be directly related to each other, but indirectly via intermediate points.

Alternatively to the distances between the data points, their closeness to certain pre-de�ned

points (prototypes) can serve as measure for the relation between data points. The most fam-

ous clustering algorithm based on this assignment principle is “k-means”.179,183,184 k-means

assume that the input data space can be partitioned into k disjoint subsets with centroids µi.

These centroids are the mean of the clusters, and each point of the data set is assigned to

its closest centroid based on the Euclidean distance. One can imagine the clustering result

as partitioning of the input data set into Voronoi cells. To �nd the optimal partitioning of the

data set into k clusters, the algorithm searches for the k centroids that ful�l the following

condition: Over all clusters, the sum of squared Euclidean distances between points and

their centroids should be minimal. Please note, that for Euclidean distances to be computed,

the data points must be n-dimensional vectors. We will see later how such vector data points

can look like. Here, we face two very important drawbacks of centroid-based algorithms

like k-means: First, the number of cluster centres is de�ned a priori, which is problematic if

we do not know how many subsets we would expect. De�ning too little or too many cluster

centres, seriously impairs the signi�cance of the resulting clusters. Second, centroids-based

clustering methods like k-means strongly tend to give globular clusters independent of the

shape of the data. Especially for separating intertwined or convex clusters k-means, is not

suited.185

As third alternative, I would like to introduce the “density-based” clustering methods, one

of which was used in this thesis. In these clustering methods, we assume that data points

in regions of high data point density are related. Data points in sparser regions are usually

considered noise which is not considered for ensuing analyses. Density-based clustering

algorithms can still refer to the principle of connectivity between the data points of the same

cluster. Two points that are assigned to the same cluster have to be “density-reachable”,

which means that they are not necessarily separated by a distance below a certain cut-o�,

but by high-enough density. Clusters are groups of points that are density-connected, which

means that they are part of the same dense region of the data set. The cut-o� is introduced for

the density, for which the density-based clustering algorithms have di�erent de�nitions: The

density can be estimated either cell-wise in a grid-based approach (STING186 or CLIQUE187)

or by counting neighbours within a certain distance either point-wise (DBSCAN181) or pair-

wise (Jarvis-Patrick,180 CommonNN185,188–190). The clustering result highly depends on the

density-estimation, and each algorithm has its own options to regulate the density-cut-o�.

As a side note: for the design of a clustering method, it makes a huge di�erence whether the

algorithm shall assign each data point to a set (“full-partitioning”) so that all cluster Ci cover

the input data set D (
⋃nc
i Ci = D) or whether it works with the assignment of noise points.

Also, it is important to de�ne whether any given data point is to be assigned to exclusively
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one cluster (“non-overlapping”) or can be member of di�erent clusters (“overlapping”).

Since there is no general de�nition for a “cluster” except the consensus that they contain a

subset of the data set, the quality and signi�cance of the clusters is still to be judged by the

user of the clustering algorithm. In addition, especially if it comes to MD data, the clustering

algorithm is not applied on the entire data set and subdata sets obtained by dimensionality

reduction are considered for clustering instead. Apart from the de�nition problem, any clus-

tering result therefore substantially depends on the informative value of the input data for

the original data set.

In this thesis, the density-based, “common-nearest-neighbour” clustering (CommonNN)

algorithm has been used.185,188–190 In order to separate dense from sparse regions, the Com-

monNN algorithm works as follows: Let D be the input data set with n (vector) data points

xi and f features: D = {x1, ...,xn} and xi = (xi,1, ..., xi,f )T. D contains discrete points of the

feature space Ω′, for which we assume that it is de�ned in real space (Ω′ ⊂ Rf ), so that we

can compute all pairwise distances among the data points. In case of MD data for a system

of N atoms, Ω′ can be also be a sub-dimensional representation, e.g. in TICs (see 3.1.2), of

the conformational space Ω ⊂ R3N . Now assume two data points xa = a and xb = b, one of

which is assigned to a certain cluster Ci ⊂ D. To check, whether b can also be assigned to

Ci, the CommonNN algorithm uses two cut-o�s as proxy for the density: a distance cut-o�

R and a member cut-o� Nc. In three-dimensional space, R can be imagined as radius of

a sphere around each point a and b, and all points that lie in these spheres are considered

direct neighbours of a and b:

G(a;R) = {x ∈ D | d(a, x) ≤ R}, (3.68)

G(b;R) = {x ∈ D | d(b, x) ≤ R}, (3.69)

where G(a;R), G(b;R) denote sets of neighbours of a and b. Whether b can also be assigned

to Ci, is then decided based on the intersection of these neighbour sets: I = G(a;R)∩G(a;R).

If I contains at least Nc data points, a and b belong to the same cluster. In order to revive the

terms introduced before: a and b are both “density-reachable” and “density-connected”. Ima-

gine a third point xc = c, which is also part of Ci, but does not share Nc common neighbours

with b, c and b are density-connected, but they are not directly density-reachable. In case

the point b cannot be assigned to any existing cluster Ci ⊂ D and does not form an own one,

it is classi�ed as noise and will be removed from the data set for further considerations.

Working with the classi�cation of noise points, makes the CommonNN algorithm very con-

venient for MD data. Since not all conformations formed by the system are indeed stable or

representative, it is useful to remove them as outliers for a better insight on the dominant

conformational dynamics. In the implementation of the CommonNN algorithm used in this
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thesis (source: GitHub), there is a third parameterM that can be used to in�uence the sens-

itivity of the algorithm in the classi�cation of noise. WithM , the user can de�ne a minimal

number of data points, below which any cluster Ci will be assigned as noise.

In combination, the parameters R and Nc can be understood as density threshold or iso-

density line, along which we cut the high-dimensional probability density and potentially

observe a splitting into subsets of the data set. By its design, the CommonNN algorithm

allows for hierarchical clustering, since we can easily screen di�erent combinations of R and

Nc and thereby increase or decrease that iso-density line. Monitoring the splitting caused by

each threshold, we can then gain important insights on the relations between the clusters

and possible energy barriers between them: The lower the density threshold, the higher is

presumably the energy barrier between the two clusters.

At last, let us summarise the advantages of the CommonNN algorithm: In contrast to k-

means, the CommonNN algorithm has proven independent of the input data in terms of

size, shape or complexity. The CommonNN algorithm is able to cluster convex-shaped or

spiral test data sets185,190 as well as high-dimensional data from MD simulations such as

on the C-type lectin receptor langerin191 or on the tWW of h-FBP21 (see 4.1).192 The Com-

monNN algorithm allows for hierarchical clustering very easily. As shown in Ref. [191] and in

section 4.4, the clusters provided by density-based clustering with CommonNN are useful

candidates for the de�nition of core sets in core-set Markov state models (see 3.1.3). Finally,

the implementation of the CommonNN algorithm has been revised recently.185,189 Since

the CommonNN algorithm is now available as a user-friendly Python package,190 it has the

possibility to become a broadly-used tool for the clustering of all sorts of data.193

3.3.2 Docking

As elucidated in the introduction, PPIs are involved in many fundamental cellular functions,

which is why they became a prime target for the development of possible drugs.20,57,194 How-

ever, simply combining synthesised drugs (small molecules or peptides) and the targeted

receptors by trial and error is not feasible due to the vast amount of possible combinations

and modi�cations. To minimise the e�orts for the synthesis and in vitro studies, Computer-

Aided Drug Design (CADD) has emerged as important tool over the last decades. CADD can

be applied for several purposes: On the one hand, it can be used to screen a database of

compounds for their binding capacity to a well-known target, so that only the best-binding

compoundsmay be tested in vitro. Alternatively, CADD can help to study the structure-activity

relationship (SAR) by identifying the key components of the ligand-recognition in a speci�c

receptor.57 Either way, CADD can be classi�ed as ligand-based or structure-based depending

on how much is known about the target structure. In the ligand-based approach, we already

know molecules that bind to a speci�c target. We use that knowledge to de�ne a set of

structural prerequisites for the binding, based onwhichwe can design or search for other pos-
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sible binding candidates. In the structure-based approach, we know the three-dimensional

structure of the target, either provided by experimental data or homology modelling, and

search for a well-�tting ligand.

Molecular docking is the generic term for computational techniques, which aim to propose

binding poses with high a�nity. They belong to the structure-based methods, since they

necessitate the knowledge of the target structure. Essentially, molecular docking comprises

three key components: (0) the representation of the system (structures, grids, etc.), (1) the

sampling of possible conformations for the ligand in the proximity of the target, and (2)

evaluation of the binding poses by scoring functions.57,195

Over the years, many docking algorithms have been developed.20,194To understand the

di�erences between the docking algorithms, we have to �rst review the challenges one

encounters during a docking experiment. Here, we will discuss three challenges: (1) the

degrees of freedom in the receptor and the ligand, (2) the de�nition of the binding pose and

(3) the scoring function as quality measure for the binding poses.

Flexibility. Molecular docking techniques mimic the complex formation, but as apparent

from the introduction (see 1.3.2), there are several theories to explain the binding event

between a receptor and a ligand: The “lock-and-key”, “induced-�t” and “conformational

selection” mechanisms mainly di�er in the �exibility of the interacting partners. Rigid docking

approaches follow the idea of “lock-and-key” by de�ning both the ligand and the receptor

as rigid bodies. This is particularly advantageous if large molecules are considered or the

binding site of the receptor is unknown. By treating the receptor and the ligand as rigid

bodies one can reduce the degrees of freedom to 6 (three translational, three rotational)

per interacting partner. This can make the calculation of binding poses computationally

very cheap, which allows for exhaustive screening of docking poses. However, the rigid-

docking highly depends on the quality of the input structures, since the binding poses are

conformationally restricted to the input structures.

Semi-�exible docking approaches improve on that by allowing for �exibility in the ligand.

These docking methods work under the assumption that the input structure of the receptor

is already the one that is actually binding the ligand. Semi-�exible docking approaches are

very useful if a complex structure of the receptor is known which can then be used as a

homology model. For receptors with unknown complex structures, however, one should be

careful, since the treatment of an entire protein as rigid body is not always veri�ed.57

In �exible docking, both ligand and receptor are �exible. These docking methods can then

either rest on the “induced-�t” or the “conformational selection” binding model.57
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Finding the binding pose.20,194 Apart from the treatment of the ligand and the receptors,

molecular docking techniques can also di�er in the search for the docking poses. Here,

“template-based”, “local” and “global” docking methods are distinguished. These categories

mainly di�er in the prediction accuracy, often correlated to the knowledge required prior to

the docking experiment.194 Template-based docking programs search for known complex

structures (e.g. in the PDB), whose components share similarities to the receptor and the

ligand in the complex of interest. Then, they use the known complex structure as template to

build the unknown complex structure. Examples are “GalaxyPepDock”,196 “PepComposer”197

and “HDock”.198

In the local docking approach, the program searches for binding modes that involve a

user-de�ned binding site on the receptor. The prediction accuracy of these docking meth-

ods therefore highly depends on the available information about the binding site. The

local docking methods available today di�er in their demands on the users: Programs like

“Rosetta FlexPepDock”199,200 or “PepCrawler”201 need a modelled complex structure by

the user, which will then be optimised during the docking process. Other programs like

“HADDOCK”,202,203 which was also used within this thesis, only require a user-de�ned list of

residues (“active residues”) that will together be treated as binding site.

If nothing is known about the complex of interest a priori, a global docking approach might

be advisable. Since they search for both the binding site and the binding pose, these docking

programs are usually based on rigid-docking approaches since they optimise on screening

as many conformations as possible. Examples are “ClusPro”204 and “LZerD”.205

Please note, that these categories are not strictly de�ned, and many docking programs

combine di�erent docking types in order to obtain the best results. The “HADDOCK” protocol

used in this thesis (local docking), for instance, combines a rigid-body energy minimisation

of the receptor with the ligand, followed by a semi-�exible re�nement, in which the active

residues (binding sites) are allowed to move, and a �nal re�nement, a short simulation in

explicit solvent.202

The scoring function57,206Scoring functions are sums of energy contributions of di�erent

origin. They should primarily be understood as an approximation for the binding a�nity,

which allows the molecular docking technique to discriminate good from bad binding

poses.57,202Besides the overall work�ow implemented in the docking protocols, scoring

functions represent the centrepiece of the di�erent docking techniques. Yet, in the de�nition

and in the usage of scoring functions, the docking protocols di�er substantially.

In principle, three types of scoring functions are distinguished:57,206,207

(1) Physics-based scoring functions assume that the ligand binding energy can be represen-

ted by a combination of potentials for the bonded and non-bonded interactions similar to
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the force �eld of classical MD simulations (see eq. 3.3).

(2) Empirical scoring functions use select energy contributions extended by prefactors that

are usually de�ned in the docking algorithm. In empirical scoring functions, the included

energy contributions must not necessarily have a direct physical meaning. The scoring

function of the “HADDOCK”-protocol (HS), for instance, is de�ned as follows:208,209

HS = 1.0 · Evdw + 0.1 · Eelec + 1.0Edesol + 0.1Eair, (3.70)

where Evdw and Eelec denote the van der Waals (“vdw”) and Coulomb (“elec”) interactions

as described for the MD simulations. Edesolv is an empirical desolvation term,209 and Eair

denotes a soft-square harmonic restraining potential for “ambiguous interaction restraints”

(AIR), i.e. the e�ective distances between the “active” and “passive” residues de�ned by the

user:202

deff
i,A,B =

 NA∑
ki,A=1

Nres,B∑
lB=1

NlB∑
mlB=1

1

d6
ki,A,mlB

−
1
6

. (3.71)

Eq. 3.71 is to read as follows: For all atoms NA of an active residue i in molecule A, the

distances to all atoms NlB of any active or passive residue lB of molecule B are computed.

By its de�nition, eq. 3.71 resembles the distance average for the NOE-derived inter-proton

distances from NMR experiments (cf. eq. 3.63).

(3) There are knowledge-based scoring functions,57,206,207 in which energy contributions are

de�ned over a statistical analysis of a database of structures such as the PDB. The basic

idea in knowledge-based scoring is that a high incidence of a speci�c atomic protein-ligand

distance is directly correlated to favourable interactions. For the structures in the database,

the occurring (pairwise) interatomic distances are analysed as distance-dependent number

densities ρij(r). Then, for each pairwise distance, the “potential of mean force” is derived:

wij = −kBT ln

(
ρij(r)

ρref
ij

)
, (3.72)

where kB is the Boltzmann constant and T the absolute temperature. ρref
ij denotes the number

density of the pairwise distances ij in a reference state, in which the interatomic interactions

are zero. The binding energy for a complex of molecules A and B is then computed by

simply summing over the interatomic distances, which are actually present:

Ebind =

NA∑
i=1

NB∑
j=1

wij , (3.73)

where NA and NB denote the number of atoms in A and B. By its approach, the knowledge-

based scoring represents an attractive combination of reduced computational costs despite
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predictive accuracy in comparison to the physics-based or empirical scoring functions. The

reason for that is that the energy components wij have to only be computed once and the

docking poses for any complex AB are then evaluated based on sums of tabulated values.

The major issue of knowledge-based scoring, however, is the de�nition of the reference

state, based on which the energy components are computed (eq. 3.72).

Quite recently, it has been reported that machine-learning can also be used to rank docking

poses. These “machine-learning-derived” scoring functions, however, will not be discussed,

here, and for further details Ref. [206] is recommended.

At last, please note two important things: First, any docking algorithm might include several

de�nitions for the scoring function. Eq. 3.71, for example, is the HADDOCK score for the �nal

re�nement, while the previous steps mentioned above are provided with slightly di�erent

combinations of prefactors and energy contributions.

Second, the scoring functions are sometimes accompanied by RMSD-based clustering

approaches. In “HADDOCK”, the �nal docking poses are grouped based on the HADDOCK

score and the backbone RMSD of the interfaces, de�ned on the active residues.202,208,210

Now that we have discussed molecular docking methods in detail, it should be noticed

that despite the di�erences among the docking protocols, the research community has

established a quality control, up to which all docking protocols have to measure. This qual-

ity control is called “A Critical Assessment of PRedicted Interactions”, or in short: “CAPRI

experiment”.211,212 The CAPRI experiments are an ongoing series of rounds, in which research-

ers working on docking protocols are tasked with predicting protein-protein complexes

provided by the reviewers. After collecting all docking proposals, the reviewers publish their

experimental data, such as X-ray crystallography data, along with the ranked results from the

participating research groups. As such, one can quickly determine the strength and weak-

nesses of the di�erent docking protocols. When we conducted the docking experiments

with HADDOCK protocol, it belonged to the best-performing docking methods.212 Close

contesters were “ClusPro”,204 “HDock”,198 “MDOCKPP”,213 and “LZerd”,205 some of which

were also discussed in this section.
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4.1 Paper A1

Title:

“Target Recognition in TandemWWDomains: Complex Structures for Parallel and

Antiparallel Ligand Orientation in h-FBP21 TandemWW”

Biological processes with large structural reorganisations such as signal transduction or RNA

splicing, are driven by highly speci�c, yet reversible PPIs.28 Often, these PPIs are mediated

by adaptor domains.29,30 One example for these adaptor domains are WW domains, a

family of protein modules with 34-40 amino acids.29,32,33 WWdomains consist of a triple-

stranded β-sheet with a binding site called XP-groove, and selectively recognise proline-rich

motifs (PRMs) in the target protein. Based on their selectivity towards consensus PRMs,

WW domains can be classi�ed into �ve groups.29,38 The complex structures of single WW

domains and PRMs have been investigated for many years.29,37–39

However, WW domains often occur in pairs, so-called tandems. Tandem WW domains

(tWWs) comprise two WW domains that are connected by a peptide sequence of varying

length and �exibility (linker). TWWs can bind PRMs with more speci�city and higher a�nity.

These PRMs can either be linked to one proline-rich sequence or they belong to di�erent

ligands.44,46,47The elucidation of the complex structure and the binding mechanism of tWW-

ligand complexes is challenging because these complexes exhibit a large variety of di�erent

structures and because the complexes are hard to crystallize.

In this project, we investigate the tWW of human-formin binding protein 21 (h-FBP21) that

comprises two stably folded WW domains connected by a �exible linker with twelve amino

acids. The tWW of h-FBP21 was identi�ed to bind PRMs of the spliceosomal core Sm protein

B/B’. In particular, we are interested in the interaction between h-FBP21 tWW and the amino

acid sequence 213-231 of the Sm protein B/B’, which we call ‘SmB2 ligand’. The SmB2 ligand

contains two successive PRMs. Experiments have previously shown that (1) it can be bound

by the h-FBP21 tWW in two orientations and (2) the binding to the WW domains might be

cooperative.42 In addition, it is well documented that in principle, also a single WW domain

can bind one PRM in two orientations.29Knowing the position of the SmB2 ligand relative

to h-FBP21 tWW, we therefore cannot predict the binding orientations of the single WW

domains.

From complex structures of other tWWs than h-FBP21 tWW, it became apparent that the

complex structure is in�uenced by many factors such as the properties of the individual WW

domains or the interdomain region (see 1.3). As consequence, it is impossible to derive the
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h-FBP21 tWW-SmB2 ligand complex structure from existing complex structures of other

tWWs. Up to now, there had not been any structure elucidation of possible complexes of

h-FBP21 tWW. In this project, we therefore aim at the identi�cation of possible structures for

the h-FBP21 tWW in complex with the SmB2 ligand.

We used the following techniques:

• unbiased, classical MD simulations with explicit solvent for the isolated h-FBP21 tWW

and for the h-FBP21 tWW in complex with the SmB2 ligand

• DSSP analysis214,215 for the evaluation of the secondary structure of h-FBP21 tWW

• hydrogen bond analyses for the characterisation of intramolecular (intradomain, inter-

domain) and intermolecular (with ligand) interactions

• density-based clustering on a subdimensional representation of the MD data set of

h-FBP21 tWW

• RMSD analysis to prove the structural uniqueness of the h-FBP21 tWW clusters

• docking experiments202,210 with cluster structures of h-FBP21 tWW and the SmB2

ligand

• distance analyses for the evaluation of h-FBP21 tWW-SmB2 ligand complexes

• mutation studies by replacing arginine residues in the SmB2 ligand with alanine

residues, to assess the complex stability

From the MD simulations for the isolated h-FBP21 tWW, we could derive characteristics

that are in agreement with experimental evidence: In water, the WW domains of h-FBP21

tWW remain fully-folded. They can adopt a vast variety of spatial arrangements due to the

linker being unstructured and �exible. We introduced reaction coordinates that describe

the orientation of the C-terminal WW domain (WW2) relative to the N-terminal one (WW1).

In the space of these reaction coordinates, we clustered the h-FBP21 tWW-MD data. The

clustering yielded 45 structurally unique conformations, for which we performed docking

experiments with the SmB2 ligand. The resulting h-FBP21 tWW-SmB2 ligand complex struc-

tures substantially di�ered in the positioning of the PRMs on the surface of h-FBP21 tWW.We

selected all complex structures, in which the PRMs of the SmB2 ligand and the XP-grooves

of the h-FBP21 tWW were in proximity. To further evaluate these complex structures, we

performed MD simulations and analysed them with respect to (1) intermolecular interactions

and (2) the distances between the XP-grooves and the PRMs. Two of the �nal h-FBP21

tWW-SmB2 ligand complexes showed the PRMs stably anchored at the XP-grooves over

the entire simulation time. The observed intermolecular interactions were in accordance with

literature and our experimental data.47 This makes the two modelled complex structures
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promising candidates for the description of the h-FBP21 tWW-SmB2 ligand complex.

We characterised the two complex structures in great detail to uncover the structural ar-

rangement of the tWW. As suggested by previous studies, the SmB2 ligand can be oriented

in two ways relative to h-FBP21 tWW:29,47 In one complex, the N-terminus of the SmB2 ligand

is on the side of the N-terminal WW domain (parallel orientation), whereas in the second

complex it is on the side of the C-terminal WW domain (antiparallel orientation). Our results

could con�rm, however, that the orientation of the SmB2 ligand towards tWW does not

allow for assumptions on the binding orientation of the included single WW domains. Using

criteria from literature,29,47 we evaluated the orientation of the PRMs towards the single WW

domains in each complex, respectively.

EachWW domain can bind one PRM in a parallel orientation (‘p’) or an antiparallel orientation

(‘a’). For our two h-FBP21 tWW-SmB2 ligand complex structures, we observed the following

binding pattern (WW1, WW2): (‘a’, ‘p’) for the SmB2 ligand in parallel orientation relative to

h-FBP21 tWW and (‘p’, ‘a’) for the SmB2 ligand in antiparallel orientation. The di�erences in

the binding behaviours of the single WW domains have consequences for the respective

tWW structure: In the complex with the SmB2 ligand in parallel orientation, the tWW is

stabilised by a hydrogen bond pattern between both WW domains and the linker region.

By contrast, in the complex with antiparallel ligand orientation, the tWW is predominantly

stabilised by direct hydrophobic contacts between the two WW domains. This brings the

WW domains closer together than in the parallel complex.

Taken together, we have found structurally distinct, novel tWW complex structures that

exhibit di�erent binding patterns. Both are in good agreement to experimental evidence,

and they therefore represent a valid addition to the tWW complex structures that already

exist.44,45 Our h-FBP21 tWW-SmB2 ligand complexes are made publicly available on Zenodo

(DOI: 10.5281/zenodo.5680225). Apart from the identi�cation of possible tWW complex

structures, we have developed a work�ow, which might be applicable to other binding

studies. This work�ow was published alongside our results in J. Chem. Inf. Model.

The tWW project was a collaboration between the groups of Bettina G. Keller (B.G.K., Freie

Universität Berlin) and Christian Freund (C.F., Freie Universität Berlin). All experimental evid-

ence was generated by Miriam Bertazzon (M.B., AG Freund), Jana Sticht (J.S., AG Freund /

Core Facility BioSupraMol) and Daniela Gjorgjevikj (AG Freund) including protein preparation,

protein cloning, NMR spectroscopy and isothermal-titration calorimetry. Stevan Aleksić (AG

Keller) performed the MD simulations for the isolated h-FBP21 tWW, and Marius T. Wenz

(M.T.W.) analysed and processed them. M.T.W. de�ned reaction coordinates based on which

he clustered the h-FBP21 tWWMDdata set. For the clustering, M.T.W. used the “cnnclustering”

algorithm, which was developed by B.G.K. and Oliver Lemke (AG Keller) and implemented

by Jan-Oliver Kapp-Joswig (AG Keller). For the resulting cluster structures, M.T.W. carried
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out the docking studies with a ligand structure provided by AG Freund. Out of the resulting

complex structures, M.T.W. selected the most-promising ones, and performed further MD

simulations as well as mutation studies. The manuscript for publication was written by B.G.K.

and M.T.W. with M.B., J.S. and C.F. proofreading. All authors contributed to the �nal version of

the manuscript.

The presented research was published in: Wenz, M. T. et al. J. Chem. Inf. Model. 2022, DOI:

10.1021/acs.jcim.1c01426.
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4.2 Paper B1

Title:

“Iodine-Mediated Tryptathionine Formation Facilitates the Synthesis of Amanitins”

Amatoxins are a family of cyclic peptides with a very special structure: They exhibit an

eight-membered ring of amino acids with an additional linkage over the side chains of

tryptophan and cystein, called tryptathionine bridge. Amatoxins are fungal toxins, which can

be lethal already in small doses. α-amanitin is the most famous and one of the deadliest

representatives of the amatoxin family. It is the toxin the death-cap mushroom (Amanita

phalloides). Amatoxins inhibit the RNA polymerase II. This slows down the transcription

process and ultimately causes cell death. The tryptathionine bridge organises the amatoxins

in a very rigid shape, and that allows for high a�nity to RNA polymerase II. Because of their

capability to cause cell death, amatoxins might serve as therapeutics for cancer. Currently,

they are examined as payload for antibody-drug conjugates.66,67

For drug design, it is important to understand the SAR of α-amanitin and its derivatives -

both experimentally and computationally. However, the synthesis is extremely challenging.

Over the years, there were many publications on the synthesis of amatoxins, yet only a few

describe the successful total synthesis of α-amanitin.68–71 One reason for this might be the

complex character of the synthesis of the tryptathionine linkage. For most of the synthetic

strategies known today, speci�c intermediates have to be formed, or dangerous oxidisers

have to be used.68,70 Together, these requirements limit the accessibility of amatoxins in

larger amount and variety.

To improve on this, the group of Roderich D. Süssmuth (Technische Universität Berlin) in-

vestigated an alternative synthesis route, which was reported to be successful for the total

synthesis of phalloidin and derivatives.71,216,217 Considering linear and cyclic precursors, in

which the tryptathionine bridge was not formed yet, they tried to understand the conditions

under which the tryptophan-cysteine linkage can be formed in an iodine-mediated reaction.

Although they found that the yields di�ered substantially among the precursors, they could

not pinpoint the reason for it. In this project, we therefore scrutinised the structural dynamics

of these precursors to draw conclusions on possible pre-organisations, which would favour

or disfavour the formation of the tryptathionine linkage.

We used the following methods:

• unbiased, classical MD simulations in explicit solvent for di�erent linear octa-peptides

and the cyclic octapeptide (macrolactam), all lacking the tryptathionine bridge

• structural characterisation of the peptides by analysing intramolecular hydrogen bonds,

interatomic distances and dihedral angles (backbone and side chain)
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• RMSD analyses of the MD trajectories towards reference structure from NMR experi-

ments

• calculation of inter-proton distances for comparison to NOE distance restraints from

NMR data

We assumed that in order to facilitate the tryptathionine bridge formation, any precursor had

to form a conformation, in which the cysteine and the tryptophan residues are in close vicinity.

The linear precursors are more �exible than the macrolactam, but they sometimes form

ring-like structures stabilised by internal hydrogen bonds. However, our results revealed that

none of the peptides expresses a clear trend to pre-organise in solution. This is even true for

the macrolactam. We also calculated di�erent distances between tryptophan and cysteine,

and checked the side chain angles of the two residues. In all precursors, the distances

between cysteine and tryptophan are broadly distributed, and the side chain angles appear

to be uncorrelated. Based on our MD data, we therefore cannot put the di�erences in the

yields down to the pre-organisation of the precursors. Nonetheless, our MD data is in good

agreement to the NMR data, which validates the parametrisation for the peptides. In our

publication in J. Am. Chem. Soc., we report a novel synthesis and an in-depth analysis of

the reaction and the occurring precursors. Because the tryptathionine bridge can now be

formed mediated by iodine, a variety of amatoxins are accessible via safer synthetic route.

This is helpful to further studying the amatoxin family and to unravel its structure-activity

relationship (SAR).

This project was a cooperation between the group of Roderich D. Süssmuth (R.D.S., Tech-

nische Universität Berlin), Heidelberg Pharma Research GmbH and the group of Bettina G.

Keller (B.G.K., Freie Universität Berlin). All syntheses were carried out by Guiyang Yao (G.Y.,

Fudan University (China), formerly AG Süssmuth) and Caroline H. Knittel (C.H.K., AG Süssmuth).

Bioassays were done by Hendrik Gruß, Alexandra C. Braun, Christian Lutz, Torsten Hechler

and Andreas Pahl (Heidelberg Pharma GmbH). NMR spectra were generated and analysed

by Simone Kosol (AG Süssmuth). Marius T. Wenz (M.T.W.) performed all MD simulations for

the precursors of interest including their construction and parametrisation. M.T.W. analysed

the MD simulations and compared the resulting trajectories to experimental data. The ma-

nuscript was mainly written by G.Y. and C.H.K with the remaining authors proofreading. All

authors contributed to the �nal version of the manuscript.

The presented research was published in: Yao, G. et al. J. Am. Chem. Soc. 2021, 143, 14322–

14331, DOI: 10.1021/jacs.1c06565.
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4.3 Paper B2

Title:

“The Occurrence of Ansamers in the Synthesis of Cyclic Peptides”

Amatoxins are a family of cyclic peptides with an exceptional structure. They possess an

eight-membered peptide ring additionally bridged over a linkage between the side chains

of the tryptophan and cysteine residues (tryptathionine bridge). Amatoxins are known as

strong inhibitors for RNA polymerase II, causing cell death.59,63–65 This property makes them

very attractive for cancer therapy. Using amatoxins for the construction of antibody drug

conjugates,66,67 however, requires access to a large variety of di�erent amatoxins. As that

can only be achieved if the synthesis of amatoxins is fully understood, the investigation of

the (total) synthesis of α-amanitin and derivatives has been pursued for many years now.68–71

Within this context, it has been discussed that during the synthesis of amatoxins, there is a

chance to observe isomerism with respect to the positioning of the tryptathionine bridge

relative to the peptide ring. Since the peptide backbone has a direction (C→ N), the two

sides of the macrolactam can be clearly distinguished. In natural amatoxins, the bridge is

located exclusively on one side of the marcolactam, which we called “top” position. During

the project, the Süssmuth group also synthesized the unnatural variants of the amatoxins in

which the tryptathionine bridge is located on the other side of the macrolactam. The two

products are formally conformational isomers.

For sterical reasons, a transition between the isomers by �ipping the tryptathionine bridge

through the peptide chain is impossible. However, we did not have any structural character-

isation of the unnatural amatoxin, and we did not know under which reaction conditions they

are formed. In addition, the isomers could not be unambiguously classi�ed within the existing

nomenclature. In our work, we therefore investigated the synthesis of α-amanitin analogues

in order to unravel the occurrence of this isomerism. By studying the pre-conditions for

the formation of these isomers, we were able to formulate a protocol for isomer-selective

synthesis. Combining NMR spectroscopy, crystallography and MD simulations, we gained

an in-depth view on the structures and dynamics of these isomers. Describing them in great

detail, we propose the term ansamers for them. This terminology can be extended to other

cyclic peptides than amatoxins.

In this project, we applied the following techniques:

• unbiased, classical MD simulations in explicit solvent for the natural amanitin derivative

and its ansamer as well as for the precursors of interest

• design of a model to describe the relative position of the tryptathionine bridge towards

both halves of the macrolactam
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• structural characterisation of the modelled peptides involving the analysis of: hydro-

gen bonds, hydrogen bond sets and transitions between them; interatomic distances;

dihedral angles (backbone and side chain); solvent-accessible surface area

• RMSD and RMSF calculations for structural comparison between the peptides

• quantum-chemical calculations to determine the ground state energies of themodelled

peptides

• comparison of the MD ensemble with the NMR ensemble by calculating NOE distance

violations

We analysed the α-amanitin analogue and its ansamer, and devised a model, which allowed

us to monitor the relative positioning of the tryptathionine bridge relative to the macrolactam.

In the distribution of the relative position of the tryptathionine linkage, both isomers are clearly

distinguishable, and they show no overlap. With very good agreement to experimental evid-

ence, our MD simulations therefore con�rm that a transition between the ansamers is not

possible. We structurally characterised the α-amanitin and its analogue, and found one

dominant conformation respectively. These conformations contain di�erent, but comparably-

stable hydrogen bond sets resulting in structures that can be clearly distinguished in the

space of the backbone dihedral angles (Ramachandran plots). The hydrogen bond sets as

well as calculated solvent exposures of the amides are in great agreement to the crystal

structures of the two peptides. In addition, we evaluated speci�c inter-proton distances and

proved that our MD ensemble is in good agreement to our NMR data. We also investigated

the ground state energies of the α-amanitin analogue and its ansamer. Our calculations

show that the unnatural isomer has a lower ground-state energy than the natural isomer.

Besides the ansamers, we simulated the precursors, which showed a clear selectivity for

forming only one of the ansamers. We found that the precursors show structural similarities

to the �nal products. This explains the selectivity of the reaction. For the ansamers and the

precursors, the highest-probability structures and trajectories with a reduced time-resolution

are made publicly available on Zenodo (DOI: 10.5281/zenodo.6974777). Alongside the struc-

tures, all information to redo the MD simulations including topology, starting and structure

�les are given (DOI: 10.5281/zenodo.7125315). Our results and structural data were published

in Nat.Commun.

This project was a cooperation between the groups of Roderich D. Süssmuth (R.D.S., Tech-

nische Universität Berlin) and the group of Bettina G. Keller (B.G.K., Freie Universität Berlin).

Guiyang Yao (G.Y., Fudan University (China), formerly AG Süssmuth), Simone Kosol (S.K.,

AG Süssmuth) and Marius T. Wenz (M.T.W.) are shared �rst author of the publication and

contributed equally to this work. All syntheses were performed by G.Y. NMR experiments

were performed and analysed by S.K. Oliver Trapp contributed to the nomenclature of the

newly-de�ned isomers. M.T.W. performed all quantum-mechanical calculations and MD
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simulations including the construction and parametrisation of the peptides. M.T.W. analysed

the MD simulations with the techniques described above and described all peptides in great

detail. For the α-amanitin derivatives, B.G.K. and M.T.W. developed a model to describe the

position of the cyclic subunits relative to each other. This model is also applicable to other

amatoxins. Themanuscript wasmainly written by G.Y., S.K., R.D.S., B.G.K. andM.T.W. All authors

contributed to the �nal version of the manuscript.

On the following pages, the publication including supplementary information is provided

with permission from “Yao, G. et al. Nat. Commun. 2022, 13, 6488, DOI: 10.1038/s41467-022-

34125-8”. Copyright 2022 Springer Nature.
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The occurrence of ansamers in the synthesis
of cyclic peptides

Guiyang Yao 1,2,6, Simone Kosol 1,6, Marius T. Wenz 3,6, Elisabeth Irran1,
Bettina G. Keller3, Oliver Trapp 4,5 & Roderich D. Süssmuth 1

α-Amanitin is a bicyclic octapeptide composed of a macrolactam with a
tryptathionine cross-link forming a handle. Previously, the occurrence of iso-
mers of amanitin, termed atropisomers has been postulated. Although the
total synthesis of α-amanitin has been accomplished this aspect still remains
unsolved. We perform the synthesis of amanitin analogs, accompanied by in-
depth spectroscopic, crystallographic and molecular dynamics studies. The
data unambiguously confirms the synthesis of two amatoxin-type isomers, for
which we propose the term ansamers. The natural structure of the P-ansamer
can be ansa-selectively synthesized using an optimized synthetic strategy. We
believe that the here described terminology does also have implications for
many other peptide structures, e.g. norbornapeptides, lasso peptides, tryp-
torubins and others, and helps to unambiguously describe conformational
isomerism of cyclic peptides.

The chemical synthesis of constrained peptide macrocycles of natural
origin or of designed artificial peptides sometimes leads to the
occurrence of isomers, which have been designated with various
terms. There exist various literature reports: Wareham et al. describe
the homeomorphic isomerism of macrobicyclic peptidic compounds
which involved a passage of the bridge chain through themacrolactam
(Fig. 1a)1. Bartoloni et al. investigated the diastereomeric norborna-
peptides as potential drug scaffolds which showed bridge-up/down
orientations according to the NMR solution structure (Fig. 1b)2.
The Yudin group reported an unusual tunable atropisomeric peptidyl
macrocycle which is made possible by controlling the conformational
interconversion3. More recently, Baran and co-workers accomplished
the reported total synthesis of the peptidic indole alkaloid tryptorubin
A and defined non-canonical atropisomers, a family of shape-defined
molecules that are distinguished by bridge below/bridge above
arrangements (Fig. 1c)4. However, the vernacular nomenclature incited
somecontroversy andCrossley and co-workers suggested a composite
phenomenon using polytope formalism which is the fundamental
of akamptisomerism classification5. Ultimately, the existence of

atropisomers has also been postulated for the peptide toxins phalloi-
dins and amanitins6–12.

Phallotoxins and amatoxins are twobicyclic peptide toxin families
isolated from the death capmushroom Amanita phalloides. They both
belong to the ribosomally synthesized and post-translationally mod-
ified peptides (RiPPs) and display high toxicity with low lethal doses
in vivo animal experiments. α-Amanitin 1, a slow acting toxin (LD50 =
50 − 100μg/kg), has been reported to be a selective inhibitor of RNA
polymerase II13,14. Its bicyclic octapeptide structure contains a 6-
hydroxy-tryptathionine-(R)-sulfoxide cross-link (Fig. 1d). With the
macrolactam ring as an imaginary plane, in a typical presentation, the
tryptathionine bridge is located as a handle above themacrolactam, as
it can be derived from a previously published X-ray structure (Fig. 1e)15.

Longstanding questions are whether so-called atropisomers
indeed existed and if so, under which circumstances theywouldoccur,
and what type of isomerism this would be? Previous studies of surro-
gate molecules of phalloidin and amanitin reported NMR spectro-
scopic data accompanied byCD spectroscopic analysis8 andmolecular
dynamics (MD) simulations7. However, epimerization of sidechain
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stereocenters as an alternative explanation could not be unambigu-
ously ruled out6.

Here, in a systematic approach combining various analytical
methods (Marfey analytics, X-ray crystallography, NMR, and CD
spectroscopy) with MD simulations, we determine the structure and
dynamics of this sought isomer. Furthermore, we investigate different
macrolactamization sites and show that an optimized strategy can
ensure atroposelective synthesis. Finally, we propose the term ansa-
mer to describe and unambiguously assign the configuration of ste-
reoisomers of bridged cyclic systems, which can exist as
configurational stereoisomers, depending on the position of the
bridge, above or below the main ring. We suggest applying this

terminology also to other conformationally restricted cyclic peptides,
such as norbonapeptides or lasso peptides.

Results and discussions
Site-dependent macrolactamization and cycloisomer formation
Apart from semi-synthetic attempts, four total syntheses ofα-amanitin
have been reported to date. These contain three basic synthetic
approaches to install the characteristic tryptathionine: An initial route
employed the Savige-Fontana reaction via an Hpi (3a-hydroxy-pyr-
rolo[2,3-b] indole)16 intermediate by the team fromHeidelberg Pharma
GmbH. This reaction was also used in a more sophisticated fashion by
Perrin and co-workers to accomplish the first total synthesis of
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amanitin17. One approach from our lab was using a preformed tryp-
tathionine from the reaction of indoles with sulfenyl chlorides, in a
convergent [5 + 1 + 2] synthesis strategy18. Recently, we developed a
robust and versatile iodine-mediated tryptathionine formation proto-
col that enabled us to synthesize various amanitin analogs for detailed
SAR studies19. When we used the protocol to sample different macro-
lactamization sites (Fig. 2a), we noticed in some cases the formation of
a by-product with an identical molecular mass as the desired amanitin
analog. This could be interpreted as the formation of a diastereomer. A
preliminary Marfey analysis20 could however not prove epimerization,
which led us to assume another isomer effect.

To establish a simplified model system to further investigate this
observation, we decided to use readily available amino acids. There-
fore, in the pursuit of the synthetic amatoxin we replaced DHIle3 with
Ile3 to obtain Ile3-S-deoxo-amaninamide (Fig. 2). Thus, eight over-
lapping monocyclic peptides (2a–2d and 3a–3d) were synthesized
following our previous work19 and the subsequent final macrocycliza-
tion was performed by using either HATU or EDC/HOAt as coupling
agent, rendering eight corresponding bicyclic peptides. For the bicy-
clization of 2b, the coupling reagent HATU was initially tested but
significant amounts of the guanidination product were detected. To
suppress the formation of the guanidination product, EDC/HOAt was
selected as coupling reagent. Since the ratio of 4a and 4b is not
changed much under different coupling conditions (see Supplemen-
tary information section 3.1.8.2 and Supplementary Fig. 19), we

concluded that different bicyclization reagents and conditions do not
significantly change the ansa-selectivity of the reaction. The crude
peptides were carefully analyzed by HPLC-MS (see Supplementary
Fig. 1). The synthesis route via monocyclic peptides containing ring A
(2a–2d), repeatedly resulted in twopeaks (4a and4b, Rt = 7.67min and
8.13min, respectively; Supplementary Fig. 1). Both peaks had the
identical molecular mass of bicyclic Ile3-S-deoxo-amaninamide
([M+H]+ = 855.3851 Da), albeit occurring at different ratios (1:0 to
1:0.7, see Fig. 2a). In contrast, for precursor peptides withmonocycle B
as intermediate (3a-3d) only one peak was observed, with the excep-
tion of 3cwhich favored the formation of 4b (ratio 1:2.7, Fig. 2a).When
screening differentmacrolactamization sites, the ratio of isomer yields
did not follow a clear trend. Precursors with preformed A-ring (2a-2d)
tended to result more often in isomeric product mixtures, while pre-
cursors with preformed B-rings (3a-3d) mostly yielded the natural
isomer. The NMR spectra of the two isomers formed by different
macrolactamization strategies correspond to each other which also
excluded an epimerization during bicyclization (see Supplementary
Figs. 14 and 15).

In our established iodine-mediated tryptathionine formation
protocol, we employed precursor 3b which exclusively yields 4a
(Fig. 2a). To investigate if 3b exhibits conformational pre-organization
favoring4a, we performed classicalMD simulations of the precursor as
well as of 4a and 4b. Indeed, in the simulations, 3b forms a stable
hydrogen bond network (Fig. 2b, Supplementary Fig. 2b), which allows
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the molecule to adopt a conformation in which the C- and N-termini
are spatially close and the tryptathionine bridge is located above the
B-ring (Fig. 2b, Supplementary Fig. 3d). To compare the structural
organization of 3b with 4a and 4b, we defined three planes and the
angles (θ) between them: oneplane for ringAandB, respectively, and a
third plane for the tryptathionine (Fig. 2a, c). We measured the angles
in the MD simulations of 3b, 4a and 4b to compare the orientation of
the bridge relative to the macrocycle in the three molecules. Satisfy-
ingly, in 3b, the tryptathionine and the ring planes are positioned as in
4a with angles between 90° and 180° (Fig. 2c, Supplementary Fig. 3d).
This likely explains the selective reaction of monocyclic 3b to bicyc-
lic 4a.

Analytical characterization of bicyclic amaninamide isomers
Since UV absorption of tryptathionines is highly distinctive, it has been
previously employed tocharacterize tryptathionines21. Interestingly, the
UVmaximum absorption of isobaric 4a and 4b is slightly different with
λ = 289nm and λ= 293 nm, respectively (Fig. 3a). To clearly exclude
epimerization during bicyclization, enantiomer analysis of the amino

acids by Marfey’s method20 showed identical configuration for every
amino acid in both isomers 4a and 4b (see Supplementary Fig. 4).

Further analysis revealed that theCDandNMRspectroscopicdata
of peptide 4a are fully consistent with Ile3-S-deoxo-amaninamide as
previously characterized15. In contrast, the CD and NMR spectra of 4b
are noticeably different (Fig. 3b, Supplementary Fig. 13) and suggest a
different 3D structure. As reported previously for amanitin analogs8,
this could be consistentwith the formation of conformational isomers.
For compound 4a, a positive Cotton effect was observed between
λ = 210 nm and 230 nm (in accordance with reported CD data of the
natural conformer). In contrast, the potential non-natural conformer
4b shows a negative Cotton effect at these wavelengths (Fig. 3b).

EXSY NMR analysis indicates that 4a and 4b are not readily
exchangeable conformers. Interconversion does not occur at elevated
temperatures in DMSO (150 °C, 10 h; Supplementary Fig. 17), or water
(CD spectroscopy: cycle 20 °C→90 °C→20 °C) which is consistent with
VT-NMR measurements (see Supplementary Figs. 5 and 6). Inter-
conversion of the two isomers would require the indole sidechain to
pass through the macrolactam ring which appears sterically
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impossible without the breakage and reformation of covalent bonds
(Fig. 3). This is supported by ourMD simulations where we also do not
observe a transition between 4a and 4b (Fig. 2c), even at elevated
temperatures.

To further characterize the relationship between isomers 4a and
4b both compounds were desulphurized with Raney Nickel at 80 °C to
give the corresponding macrolactams (see Supporting Information).
LC-MS analysis of the paralleled reactions indicated that the mono-
cycles 5 (Rt = 5.88min; [M+H]+ = 825.4253Da) are structurally iden-
tical (Supplementary Fig. 7: LC-MS after desulfurization). This was
further confirmed by NMR spectroscopy of HPLC-purified 5 (Supple-
mentary Fig. 8: calculated structure), suggesting that the tryptathio-
nine bridge is the key factor of isomer formation.

Final proof for the isomeric nature of 4a15 (CCDC deposition
number: 1128063) and 4b was obtained from X-ray crystallography.
Crystals of compound 4b were grown in 10% EtOH aqueous solution
and the structure of the peptide was obtained (CCDC: 2153904, Fig. 3d
and Supplementary Fig. 9). In the crystal of 4b, the tryptathionine
bridge is clearly located below the plane of the macrolactam. The
configuration of all amino acids in 4b is identical with 4a, corrobor-
ating our results from Marfey’s analysis that no epimers were formed
during macrocyclization. Remarkably, in the X-ray structure of 4b, the
trans-amide bond between Asn1 and Hyp2 is flipped to a cis-amide
conformation with the carbonyl-group of Asn1 facing towards the
outside of the macrolactam instead of the inside (the trans character
of the hydroxy-group of Hyp2 is maintained). Overall, the backbone
geometry and H-bonding pattern are drastically different from 4a,
giving the molecule a more compact appearance (Fig. 3e, Supple-
mentary Fig. 16). This promotes the formation of a hydrophobic patch
by Ile3 and Ile6 in 4b, whereas in 4a these are oriented in opposite
directions. These conformational differences also substantially alter
the physicochemical properties of the bicyclic peptides: hence the
isomer 4b is insoluble in water at 2mM (Supplementary Fig. 10).

Besides the differences between crystal structures of 4a and 4b,
which are also reflected in the angle populations shown in the Rama-
chandran plots (Supplementary Fig. 2a), the MD simulations also
reveal differences in the dynamic behavior of the two isomers. We
calculated the atomic RMSF for the simulated structures of 4a and 4b
compared to their respective crystal structure (Fig. 3d, Supplementary
Fig. 3). The RMSF values suggest that4b is generallymore rigid than4a
which is in line with the backbone angle distributions of 4a being
broader than of 4b (Supplementary Figs. 2a and 3). Interestingly,
quantum mechanical calculations (TDDFT level) on 100 optimized
structures out of eachMDdata set showed that 4b is also energetically
favorable compared to 4a (difference ~30 kJ/mol).

The MD simulations and the crystal structures are in very good
agreement, as the all-atom RMSD is <0.4 nm and the backbone RMSD
<0.2 nm (Supplementary Fig. 21). However, we noted some differences
between the hydrogen bond patterns observed in the crystal struc-
tures and the simulated structures (Fig. 3e). For 4a, in the majority of
trajectories, the hydrogen bond pattern matches the crystal structure
(Supplementary Fig. 11). Interestingly, in the MD simulations, we
observed a subset of structures with a different set of hydrogen bonds
compared to the crystal structure. Correlation analysis of the H-bonds
in this subset and in the crystal structure (Supplementary Fig. 2b)
shows that they are mutually exclusive, suggesting that a different
minor conformation could exist which we did not observe in our
experiments.Overall, theMD simulations suggest that the structure4a
adopted in the crystal is likely the most stable conformation of this
isomer (Supplementary Fig. 11, Supplementary Table 3), which is sup-
ported by the very good agreement in the NOE distances between the
NMR and MD ensembles (Supplementary Fig. 13c).

For 4b, a bifurcated backbone hydrogen bond is present in the
crystal between the carbonyl oxygen of Ile3 and amide hydrogens on
the opposite site of the peptide ring (Ile6 and Cys8). MD simulations

suggest a trifurcated H-bond instead, also involving the amide of Gly7

(Fig. 3e, Supplementary Fig. 12). Unfortunately, it was not possible to
determine if the amide proton of Gly7 is shielded by a H-bond in
solution as it was not resolved in the VT-NMR experiments. However,
the calculated solvent-accessible surface areas of the amide groups in
the crystal and MD structures agree well with each other (Fig. 3e,
Supplementary Fig. 12d, Supplementary Table 4). As in 4a, the NMR
and the MD ensembles are in very good agreement with each other
(Supplementary Fig. 13c).

Ansamers – a concept for assigning conformational isomers of
cyclic peptides
Our structural and physicochemical characterization of the two iso-
mers shows that the isomers 4a/4b are not enantiomers, but diaster-
eomers, lastly not only because of the pronounced differences in bond
geometries, but also due to the chirality of amino acids. Previously,
isomers arising from differing bond geometries at the bridgehead in
bicyclic peptide systems have been categorized as atropisomers22,
non-canonical atropisomers4 or akamptisomers5. This has led to some
controversy and at this time there is no accurate and simple term to
describe such a pair of isomers23. Atropisomers are clearly defined as
stereoisomers, which are interconverted by rotation of a single bond
between connecting moieties, which are typically sterically hindered.
The herein described bridged cyclic peptide structures 4a and 4b are
different from such atropisomers, because the interconversion of
these stereoisomers is not just attributed to the rotation around a
hindered singlebond, but aflipping of the bridged cyclic structure. For
that matter, the hindered bond-angle inversion that leads to akamp-
tisomerization appears to be a better descriptor of the observed iso-
merism. But in case of 4a and 4b it is planes instead of bonds that
undergo an angle inversion (Fig. 2c) and application of heat will not
convert one diastereomer to the other. In addition, the flipping of the
bridged cyclic structures leads to a conformational change in the cycle.
As we find that 4a and 4b cannot readily interconvert even under
heating we would assign the isomers the samemolecular formula and
same bond connectivities to configurational rather than conforma-
tional isomers. We therefore propose the term ansamer to stereo-
chemically describe the two bridged isomers 4a and 4b. Compared to
ansa-compounds, which consist of bridged planar chiral phenylene
systems24 (Fig. 1f), in the here presented ansamers, the bridged main
cycle is structurally strained (ring strain or a clamp bridge), which
increases the interconversion barrier between the two isomers. In
contrast to atropisomers, ansa-compounds (lat. ansa = handle), e.g.
cyclophanes, are interconverted by rotation of the handle around the
planar phenylene. Similar to ansa-compounds23 the assignment of the
stereochemical descriptor can be made as follows in agreement with
the CIP rules25,26: (1) identification of the main cycle27–29 with the pre-
ferred directionality (Fig. 1g, from N to C terminus), (2) assignment of
the leading atom/group of the bridge (Fig. 1g, leading atom/ group L)
next to the bridgehead atom (α), followed by (3) assignment of the
priority from the position of L: clockwise/counter-clockwise sense of
the main cycle (Fig. 1g). (4) The descriptors Pansa or Mansa can be
assigned accordingly (Fig. 1g). These assignment rules are unambig-
uous and correctly describe existing enantiomers, epimers, and dia-
stereomers. This procedure would attribute conformational isomer
4a, to the Pansa and the non-natural isomer 4b to the Mansa isomer.
Hence, the biosynthesis of α-amanitin 1, is Pansa-selective in establish-
ing the tryptathionine bridge, as only the isomer with the indole above
the ring has been found in peptides from the Amanita mushroom
family. A member of the flavoprotein monooxygenase (FMO) family
has been suggested to catalyze C-S bond formation30, however,
little is known about this step while the cleavage of the leader peptide
and cyclization by a prolyl oligopeptidase (POPB) are well
characterized31,32. The hereinproposed Pansa/Mansa nomenclature could
be also applied to previously described norbornapeptides by
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Reymond et al.2 and in an extended version, it may prove helpful to
describe the conformation of in/out-isomers1,33, the lasso peptides34,35

and even tryptorubin4 (see Supplementary Fig. 18).
Inspired by the terminology used for ansa-compounds, the term

ansa (handle) illustrates the cause of the isomerism and at the same
time reflects the planar aspect shared with benzene ansa-compounds.
In this sense the nomenclature is consistent. We hope the inten-
ded terminological similarity between ansa compound for aromates
and ansamer will raise attention and spur discussions in the scientific
community about the underlying problem to accurately categorize
this type of isomerism.

In summary, we have proven the occurrence of isomers in the
synthesis of bicyclic amanitin analogs, which have been previously
postulated and termed as atropisomers. The crucial step is the mac-
rolactamization of monocyclic tryptathionine-containing peptides.
The resulting isomers which appear fixed in differently bridged con-
formations, have been thoroughly characterized by spectroscopic and
crystallographic methods as well as by MD simulations. For steric
reasons, the indole sidechain of the tryptathionine cannot thread
through the macrolactam ring. In a stereochemical description of
these stereoisomers, we devise the term ansamers which can unam-
biguously describe these isomers and which can be applied also to
various other cyclic peptides.

Methods
General procedure for the monocyclic peptide synthesis
2-CTC resin (1 g, 0.98mmol/g) was pre-swollen for 20min in DCM in a
manual solid phase peptide synthesis vessel (10mL). After the solvent
was drained, the first amino acid Fmoc-AA1-OH (0.3mmol) and DIPEA
(0.26mL, 1.5mmol) in DCM (5mL) were added to the resin. The mix-
ture was agitated for 2 h and before the solvent was drained. The resin
was rinsed with DMF (4 × 3mL). Then a mixture of MeOH/DIPEA/DCM
(1:1:8) was added to cap the remaining 2-chlorotrityl chloride on the
resin. Themixturewas agitated for 0.5 h. Then the solvent was drained
and the resin was washed with DMF (4× 3mL). The resin loading was
determined to be 0.30mmol/g. The Fmoc-group was removed with
20% piperidine in DMF solution. Fmoc-AA2-OH (4 eq) was coupled to
the deprotected resin according to TBTU mediated coupling. The
Fmoc-group of the resulting resin was removed employing 20%
piperidine in DMF. The following six amino acids were coupled to the
deprotected. The tryptathionine formation was carried out on the
solid support using I2-mediated thioether formation. After removal of
the Fmoc-group and followed cleavage from the resin, the monocyclic
peptide was obtained following subsequent HPLC purification. The
synthesis and characterization data of all compounds have been
reported in the supplementary information.

General procedure for the bicyclic peptide synthesis
Monocyclic octapeptide2a–2d and3a–3d (1.0 eq)wasdissolved inDMF
(1mM). Then, DIPEA (2.2 eq) andHATU (2.0 eq)were added at 0 °C. The
reaction mixture was allowed to warm to r.t. for 12 h and concentrated
under reduced pressure. The crude product was purified using pre-
parative HPLC to afford bicyclic octapeptide as a white powder. Since
large amounts of guanidinylation product were detected during mac-
rolactamizationof2b, the alternative coupling conditionEDC (2 eq) and
HOAt (2 eq) was employed to cyclize the monocyclic peptide 2b. All
results of LC-MS runs are shown in Supplementary Fig. 1. In addition, the
detritylation was performed after macrolactamization of 3c. The yield
and ratio of 4a and 4b is shown in Fig. 2.

NMR assignment and structure calculation of desulfurized
macrolactam
To obtain resonance assignments for NOE assignment and structure
calculations 4a, 4b, and desulfurized macrolactam 5 were dissolved
in deuterated DMSO-d6 (~10mM). TOCSY, COSY, NOESY, and

1H-13C-HSQC spectra were recorded on a Bruker Avance III 700MHz
spectrometer with a TXI 5mmprobe. Standard Bruker pulse programs
were used and all spectra were acquired at 298K. Residual solvent
methyl peaks (DMSO-d7 δ = 2.502 for 1H and δ = 39.0ppm for 13C) were
used for chemical shift referencing. 2D homonuclear spectra were
measured with acquisition times of 70 and 18ms for the direct and
indirect dimensions, respectively. TOCSY and NOESY spectra were
accumulated with 16 or 32 (in case of 4b) scans and COSY spectra with
eight scans. The TOCSY and NOESY mixing times were set to 100 and
300ms, respectively. Natural abundance 1H-13C-HSQC spectra were
measuredwith 140 scans and acquisition timesof 14 and 120ms for the
direct and indirect dimensions. The spectra were processed and ana-
lyzed using TopSpin 3.5 (Bruker) and CcpNmr 2.3.136. After shift
assignment (Supplementary Table 1), the NOE correlations of 4a and
4bweremanually assigned and residue interaction matrices of 4a and
4b were generated using CcpNmr. For structure determination, the
manually assigned chemical shifts of the desulfurized macrolactam
and NOESY peak lists were supplied to CYANA for automated NOE
assignment and structure calculation (Supplementary Table 2). The
program CYLIB37 was used to generate a CYANA library file for
4-hydroxyproline. A set of 1000 structures was calculated and the 100
best were visually inspected with UCSF Chimera38.

Molecular dynamics simulations
All-atom classicalMD simulations of peptides 4a, 4b, and 3b in explicit
dimethylformamide were carried out in GROMACS39–41. The force field
parameters for the peptides were obtained with ACPYPE42. The simu-
lations were conducted at the NpT ensemble with p = 1 bar and
T = 300K or T = 400K. The simulation time was 20μs for each system
at T = 300K, and 0.1μs for each system at T = 400K. See SI for a
detailed protocol.

Reporting summary
Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

Data availability
All processed data that support the findings of this study are available
within the article and its Supplementary Information (experimental
details; synthetic procedures; X-ray diffraction, NMR, UV/Vis, VT-NMR,
MD simulations). All information to redo theMD simulations including
topology, starting, and structure files are stored on Zenodo [DOI:
10.5281/zenodo.6974777] together with the highest-probability struc-
tures or simulated crystal structures of 4a, 4b, 3b, and 3c as well as
downsampled trajectories with a visualization state for the open-
source program VMD. The highest-probability structures for 4a, 4b,
3b, and 3c are provided as source data file alongside the manuscript.
TheX-ray crystallographic data for4bwas deposited at the Cambridge
Crystallographic Data Centre (CCDC) under deposition number CCDC
2153904 [DOI: 10.5517/ccdc.csd.cc2b99sr]. The open-source software
used in this study is available under: MD simulations and analysis:
GROMACS 2019.4 and GROMACS 2020.6 (https://manual.gromacs.
org/documentation/), Custom code: Python 3.9.2 (https://www.
python.org/downloads/), Jupyter (IPython 8.5.0, notebook version
6.4.12, https://jupyter.org); Visualization: VMD for MACOSXX86_64,
version 1.9.4a57 (April 27, 2022, https://www.ks.uiuc.edu/Research/
vmd/). MD data is stored together with custom code according to DFG
regulations, and they are available from B.G.K. (bettina.keller@fu-
berlin.de) upon request. Other data is available from the correspond-
ing author. Source data are provided with this paper.
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1. Supplementary Figures 

 
Supplementary Figure 1: LC-MS of precursor peptides. LC-MS results of the macrolactamization of 

monocyclic precursors 2a-2d and 3a-3d. The gradient of a)-f) and h) is gradient D, the 
gradient of g) is gradient B.  
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Supplementary Figure 2: Dihedral angle and hydrogen bond analyses of MD structural ensembles. 
a) Ramachandran plots for the molecules 4a, 4b and 3b. Reference values taken from the 
crystal structures are indicated as pink crosses. Reference values taken from the highest-
probability structure of the MD ensemble of 3b are indicated as blue crosses (see 3.2.2.9). 
The backbone angle distributions are normalized referring to the simulation length (20 µs).  
b) Pearson correlation coefficients (rx,y) for the hydrogen bonds with a population greater than 
10% on average over all replica (n=20). Values close to |1| indicate a strong correlation 
(positive, blue) or anti-correlation (negative, red). ‘m’ denotes the main chain, ’s’ the side chain 
of the respective residue. 



 

6 
 

 

Supplementary Figure 3: Comparison of MD data with crystal structures. a) All-atom RMSF for 4a, 4b 
and 3b with reference to the respective crystal structure (4a, 4b) or one structure of the subset 
containing the highest probability structure of the MD simulations (3b). In each system, the all-
atom RMSF was calculated individually for 20 replicas (1 µs simulation time each). The 
resulting arithmetic mean (points) and standard deviation (error bars) over all replicas (n=20 
representing 20 µs simulation time) are shown for each atom grouped according to the amino 
acid residues. The groups are separated by solid lines. The dotted lines separate ‘main-chain’ 
atoms (left) from ‘side-chain’ atoms (right), where ‘main chain’ is defined as ‘N’, ‘H’ (amide), 
‘CA’, ‘C’ and ‘O’ for each residue following the GROMACS convention. For all molecules, the 
same atom order was applied: N, CA, C, O, for main chain atoms, followed by the carbon 
atoms along the side chain and hetero-atoms and lastly, the hydrogens. For the atom indices, 
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please refer to the methods section and supplied structure files (‘RMSF calculations’). Caps 
were neglected for RMSF calculations. b) Structures of 4a, 4b and 3b. The atoms are colored 
according to the respective RMSF values: purple: 0.0 - 0.1 nm, blue: 0.1 - 0.2 nm, cyan: 0.2 - 
0.3 nm, green: 0.3 - 0.4 nm, yellow: 0.4 - 0.5 nm, orange: 0.5 - 0.6 nm. c) Distribution of the 
all-atom RMSD (solid line) and the backbone RMSD (dotted line) averaged over all replicas 
(n=20, 20 µs in total) for 4a (purple) and 4b (orange), respectively. d) Joint probability 
distribution normalized to the simulation length of 20 µs, for the distance between the C- and 
the N-terminus in 3b and the angles between the planes θA,B, θA,C, θC,B defined in our model 
to assess the spatial orientation of ring A (Cys8-Asn1-Hyp2-Ile3-Trp4), ring B (Trp4-Gly5-Ile6-
Gly7-Cys8) and the tryptathionine bridge. For the definition of the model, please refer to the 
methods section (‘Plane angles’). The C-N-terminus distance was measured between the 
carbon atom of the carbonyl group in the C-terminus (-CO-OMe) and the nitrogen atom in the 
N-terminus (-NH-Me). 

 

 

 
Supplementary Figure 4: Marfey analytics of amino acids in peptides 4a and 4b. HPLC-MS 

chromatograms of the amino acid analysis of peptides 4a and 4b (total hydrolysis followed 
by modification with Marfey’s reagent, treated either with L-FDLA or the racemic DL-FDLA 
reagent (HPLC gradient E). 
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Supplementary Figure 5: VT-NMR of isomer 4a. Variable-temperature NMR spectroscopy study of 
peptide 4a at temperatures ranging from 303K to 343K. 

 

Supplementary Figure 6: VT-NMR of isomer 4b. Variable-temperature NMR spectroscopy study of 
peptide 4b at temperatures ranging from 300K to 354K. 
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Supplementary Figure 7: Desulfurization of the isomers. LCMS chromatograms of the desulfurization 
reaction of bicyclic 4a and 4b (Raney-Ni in MeOH, 5 h) yielding compound 5. 

 

 

Supplementary Figure 8: Solution structure of desulfurized isomers. NMR-based solution structure of 
the desulfurized macrolactam 5. A) The 100 lowest energy structures of desulfurized 4a and 
4b have an RMSD of 0.01. B) Stick and ball model of the average state. The atoms are colored 
according to their type: grey: carbon, white: hydrogen, red: oxygen, blue: nitrogen. 
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Supplementary Figure 9: Crystal structure of 4b. Crystal structure of 4b visualized by PLATON. The 

electron density map shows two conformations for the ethyl group of Ile3 (the second 
conformation is indicated with dashed bonds). Nitrogen atoms are colored blue, oxygen atoms 
are shown in red, sulfur atoms are yellow, carbon atoms are depicted as white and black 
ellipsoids and hydrogens are shown as small white circles. 

 

Supplementary Figure 10: Solubility and overall shape of isomers. Compounds a) 4a and c) 4b 
dissolved in water (at 2 mM concentration). Surface representations of b) 4a and d) 4b, 
respectively. Coloring according to the amino acid hydrophobicity following Kyte et al. [1] 

(hydrophobic residues are colored in orange and polar residues in blue). 
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Supplementary Figure 11: Hydrogen bond sets observed in MD simulations. (a) Hydrogen bond sets 
'1’ (olive) and ‘2’ (blue) for 4a. Hydrogen bond set ‘1’ denotes the hydrogen bonds that agree 
with the crystal structure of 4a: Asn1(m)-Gly5(m), Ile3(m)-Asn1(s), Trp4(m)-Asn1(m), Gly5(m)-
Asn1(m), Cys8(m)-Gly5(m). Hydrogen bond set ‘2’ denotes the hydrogen bonds that were 
identified as mutual exclusive to hydrogen set ‘1’ (see Pearson correlations, Supplementary 
Figure 2b): Asn1(m)-Hyp2(m), Cys8(m)-Hyp2(m).  (b,c) Time series for the trajectories of 
4a either expressed in b) hydrogen bond set existences or c) RMSD values. The coloring in 
(b) and (c) is based on the existence of the hydrogen bond sets: set ‘1’ or set ‘0’: olive, set ‘2’ 
or set ‘0’ : blue. Hydrogen bond set ‘0’ denotes all short-term transitions out of the two 
conformations. The inset shows that all states are exclusive to each other. Vertical red lines 
denote the transition between the hydrogen bond sets ‘2’ and ‘1’ representing the transition 
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between the starting structure of the MD simulations and the crystal structure. For further 
details, please refer to section 3.2.2.10.  

 

 
Supplementary Figure 12: MD starting structures. Starting structures of the production MD runs for 4a 

with a) worst and b) best agreement to the crystal structure. As measure for the agreement 
between starting structures and the crystal structure, the RMSD was considered. The RMSD 
was calculated on all atoms after a least-square fit to the backbone. Important hydrogen bonds 
are highlighted and correspond to the mutual exclusive hydrogen bond sets 1 and 2. Set 2 (a) 
denotes the hydrogen bonds: Asn1(m)-Hyp2(m), Cys8(m)-Hyp2(m). Set 1 (b) denotes the 
hydrogen bonds that agree with the crystal structure of 4a: Asn1(m)-Gly5(m), Ile3(m)-Asn1(s), 
Trp4(m)-Asn1(m), Gly5(m)-Asn1(m), Cys8(m)-Gly5(m). ‘m‘ denotes the main chain of the 
respective residue, ‘s‘ denotes the side chain. For the assignment of the atoms, please refer 
to the methods section (‘Hydrogen bonds’).   
(c) Structure for 4b taken from the MD ensemble that exhibits the hydrogen bonds Ile6(m)-
Ile3(m), Gly7(m)-Ile3(m) and Cys8(m)-Ile3(m). (d) Overlay of the structure shown in (c) with the 
crystal structure of 4b (grey). The region of the hydrogen bonds is shown in the details view. 
Atoms are colored according to their type: red: oxygen, blue: nitrogen, cyan: carbon, white: 
hydrogen, yellow: sulfur. 

 

c)

a)

d)

b)
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Supplementary Figure 13: Comparison of isomer NOE data and agreement with MD simulations. 
Distinct NOE patterns in contact maps of a) 4a and b) 4b. Distance violations of proton 
distances in the MD simulations compared to the NMR NOE data or crystal structures of 4a c) 
and 4b d). In each case, the same set of proton-proton distances was derived from NMR 
experiments and the crystal structures. The distances from MD were calculated as averages 
(see eq.  7) per replica representing 1 µs of simulation time respectively (see 3.2.2.11). The 
distribution of the resulting violations over all replicas (n=20) is shown as follows: the box 
represents 50% of the data points from the first to the third quartile with the median highlighted 
in red. The whiskers extend from the box by 1.5-fold of the inter-quartile range. Outliers are 
marked as black ‘+’. 
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Supplementary Figure 14: Comparison of synthesis product 4a from different precursors. 

Overlay of 1H NMR spectra of synthetic 4a, a) 4a was produced after macrolactamization 

of 3c and b) 4a was produced after macrolactamization of 2b. 
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Supplementary Figure 15: Comparison of synthesis product 4b from different precursors. 

Overlay of 1H NMR spectra of synthetic 4b, a) 4b was produced after macrolactamization 

of 3c and 4b was produced after macrolactamization of 2b).   
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Supplementary Figure 16: Comparison of crystal structures 4a and 4b. Surface representation of the 

crystal structures of a) 4a and b) 4b. 4a has a volume of 744.1 Å3 and 598.0 Å2.4b has a 

volume of 757.6 Å3 and a surface area of 557.9 Å2. Ball and stick models of crystal structures 

of c) 4a and d) 4b with hydrogen bonds shown as dashed orange lines. Atoms are colored 
according to their type: red: oxygen, blue: nitrogen, grey: carbon, white: hydrogen, yellow: 

sulfur. 

 

Supplementary Figure 17: Spectroscopic evaluation of heating experiments. a) 1H NMR evidence for 
the lack of interconversion in 4a upon heating and b) 4b; c and d) CD spectroscopy study of 

peptides 4a and 4b at different temperatures.  
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Supplementary Figure 18: Examples of cyclic peptides and proposed application of the 

ansamer concept and the Pansamer/Mansamer nomenclature. Main ring of the peptide (blue) 

with starting moiety/amino acid (black dot) forms the imaginary plane with proposed preferred 

directionality (blue arrow head). Bridge (red) above or below the main ring. Examples include 

a) norbornapeptide-type [2], b) in/out peptides [3], c) lasso peptides [4] and d) tryptorubin [5]. a) 

Norbornapeptides: For the drawn example there is an analogous situation as for the amanitin 
peptides. Main ring: head-to-tail cyclic peptide. Preferred directionality according to the 

directionality of the N- and C-terminus. b) in/out peptides: Determination of the main ring and 

assignment of the bridges leads to assignment of the Pansa/Mansa descriptor. c) Lasso peptides: 

Main ring: cyclopeptide (example herein Gly1-β-Asp9). Preferred directionality according to the 

N- and C-terminus. Bridge: peptide tail (example herein: Ala10 to Asn19). d) Tryptorubin: Main 

ring replaced here by linear peptide from N- to C-terminus (compare a related view on the 

vancomycin structure [6]) In this example the bridge connects theTyr3 with Trp5 sidechains of 

the main peptide. 
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Supplementary Figure 19: Effects of coupling agents. LC-MS of macrolactamization of monocycle 2b 

using HATU (blue line, top) or EDC/HOAt (pink line, bottom) as coupling reagent.  

  

Supplementary Figure 20: Assignment of planes in the bicyclic amanitin derivatives. (a) The amanitin 

derivative molecule is divided into three subunits: ring A (black), ring B (cyan) and 

tryptathionine bridge (red).  Ca atoms considered for the construction of the model shown in 

(b), are highlighted in gray. (b) Schematic representation of the angles between the planes EA 

(black), EB (cyan) and EC (red). Each plane represents the subunit in (a) with the respective 
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color. Please note, in this scheme, the Ca atom of Trp4 is located behind the Ca atom of Cys8 

and therefore not visible.  

 
Supplementary Figure 21: RMSD of MD structures to crystal structures. Average distributions of the 

all-atom RMSD (after least-square fit on the backbone atoms of the existing ring) over all 20 
replicas for each MD simulation data set (as labelled: top left: 4a, bottom left: 4b, top right : 3b 
and bottom right : 3c) towards different reference structures: ‘purple’ : 4a, ‘orange’ : 4b, ‘green’ : 
3b, ‘blue’ : 3c. For 4a and 4b, the crystal structures were used as reference structures. For 3b 
and 3c the highest-probability structures were used.  
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2. Supplementary Tables  
Supplementary Table 1: NMR shifts of 4a and 4ba 

Molecule  1H Shift (ppm) 13C Shift (ppm) 

4a Residue HN Hα Hβ Hγ Hδ Hε Hε3 Hζ2 Hζ3 Hη2 Cα Cβ Cγ Cδ 

 1 Asn 8.52 4.67 3.38/2.94  8.23/7.50      50.04 33.08   

 2 Hyp  4.27 1.83/2.23 4.38 3.72/3.81      61.02 37.24 67.78 55.05 

 3 Ile 8.04 4.18 1.93 1.46/1.16/0.89* 0.80*      57.26 34.81 24.28/15.14* 9.91 

 4 Trp 8.03 4.89 3.23/3.10   11.23 7.6 7.25 7 7.11 52.82 29.13   

 5 Gly 8.08 3.38/4.25         40.43    

 6 Ile 8.5 3.68 1.56 1.56/1.10/0.78* 0.81*      58.28 33.83 24.47/14.12* 9.85 

 7 Gly 8.8 3.90/3.40         41.61    

 8 Cys 8.1 4.56 2.74/3.04        51.81 37.69   

                

4b                

 1 Asn 7.31 4.96 2.52/1.89  7.27/6.71      46.23 36.54   

 2 Hyp  3.89 2.04/1.78 4 3.21/3.42      59.41 49.53 66.14 52.39 

 3 Ile 7.71 3.89 1.79 1.35/0.98/0.78* 0.77*      56.33 33.01 23.63/13.85* 8.95 

 4 Trp 9.04 5.68 3.27/2.96   11.48 7.54 7.3 7.05 7.14 nd 24.15   

 5 Gly 8.29 4.46/3.35         41.86    

 6 Ile 6.97 4.41 2.23 1.55/0.68/0.84* 0.79*      56.08 34.49 22.32/15.80* 10.98 

 7 Gly 9.11 2.74         41.62    

 8 Cys 8.46 2.93 3.90/3.39        nd 34.13   

a: Note the large difference in the Ca shifts of the Asn1 between 4a and 4b and the unusual Ha and Hβ 
shifts for Cys8 in 4b. No Ca correlations were observed in 1H-13C-HSQC spectra of 4b for Trp4 and Cys8. 
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Supplementary Table 2: Structure calculation data CYANA 

Cycle             1 2 3 4 5 6 7  

Peaks:          

  selected        346 346 346 346 346 346 346  

  assigned        345 344 339 343 342 342 342  

  unassigned      1 2 7 3 4 4 4  

  with diagonal assignment       12 12 12 12 12 12 12  

Cross peaks:          

  with off-diagonal assignment   333 332 327 331 330 330 330  

  with unique assignment  196 245 258 274 285 294 291  

  with short-range assignment |i-
j|<=1 

 254 247 243 240 236 231 236  

  with medium-range assignment 
1<|i-j|<5  

 48 52 49 57 60 60 59  

  with long-range assignment  
|i-j|>=5 

 31 33 35 34 34 39 35  

Upper distance limits:          

  total           176 158 156 156 154 152 170 170 

  short-range, |i-j|<=1          114 100 99 95 92 87 95 95 

  medium-range, 1<|i-j|<5        55 51 35 40 41 41 46 46 

  long-range, |i-j|>=5           7 7 22 21 21 24 29 29 

  Average assignments/constraint  2.48 1.92 1.35 1.26 1.18 1.14 1 1 

Average target function value  0.37 0.44 1.08 0.28 0.1 0.11 0.09 0.33 

RMSD (residues 1..8)          

  Average backbone RMSD to 
mean 

 0.17 0.22 0.04 0 0.02 0.07 0 0 

  Average heavy atom RMSD to 
mean 

 0.33 0.46 0.1 0.03 0.11 0.23 0.01 0.01 
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Supplementary Table 3: Approximate time points in µs for the transition from the starting structure to the 
crystal structure in each replica of 4a if present. The transition times were determined as 
described in methods section 3.2.2.10 based on the hydrogen bond sets ‘1’ and ‘2’. Hydrogen 
bond set ‘1’ is the majorly-formed one and hydrogen bond set ‘2’ represents a state that either 
directly (2→1) or indirectly (2→0→1) transitions into hydrogen bond set ‘1’. 

 

   Hydrogen bond sets RMSD 

Replica Transition t [µs] t [µs] 

1 2→1 0.50 0.50 

2 – – – 

3 2→1 0.75 0.75 

4 2→1 0.59 0.59 

5 2→1 0.22 0.21 

6 2→1 0.12 0.09 

7 2→1 0.0013 – 

8 2→1 0.18 – 

9 2→1 0.015 – 

10 2→1 0.062 0.062 

11 2→1 0.26 0.27 

12 – – – 

13 2→1 0.093 – 

14 2→1 0.29 0.29 

15 2→1 0.30 0.30 

16 2→1 0.53 0.53 

17 – – – 

18 – – – 

19 – – – 

20 – – – 
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Supplementary Table 4: Solvent accessible surface area (SASA) and VT-NMR data. SASA values in 
[nm^2] for the amides calculated as average±standard deviation over the entire simulation 
time (20 µs). The values were calculated using the ‘shrake-rupley algorithm’ available as a 
function of the mdtraj python library. [7] Amide proton shift changes from VT-NMR 
measurements are shown as ΔδHN/ΔT (ppbK-1). 

 

 4a_MD (nm2) 4a_cryst(nm2) 4a_VT-NMR 
ΔδHN/ΔT 

(ppbK-1) 

4b_MD (nm2) 4b_cryst 
(nm2) 

4b_VT-NMR 
ΔδHN/ΔT 

(ppbK-1) 

Total 10.039 ± 
0.277 

10.11  9.728 ± 0.25 9.257  

Asn1 0.006 ± 0.008 0.005 -1.550 0.006 ± 0.007 0.0 -3.826 

Ile3 0.005 ± 0.006 0.0 -1.793 0.007 ± 0.006 0.001 -6.421 

Trp4 0.006 ± 0.008 0.0 -2.910 0.033 ± 0.017  0.027 -4.807 

Gly5 0.015 ± 0.015 0.0 -1.432 0.072 ± 0.038 0.06 -4.962 

Ile6 0.039 ± 0.028 0.063 -4.171 0.003 ± 0.008 0.0 0.287 

Gly7 0.064 ± 0.03  0.131 -3.403 0.016 ± 0.025  0.036 nd 

Cys8 0.023 ± 0.024 0.031 -2.358 0.001 ± 0.005 0.0 -2.686 

 

 

 

 

 

 

 

 

 

  



 

25 
 

3. Supplementary Methods 
3.1 Synthesis protocols and characterization data 

3.1.1 Reagents, Solvents and Chromatographic Conditions 

Commercially available reagents (Carl Roth GmbH and Co. KG, Karlsruhe, Germany; Sigma-Aldrich 

Taufkirchen, Germany; Iris Biotech GmbH, Marktredwitz, Germany; Orpegen, Heidelberg, Germany; 

ABCR, Karlsruhe, Germany; Alfa Aesar, Karlsruhe, Germany; Merck, Darmstadt; Germany; TCI, 

Eschborn, Germany; VWR International GmbH, Darmstadt, Germany; and Acros, Geel, Belgium) and 

solvents (Fisher Scientific-Acros, Schwerte, Germany) were used without further purification. If 

necessary, reactions were carried out under an atmosphere of argon or nitrogen and dry solvents. 

Analytical thin layer chromatography was carried out using aluminium-backed plates coated with silica 
gel (60, F254; Macherey & Nagel, Düren, Germany). Analysis was performed by visualizing the spots 

under UV light (λ = 254 nm), and/or by staining with KMnO4 solution (3 g KMnO4, 20 g K2CO3, 300 mL 

dest. H2O, 5 mL NaOH solution (5 %)) and/or with Ninhydrin solution (0.3 g Ninhydrin, 3 mL AcOH, 100 

mL nBuOH). Flash chromatography was carried out with silica gel (particle size 40-63 μm, VWR 

Chemicals, Darmstadt, Germany). Preparative HPLC was carried out on a 1260 Infinity (Agilent 

Technologies, Waldbronn, Germany) HPLC system with a polymeric reversed phase column (PLRP-S 

100A) 300 x 50 mm, particle size 10 μm, Agilent Technologies, Waldbronn, Germany). 1H and 13C 

spectra were recorded at 298 K using the following spectrometers: Bruker Avance-II 400 MHz, Bruker 

Avance-III 500 MHz or Bruker Avance III 700 MHz (Bruker, Karlsruhe, Germany). The chemical shifts 
are reported in ppm using the residual solvent peak as an internal reference (DMSO-d6, methanol-d4, 

CDCl3). Multiplicity (br. s = broad singlet, s = singlet, d = doublet, dd = doublet of doublet, t = triplet, q = 

quartet, m = multiplet) and coupling constants (J = Hz) are quoted where possible. HPLC-HRMS spectra 

were recorded on a QTrap LTQ XL (Thermo Fisher Scientific, Waltham, Massachusetts, USA) 

hyphenated to an Agilent 1200 Series HPLC-System (Agilent Technologies, Waldbronn, Germany) 

equipped with a C18 column (50 x 2 mm, particle size 3 μm). HPLC-HRMS chromatograms were 

obtained with a solvent gradient of 0.1% formic acid in water (Solvent A) and 0.1% formic acid in 

acetonitrile (Solvent B). The solvent gradients were either gradient A or gradient B: gradient A: 0-10 min 

10%-50% B, 10-13 min 100% B, 13-16 min 20% B, gradient B: 0-10 min 20%-100% B, 10-13 min 100% 
B, 13-16 min 20% B Chiral HPLC was performed with a LaChrom system (Hitachi, Tokyo, Japan) 

equipped with a Chiralpak® Daicel-polysaccharide-column (250 x 4.6 mm, particle size 5 μm, Chiral 

Technologies Europe - Daicel Group, Illkirch, France).  

3.1. 2 Abbreviations 

CH3CN, acetonitrile; COMU, 1-[(1-(cyan-2-ethoxy-2-oxoethylidenaminooxy)-dimethylamino-

morpholino)]-uronium-hexafluorophosphate; THF, tetrahydrofuran; DCM, dichloromethane; DIPEA, 

N,N’-diisopropylethylamine; DMF, N,N’-dimethylformamide; TFA, trifluoroacetic acid; THF, 
tetrahydrofuran; HPLC, high-performance liquid chromatography; HATU, O-(7-azabenzotriazol-1-yl)-
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N,N,N’,N’-tetramethyluronium-hexafluorophosphate; 2-CTC, 2-chlorotrityl chloride (resin); TIS, 

triisopropylsilane; HFIP, hexafluoroisopropanol; D, L-FDLA, 1-fluoro-2,4-dinitrophenyl-5-D,L-leucine-

amide; TBS, tert-butyldimethylsilyl; Fmoc, fluorenylmethoxycarbonyl protecting group. The amino acid 

three letter code was used for the proteinogenic amino acids according to IUPAC standards. If not 
otherwise stated, L-amino acids were used. Amino acid abbreviations: Hyp, trans-4-hydroxy-L-proline.  

3.1.3 Variable temperature NMR (VT-NMR)  

The temperature dependence of amide chemical shifts is well established and has been widely used to 

assess the solvent shielding properties of amide protons. Variable temperature NMR was carried out to 

assess the temperature dependency of NH chemical shifts. 1H-NMR spectra were acquired from 303K 

to 343K (4a) or 300K to 354K (4b) in 10 K increments in DMSO-d6. Temperature coefficients are 

categorized as the following; ΔδHN/ΔT with values less than -4.6 ppb/K indicate solvent-exposed NHs. 
Intermediate values from –4.6 to –3.0 ppb/K indicate intermediate shielding and potentially weak or 

strained hydrogen bonding. Whereas ΔδHN/ΔT values greater than –3.0 ppb/K place NHs in the highly 

shielded and potentially strongly hydrogen bound category. 

3.1.4 NMR assignment and structure calculation of desulfurized macrolactam 5 

To obtain resonance assignments for NOE assignment and structure calculations 4a, 4b and desulfurized 

macrolactam 5 were dissolved in deuterated DMSO-d6 (approx. 10 mM). TOCSY, COSY, NOESY and 1H-
13C-HSQC spectra were recorded on a Bruker Avance III 700 MHz spectrometer with a TXI 5 mm probe. 

Standard Bruker pulse programs were used and all spectra were acquired at 298 K. Residual solvent methyl 

peaks (DMSO-d7 δ = 2.502 for 1H and δ = 39.0 ppm for 13C) were used for chemical shift referencing. 2D 

homonuclear spectra were measured with acquisition times of 70 and 18 ms for the direct and indirect 

dimensions, respectively. TOCSY and NOESY spectra were accumulated with 16 or 32 (in case of 4b) 

scans and COSY spectra with 8 scans. The TOCSY and NOESY mixing times were set to 100 and 300 ms, 

respectively. Natural abundance 1H-13C-HSQC spectra were measured with 140 scans and acquisition 

times of 14 and 120 ms for the direct and indirect dimensions. The spectra were processed and analyzed 
using TopSpin 3.5 (Bruker) and CcpNmr 2.3.1 [8] (The CCPN data model for NMR spectroscopy: 

development of a software pipeline). After shift assignment (Supplementary Table 1), the NOE correlations 

of 4a and 4b were manually assigned and residue interaction matrices of 4a and 4b were generated using 

CcpNmr.  

For structure determination the manually assigned chemical shifts of the desulfurized macrolactam and 

NOESY peak lists were supplied to CYANA for automated NOE assignment and structure calculation 

(Supplementary Table 2). The program CYLIB [9] was used to generate a CYANA library file for 4-

hydroxyproline. A set of 1000 structures was calculated and the 100 best were visually inspected with UCSF 

Chimera.[10] 
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3.1.5 Structure desulfurized macrolactam 5  

The calculations show a very similar backbone conformation compared to the Cys-containing 

macrolactam [11] with a RMSD of 0.806 Å between the two structures. Differences are largely found in 
the B ring around the two Gly residues and some minor differences in the side-chain orientations of Trp 

and Ile moieties. Comparison of J coupling constants between the two macrolactams suggests some 

small differences in phi angles, as observed in the calculated structures. These discrepancies could be 

due to the different solvents, DMF versus DMSO.  

Structural alignments of 4a and 4b with the calculated macrolactam structure of 5 show larger 

differences, with the peptide ring of 4a showing higher similarities to 5. The RMSD between 4a and 5 is 

1.422 Å with a very similar backbone geometry of the A-ring and more differences in the B ring. The 

RMSD between 4b and 5 is 2.454 Å with very different backbone geometry in rings A and B. In addition, 
compared to the relatively planar macrolactam, the peptide plane of 4b shows a strong bend between 

rings A and B (see crystal structure and MD angle analysis of 4a). 

3.1.6 Analytical Methods 

HPLC-MS: HPLC-HRMS spectra were recorded on a QTrap LTQ XL (Thermo Fisher Scientific, Waltham, 

Massachusetts, USA) hyphenated to an Agilent 1200 Series HPLC-System (Agilent Technologies, 

Waldbronn, Germany) equipped with a C18 column (50 x 2 mm, particle size 3 μm). HPLC-HRMS 
chromatograms were obtained with a solvent gradient of 0.1% formic acid in water (Solvent A) and 0.1% 

formic acid in acetonitrile (Solvent B).  

The solvent gradients were shown below:  

Gradient A: 0-10 min 10%-50% B, 10-13 min 100% B, 13-16 min 20% B,  

Gradient B: 0-10 min 20%-100% B, 10-13 min 100% B, 13-16 min 20% B. 

Gradient C: 0-10 min 50%-100% B, 10-13 min 100% B, 13-16 min 20% B. 

Gradient D: 0-10 min 5%-100% B, 10-13 min 100% B, 13-16 min 20% B. 

Gradient E: 0-30 min 10% to 65% B, 30-33 min 100%B, 33-36 min 20% B.  

3.1.7 Experimental 

3.1.7.1 General protocol  

All linear peptides with different amino acid sequences were synthesized using this protocol with an 

alternating sequence of Fmoc-deprotections (Method A) and amino acid couplings (Method B/C). 

Method A) Removal of the Fmoc group. A solution of 20% piperidine in DMF (5 mL) was added to 
the resin (1 g; loading 0.10-0.50 mmol/g) and the resulting suspension was shaken for 10 min. Then 

the solution was removed from the resin. Again, a solution of 20% piperidine in DMF (5 mL) was added 
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to the resin and the resulting suspension was shaken for another 10 min. The solution was drained 

and the resin was washed with DMF (6 x 5 mL).  

Method B) Amino acid coupling. Amino acid (4.0 eq) and TBTU (4.0 eq) were dissolved in dry DMF 

(5 mL). DIPEA (12 eq) was added dropwise to the DMF solution. After activating for 1 min, the resulting 
solution was added to the Fmoc-deprotected resin (1 g; loading 0.10-0.50 mmol/g). The mixture was 

shaken until the coupling reaction was completed. Then, the solution was drained and the resin was 

rinsed with DMF (4 x 5 mL). 

Method C) Amino acid coupling. Amino acid (4.0 eq) and HATU (4.0 eq) were dissolved in dry DMF 

(5 mL). DIPEA (12 eq) was added dropwise to the DMF solution. After activating for 1 min, the resulting 

solution was added to the Fmoc-deprotected resin (1 g; loading 0.10-0.50 mmol/g). The mixture was 

shaken until the coupling reaction was completed. Then, the solution was drained and the resin was 

rinsed with DMF (4 x 5 mL). 

3.1.7.2 I2-mediated thioether formation  

The thioether bridge (tryptathionine motif) was obtained from linear resin-bound peptide (1 eq; 500 mg; 

loading 0.10-0.50 mmol/g) synthesized according to the above method. Formation of the thioether was 

achieved by adding a freshly prepared solution of iodine in DMF (2 eq, 2 mg/ml) under protecting gas 

atmosphere (Ar or nitrogen). The mixture was shaken under nitrogen atmosphere for 2.5 h to complete 

the formation of the thioether. If required also longer reaction times were applied (HPLC-MS control of 
a test cleavage). Then, the solution was drained and the resin was rinsed with DMF (4 x 3 mL). 

3.1.7.3 Cleavage from solid support 

Condition A) The resin (1 g; loading 0.3 mmol/g) was treated with 10 mL of a mixture of TFA/TIS/H2O 

(95:2.5:2.5) for 1 h at room temperature with gentle agitation. The resin was filtered and rinsed with 1% 

TFA in DCM (2 x5 mL). The rinses and filtrate were combined and evaporated to dryness. 

Condition B) The resin (1 g; loading 0.10-0.50 mmol/g) was treated with 10 mL of a mixture of 

HFIP/DCM (3:7) for 2 h at room temperature with gentle agitation. The resin was filtered and rinsed 
with DCM (2 x5 mL). The rinses and filtrate were combined and evaporated to dryness. 

3.1.7.4 Monitoring of Peptide Coupling and Capping  

Chloranil test: During the coupling reaction, a few resin beads were taken out and rinsed with DMF 

(2 x 1 mL). To the resin were added 2 drops of a 2% solution of acetaldehyde and 2 drops of a 2% 

solution of chloranil in DMF. The resulting suspension was allowed to stand for 5 min at room 

temperature. Blue- to green-stained beads indicated the presence of secondary amines.  
Kaiser Test: During the coupling reaction, a few resin beads were taken out and rinsed with DMF (2 

x 1 mL). To the resin were added 2-3 drops of reagent A (16.5 mg of KCN dissolved in 25 mL of 

distilled water. 1.0 mL of above solution diluted with 49 mL of pyridine), 2 to 3 drops of reagent B (1.0 

g of ninhydrin dissolved in 20 mL of n-butanol.) and 2 to 3 drops of reagent C (40 g of phenol dissolved 
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in 20 mL of n-butanol). The resulting suspension was allowed to heat at 110°C for 3 min, blue- to 

green-stained beads indicated the presence of primary amine.  

3.1.7.5 Macrolactamization 

Condition A) To a solution of monocyclic peptide in solution of DPEA (5 eq) in DMF, HATU (2 eq) 

was added at 0°C. The solution was stirred for 12 h, followed by preparative HPLC purification. The 

isolated product was lyophilized to give the white solid.  

Condition B) To a solution of EDCI (2 eq) and HOAt (2 eq) in solution of DPEA (5 eq) in DMF, 

monocyclic peptide was added at 0°C. The solution was stirred for 12 h, followed by preparative HPLC 

purification. The isolated product was lyophilized to give the white solid.  

3.1.7.6 Deprotection   

Detritylation: The final protected bicyclic peptides were dissolved in DCM (2 ml) and followed by 

addition of TFA/TIS/H2O (95:2.5:2.5, 2ml) and were stirred for 30 min. Afterwards, the reaction mixture 

was evaporated under reduced pressure and the followed crude product was purified by preparative 

HPLC to give the final compound.  

3.1.8 Synthesis and characterization data 

3.1.8.1 Synthesis of monocyclic peptides 2a-2d and 3a-3d  

 
Supplementary Figure 22.  Synthesis scheme of octapeptides. Synthesis of monocyclic 
octapeptides (2a-2d and 3a-3d) with tryptathionine bridge. A) Synthesis scheme for formation of monocycle 
A (yellow) in peptides 2a-2d. B) Synthesis scheme for formation of monocycle B (blue) in peptides 3a-3d.   
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General protocol for solid-phase peptide synthesis (SPPS): 

2-CTC resin (1 g, 0.98 mmol/g) was pre-swollen for 20 min in DCM in a manual solid phase peptide 

synthesis vessel (10 mL). After the solvent was drained, the first amino acid Fmoc-AA1-OH (0.3 mmol) and 

DIPEA (0.26 mL, 1.5 mmol) in DCM (5 mL) were added to the resin. The mixture was agitated for 2 hbefore 
the solvent was drained. The resin was rinsed with DMF (4 x 3 mL). Then a mixture of MeOH/DIPEA/DCM 

(1:1:8) was added to cap the remaining 2-chlorotrityl chloride on the resin. The mixture was agitated for 0.5 

h. Then the solvent was drained and the resin was washed with DMF (4 x 3 mL). The resin loading was 

determined to be 0.30 mmol/g. The Fmoc-group was removed according to Method A. Fmoc-AA2-OH (4 

eq) was coupled to the deprotected resin according to Method B. The Fmoc-group of the resulting resin 

was removed according to Method A. The following six amino acids were coupled to the deprotected resin 

according to Method A and B. The tryptathionine formation was carried out on the solid support. After 

removal of Fmoc-group using method A and followed cleavage from the resin, the monocyclic peptide was 
obtained following subsequent HPLC purification. The synthesis and characterization data of 2a-2d, 3a-3b 

and 3d have been reported in our previous paper.[11]   

2a: H2N-Gly-Ile-Gly-(cyclo-tryptathionine)[Cys-Asn-Hyp-Ile-Trp]-OH  

HRMS (ESI): m/z calculated: C39H57N10O11S+ [M+H]+ 873.3923, found 873.3912. 

HPLC-MS: Retention time Rt = 8.08 min (Gradient B). 

 

2b: H2N-Ile-Gly-(cyclo-tryptathionine)[Cys-Asn-Hyp-Ile-Trp]-Gly-OH  

 

Mixed conformers: 1H NMR (400 MHz, DMSO-d6) δ 12.3 (s, 1.65H), 11.19 (s, 1H), 11.00 (s, 0.65 H), 8.69 

(t, J = 5.6 Hz, 1 H), 8.60 (t, J = 5.6 Hz, 1H), 8.44 (d, J = 8.6 Hz,  0.65 H), 8.32 (d, J = 7.9 Hz, 0.65 H), 8.25 

(t, J = 5.8 Hz, 0.65 H), 8.11 (s, 5H), 7.87 (t, J = 9.5 Hz, 2H), 7.70 (s, 1H), 7.60 (d, J = 7.9 Hz, 0.65 H), 7.57 
(s, 1H), 7.47 (d, J = 8.0 Hz, 1H), 7.34 (s, 1H), 7.27 (t, J = 8.5 Hz, 2H), 7.17 – 6.92 (m, 4H), 6.83 (s, 0.65 H), 

4.77 – 4.53 (m, 5H), 4.32 – 4.25 (m, 2H), 4.16 – 4.11 (m, 1H), 4.05 (dd, J = 16.7, 5.8 Hz, 1H), 3.97-3.88 (m, 

3H), 3.87 – 3.78 (m, 3H), 3.75 – 3.57 (m, 3H), 3.48 (d, J = 11.1 Hz, 1H), 3.43 – 3.27 (m, 1H), 3.22 – 3.08 

(m, 5H), 3.04 – 2.97 (m, 1H), 2.92 (d, J = 9.8 Hz, 1H), 2.71 – 2.58 (m, 3H), 2.26 (dd, J = 15.4, 4.0 Hz, 1H), 

2.16 – 1.97 (m, 3H), 1.88 – 1.65 (m, 2H), 1.59 – 1.30 (m, 3H), 1.26 – 1.10 (m, 1.5H), 1.06– 0.97 (m, 1H), 

0.96 – 0.82 (m, 10H), 0.77 (t, J = 7.3 Hz, 2H), 0.73 (d, J = 6.8 Hz, 2H), 0.60 (s, 3H), 0.39 (s, 3H). 
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13C NMR (101 MHz, DMSO-d6_HSQC) δ 123.3, 122.6, 122.3, 119.6, 119.4, 119.0, 119.2, 111.3, 69.3, 67.4, 

61.7, 60.0, 59.8, 58.0, 56.8, 55.4, 54.0, 53.0, 50.8, 47.4, 41.9, 41.4, 41.2, 37.1, 34.3, 28.0, 27.8.  

HRMS (ESI): m/z calculated: C39H57N10O11S+ [M+H]+ 873.3923, found 873.3917.  

HPLC-MS: Retention time Rt = 7.40 min (Gradient B). 

 
 
2c: H2N-Gly-(cyclo-tryptathionine)[Cys-Asn-Hyp-Ile-Trp]-Gly-Ile-OH  

 

Major conformer: 1H NMR (500 MHz, DMSO-d6) δ 12.49 (s, 1H), 11.17 (s, 1H), 8.86 (s, 1H), 8.35 (d, J = 

7.8 Hz, 1H), 8.07 (t, J = 5.9 Hz, 1H), 8.00 (d, J = 6.0 Hz, 1H), 7.72 (d, J = 6.3 Hz, 1H), 7.51 (s, 1H), 7.48 (d, 

J = 7.8 Hz, 1H), 7.44 (d, J = 8.0 Hz, 1H), 7.26 (d, J = 8.3 Hz, 1H), 7.12 – 7.08 (m, 1H), 6.99 (t, J = 7.4 Hz, 

1H), 4.38 (d, J = 3.9 Hz, 1H), 4.30 – 4.21 (m, 1H), 4.07 (t, J = 7.2 Hz, 1H), 3.82 – 3.73 (m, 2H), 3.21 (dt, J 

= 14.7, 7.7 Hz, 1H), 3.15 (dd, J = 15.2, 5.5 Hz, 1H), 2.68 – 2.59 (m, 1H), 2.13 – 2.03 (m, 1H), 1.88 – 1.78 

(m, 2H), 1.43-1,32 (m, 2H), 1.24-1,15 (m, 1H), 1.04 (s, 1H), 0.89 – 0.83 (m, 10H), 0.81-0.72 (m, 3H). 

13C NMR (126 MHz, DMSO-d6_HSQC) δ 122.5, 119.6, 119.4, 119.2, 111.4, 69.4, 67.4, 62.1, 59.8, 57.9, 

57.1, 56.6, 55.7, 53.5, 42.9, 42.7, 40.7, 40.5, 40.3, 39.8, 37.6, 36.7, 36.2, 34.6, 28.0, 25.3, 25.1, 24.9, 15.7, 

15.5, 11.6, 11.2.  

HRMS (ESI): m/z calculated: C39H57N10O11S+ [M+H]+ 873.3923, found 873.3915. 

HPLC-MS: Retention time Rt = 8.67 min (Gradient B). 

 

2d:H2N-(cyclo-tryptathionine)[Cys-Asn-Hyp-Ile-Trp]-Gly-Ile-Gly-OH 
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Mixed conformers: 1H NMR (500 MHz, DMSO-d6) δ 12.47 (s, 1H), 11.29 (s, 0.55 H), 11.15 (s, 0.45H), 

8.63 (d, J = 8.1 Hz, 0.45 H), 8.38 – 8.32 (m, 3H), 8.15 (s, 0.45 H), 8.03 – 7.95 (m, 1H), 7.93 (d, J = 8.9 Hz, 

1H), 7.79 (d, J = 11.6 Hz, 1H), 7.63 (d, J = 8.0 Hz, 0.55 H), 7.50 – 7.29 (m, 3H), 7.15 (t, J = 6.9 Hz, 1H), 

7.02 (t, J = 6.9 Hz, 1H), 6.82 (s, 0.45 H), 4.80 (d, J = 3.2 Hz, 0.55 H), 4.74 (dd, J = 8.3, 6.3 Hz, 0.45 H), 
4.64 – 4.50 (m, 1H), 4.41 (t, J = 3.7 Hz, 0.55 H), 4.34 – 4.21 (m, 1H), 4.14 – 4.07 (m, 1H), 3.96 – 3.83 (m, 

1H), 3.83 – 3.52 (m, 3H), 3.38 – 3.30 (m, 1H), 3.24 – 3.17 (m, 1H), 3.15 – 3.07 (m, 1H), 2.96 (d, J = 6.2 Hz, 

1H), 2.78-2.63 (m, 1H), 2.29 – 2.22 (m, 0.55 H), 2.17 – 2.10 (m, 1H), 1.91– 1.81 (m, 2H), 1.76 – 1.66 (m, 

1.5H), 1.57 – 1.39 (m, 2.5 H), 1.20 – 1.05 (m, 2.5H), 0.92 – 0.77 (m, 14H). 

13C NMR (126 MHz, DMSO-d6_HSQC) δ 123.0, 119.9, 119.6, 119.4, 111.5, 69.6, 69.2, 67.5, 67.4, 62.6, 

59.5, 59.3, 59.1, 58.6, 58.5, 57.8, 56.9, 56.4, 55.9, 55.7, 54.7, 53.5, 53.3, 53.0, 51.4, 49.9, 47.7, 47.5, 43.4, 

42.4, 42.2, 41.0, 40.8, 40.7, 40.0, 38.9, 38.8, 37.7, 37.6, 37.2, 36.4, 35.5, 34.8, 34.7, 28.5, 28.3, 26.8, 25.8, 

25.6, 24.6, 24.4, 24.2, 16.3, 15.8, 15.7, 15.5, 13.3, 12.2, 11.6, 11.4, 11.0.  

HRMS (ESI): m/z calculated: C39H57N10O11S+ [M+H]+ 873.3923, found 873.3913. 

HPLC-MS: Retention time Rt = 8.42 min (Gradient B). 

3c: H2N-Hyp-Ile-(cyclo-tryptathionine)[Trp-Gly-Ile-Gly-Cys]-Asn(Trt)-OH 

 

After loading the Fmoc-Asn(Trt)-OH (0.3 mmol) on the resin according the general synthesis, the following 

peptide sequences Fmoc-Cys(Trt)-OH, Fmoc-Gly-OH (4 eq), Fmoc-L-Ile-OH (4 eq), Fmoc-Gly-OH (4 eq), 

Fmoc-L-Trp-OH (4 eq), Fmoc-L-Ile-OH (4 eq) and Fmoc-Hyp-OH (4 eq) were coupled to the deprotected 

resin according to Method A and B. The tryptathionine formation was carried out on the solid support. After 

removal of Fmoc group using method A and followed cleavage from the resin using cleavage condition B, 

150 mg peptide 3c was obtained as white solid powder with 55% yield following subsequent HPLC 

purification. 

1H NMR (500 MHz, DMSO-d6) δ 12.61 (s, 1H), 11.23 (s, 1H), 9.53 (s, 1H), 8.61 (s, 1H), 8.58 (s, 1jH), 8.53 

(d, J = 8.4 Hz, 1H), 8.29 – 8.16 (m, 2H), 8.19 (d, J = 7.6 Hz, 1H), 8.13 (d, J = 7.7 Hz, 1H), 7.76 (t, J = 4.7 

Hz,  1H), 7.68 (d, J = 5.8 Hz, 1H), 7.65 (t, J = 5.5 Hz, 1H), 7.31 – 7.18 (m, 7H), 7.21 – 7.07 (m, 9H), 7.01 – 
6.95 (t, J = 7.6 Hz, 1H), 5.46 (s, 1H), 4.69 (d, J = 2.5 Hz, 1H), 4.53 – 4.40 (m, 2H), 4.33 (d, J = 4.5 Hz, 1H), 

4.27 – 4.18 (m, 1H), 4.08 (t, J = 8.0 Hz, 1H), 4.04 (t, J = 7.4 Hz, 1H), 3.92 (dd, J = 15.3, 5.9 Hz, 1H), 3.87 

(d, J = 5.8 Hz, 1H), 3.72 (dd, J = 16.8, 4.4 Hz, 1H), 3.65 (dd, J = 15.5, 4.7 Hz, 1H), 3.39 (dd, J = 13.5, 3.6 

Hz, 1H), 3.32 – 3.26 (m, 2H), 2.95 – 2.90 (m, 1H), 2.89 – 2.82 (m, 1H), 2.79 – 2.73 (m, 1H), 2.56 (dd, J = 
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15.6, 7.0 Hz, 1H), 2.14 (dd, J = 13.3, 7.3 Hz, 1H), 1.93 (qd, J = 6.7, 3.4 Hz, 1H), 1.60 (dd, J = 10.2, 3.9 Hz, 

1H), 1.30 – 1.22 (m, 1H), 1.20 – 1.10 (m, 1H), 0.99 (m, 1H), 0.91 (d, J = 8.8 Hz, 0H), 0.88 (d, J = 6.8 Hz, 

3H), 0.83 (t, J = 7.4 Hz, 3H), 0.76 (t, J = 7.4 Hz, 3H), 0.65 (d, J = 6.7 Hz, 3H). 

13C NMR (101 MHz, DMSO-d6_HSQC) δ 129.0, 127.9, 126.9, 122.5, 119.5, 119.0, 111.3, 69.3, 59.2, 
58.8, 58.0, 57.8, 53.9, 53.5, 52.0, 49.2, 43.2, 42.7, 38.8, 38.1, 37.9, 36.7, 35.7, 35.5, 29.0, 28.7, 28.4, 

24.6, 24.3, 24.1, 15.7, 15.2, 11.3, 11.1. 

HRMS (ESI): m/z calculated: C58H71N10O11S+ [M+H]+ 1115.5019, found.1115.5009 

HPLC-MS: Retention time Rt= 6:98 min (Gradient B) 

 

3.1.8.2 Synthesis of bicyclic peptides 4a and 4b  

General synthesis: Monocyclic octapeptide 2a-2d and 3a-3d (1.0 eq) was dissolved in DMF (1 mM). Then, 
DIPEA (2.2 eq) and HATU (2.0 eq) was added at 0°C. The reaction mixture was allowed to warm to r.t. for 

12 h and concentrated under reduced pressure. The crude product was purified using preparative HPLC to 

afford bicyclic octapeptide as a white powder. Since large amounts of guanidination product were detected 

during macrolactamization of 2b (see supplementary figure 19), the alternative coupling condition EDC (2 

eq) and HOAt (2 eq) was employed to cyclize the monocyclic peptide 2b. All results of LC-MS runs are 

shown in Supplementary Figure 1. In addition, the detritylation was performed after macrolactamization of 

3c. The yield and ratio of 4a and 4b is shown in the table below and in Figure 2.  

 

Natural ansamer: Ile3-S-deoxo-amaninamide (4a) 

 

1H NMR (500 MHz, DMSO-d6) δ 11.22 (s, 1H), 8.80 (dd, J = 7.4, 5.1 Hz, 1H), 8.50 (dd, J = 13.2, 3.7 Hz, 
2H), 8.22 (s, 1H), 8.09 (t, J = 8.7 Hz, 2H), 8.04 (t, J = 9.0 Hz, 2H), 7.60 (d, J = 8.0 Hz, 1H), 7.49 (s, 1H), 

7.25 (d, J = 8.1 Hz, 1H), 7.11 (t, J = 7.4 Hz,1H), 7.00 (t, J = 7.3 Hz, 1H), 5.75 (s, 1H), 4.89 (dt, J = 13.3, 6.8 

Hz, 1H), 4.66 (q, J = 4.0 Hz, 1H), 4.56 (ddd, J = 12.5, 10.1, 3.7 Hz, 1H), 4.31 – 4.24 (m, 2H), 4.25 – 4.14 

(m, 2H), 3.90 (dd, J = 17.3, 7.5 Hz, 1H), 3.84 – 3.78 (m, 1H), 3.68 (dd, J = 8.3, 4.1 Hz, 1H), 3.39 (ddd, J = 

17.2, 8.6, 4.8 Hz, 3H), 3.23 (dd, J = 14.9, 13.0 Hz, 1H), 3.14 – 3.00 (m, 2H), 2.94 (dd, J = 15.7, 4.3 Hz, 1H), 

2.74 (dd, J = 10.8, 3.6 Hz, 1H), 2.23 (dd, J = 12.9, 7.0 Hz, 1H), 1.98 – 1.88 (m, 1H), 1.83 (td, J = 12.4, 3.5 

Hz, 1H), 1.61 – 1.43 (m, 2H), 1.22 – 1.04 (m, 2H), 0.89 (d, J = 6.8 Hz, 3H), 0.85 – 0.75 (m, 10H). 
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13C NMR (126 MHz, DMSO-d6_HSQC) δ 122.8, 120.9, 119.0, 111.7, 68.9, 62.1, 59.3, 59.0, 58.3, 55.9, 53.7, 

53.0, 51.1, 42.5, 41.9, 41.5, 38.6, 38.1, 36.0, 35.9, 34.7, 34.2, 34.0, 33.8, 30.0, 29.9, 25.3, 25.1, 15.8, 14.8, 

12.2, 10.7 

HRMS (ESI): m/z calculated: C39H55N10O10S+, 855.3818, found 855.3843 

HPLC-MS: Retention time Rt = 5.73 min (Gradient B) 

 

Non-natural atropisomer: Ile3-S-deoxo-amaninamide (4b) 

 

1H NMR (500 MHz, DMSO-d6) δ 11.48 (s, 1H), 9.05 (s, 1H), 8.46 (s, 1H), 8.28 (s, 3H), 7.71 (s, 1H), 7.54 (s, 

1H), 7.33 – 7.26 (m, 2H), 7.14 (dd, J = 8.1, 6.9 Hz, 1H), 7.13 – 6.97 (m, 2H), 6.71 (s, 1H), 5.67 (s, 1H), 4.97 

(td, J = 9.8, 3.0 Hz, 1H), 4.75 (m, 2H), 4.48 (dd, J = 16.8, 9.7 Hz, 2H), 4.42 (dd, J = 10.2, 3.3 Hz, 1H), 4.01 

(s, 1H), 3.95 – 3.88 (m, 3H), 3.49 – 3.40 (m, 1H), 3.39 – 3.20 (m, 2H), 2.98 (d, J = 15.2 Hz, 2H), 2.24 (s, 

1H), 1.91 (d, J = 15.2 Hz, 1H), 1.79 (s, 2H), 1.56 (s, 1H), 1.36 (s, 1H), 1.03 – 0.95 (m, 1H), 0.85 (d, J = 

6.7Hz, 3H), 0.81-0.76 (m, 8H). 
13C NMR (176 MHz, DMSO-d6_HMBC) δ 137.2, 128.4, 128.2, 119.4, 118.7, 111.1, 67.0, 57.3, 57.1, 47.1, 

37.6, 35.4, 34.2, 31.7, 23.5, 14.7.  

HRMS (ESI): m/z calculated: C39H55N10O10S+, 855.3818, found 855.3837 

HPLC-MS: Retention time Rt = 6.47 min (Gradient B) 

 

3.1.8.3 Amino acid analysis of 4a and 4b (Marfey’s reagent) 

The absolute configurations of the amino acid units in 4a and 4b were determined by the advanced Marfey’s 

method. The hydrolysis products (6 N HCl, 110 °C, 12 h) of 4a and 4b were subjected to L-FDLA and L,D-

FDLA derivatization and analyzed by LC-MS, which showed that amino acid residues of 4a were identical 

with 4b (see Supplementary Figure 4). Protocol: Isomers 4a and 4b (0.1 mg each) were hydrolyzed with 
stirring in 6 M HCl (200 μL) at 110 °C for 12 h. The residual HCl fumes were removed under a N2 stream. 

Acid hydrolysates (suspended in 50 μL of H2O) were treated with 1 M NaHCO3 (20 μL) and then with L-

FDLA and L,D-FDLA (100 μL of a 10 mg/mL solution in acetone), and the mixture was stirred at 37 °C for 

1 h. The reaction was quenched with 1 M HCl (20 μL) and then diluted with MeOH for subsequent analysis.  
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3.1.8.4 Heating experiment of 4a and 4b  

To investigate the interconversion of 4a and 4a, the heating experiment was performed (see Supplementary 

Figure 17). Protocol: After replacing the air with Argon, the NMR samples of 4a and 4b were heated to 
150 °C for 10h. The proton NMR spectra were acquired after cooling down to room temperature.  

3.1.8.5 Desulfurization of 4a and 4b 

 

Raney nickel solution in water was added to the bicyclic peptide 4a or 4b dissolved in MeOH, which was 

then immediately sealed. The reaction was heated to 80 °C for 3h. The extent of desulfurization was 

monitored by LC-MS, the monocyclic product was obtained following HPLC purification. The results showed 
that identical product was obtained after desulfurization.  

1H NMR (700 MHz, DMSO-d6) δ 10.71 (d, J = 2.4 Hz, 1H), 9.12 (t, J = 5.2 Hz, 1H), 8.62 (d, J = 8.3 Hz, 1H), 

8.07 (s, 1H), 7.92 (t, J = 6.2 Hz, 1H), 7.66 (d, J = 7.9 Hz, 1H), 7.46 (d, J = 7.9 Hz, 1H), 7.42 (s, 1H), 7.35 

(d, J = 8.0 Hz, 1H), 7.09 (d, J = 2.6 Hz, 1H), 7.07 (t, J = 7.4 Hz, 2H), 7.01 (t, J = 7.4 Hz, 1H), 6.95 (d, J = 

8.9 Hz, 1H), 4.95 (t, J = 3.2 Hz, 1H), 4.45 – 4.39 (m, 2H), 4.38 – 4.33 (m, 1H), 4.35 – 4.29 (m, 1H), 4.24 (t, 

J = 7.6 Hz, 1H), 3.97 (dd, J = 10.8, 3.7 Hz, 1H), 3.90 – 3.84 (m, 1H), 3.87 – 3.81 (m, 1H), 3.70 – 3.67 (m, 

1H), 3.65 (dd, J = 14.7, 4.2 Hz, 1H), 3.49 (dd, J = 16.4, 5.6 Hz, 1H), 3.47 – 3.44 (m, 1H), 3.28 – 3.22 (m, 
2H), 2.67 (dd, J = 14.9, 10.3 Hz, 1H), 2.55 – 2.52 (m, 1H), 2.12 (d, J = 4.7 Hz, 1H), 2.00 – 1.87 (m, 2H), 

1.58 – 1.53 (m, 1H), 1.47-1.37 (m, 2H), 1.30 (d, J = 7.2 Hz, 3H), 1.22 – 1.13 (m, 1H), 1.00 – 0.91 (m, 1H), 

0.81-0.75 (m, 10H), 0.56 (d, J = 6.9 Hz, 3H). 

13C NMR (101 MHz, DMSO-d6_HSQC) δ 123.5, 121.6, 121.4, 119.2, 118.9, 118.0, 117.8, 112.0, 111.8, 

68.4, 61.7, 60.2, 59.8, 55.4, 55.2, 54.4, 48.2, 47.5, 44.3, 44.1, 43.7, 43.6, 39.1, 38.8, 38.4, 37.8, 34.0, 28.5, 

28.2, 25.9, 24.2, 23.9, 18.3, 16.7, 16.5, 15.4, 15.2, 13.3, 13.1, 11.3, 11.1, 10.2.  

HRMS (ESI): m/z calculated: C39H57N10O10+, 825.4257, found 825.4258 

HPLC-MS: Retention time Rt = 5.60 min (Gradient B) 

3.1.9 CD spectroscopy 

The structures of the isomers were evaluated using CD spectroscopy. The measurements were 

conducted on a J-815 CD spectrometer (Jasco, Groß-Umstadt, Germany). Lyophilized compounds 4a and 

4b were dissolved in H2O to reach a concentration of 75 µM. Far-UV spectra were acquired at 20°C 190-

300 nm with a path length of 0.1 cm and a bandwidth of 1 nm at a continuous scanning speed of 50 nm/min 
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in 5 accumulations. The data pitch was set to 0.1 nm. The spectra were processed with Spectra Manager 

(JASCO) and the mean residue ellipticity (MRE) was calculated 

 

𝑀𝑅𝐸 = !∗#.%
&∗'∗(

 (1) 

 

Where θ is the ellipticity and l, c, and n denote the path length, molar concentration and number of amino 

acids. 
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3.2 Molecular dynamics simulations 
We performed classical, all-atom molecular dynamics simulations for the conformational isomers 4a and 

4b as well as the precursor 3b. See table below for the summary of the simulations: 

Supplementary Table 5. Overview of the MD simulations for the molecules 3b, 4a and 4b in the named 

solvent with temperature T [K], number of replicas and total simulation time tsim [µs]. For the convenience 

of the reader, a short description of each molecule is given. 

Mol. Description Solvent 	
[K] 

Replicas tsim 

[µs] 

4a Derivative of the natural amanitin; tryptathionine 
bridge above of macrolactam 

DMF 300 

400 

20 

1 

20 

0.1 

4b Conformational isomer of 4a with the 
tryptathionine bridge below the macrolactam 

DMF 300 

400 

20 

1 

20 

0.1 

3b Precursor with the cut between Hyp2 and Ile3; 
N-terminus: Ile3, C-terminus: Hyp2 

DMF 300 

400 

20 

1 

20 

0.1 

3c Precursor with the cut between Hyp2 and Asn1; 
N-terminus: Hyp2, C-terminus: Asn1 

Protection group on Asn1: Trt 

DMF 300 

400 

20 

1 

20 

0.1 

  
3.2.1 Setup of the MD simulations 

3.2.1.1 Parametrization of the peptides 4a, 4b, 3b and 3c 
MD simulations for the peptides 4a, 4b, 3b and 3c were performed with GROMACS 2019.4 [12] simulation 

package in dimethylformamide (DMF). Both solvent and solute were built with the molecule editor Avogadro 
[13] and parametrized with ACPYPE [14] setting the molecule’s charge n=0 and referring to AMBER14SB[15] 
force field with a=’amber’. The C- and N-terminus in the precursors 3b and 3c were capped with methyl-

groups, yielding -CO-OMe and -NH-Me as end groups. 

3.2.1.2 Parameters for MD simulation of the peptides 4a, 4b, 3b and 3c 

After their construction with Avogadro [13] and parametrization with ACPYPE [14], the structures of the 

peptides were solvated in a cubic simulation box (average volume 50 nm3) using the GROMACS commands 

‘gmx editconf’, ‘gmx solvate’ and the parametrized DMF molecule as template. The distance of the solute 

to the box walls was set to 1 nm. On average, 389 solvent molecules were added. 

The solvated systems were energy-minimized using the steepest-descent algorithm (emtol=1000 kJ/(mol

nm), nsteps=5000), followed by NVT and NpT equilibrations at temperature T=400 K for 400 ps and 600 ps, 
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respectively. In both equilibration steps, periodic boundary conditions were applied in all directions and 

position restraints were used for the peptides. 

As pre-production run, the systems were propagated using leap-frog integration [16] with an integration time 

step dt = 2 fs. All covalent bonds were constrained using LINCS algorithm [17] (‘all-bonds’, iter = 4, order = 6). 
Periodic boundary conditions were applied in all three directions. The simulations were conducted in the 

NpT ensemble at temperature T=400 K (velocity-rescale thermostat [18], coupling time tT = 0.1 ps) and with 

pressure p=1 bar (Parrinello-Rahman barostat [19], coupling time tp = 2 ps). For Van-der-Waals interactions, 

Verlet-cutoff scheme [20] was applied using a cut-off radius of rvdw=1 nm and updating the neighborlist every 

nstlist = 10 integration timesteps. For Coulomb interactions, Particle-Mesh-Ewald algorithm [21] (pme-

order = 6, Fourier grid spacing = 0.12 nm, cut-off for short-range electrostatic interaction rCoulomb = 1 nm). 

The coordinates of all atoms were written to file every 100 ps over a simulation length of 0.1 µs. 

To generate starting structures for the production run, we calculated the RMSD of all main chain atoms and 

all carbon atoms closest to the main chain (within one covalent bond) to the first frame of the simulation 

(after least-square fit on the backbone) for each prerun using ‘gmx rms’. The resulting RMSD distribution 

was split into 20 equally sized intervals. Out of each interval one starting structure was taken randomly. 

These starting structures containing the respective peptide as well as the solvent, were then equilibrated 

under NVT and NpT conditions at temperature T=300 K for 200 ps and 300 ps, respectively. In both 

equilibration steps, periodic boundary conditions were applied in all directions and position restraints were 

used on the peptide. 

Subsequently, the systems were simulated under the same conditions as described for the pre-runs except 

for the following changes: The temperature was set to T = 300 K. Only the solute’s coordinates were written 

to file every 1 ps. For each structure taken from the prerun, one trajectory with a simulation length of 1 µs 

was produced, yielding in 20 µs of total simulation time per peptide (see Supplementary Table 5). 

 

3.2.2 Analyses 

The analyses performed for the peptides 4a, 4b, 3b and 3c are described below. To make the visual 

analysis of the trajectories easier, we centered the peptides in the box in each frame (GROMACS 2019.4  

‘gmx trjconv’ with option ‘-pbc mol -center’) and applied a translational and rotational fit, which included a 

least-square fit on the Ca atoms (‘-fit rot+trans’). 

3.2.2.1 Plane angle analysis 

The structures of the peptides can be described as a macrolactam that consists of two half cyclic subunits, 

cycle A and B, with cycle A being Cys8-Asn1-Hyp2-Ile3-Trp4 and cycle B being Trp4-Gly5-Ile6-Gly7-Cys8. Both 

subunits share Trp4 and Cys8 as common amino acids and they are additionally linked via the tryptathionine 
bridge, which consists of the side chains of Trp4 and Cys8 (see Supplementary Figures 3, 12, 20). 
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For the evaluation of the positioning of the tryptathionine bridge in relation to the macrolactam, a simplified 

model was created. Based on the Ca atoms of Trp4 and Cys8 as well as reference points out of each subunit, 

three planes were defined each of which represents one subunit of the peptide: 

Plane EA representing cycle A, is defined on Ca (Trp4), Ca (Cys8) and Ca (Hyp2). 

Plane EB representing cycle B, is defined on Ca (Trp4), Ca (Cys8) and Ca (Ile6). 

Plane EC representing the tryptathionine bridge, is defined on Ca (Trp4), Ca (Cys8) and Cd (Trp4), where 

Cd (Trp4) is the carbon atom directly linked to the sulfur atom of Cys8. 

The positioning of the tryptathione bridge was judged based on the angles between the planes EA, EB and 

EC in clockwise rotation (see Figure 2c and Supplementary Figures 3, 20). In the following, the 

mathematical proceeding is described: 

First, the position r0 = (x0, y0, z0)T of Ca (Cys8) was defined as reference point for all three planes. All other 

atom positions r0,i = (x0,i, y0,i, z0,i)T were described in relation to r0(Ca,Cys8): 

r’i = r0,i - r0(Ca,Cys8). (1) 

The resulting positions r’i were used to define the normal vectors of the planes EA, EB and EC: 

EA:    nA = r’i (Ca,Trp4) ´ r’i (Ca,Hyp2), 

EB:    nB = r’i (Ca,Trp4) ´ r’i (Ca,Ile6), 

EC:    nC = r’i (Ca,Trp4) ´ r’i (Cd,Trp4). 

(2) 

The scalar product of two normal vectors nk and nl yields the cosine of the angle between the planes Ek 

and El: 

cos(qk,l) = (nk × nl) / (|nk| × |nl|) = x/y (3) 

out of which qk,l can be calculated using the arccos(x) function and defining limiting cases: 

qk,l = arccos(x/y)            if  0 ≤ qk,l < p, 

qk,l = 2p - arccos(x/y)    if  p ≤ qk,l < 2p. 
(4) 

with x/y as defined in eq. (2). k and l represent the circular subunits A, B or C. 

 

All atom positions were extracted from the trajectories using the feature ‘mdtraj.load‘of the python library 
mdtraj 1.9.3.[15] The normal vectors and angles between the planes were computed using the functions 

linalg.norm(), dot(), cross() and arccos().[18] 
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3.2.2.2 Distance calculations 

For two atoms i and j, the Euclidean distance was calculated as follows: 

di,j = | rj - ri | = [(xj - xi)2 + (yj - yi)2 + (zj - zi)2]1/2 (5) 

with ri = (xi, yi, zi)T as the atom position of atom i extracted from the MD trajectories using the feature 

‘mdtraj.load’ of the python library mdtraj 1.9.3. [7] 

 

3.2.2.3 Hydrogen bonds 

Population analyses for single hydrogen bonds 

Hydrogen bonds were analyzed with GROMACS 2019.4[10a] simulation package using ‘gmx hbond’. After 

assigning each atom to either the side or the main chain of its residue with ‚gmx make_ndx‘, all interactions 

were classified as side (‘s) or main (‘m’) chain interactions of the involved residues. The hydrogen bonds 

were evaluated based on their relative occurrence over the total simulation length. Hydrogen bonds with a 

relative occurrence greater than 50% in at least one simulation were added to a list ‘hbond_best’. For the 

hydrogen bonds of this list, the population average over all replicas of the respective peptide was calculated. 

Hydrogen bonds of ‘hbond_best’ with a population of at least 10% were considered significant. 

Population analyses for hydrogen bond combinations 

The time series of the hydrogen bonds only contain ‘0’ and ‘1’ as values: ‘1’ if the respective hydrogen bond 

is present, ‘0’ if not. Based on the time series of the individual hydrogen bonds, the populations of all 

possible combinations of them can be achieved by: 

X(t) = SNk  2k tk(i) (6) 

where i denotes the i-th time step of an MD trajectory X that is assigned to the states Ns = Sk 2k with N as 

the number of different hydrogen bonds. tk(i) denotes the time series of hydrogen bond k at time step i. 

For 4a, the time series of the following hydrogen bonds were considered: 

A : Asn1(m) – Gly5(m), 

B : Ile3(m) – Asn1(s), 

C : Trp4(m) – Asn1(m), 

D : Gly5(m) – Asn1(m), 

E : Cys8(m) – Gly5(m), 

yielding 31 different combinations according to eq. (6): 

 



 

41 
 

H-Bonds A B C D E 
NS k0 k1 k2 k3 k4 
0 0 0 0 0 0 
1 1 0 0 0 0 
2 0 1 0 0 0 
3 1 1 0 0 0 
4 0 0 1 0 0 
5 1 0 1 0 0 
6 0 1 1 0 0 
7 1 1 1 0 0 
8 0 0 0 1 0 
9 1 0 0 1 0 

10 0 1 0 1 0 
11 1 1 0 1 0 
12 0 0 1 1 0 
13 1 0 1 1 0 
14 0 1 1 1 0 
15 1 1 1 1 0 
16 0 0 0 0 1 
17 1 0 0 0 1 
18 0 1 0 0 1 
19 1 1 0 0 1 
20 0 0 1 0 1 
21 1 0 1 0 1 
22 0 1 1 0 1 
23 1 1 1 0 1 
24 0 0 0 1 1 
25 1 0 0 1 1 
26 0 1 0 1 1 
27 1 1 0 1 1 
28 0 0 1 1 1 
29 1 0 1 1 1 
30 0 1 1 1 1 
31 1 1 1 1 1 

 

For 4b, the time series of the following hydrogen bonds were considered: 

A : ‘Ile6(m)-Ile3(m)’ 

B : ‘Gly7(m)-Ile3(m)’ 

C : ‘Cys8(m)-Ile3(m)’ 

According to eq. (6) (N = 3), there are 7 different combinations for A, B and C: 
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H-Bonds A B C 
NS k0 k1 k2 
0 0 0 0 
1 1 0 0 
2 0 1 0 
3 1 1 0 
4 0 0 1 
5 1 0 1 
6 0 1 1 
7 1 1 1 

 

For 4a and 4b, the populations of the hydrogen bond combinations were then analyzed with reference to 

the trajectory length (1 µs per trajectory). 

 

3.2.2.4 Linear correlations between time series of observables 

For the investigation of the linear correlation between two variables, the Pearson correlation coefficients 

were calculated using the function corrcoef() of the numpy library.[22] 

 

3.2.2.5 RMSD / RMSF calculations 

RMSD and RMSF calculations were done with GROMACS 2019.4 [12a] simulation package using ‘gmx rms’ 

and ‘gmx rmsf’. Below, the exact input and reference structure selections are explained for the different 

peptides: 

4a and 4b 

The trajectories were fitted (translation and rotation) to the respective crystal structure using ‘gmx trjconv -

fit rot+trans’. Afterwards, the RMSF was calculated on all atoms towards the crystal structures. Please note, 

for this step, the crystal structure file and the structure file of the simulations had to be brought into line with 

each other.  

The RMSD was calculated i) on all atoms and ii) on all main chain and carbon atoms closest to the main 

chain (within one covalent bond) were calculated. For both RMSD calculations, the least-squares fit was 

applied on the backbone atoms. 

3b and 3c 

The trajectories were fitted (‘gmx trjconv -fit rot+trans’) to the starting structure of the respective simulation 

focusing on the cycle B (see Figure 2b and Supplementary Figures 3, 20), i.e. the cycle of the molecule 

that was already formed. As a result, all frames of a trajectory show the same orientation of that cycle in 
space. The RMSF was calculated on all atoms towards the highest-probability structure of the MD ensemble 
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(see 3.2.2.9). The RMSD was calculated on i) all atoms and ii) on the existing ring only. In both cases, the 

least-squares fit was applied on the existing ring. 

Indices 

To compare the RMSF of the compounds 4a, 4b, 3b and 3c, the atoms of the structures were re-organized 
such that the order of the first 114 atoms (excluding caps) was identical in all structure files. The resulting 

structure files are published on Zenodo (DOI: 10.5281/zenodo.6974777) [23]. 

 

3.2.2.6 Backbone and dihedral angles 

Time series of dihedral angles were extracted from the simulation data with GROMACS 2019.4 [10a] 

simulation package using ‘gmx gangle’. The backbone angles backbone angles (j,y) of a residue i were 

defined as follows: 
j: Ð (Ci-1, Ni, Ca,i, Ci)  
y: Ð (Ni, Ca,i, Ci, Ni+1) 

For non-glycine residues, the dihedral angles of the side chain towards the main chain were defined as: 
c: Ð (Ni, Ca,i, Cb,i, Cg,i) 

 

3.2.2.7 Solvent accessible surface area  

The solvent accessible surface area of 4b was calculated with ‘md.shrake_rupley’ of the python library 

mdtraj 1.9.3.[7] ‚md.shrake_rupley‘ is a new implementation of an algorithm from Shrake and Rupley from 

1973.[24] 

As input, the atom indices of the following amide functions (N,H) were considered: 
(Residue: N, H) 
Asn1: 1, 10 
Ile3: 30, 39 
Trp4: 49, 68 
Gly5: 72, 77 
Ile6: 79, 88 
Gly7: 98, 103 
Cys8:  105, 112 
 

 3.2.2.8 Ground state energies 

All quantum-chemical calculations were performed using ORCA version 5.0.0[25]. Using Grimme’s 

GFN2-xTB method[26] interfaced with ORCA, single-point energies were calculated for all frames of the MD 

simulation trajectories of 4a and 4b, respectively. The 100 structures with lowest energy were then 

optimized at the B3LYP-D4(BJ)/def2-TZVP[27] level of density functional theory adding implicit solvation in 
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water using CPCM[28] (ε=78.4) and using the RIJCOSX approximation[29] (‘RIJCOSX def2/J’) to accelerate 

the SCF calculations. For the resulting optimized structures, full TDDFT calculations were performed using 

the setup of the optimization (‘B3LYP DEF2-TZVP D4 CPCM(WATER); ‘RIJCOS def2/J’). 25 states were 

calculated.  

 

3.2.2.9 Extraction of highest-probability structures 

Using the hydrogen bond time series described in 3.2.2.3, structures were extracted based on the 

most-populated, positively correlated hydrogen bonds (Supplementary Figure 2). For 3b, these hydrogen 

bonds were (population on average over 20 µs is given in brackets): ‘Asn1(m)-Trp4(m)’ (60%), ‘Trp4(m)-

Asn1(m)’ (37%), ‘Gly7(m)-Trp4(m)’ (51%) and ‘Cys8(m)–Trp4(m)’ (65%). For 3c, these hydrogen bonds were 

‘Trp4(m)-Ile6(m)’ (43%), ‘Gly5(m)-Ile6(m)’ (35%) and ‘Cys8(m)-Hyp2(m)’ (43%). 

Hence, for 3b and 3c, all frames were extracted, in which the respective hydrogen bonds were all 

present. The resulting sub-data sets comprised 28% (3b) and 31% (3c) of the respective entire data sets. 
Both sub-data sets were checked based on the RMSD (see 3.2.2.5) of the backbone from Trp4 to Asn1 with 

a preceding least-squares fit on the existing ring, only. The average RMSD of the sub-data sets amounted 

to 0.05 nm (3b) and 0.03 nm (3c). Consequently, the sub-data sets were considered unified and 

representative of the highest-probability structures of 3b and 3c. 

The highest probability structures are publicly available on Zenodo (DOI: 10.5281/zenodo.6974777) [23]. 

 

3.2.2.10 Determining transition times (solely for 4a):    

The time for the transition between the starting structure and the crystal structure was estimated as 
follows: The trajectories were discretized into three states according to 3.2.2.3: state ‘1’ comprises the 

hydrogen bond set that is in agreement with the crystal structure (‘Asn1(m)-Gly5(m)’, ‘Ile3(m)-Asn1(s)’, 

‘Trp4(m)-Asn1(m)’, ‘Gly5(m)-Asn1(m)’, ‘Cys8(m)-Gly5(m)’). State ‘2’ comprises hydrogen bonds that are 

mutually exclusive to hydrogen bond set ‘1’ (‘Asn1(m)-Hyp2(m)’, ‘Cys8(m)-Hyp2(m)’). All frames that could 

not be unambiguously assigned to ‘1’ or ‘2’ were considered as noise (‘0’, Fig. S11a). These frames denote 

short-term transitions out of the two conformations. The transition time is the moment when the system 

reaches state ‘1’ if the system was in ‘2’ before and hasn’t visited ‘1’ by that time. Based on the discretized 

trajectories, the transition times were calculated using python (pseudo-code): 

> transition = [] 

># Loop over all replicas: 

>for rep in range(20): 

> time = np.arange(0,len(traj),1) 
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>  here_set1 = np.where(traj==1)[0] 

>  here_set2 = np.where(traj==2)[0] 

# If both states exist: 

>  if ((np.size(here_set1)>0) and (np.size(here_set2)>0)): 

  m1 = np.min(here_set1) 

  m2 = np.max(here_set2) 

  if m1 < m2: 

   break 

  else: 

   transition.append(m1) 

>  else: 

  transition.append([ ]) 

 

3.2.2.11 Comparison between NMR and MD based on NOE distances 

Interatomic distances between protons a and b were calculated with ‘gmx distance -oall’ using 
GROMACS 2020.6 simulation package [12,30] and a list of atom indices from NMR experiments. 

Considering the time series of the inter-proton distance ra,b(t), the following averages were calculated for 
each replica:[31,32] 

RMDa,b = áz(t)ñ1/6 = [ (1/N) SNf=1 zf ]1/6 (7) 

z(t) = ( ra,b(t) )-6 (8) 

with N=106 as the number of structures f in each replica. The deviations from experimental inter-proton 
distances (NMR NOE and crystal structure) were then determined by: 

D(Ra,b) = RMDa,b - RNMRa,b (9) 

calling D(Ra,b) ‘NOE distance violation’. Any distance with D(Ra,b) > 0.1 nm was considered ‘violated’, i.e. 
the MD trajectory deviates from the NMR ensemble in this distance beyond the experimental uncertainty. 

The distribution of these distance violations over all replicas (n=20, 20 µs simulation time in total) was 
visualized as box-and-whisker plots using ‘pyplot.boxplot’ from the python library ‘matplotlib’ (version 3.5.3). 
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3.3 NMR spectra  

 
Supplementary Figure 23. 1H NMR Spectrum of peptide 2c 

 
Supplementary Figure 24. HSQC-ed Spectrum of peptide 2c 
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Supplementary Figure 25. 1H NMR Spectrum of peptide 2b 

 
Supplementary Figure 26. HSQC-ed Spectrum of peptide 2b 
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Supplementary Figure 27. 1H NMR Spectrum of peptide 2d 

 
Supplementary Figure 28. HSQC-ed Spectrum of peptide 2d 
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Supplementary Figure 29. 1H NMR Spectrum of peptide 3c 

 
Supplementary Figure 30. HSQC-ed Spectrum of peptide 3c 
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Supplementary Figure 31. 1H NMR Spectrum of peptide 4a 

 
Supplementary Figure 32. HSQC-ed Spectrum of peptide 4a 
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Supplementary Figure 33. 1H NMR Spectrum of peptide 4b

 

Supplementary Figure 34. HSQC-ed Spectrum of peptide 4b 
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Supplementary Figure 35. 1H NMR Spectrum of peptide 5 

 

Supplementary Figure 36. HSQC-ed Spectrum of peptide 5 
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3.4 X-Ray 

Supplementary Table 6: Crystal data and structure refinement for cu-4372. 

Identification code  cu-4372 

Empirical formula  C39 H62 N10 O14 S 

Formula weight  927.05 

Temperature  150.01(10) K 

Wavelength  1.54184 Å 

Crystal system  Trigonal 

Space group  R3 (No.146) 

Unit cell dimensions a = 32.9063(5) Å a= 90°. 

 b = 32.9063(5) Å b= 90°. 

 c = 11.7975(2) Å g = 120°. 

Volume 11063.1(3) Å3 

Z 9 

Density (calculated) 1.252 Mg/m3 

Absorption coefficient 1.180 mm-1 

F(000) 4446 

Crystal size 0.21 x 0.13 x 0.12 mm3 

Theta range for data collection 2.69 to 67.44°. 

Index ranges -39<=h<=38, -38<=k<=39, -14<=l<=13 

Reflections collected 14947 

Independent reflections 6962 [R(int) = 0.0270] 

Completeness to theta = 67.44° 99.9 %  

Absorption correction Semi-empirical from equivalents 

Max. and min. transmission 0.8714 and 0.7897 
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Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 6962 / 39 / 621 

Goodness-of-fit on F2 1.054 

Final R indices [I>2sigma(I)] R1 = 0.0399, wR2 = 0.1042 

R indices (all data) R1 = 0.0444, wR2 = 0.1087 

Absolute structure parameter 0.041(18) 

Largest diff. peak and hole 0.814 and -0.237 e.Å-3  
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Supplementary Table 7: Atomic coordinates (x 104) and equivalent isotropic displacement parameters 
(Å2x 103) for cu-4372. U(eq) is defined as one third of the trace of the orthogonalized Uij 
tensor. 

________________________________________________________________________________  

 x y z U(eq) 

________________________________________________________________________________   

S(1) 4706(1) 5796(1) 11649(1) 34(1) 

O(2) 6043(1) 6329(1) 5008(2) 29(1) 

O(3) 5131(1) 5463(1) 6181(2) 39(1) 

O(4) 6284(1) 7981(1) 4768(2) 33(1) 

O(5) 4288(1) 5842(1) 7781(2) 34(1) 

O(6) 5258(1) 5188(1) 9234(2) 33(1) 

O(7) 5996(1) 6306(1) 9408(2) 31(1) 

O(8) 2594(1) 4132(1) 8032(2) 42(1) 

O(10) 5384(1) 7093(1) 8389(2) 37(1) 

N(12) 4798(1) 5505(1) 9005(2) 26(1) 

N(13) 4096(1) 4678(1) 8003(2) 33(1) 

O(14) 3216(1) 5824(1) 8948(2) 48(1) 

N(15) 5922(1) 6849(1) 5975(2) 26(1) 

O(16) 4101(1) 4404(1) 6260(2) 47(1) 

N(18) 4221(1) 6358(1) 8911(2) 34(1) 

N(19) 5578(1) 6146(1) 7772(2) 25(1) 

N(20) 3328(1) 5218(1) 9434(2) 35(1) 

N(21) 5219(1) 6741(1) 11963(2) 33(1) 

C(22) 5460(1) 5384(1) 6285(2) 30(1) 

C(23) 5425(1) 6951(1) 7456(2) 26(1) 
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C(24) 5916(1) 7098(1) 7000(2) 25(1) 

C(25) 4886(1) 5152(1) 8893(2) 28(1) 

N(26) 3323(1) 4733(1) 7594(2) 33(1) 

C(27) 5973(1) 6466(1) 5918(2) 25(1) 

N(29) 5057(1) 6702(1) 6770(2) 32(1) 

C(30) 5619(1) 6144(1) 8911(2) 23(1) 

N(31) 5422(1) 4976(1) 6011(2) 41(1) 

C(32) 5984(1) 7561(1) 5375(3) 28(1) 

C(33) 5926(1) 5742(1) 6788(2) 28(1) 

C(34) 5149(1) 5946(1) 9535(2) 24(1) 

C(35) 5962(1) 6212(1) 7031(2) 26(1) 

C(36) 4530(1) 4703(1) 8362(3) 38(1) 

C(37) 3460(1) 5676(1) 9347(3) 34(1) 

C(38) 4483(1) 6514(1) 11365(3) 32(1) 

C(39) 4593(1) 7351(1) 11559(3) 36(1) 

C(40) 5513(1) 7601(1) 12210(3) 41(1) 

C(41) 3434(1) 4484(1) 6740(3) 36(1) 

C(43) 3908(1) 4523(1) 6977(3) 35(1) 

C(44) 5186(1) 7140(1) 11938(2) 32(1) 

C(45) 6146(1) 7609(1) 6598(2) 28(1) 

C(46) 6001(1) 7131(1) 4950(2) 28(1) 

C(47) 3399(1) 4631(1) 5523(3) 43(1) 

C(48) 4799(1) 6367(1) 11620(3) 32(1) 

C(49) 3990(1) 6226(1) 10934(3) 36(1) 

C(50) 2874(1) 4839(1) 9070(3) 36(1) 
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C(52) 5371(1) 7930(1) 12164(3) 43(1) 

C(53) 4362(1) 6244(1) 7961(3) 30(1) 

C(54) 4725(1) 7011(1) 11586(2) 31(1) 

C(55) 5205(1) 5884(1) 10802(2) 30(1) 

C(56) 4592(1) 6627(1) 7070(3) 34(1) 

C(57) 3969(1) 6003(1) 9765(3) 32(1) 

C(58) 3736(1) 5149(1) 5324(3) 47(1) 

C(59) 2919(1) 4536(1) 8182(3) 32(1) 

C(60) 2890(1) 4491(2) 5275(4) 67(1) 

C(61) 4914(1) 7809(1) 11856(3) 42(1) 

C(63) 3778(2) 5296(2) 4088(4) 66(1) 

O(1) 6755(1) 6101(1) 9330(2) 36(1) 

O(9) 5292(1) 9041(1) 10246(2) 44(1) 

O(11) 4964(1) 6076(1) 14786(2) 51(1) 

C(7) 3787(1) 6380(1) 6355(4) 62(1) 

O(15) 4394(1) 4685(1) 11754(3) 58(1) 

C(6) 4280(1) 6499(2) 6027(3) 49(1) 

C(1) 4472(2) 6945(2) 5298(5) 47(1) 

C(2) 4206(2) 6839(2) 4183(5) 56(1) 

C(1X) 4525(4) 6756(4) 4800(9) 45(2) 

C(2X) 4642(4) 7259(4) 4975(10) 50(2) 

________________________________________________________________________________   
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Supplementary Table 8: Bond lengths [Å] and angles [°] for cu-4372. 

_____________________________________________________  

S(1)-C(48)  1.746(3) 

S(1)-C(55)  1.816(3) 

O(2)-C(27)  1.229(3) 

O(3)-C(22)  1.240(4) 

O(4)-C(32)  1.426(3) 

O(5)-C(53)  1.238(4) 

O(6)-C(25)  1.238(3) 

O(7)-C(30)  1.227(3) 

O(8)-C(59)  1.233(4) 

O(10)-C(23)  1.229(4) 

N(12)-C(25)  1.337(4) 

N(12)-C(34)  1.468(4) 

N(13)-C(43)  1.338(4) 

N(13)-C(36)  1.454(4) 

O(14)-C(37)  1.220(4) 

N(15)-C(27)  1.355(4) 

N(15)-C(24)  1.466(3) 

N(15)-C(46)  1.467(4) 

O(16)-C(43)  1.232(4) 

N(18)-C(53)  1.336(4) 

N(18)-C(57)  1.449(4) 

N(19)-C(30)  1.351(4) 

N(19)-C(35)  1.462(3) 
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N(20)-C(37)  1.346(4) 

N(20)-C(50)  1.453(4) 

N(21)-C(44)  1.369(4) 

N(21)-C(48)  1.372(4) 

C(22)-N(31)  1.325(4) 

C(22)-C(33)  1.513(4) 

C(23)-N(29)  1.342(4) 

C(23)-C(24)  1.534(4) 

C(24)-C(45)  1.535(4) 

C(25)-C(36)  1.488(4) 

N(26)-C(59)  1.344(4) 

N(26)-C(41)  1.455(4) 

C(27)-C(35)  1.547(4) 

N(29)-C(56)  1.468(4) 

C(30)-C(34)  1.533(4) 

C(32)-C(45)  1.519(4) 

C(32)-C(46)  1.526(4) 

C(33)-C(35)  1.516(4) 

C(34)-C(55)  1.531(4) 

C(37)-C(57)  1.551(4) 

C(38)-C(48)  1.380(4) 

C(38)-C(54)  1.440(4) 

C(38)-C(49)  1.501(4) 

C(39)-C(61)  1.386(5) 

C(39)-C(54)  1.389(4) 
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C(40)-C(52)  1.378(5) 

C(40)-C(44)  1.390(5) 

C(41)-C(43)  1.527(5) 

C(41)-C(47)  1.537(5) 

C(44)-C(54)  1.417(4) 

C(47)-C(58)  1.516(5) 

C(47)-C(60)  1.529(5) 

C(49)-C(57)  1.547(4) 

C(50)-C(59)  1.507(4) 

C(52)-C(61)  1.399(5) 

C(53)-C(56)  1.520(4) 

C(56)-C(6)  1.521(5) 

C(58)-C(63)  1.521(5) 

C(7)-C(6)  1.518(5) 

C(6)-C(1)  1.540(6) 

C(6)-C(1X)  1.667(11) 

C(1)-C(2)  1.521(9) 

C(1X)-C(2X)  1.517(16) 

 

C(48)-S(1)-C(55) 99.14(13) 

C(25)-N(12)-C(34) 119.7(2) 

C(43)-N(13)-C(36) 122.6(3) 

C(27)-N(15)-C(24) 127.1(2) 

C(27)-N(15)-C(46) 118.9(2) 

C(24)-N(15)-C(46) 112.0(2) 
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C(53)-N(18)-C(57) 119.7(2) 

C(30)-N(19)-C(35) 120.9(2) 

C(37)-N(20)-C(50) 123.6(3) 

C(44)-N(21)-C(48) 109.1(2) 

O(3)-C(22)-N(31) 122.6(3) 

O(3)-C(22)-C(33) 121.8(3) 

N(31)-C(22)-C(33) 115.5(3) 

O(10)-C(23)-N(29) 122.4(3) 

O(10)-C(23)-C(24) 119.6(2) 

N(29)-C(23)-C(24) 117.8(2) 

N(15)-C(24)-C(23) 114.9(2) 

N(15)-C(24)-C(45) 102.7(2) 

C(23)-C(24)-C(45) 108.5(2) 

O(6)-C(25)-N(12) 121.2(3) 

O(6)-C(25)-C(36) 118.8(3) 

N(12)-C(25)-C(36) 120.0(3) 

C(59)-N(26)-C(41) 123.4(3) 

O(2)-C(27)-N(15) 121.2(2) 

O(2)-C(27)-C(35) 120.1(2) 

N(15)-C(27)-C(35) 118.7(2) 

C(23)-N(29)-C(56) 120.1(3) 

O(7)-C(30)-N(19) 123.7(3) 

O(7)-C(30)-C(34) 122.8(2) 

N(19)-C(30)-C(34) 113.4(2) 

O(4)-C(32)-C(45) 109.8(2) 
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O(4)-C(32)-C(46) 114.0(2) 

C(45)-C(32)-C(46) 103.7(2) 

C(22)-C(33)-C(35) 113.7(2) 

N(12)-C(34)-C(55) 111.9(2) 

N(12)-C(34)-C(30) 110.2(2) 

C(55)-C(34)-C(30) 111.3(2) 

N(19)-C(35)-C(33) 109.9(2) 

N(19)-C(35)-C(27) 111.9(2) 

C(33)-C(35)-C(27) 111.0(2) 

N(13)-C(36)-C(25) 116.2(2) 

O(14)-C(37)-N(20) 124.6(3) 

O(14)-C(37)-C(57) 122.8(3) 

N(20)-C(37)-C(57) 112.5(3) 

C(48)-C(38)-C(54) 105.8(3) 

C(48)-C(38)-C(49) 128.2(3) 

C(54)-C(38)-C(49) 126.0(3) 

C(61)-C(39)-C(54) 119.8(3) 

C(52)-C(40)-C(44) 117.9(3) 

N(26)-C(41)-C(43) 111.1(2) 

N(26)-C(41)-C(47) 113.1(3) 

C(43)-C(41)-C(47) 112.2(3) 

O(16)-C(43)-N(13) 121.9(3) 

O(16)-C(43)-C(41) 121.0(3) 

N(13)-C(43)-C(41) 117.1(3) 

N(21)-C(44)-C(40) 130.8(3) 
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N(21)-C(44)-C(54) 107.7(3) 

C(40)-C(44)-C(54) 121.5(3) 

C(32)-C(45)-C(24) 102.9(2) 

N(15)-C(46)-C(32) 103.8(2) 

C(58)-C(47)-C(60) 112.6(3) 

C(58)-C(47)-C(41) 111.7(3) 

C(60)-C(47)-C(41) 109.0(3) 

N(21)-C(48)-C(38) 110.3(3) 

N(21)-C(48)-S(1) 121.0(2) 

C(38)-C(48)-S(1) 128.5(2) 

C(38)-C(49)-C(57) 112.3(2) 

N(20)-C(50)-C(59) 111.9(2) 

C(40)-C(52)-C(61) 121.7(3) 

O(5)-C(53)-N(18) 122.2(3) 

O(5)-C(53)-C(56) 121.2(3) 

N(18)-C(53)-C(56) 116.5(3) 

C(39)-C(54)-C(44) 119.0(3) 

C(39)-C(54)-C(38) 133.8(3) 

C(44)-C(54)-C(38) 107.1(3) 

C(34)-C(55)-S(1) 113.59(19) 

N(29)-C(56)-C(53) 110.5(2) 

N(29)-C(56)-C(6) 110.7(3) 

C(53)-C(56)-C(6) 110.0(2) 

N(18)-C(57)-C(49) 111.4(2) 

N(18)-C(57)-C(37) 108.9(3) 
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C(49)-C(57)-C(37) 112.9(2) 

C(47)-C(58)-C(63) 113.9(3) 

O(8)-C(59)-N(26) 124.3(3) 

O(8)-C(59)-C(50) 119.6(3) 

N(26)-C(59)-C(50) 116.1(3) 

C(39)-C(61)-C(52) 120.0(3) 

C(7)-C(6)-C(56) 110.5(4) 

C(7)-C(6)-C(1) 105.2(4) 

C(56)-C(6)-C(1) 106.8(4) 

C(7)-C(6)-C(1X) 122.4(5) 

C(56)-C(6)-C(1X) 118.3(5) 

C(1)-C(6)-C(1X) 33.6(4) 

C(2)-C(1)-C(6) 110.4(5) 

C(2X)-C(1X)-C(6) 103.3(9) 

_____________________________________________________________  

Symmetry transformations used to generate equivalent atoms:  
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Supplementary Table 9: Anisotropic displacement parameters (Å2x 103) for cu-4372.  The anisotropic 

displacement factor exponent takes the form:  -2p2[ h2 a*2U11 + ...  + 2 h k a* b* U12] 

______________________________________________________________________________  

 U11 U22  U33 U23 U13 U12 

______________________________________________________________________________  

S(1) 33(1)  37(1) 33(1)  5(1) 11(1)  19(1) 

O(2) 32(1)  30(1) 25(1)  1(1) 3(1)  16(1) 

O(3) 31(1)  39(1) 42(1)  -2(1) -4(1)  14(1) 

O(4) 34(1)  28(1) 35(1)  4(1) 9(1)  13(1) 

O(5) 35(1)  35(1) 38(1)  6(1) 5(1)  23(1) 

O(6) 37(1)  38(1) 34(1)  -1(1) -1(1)  26(1) 

O(7) 26(1)  34(1) 31(1)  -3(1) -2(1)  13(1) 

O(8) 29(1)  32(1) 47(1)  -5(1) 6(1)  3(1) 

O(10) 27(1)  43(1) 38(1)  -5(1) 8(1)  16(1) 

N(12) 22(1)  23(1) 33(1)  3(1) 2(1)  12(1) 

N(13) 27(1)  31(1) 42(2)  -2(1) 1(1)  14(1) 

O(14) 28(1)  40(1) 66(2)  10(1) -9(1)  11(1) 

N(15) 28(1)  26(1) 25(1)  -2(1) 0(1)  14(1) 

O(16) 50(1)  51(1) 45(1)  -12(1) 4(1)  29(1) 

N(18) 22(1)  24(1) 50(2)  -1(1) 2(1)  6(1) 

N(19) 18(1)  27(1) 28(1)  4(1) 2(1)  10(1) 

N(20) 23(1)  32(1) 43(2)  -6(1) -1(1)  10(1) 

N(21) 23(1)  42(1) 36(1)  -7(1) -6(1)  17(1) 

C(22) 29(2)  28(1) 29(2)  5(1) 5(1)  12(1) 

C(23) 22(1)  25(1) 33(2)  5(1) 3(1)  12(1) 
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C(24) 21(1)  27(1) 24(1)  -2(1) 2(1)  11(1) 

C(25) 30(2)  29(1) 28(1)  3(1) 3(1)  18(1) 

N(26) 24(1)  33(1) 35(1)  -2(1) 3(1)  9(1) 

C(27) 18(1)  27(1) 28(1)  1(1) 3(1)  10(1) 

N(29) 21(1)  39(1) 36(1)  2(1) -2(1)  15(1) 

C(30) 27(1)  19(1) 28(1)  -1(1) -1(1)  14(1) 

N(31) 42(2)  31(1) 45(2)  -9(1) -2(1)  15(1) 

C(32) 23(1)  23(1) 35(2)  2(1) 2(1)  10(1) 

C(33) 24(1)  29(1) 27(1)  3(1) 3(1)  12(1) 

C(34) 24(1)  24(1) 30(1)  0(1) 3(1)  16(1) 

C(35) 22(1)  28(1) 25(1)  1(1) 4(1)  12(1) 

C(36) 34(2)  32(2) 50(2)  0(1) 0(1)  19(1) 

C(37) 24(1)  37(2) 32(2)  2(1) 4(1)  10(1) 

C(38) 25(1)  36(2) 36(2)  -4(1) -1(1)  15(1) 

C(39) 34(2)  42(2) 36(2)  -7(1) -8(1)  22(1) 

C(40) 28(2)  49(2) 33(2)  -9(1) -5(1)  10(2) 

C(41) 28(2)  34(2) 36(2)  -7(1) 3(1)  8(1) 

C(43) 33(2)  26(1) 37(2)  0(1) 4(1)  8(1) 

C(44) 24(1)  39(2) 32(2)  -4(1) -1(1)  16(1) 

C(45) 26(1)  26(1) 30(2)  -1(1) 3(1)  9(1) 

C(46) 30(2)  28(1) 24(1)  1(1) 1(1)  14(1) 

C(47) 32(2)  52(2) 32(2)  -6(1) -1(1)  13(2) 

C(48) 26(1)  41(2) 32(2)  -2(1) 6(1)  19(1) 

C(49) 22(1)  38(2) 44(2)  -8(1) 4(1)  11(1) 

C(50) 20(1)  35(2) 45(2)  -5(1) 2(1)  6(1) 
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C(52) 45(2)  35(2) 36(2)  -4(1) -2(1)  11(2) 

C(53) 18(1)  34(2) 41(2)  6(1) 3(1)  15(1) 

C(54) 26(1)  37(2) 31(2)  -7(1) -2(1)  17(1) 

C(55) 31(2)  34(2) 30(1)  6(1) 4(1)  21(1) 

C(56) 21(1)  30(2) 52(2)  9(1) 6(1)  12(1) 

C(57) 24(1)  30(2) 39(2)  -6(1) 1(1)  10(1) 

C(58) 38(2)  61(2) 34(2)  5(2) 1(1)  18(2) 

C(59) 26(2)  31(2) 36(2)  -2(1) 1(1)  11(1) 

C(60) 34(2)  93(3) 44(2)  9(2) -9(2)  10(2) 

C(61) 50(2)  43(2) 32(2)  -5(1) -3(1)  22(2) 

C(63) 46(2)  79(3) 46(2)  12(2) -2(2)  13(2) 

O(1) 40(1)  44(1) 29(1)  -3(1) 0(1)  25(1) 

O(9) 45(1)  45(1) 50(2)  -8(1) -8(1)  28(1) 

O(11) 39(1)  56(2) 53(2)  -7(1) -14(1)  20(1) 

C(7) 26(2)  44(2) 110(4)  19(2) -11(2)  15(2) 

O(15) 36(1)  68(2) 67(2)  22(1) 0(1)  23(1) 

C(6) 25(2)  51(2) 62(2)  32(2) 0(2)  12(2) 

C(1) 46(3)  53(3) 47(3)  21(2) 10(2)  28(2) 

C(2) 59(3)  67(3) 43(3)  20(2) 10(2)  33(3) 

C(1X) 47(3)  51(3) 44(4)  17(3) 9(3)  29(3) 

C(2X) 54(4)  51(4) 53(4)  20(3) 10(3)  32(3) 
______________________________________________________________________________  
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4.4 Paper B3

Title:

“The in�uenceofN-methylationon theansamers of anamatoxin: Gly5Sar-amanullin”

The name ‘amatoxins’ describes a family of fungal toxins that are found in several genera

of poisonous mushrooms, most notably Amanita.59,85 The toxicity of the amatoxins comes

from their ability to inhibit RNA polymerase II and thereby causing cell death.63,65,78 Due to

this inhibition capacity, amatoxins have gained large interest for cancer research. They are

believed to be useful for the development of new antibody drug conjugates (ADCs).66,67

This application purpose, however, requires (a) a deep understanding of the synthesis to

create amatoxins of di�erent kind, and (b) the knowledge of how and where the amatoxins

can be tuned in order to obtain or intensify a speci�c property (SAR studies). Amatoxins

comprise eight amino acids that are linked to a cyclic polyamide chain (macrolactam) with

an additional cross-link between the side chains of the tryptophan and the cysteine residue

(tryptathionine bridge). Due to this bicyclic structure, amatoxins are very rigid. This rigidity

signi�cantly contributes to their toxicity, as it makes amatoxins robust against heat or acid

degradation.59,78

N-methylation is a well-known method to distort peptidic structures,110,111 and in paper B2

(see 4.3), we could show that the amatoxin sca�old prinicpally allows for two isomeric forms

(M/P -ansamers). In this work, we therefore examined the in�uence of the N-methylation on

the amatoxin sca�old by studyingboth ansamers of Gly5Sar-amanullinwithNMRexperiments

and MD simulations. We could show that the N-methylation allows the ansamers to form

two long-living conformations, respectively. However, both ansamers are di�erently a�ected

by the N-methylation: In the unmethylated natural ansamer (P ), Gly5 is involved in many

structure-preserving hydrogen bonds.77,219 Hence, it was expected that the natural Gly5Sar-

amanullin loses these hydrogen bonds due to the N-methylation. However, we do not

observe a resulting increased �exibility of the backbone as the loss of the hydrogen bonds is

compensated by a new hydrogen bond pattern. In the unnatural Gly5Sar-amanullin (M ), the

N-methylation enables an interesting cis-trans isomerisation for the peptide bonds directly

neighbouring the tryptathionine bridge. Our insight on the e�ects of the N-methylation could

initiate further SAR-studies on the amatoxin sca�old, which is important for the design of

better ADCs.

In this project, we made use of the following techniques:

• unbiased, classical MD simulations

• dimensionality reduction of the MD trajectories with time-independent component

analysis (TICA)146,147
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• discretisation of the MD trajectories by density-based clustering with common-nearest-

neighbour algorithm (implementation: “CommonNN”)188,190

• Structural characterisation of the modelled peptides by the analysis of: backbone

torsion angles (φ, ψ, ω), hydrogen bonds and hydrogen bond sets, RMSD, solvent-

accessible surface areas, 3JHNHα-coupling constants, violations of NOE distances from

NMR experiments

• core-set Markov state models (cs-MSM) for the kinetic analysis of the clustering results

We synthesised Gly5Sar-amanullin following the synthesis route from paper B1 (see 4.2).

Spectroscopical evidence (UV-VIS, CD, NMR NOE) suggested that we have exclusively syn-

thesised the M-ansamer. In the 1H-NMR spectrum, we could identify two peaks for the

indole amide of the tryptophan side chain. We concluded that these two peaks indicate two

conformers ofMansa-Gly5Sar-amanullin (1M , 2M ), because all peaks belong to only a single

chemical species. From 1H-1H-EXSY spectra we could determine that (1) the two peaks

exchanged with a rate k ≈ 1 s−1 at 298 K and (2) the two conformers show populations 40%

(1M ) and 60% (2M ).

Since the exchange rate suggests that the interconversion between 1M and 2M is not ac-

cessible by MD simulations at room temperature, we simulatedMansa-Gly5Sar-amanullin at

500 K starting from two di�erent starting structures. At 500 K, our starting conformations

form one joint conformational ensemble. While the (φ, ψ)-backbone torsion angles were

unremarkable, we observed cis-trans isomerisation for the ω-backbone torsion angles of

Trp4 (ω4), Sar5 (ω5), Gly7 (ω7) and Cys8 (ω8). When we cooled the system down to 300 K,

the ω4 and ω7 still showed cis and trans con�gurations, while ω5 and ω8 only showed the

trans-con�guration.

Based on the con�gurations of ω4 and ω7, we could subdivide the 300 KMD data set into four

subsets: (trans-ω4, trans-ω7), (trans-ω4, cis-ω7), (cis-ω4, trans-ω7) and (cis-ω4, cis-ω7). At 300 K,

we do not observe any transition between these con�gurations, except for short excursions

from (trans-ω4, trans-ω7) to (cis-ω4, trans-ω7). The (trans-ω4, trans-ω7)-subset showed almost

perfect agreement to NOE distances and amide temperature coe�cients of 1M . We therefore

assigned this con�guration to 1M . For 2M , we had less reference data from NMR, and none

of the subsets showed a good agreement to the amide temperature coe�cients of 2M .

However, the con�gurations with trans-ω7 showed fewer and less signi�cant violations for

the NOE distances of 2M than con�gurations with cis-ω7. This might indicate that both 1M
and 2M are consistent with a trans-ω7 con�guration.

To further investigate the structures in the (trans-ω4, trans-ω7)-subset, we performed clus-

tering with CommonNN after a dimensionality reduction with TICA. We could identify �ve

clusters (c1-c5), based on which we constructed a core-set MSM to extract the timescales
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for the conformational transitions between them. We identi�ed two slow processes that

linked three of the �ve clusters (c1,c2,c5). The slowest process (c1,c5) belongs to structural

�uctuations of the (trans-ω4,trans-ω7)-con�guration without changes in the con�gurations of

the backbone angles. The second-slowest process (c1,c2) belongs to short excursions to a

cis-ω4-con�guration, which is coupled by changes in the φ- and ψ-backbone torsion angles

of Sar5. We compared the associated cluster with the (cis-ω4,trans-ω7)-subset and found

a di�erence of 40◦ in the ψ-angle of Sar5. Based on that di�erence, we conclude that the

second-slowest process might represent a recrossing-event, i.e. a short excursion into the

other state without reaching its energetical minimum. The clusters that were not connected

on the timescale of our MD simulations do not involve changes in the con�gurations of ω4 or

ω7. Although the transitions to these clusters were not sampled su�ciently, we can conclude

that the (trans-ω4,trans-ω7)-con�guration is indeed stable enough to represent 1M .

We also simulated Pansa-Gly5Sar-amanullin, �rst at higher temperatures with ensuing cool

down to 300 K. We also identi�ed two long-living conformations. In contrast to the M-

ansamer, however, we did not observe any cis-trans isomerisation of any backbone torsion

angle. Instead, we found two distinct hydrogen bond patterns and the corresponding con-

formations are stable over several µs.

At last, we compared the (trans-ω4,trans-ω7)-Mansa-conformation andbothPansa-conformations

with theMansa- and Pansa-structures of the unmethylated Gly5Sar-amanullin from paper B2

(see 4.3). We could see that our (trans-ω4,trans-ω7)-Mansa-conformation resembles the un-

methylated Mansa-amanullin. We can therefore conclude that the N-methylation in Gly5

has little e�ect on the conformation of theM-ansamer. In the P -ansamer, Gly5 is involved

in structure-determining hydrogen bonds. But, in contrast to what one would expect, N-

methylating Gly5 does not lead to more �exibility. Instead, two very distinct hydrogen bond

patterns compensate the missing interactions. Taken together, our results provide a new

perspective on possible tuning options for the amatoxin sca�old, which might be used for

further SAR-studies. Our results have been made publicly available on the BioRxiv preprint

server (doi:10.1101/2022.12.21.521444).

This project was a cooperation between the group of Roderich D. Süssmuth (R.D.S., Tech-

nische Universität Berlin) and the group of Bettina G. Keller (B.G.K., Freie Universität Berlin).

The syntheses were performed by Guiyang Yao (G.Y., Fudan University (China), formerly AG

Süssmuth). All spectroscopical evidence was generated by Simone Kosol (AG Süssmuth).

Marius T. Wenz (M.T.W.) performed all MD simulations including the construction and para-

metrisation of the peptides. He conducted all clustering approaches including the preceding

dimensionality reductions with TICA. Based on the clustered trajectories, M.T.W. constructed

core-set Markov state models to extract the kinetic information. For both ansamers, M.T.W.

performed structural characterisations in great detail, and proposed �nal structures for the

comparison to the experiments. The manuscript was written by B.G.K. and M.T.W with G.Y.,
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S.K. and R.D.S. proofreading. All authors contributed to the �nal version of the manuscript.

The presented research was published as preprint on the BioRxiv preprint server: Wenz, M.T.

et al. The in�uence of N-methylation on the ansamers of an amatoxin: Gly5Sar-amanullin.

bioRxiv DOI: 10.1101/2022.12.21.521444.
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5
CONCLUSION AND OUTLOOK

Over the years, MD simulations have evolved as a powerful tool to study biological sys-

tems.19,103,104,220 We can work in very high precision: we can describe molecules in atomic

positions and their dynamics in multiples of femtoseconds (see eq. 3.10, eq. 3.11). However,

our computational microscope has also some limitations that restrict its usability (see 3.1.4).

There are sophisticated modi�cations for our microscope, such as enhanced sampling

techniques113,162 or coarse-grained approaches,125 which allow us to overcome some of

these limitations. Nevertheless, the quality of the insight provided by our computational

microscope decisively depends on the hypothesis that is to be addressed.

In this thesis, we have discussed the usage of MD simulations to gain insights into speci�c

aspects of PPIs research. Although both projects are substantially di�erent, the methodology

with which we approached them is comparable: the �rst question before studying any system

with MD simulations should therefore be whether MD simulations are indeed the correct

method. In other words, are we able to formulate a problem that can be addressed with

insights from our computational microscope? Second, we then have to design a strategy to

combine MD simulations with data analysis methods, so we can extract the desired features

from the system? Third, we have to collate these features and the experimental evidence?

In the following, we will discuss some additional aspects as well as future perspectives for

the individual projects, before we then come to a more generalised conclusion. The idea of

this chapter is to provide further information about the choices made in the projects and the

challenges that remain.

5.1 The tWW project

To study the complex formed during the PPI between h-FBP21 and Sm B/B’, we �rst had to

create it. From literature,42,47,221 it was known that interaction between h-FBP21 and Sm B/B’

is based on the recognition event between a tandemWW domain (tWW) of h-FBP21 and a

bivalent proline-rich peptide sequence from Sm B/B’ (SmB2 ligand). However, the versatility

of tWWs in terms of structures and binding behaviours (see 1.3.1) made it impossible to predict

the tWW-PRMs complex structure from existing complex structures of other tWWs.45,222

Without prior knowledge about the complex formation, simulating both components to-

gether and waiting for the complex formation, certainly is a sparsely expedient approach.

So, instead of asking how the complex is formed in solution, we took a detour: based on

the properties of the solution structure of h-FBP21 tWW (PDB entry: 2JXW), we assumed a

“conformational selection”-mechanism for the formation of possible complex structures (see

1.3.2). This assumption allowed us to explore the conformational ensemble of h-FBP21 tWW,
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which is a formidable task for our computational microscope.

Next, we had to face one of the challenges of classical MD simulations: without further

processing, a selection of “meaningful” h-FBP21 tWW structures is not possible. We in-

stead considered the relative positioning of the WW domains in space to be pivotal for the

ability of the XP grooves to bind to the PRMs of the SmB2 ligand. Hence, we created a

sub-dimensional representation of our MD ensemble, which was designed to serve two

purposes. (1) By the dimensionality reduction, wewere able to consider clustering techniques.

(2) The arrangments of the WW domains is re�ected in the projection we chose. The user-

dependency of the “common-nearest-neighbour” clustering (CommonNN) algorithm might

be considered a weak spot of our work�ow. However, the CommonNN algorithm has proven

suitable to partition other high-dimensional MD data sets e�ectively.188,190 Based on the

obtained cluster structures, we then mimicked the complex formation with the SmB2 ligand

by performing docking experiments. Finally, we characterised the best h-FBP21 tWW-SmB2

ligand complexes by simulating them — again, a task our microscope is �t for.

This project had two important outcomes: (1) a detailed description of the complex structures

of h-FBP21 tWW with a proline-rich ligand from Sm B/B’ and (2) a work�ow, which could

be used for other repeats of recognition events. Since the complex structures were solely

obtained in silico, it would certainly be interesting if future studies could provide further

experimental proof, e.g. a crystal structure as veri�cation. Although our complex structures

added another perspective on tWWs and their binding behaviours, some challenges remain:

we had to mimic the formation of the complex using docking methods, so we still do not

knowwhat determines the orientation of the ligand. In the structures provided by the docking

experiments, we found an approximate 50:50 ratio for the two orientations described in

Ref. [47]. Second, we do not know how the complex is formed, either. Based on the stable fold

of the WW domains in h-FBP21 tWW, we can exclude a folding-upon-binding mechanism

which was reported for other tWWs,50 and as elaborated in the introduction (see 1.3.2), a

pure conformational-selection mechanism is unlikely. Hence, a potential binding mechanism

should incorporate multivalency e�ects, in which one WW domain binding to the target

facilitates the binding for the other WW domain. It would therefore be very interesting, if

future studies could investigate the formation of the complex in atomistic detail, e.g. by using

enhanced sampling methods.

Next, we could not determine the role of Arg6 in the �rst WW domain. Although it is involved

in many hydrogen bonds, our experimental data showed that Arg6 does not contribute

to the thermodynamic stability of the h-FBP21tWW-SmB2 ligand complex. Yet, it might

be that Arg6 plays an important role for the binding kinetics by favouring the formation of

binding-competent structures. Once we have simulation data on the binding equilibrium,
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Markov models might be useful to unravel the role of Arg6.

Another interesting focus for future studies might be the arginine residues �anking the PRMs

in the SmB2 ligand. We found that they are involved in strong hydrogen bonds to glutamic

acids in both complexes. However, mutating the arginine residues with alanine in silico did not

a�ect the complex structures much. If the arginine residues are not crucial for binding, they

still can be important for the ligand orientation. The involvement of these arginine residues

in the orientation of the ligand relative to the h-FBP21 tWWmight be another feature, simu-

lations of the binding equilibrium might provide.

Last, we claimed that our work�owmight also be applicable for other recognition domains in

tandem repeats. Future studies on other domains such as the SH3 domain223 might therefore

bene�t from our protocol.

5.2 The amatoxins

The small size of the amatoxins could give a false sense of simplicity. By contrast, their

complex structure made it impossible to refer to force �eld parameters of regular amino

acids in a single polyamide chain. Instead, we had to parametrise the molecules of interest,

which added another dependency to our microscope.

5.2.1 The tryptathionine bridge formation

In the �rst subproject (publication B1, see 4.2), our computational microscope had more of an

advisory role. For di�erent precursors (linear and macrocyclic octapeptides), our colleagues

found di�erent yields for the formation of the tryptathionine bridge. Yet, it was unclear what

favours the reaction. Bond forming or breaking cannot be visualised with our computational

microscope. So, instead of asking how the tryptathionine linkage is established, wewondered

whether the peptides can adopt conformations more frequently in which the side chains of

tryptophan and cysteine are in close vicinity. Assuming proper sampling, MD simulations

are the perfect tool for a probability analysis of the occurring conformations. We found that

none of the precursors, linear and monocyclic, expresses a clear trend to pre-organise in

solution, and the side chains of the relevant residues (Trp4, Cys8) are independent of each

other. Hence, we concluded that the selectivities cannot be explained by pre-organisation

of the precursors.

The most important outcome of this project was the novel synthetic strategy, which enables

us to synthesise a library of amatoxins. However, there are two more important aspects.

(1) We could exclude the formation of a particular conformation, which favours the reaction

and (2) we could show that the parametrisation of our precursors yields structural dynamics

in agreement to NMR data (NOE distances). Since our results indicate that the reaction might
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not be driven by the formation of a certain conformation, future studies should de�nitely

be dedicated to the investigation of the reaction mechanism. Here, quantum mechanical

calculations would be better suited than classical MD simulations to calculate possible

transition states. Our colleagues found that the macrocyclic precursor involving D-Pro

instead of hydroxyl-proline gives higher yields for the formation of the tryptathionine bridge.

It might therefore be interesting to also study the impact of D-amino acids on both the

reaction and the structural dynamics. Last, we performed unbiased classical MD simulations

of the precursors in solution. In the lab, the precursors are however linked to a resin plate. For

modelling, the physical interactions to the resin plate are too complex, but perhaps future

studies could run simulations with a position restraint on the residue, which is bound to the

resin.

5.2.2 The ansamers

In the second subproject (publication B2, see 4.3), we investigated the occurrence of isomers

(ansamers) in the synthesis of amatoxins. Our results revealed that the amatoxin sca�old

allows for two conformers, which cannot interconvert into each other. We performed classical

MD simulations for the two isomers as well as their precursors. The atomistic resolution of our

computational microscope enabled us to examine the structural conditions of the isomers

in solution, and to compare them to the crystal structures. Knowing the exact position of

each single atom in each time step has some key-advantages: �rst, we can screen the

conformational ensembles of the precursors for structural similarities to the two ansamers.

Second, we can apply basic linear algebra to de�ne vectors or planes, and track their change

over time. This came in very handy to develop a model, with which we could monitor the

position of the tryptathionine bridge relative to the cyclic peptide chain. In our model, we

divide the amatoxin sca�old in three parts, which we then represented by planes. Although

this representation is not perfectly accurate, it was su�cient to exemplify the fundamental

di�erence between the isomers and their incapability to convert into each other.

In this project, the most important outcomes were (1) the synthesis of the ansamers, (2) the

structural characterisation of the ansamers by crystallography and MD simulations and (3)

the novel nomenclature “ansamers” to unambiguously describe the conformations of cyclic

peptides. As reported in the introduction (see 1.4.5), there also are other bicyclic peptides

that possess a tryptathionine linkage. Hence, it is conceivable that these peptides can

also form ansamers. Here, future studies both experimentally and theoretically could be

performed to isolate and identify ansameric structures in these peptides. Subproject B2

can be seen as perfect example for the symbiosis of experimental evidence and insights

from our computational microscope. Future studies will show whether the nomenclature

becomes accepted by the research community.
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5.2.3 N-methylation in amatoxins

In the third subproject (publicationB3, see 4.4), our taskwas to characterise the twomajor con-

formations of theMansa-Gly5Sar-amanullin (1M , 2M ). In this subproject, we were confronted

with several di�culties: �rst, we could experimentally determine that the two conformations

interconvert on timescales, which are not accessible with classical MD simulations. Second,

we only had little experimental evidence on the structures of the two conformations. Con-

sequently, the choice of the starting structure and the analysis of the MD ensemble were

di�cult. From the previous projects, we knew that amatoxins are highly organised in solution,

and there is little �exibility in the structures. Hence, there might be very high energy barriers

between di�erent conformations and consequently only a few transitions if any might be

observable with our computational microscope. Given the slow exchange rate between

1M and 2M , we therefore performed high-temperature simulations to allow the system to

overcome these barriers and prevent the system from oversampling structures. Although

MD simulations at temperatures greater than 400 K do not represent proper representations

of the conformational ensemble at room temperature, they are useful to explore the struc-

tural possibilities of the Gly5Sar-amanullin. Since we knew from project B2 that there are

ansamers, we also simulated Pansa-Gly5Sar-amanullin although this ansamer had not been

synthesised.

Themost important outcomes of our study were: (1) the two ansamers are di�erently a�ected

by the N-methylation and (2) we observe two long-living conformations for both ansamers,

respectively. We could identify an interesting cis-trans isomerisation for the ω-backbone

torsion angles of Trp4 and Gly7. Although we could �nd four di�erent con�gurations (see

4.4), we were only able to assign one con�guration to the experimental reference data. One

issue was that the transitions between these con�gurations were not sampled su�ciently.

Here, future studies could make use of enhanced sampling methods like replica-exchange

to further sample these transitions. Also, to rule out that we missed conformations, it would

be interesting to sample conformations via Monte-Carlo simulations or other methods that

focus on generating the equilibrium distribution and not the dynamics. The so-sampled con-

formations could then be used for ensuing MD simulations. Since amatoxins are promising

antibody drug conjugates,66,67 the elucidation of the structure-activity relationship (SAR) is

very important. Here, future studies will show whether the N-methylation can indeed be a

new starting point for SAR-studies.

5.3 Closing remarks

Once more, MD simulations have proven e�ective to provide a di�erent perspective on

biological systems. Knowing its limitations and asking the correct questions, we are able to

use our computationalmicroscope to unravel the structural and dynamical conditions beyond
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experimental resolution. Of course, MD simulations are no panacea, but as we have seen, MD

simulations represent a bene�cial compromise between accuracy and computational costs.

Especially if they are well-adjusted to experiments, they can be an integral part of research on

interdisciplinary questions. The projects presented in this thesis are proof for the signi�cance

of our computational microscope and its valid claim to either complete experiments (B1,

B2) or produce results that stand on their own (A, B3). At the same time, the success of the

projects is evidence for the fruitful cooperations with the group of Christian Freund (Freie

Universität Berlin) and the group of Roderich D. Süssmuth (Technische Universität Berlin). As

such, our success emphasises the usefulness of interdisciplinary research associations such

as graduate schools to explore complex problems in chemistry.
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