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ABSTRACT
Using classical molecular dynamics simulations, we investigate the dielectric properties at interfaces of water with graphene, graphite, hexane,
and water vapor. For graphite, we compare metallic and nonmetallic versions. At the vapor–liquid water and hexane–water interfaces, the
laterally averaged dielectric profiles are significantly broadened due to interfacial roughness and only slightly anisotropic. In contrast, at the
rigid graphene surface, the dielectric profiles are strongly anisotropic and the perpendicular dielectric profile exhibits pronounced oscilla-
tions and sign changes. The interfacial dielectric excess, characterized by the shift of the dielectric dividing surface with respect to the Gibbs
dividing surface, is positive for all surfaces, showing that water has an enhanced dielectric response at hydrophobic surfaces. The dielectric
dividing surface positions vary significantly among the different surfaces, which points to pronounced surface-specific dielectric behavior.
The interfacial repulsion of a chloride ion is shown to be dominated by electrostatic interactions for the soft fluid–fluid interfaces and by
non-electrostatic Lennard-Jones interactions for the rigid graphene–water interface. A linear tensorial dielectric model for the ion–interface
interaction with sharp dielectric interfaces located on the dielectric dividing surface positions works well for graphene but fails for vapor
and hexane, because these interfaces are smeared out. The repulsion of chloride from the metallic and nonmetallic graphite versions differs
very little, which reflects the almost identical interfacial water structure and can be understood based on linear continuum dielectric theory.
Interface flexibility shows up mostly in the nonlinear Coulomb part of the ion–interface interaction, which changes significantly close to the
interfaces and signals the breakdown of linear dielectric continuum theory.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0101509

INTRODUCTION

Electrostatic forces play a major role in the interactions
between matter on the nano-scale and consequently determine
the macroscopic behavior of many materials. Electrostatic interac-
tions between charged objects such as lipid membranes, proteins,
molecules, and ions are profoundly influenced by the surround-
ing water.1 On the linear response level, the time-averaged effect of

water on electrostatic interactions is quantified through the static
dielectric constant ε, which is spatially constant in homogeneous
bulk systems and reduces the force between two charges by a fac-
tor of 80 compared to vacuum. Close to an interface, however, the
effect of water on electrostatic interactions is more intricate. The
water density near an interface deviates from its bulk value and
the proximity of a surface restricts the molecular conformations.
Therefore, it is not surprising that interfacial water has a different
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structure and a different dielectric response compared to bulk, as
was shown in molecular simulations as well as in experiments.2–11

The change of the dielectric properties has a pronounced influence
on the behavior of ions at interfaces12 and, for example, influences
their distribution at solid13,14 as well as fluid (i.e., liquid–liquid or
liquid–vapor) interfaces,15,16 but also fundamentally influences the
transport of ions across interfaces, in particular between an aque-
ous and an apolar phase.17 Studying the distribution and transport
of ions and charged molecules is of fundamental importance in var-
ious fields of physics, chemistry, and biology, from heterogeneous
catalysis to ion extraction and from electrochemical applications like
energy storage to drug delivery.18–22 For understanding the influence
of interfacial water effects on charged objects, the determination of
their solvation free energy profile across interfaces is of great impor-
tance, because the free energy profile represents the thermodynamic
driving force for transport. The free energy itself is influenced by
non-electrostatic as well as electrostatic contributions, where the lat-
ter are fundamentally determined by the dielectric water properties
at the interface.

To shed light on the water properties at hydrophobic pla-
nar interfaces, we here use molecular dynamics simulations and
investigate the interfacial dielectric behavior as well as the free
energy profile of chloride ions at different aqueous interfaces. In
order to disentangle the effects of rigidity and metallicity of the
surface, we investigate metallic as well as nonmetallic versions of
graphite, which is a very rigid surface, and treat vapor–water (short
for vapor–liquid water) and hexane–water interfaces, which are
two examples of soft fluid interfaces, as well as a (nonmetallic)
graphene–water interface, which again is rigid. Using previously
developed methods for extracting the spatially resolved dielectric
tensor,6,9,23 we find pronounced differences in the dielectric water
response at the different surfaces, which reflect varying dielectric
interfacial excesses that can be explained by shifted positions of the
dielectric dividing surface (DDS). By splitting the ionic free energy
profiles into electrostatic and non-electrostatic Lennard-Jones (LJ)
contributions, we find that the repulsion of ions from an interface is
dominated by the electrostatic contribution for fluid interfaces and
by the non-electrostatic contribution at solid interfaces, in agree-
ment with previous findings for a thiocyanate ion.24 Not surpris-
ingly, a sharp dielectric-interface model for the ionic free energy pro-
file fails for the fluid interfaces, which are characterized by broad and
smeared-out dielectric response profiles for both perpendicular and
parallel directions. Furthermore, by expanding the Coulomb part of
the ionic free energy profile in powers of the ionic charge, we demon-
strate that for all interfaces, nonlinear dielectric effects, as quantified
by higher-order expansion coefficients, are modified significantly
as the ion approaches the surface. However, the magnitudes of
the different nonlinear components are different for each interface
type, which can be understood by symmetry arguments: The cubic
contribution is similar for all surface types and accounts for the non-
linear coupling between ionic hydration and water orientation at the
planar interface, the quartic contribution differs between different
surface types and accounts for interface deformation, in particu-
lar at the soft fluid–fluid interfaces. The sharp-interface dielectric
model for the quadratic part fails for vapor and hexane because the
interfaces are smeared out (not because they are flexible); interface
flexibility shows up mostly in the quartic contribution. Surpris-
ingly, the metallic nature of graphite only plays a marginal role in

determining the interfacial water structure and the interfacial free
energy profile of single ions. Deep in the vapor or the hexane phase,
we find that several solvating water molecules stay bound to a chlo-
ride and sodium ion in equilibrium, with the average number of
hydration waters being different for chloride and sodium and for
vapor and hexane.

METHODS

We simulate interfaces between liquid water and water vapor,
hexane, graphene, and metallic and nonmetallic graphite. For water,
the nonpolarizable SPC/E model is used.25 Production runs are exe-
cuted in the NVT ensemble at a temperature of T = 300 K. The first
set of simulations is without ions. In a second set, we add a chloride
or a sodium ion with a charge q = ∓e at variable positions as well as
a sodium or a fluoride counterion, respectively, fixed in the center
of the water slab, which avoids artifacts in charged inhomogeneous
systems,26 the interaction of the ion with its counterion and all
periodic images is subtracted using analytical expressions. Ion LJ
parameters are taken from Ref. 27.

The simulation box of the vapor–water system has an exten-
sion of 5.1 × 5.4 × 70 nm3 and contains 9024 water molecules that
spontaneously form a liquid-water slab with a thickness of roughly
10 nm and a vapor phase with a thickness of roughly 60 nm. To avoid
motion of the water slab toward the ion, we apply a harmonic force
on the center of mass of the system in the z direction with a force
constant of 1000 kJ mol−1 nm−2. It was shown previously28 that such
a force has no detectable effect on the structure and the dynamics of
the water slab.

The hexane–water system has an extension of 4 × 4 × 12.5 nm3

and contains 2000 water molecules and 630 hexane molecules. The
hexane is modeled with the all-atom OPLS (Optimized Potentials
for Liquid Simulations) force field29 and, thus, carries constant par-
tial charges. Before production runs, the phase-separated system is
equilibrated for 1 ns in the NPT ensemble at 1 bar pressure. The
water slab thickness is roughly 5 nm. The nonaqueous phases of the
vapor–water and the hexane–water systems are saturated with water
molecules, as discussed below.

The graphene–water system has an extension of 5.1 × 5.4
× 70 nm3, where the water is confined between two graphene sheets
with a separation of 9.9 nm. The carbon atoms are frozen in space
and nonpolarizable and do not carry any charge, the graphene sheets
are, therefore, nonmetallic. We adjust the water number between
the graphene slabs to a value of 8701 molecules, for which the water
chemical potential equals the bulk value of (−11.706 ± 0.003) kBT.30

All simulations above are performed using the GROMACS
molecular dynamics simulation package,31 and the systems are peri-
odically replicated in all directions. In the case of the vapor–water
and the graphene–water interfaces, a slab-correction is used.32

We also simulate metallic and nonmetallic versions of graphite
using the MetalWalls molecular dynamics simulation package,33

employing periodic boundary conditions in lateral directions only.
For the metallic system, a constant electric-potential boundary con-
dition is used on one of the two graphite slabs, while the second
graphite slab is treated as nonmetallic. In these simulations, the
charge on the carbon atoms is allowed to fluctuate with the con-
straints of a constant electric potential at the atomic positions
and global electroneutrality.34 The aqueous phase is treated with
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constant point charges and creates a fluctuating electric field, which,
in turn, determines the polarization charges on the metallic sur-
face atoms. The metallic graphite–water system has an extension
of 3.41 × 3.69 nm2, with a separation between the graphite slabs of
5.51 nm. Each graphite slab is composed of three graphene sheets
with a separation of 0.3354 nm consisting of 480 carbon atoms per
sheet and 2071 water molecules in between. Graphite is used instead
of graphene to ensure that the induced charges in the metallic slab
decay to zero on the third sheet. As for the graphene systems, all car-
bon atoms are frozen in space and the water number is chosen so
that the water density in bulk equals that for the graphene system.
All force field parameters are identical to the graphene systems. For
direct comparison, the same system is also run treating both graphite
slabs as nonmetallic but keeping all other parameters the same.

Further information about the methods and simulation details
are given in Sec. S1 in the supplementary material.

RESULTS AND DISCUSSION
Dielectric properties

Figure 1 shows profiles of the total mass density ρm(z), the
parallel dielectric response ε∥(z), and the inverse perpendicular
dielectric response ε−1

� (z) as well as the laterally averaged elec-
trostatic potential φ(z) for the water–vapor, water–hexane, and
water–graphene systems. All profiles are shifted according to the
Gibbs dividing surface (GDS) that is based on the water mass density
profiles and shown by the vertical black dotted line in Fig. 1(d), that
means, z = 0 denotes the GDS position for all systems. The water
phase is located in the right half-space (z > 0)whereas the nonaque-
ous phase is located in the left half-space (z < 0). Figures 1(a)–1(c)
show simulation snapshots of the three systems and illustrate that
the interfacial water layer is highly corrugated at the vapor and hex-
ane interfaces, while it is perfectly flat at the rigid graphene sheet.
ρm(z) shown in Fig. 1(d) exhibits the expected sigmoidal shape for
the liquid vapor–water and hexane–water systems with a broadening
that originates mostly from the intrinsic interfacial water rough-
ness and to a lesser extent from capillary waves.35 In contrast, ρm(z)
of the graphene system shows the typical oscillations due to water
layering at rigid flat interfaces and a peak at z = −0.19 nm due to
the graphene sheet. In Sec. S3 of the supplementary material, we
show that the water–vapor interfacial profiles are reproduced rather
well by convoluting the graphene profiles with an interface position
distribution. This suggests that local details at the water–vapor inter-
face are to some degree smeared out by interface corrugation and
capillary fluctuation effects.35

The parallel ε∥(z) and the inverse perpendicular ε−1
� (z) dielec-

tric profiles for the fluid vapor–water and hexane–water interfaces
show sigmoidal shapes that are qualitatively similar to the shapes
of the corresponding mass density profiles. The parallel profile
ε∥(z) for graphene exhibits pronounced maxima and is roughly
proportional to the corresponding mass density profile, but the per-
pendicular profile ε−1

� (z) shows multiple sign changes and is not
related to the water mass density profile near the graphene wall in
any simple manner.6,9 Note that the sign changes of ε−1

� (z) reflect
divergencies of ε�(z), a clear indication of overscreening at rigid sur-
faces, which is only observed for the perpendicular component.6,9

The vertical dashed lines in Figs. 1(e) and 1(f) depict the DDS

FIG. 1. Simulation snapshots for (a) the vapor–liquid water system, (b) the
hexane–water system, (c) the graphene–water system. Profiles for (d) the total
mass density ρm(z), (e) the parallel dielectric response ε∥(z), (f) the inverse
perpendicular dielectric response ε−1

�
(z), and (g) the laterally averaged elec-

trostatic potential φ(z). The coordinate z denotes the distance from the Gibbs
dividing surface and vertical dotted lines in (e) and (f) indicate dielectric dividing
surface positions and in (g) the potential dividing surface positions. The peak at
z = −0.19 nm in (d) stems from the frozen graphene layer.

positions, which are constructed analogously to the Gibbs dividing
surface [see Eq. (S4) in the supplementary material] and quantify
the dielectric excess of each interface. We see that the DDS for all
systems and for both parallel and perpendicular directions is located
to the left of the GDS, meaning that the dielectric interfacial excess
is generally positive; in other words, water at hydrophobic surfaces
has a higher dielectric response per water molecule at the interface
than in bulk. The location of the DDS is different for each system
and the ordering of the three systems does not agree between the
parallel and perpendicular directions. Whereas for the parallel com-
ponent, the ordering from left to right is hexane, graphene, vapor,
meaning that hexane has the highest and vapor the smallest sur-
face excess, the ordering for the perpendicular component is hexane,
vapor, graphene, meaning that graphene has the lowest excess. A
high dielectric excess means that the dielectric screening of a charge
close to the interface is strong, which, in turn, leads to reduced elec-
trostatic interactions. It transpires that interfacial electrostatics is
expected to be weakest for hexane for a fixed location relative to the
GDS, but due to the different ordering of the parallel and perpendic-
ular components of graphene and vapor, it is not clear whether the
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graphene–water or the vapor–water system shows the strongest elec-
trostatic interactions at the interface (a point we will come back to in
further detail below). In summary, we find pronounced anisotropy
of the dielectric interfacial behavior: Not only are the parallel and
perpendicular dielectric profiles very different, but also the parallel
and perpendicular DDS positions are different and there does not
seem to be a simple correlation of the DDS positions with the rigidity
of the interface. The only trend we can discern is that for soft inter-
faces, the parallel DDS is closer to the GDS than the perpendicular
DDS, whereas the opposite behavior is found for the rigid graphene
surface.

Figure 1(g) shows the laterally averaged electrostatic poten-
tial φ(z) = −∫

z
−∞dz′∫

z′

−∞ρ(z′′)dz′′/ε0, obtained by integrating twice
over the charge density profile ρ(z) due to the water (and hexane
where applicable) partial charges. We see that the potential for the
graphene system shows pronounced oscillations, which seem corre-
lated to the density and the parallel dielectric profiles but not to the
perpendicular dielectric profile. In contrast, the potential in the fluid
systems changes monotonically. The potential consists of a dipo-
lar contribution due to interfacial water ordering and a quadrupolar
contribution that is only weakly dependent on the interfacial water
ordering.6 We see that the potential in the water bulk is nega-
tive for all systems but differs considerably between the different
systems; the vapor–water system reaches a potential of φ(z →∞)
= −0.6 V far from the interface, while for the graphene and the hex-
ane systems, we find reduced values of φ(z →∞) = −0.38 V and
φ(z →∞) = −0.37 V, respectively. In fact, the negative sign is pro-
duced by the dominant negative quadrupolar water contribution,
which is an intrinsic water property and depends sensitively on the
water force field but is independent of the interfacial structure; in
ab initio simulations, the quadrupolar water contribution has a posi-
tive sign, as has been amply discussed in the literature.36,37 The dipo-
lar contribution due to water interfacial orientation is less dependent
on the water force field; therefore, the difference in the total potential
seen in Fig. 1(g) is expected to be a robust feature of these systems,
indicating that the orientational interfacial water ordering is more
pronounced for vapor compared to graphene and hexane. Note that
φ(z) is the electrostatic potential experienced by an infinitesimally
small test charge that laterally averages over the entire water phase
(including the interior of the water molecules) and is, therefore,
unrelated to the electrochemical potential experienced by an ion, as
will be discussed further below.

Ion–interface free energy

Obviously, the interfacial dielectric properties influence the
interfacial ion solvation and the ionic interaction with an interface,
but since an ion significantly perturbs the interfacial water structure
and possibly induces nonlinear dielectric effects, it is not clear to
what extent dielectric profiles are sufficient to predict the ion free
energy close to an interface. We, thus, place a chloride ion at vari-
able positions relative to the interface and extract its free energy
profile using thermodynamic integration (TI), as done previously in
Ref. 38. Figure 2 shows the free energy profiles F(z) for the vapor,
hexane, and graphene systems, where the reference point F = 0 is
located in the center of the water slab. Figure 2(c) shows the total free
energy profile F(z) = FLJ(z) + FCoul(z), while in Figs. 2(d) and 2(e),
the separate Lennard-Jones and Coulomb contributions are shown,

FIG. 2. Simulation snapshots of a chloride ion at a position z = −1.0 nm relative
to (a) the vapor–liquid water interface and (b) the hexane–water interface. A water
finger that engulfs the ion is clearly visible. (c) Total free energy profiles F = FLJ
+ FCoul for the three different interfacial systems and their (d) LJ contributions FLJ
and (e) Coulomb contributions FCoul.

which are subsequently obtained from thermodynamic integration
(see the supplementary material, Sec. S1 E). In other words, FLJ(z)
is the free energy profile of an uncharged LJ sphere, while FCoul(z) is
the free energy needed for charging the sphere; thus, both FLJ(z)
and FCoul(z) contain contributions from LJ as well as Coulomb
interactions. We find that F(z) is repulsive for all three systems.
The decomposition demonstrates that the interplay between the LJ
and Coulomb contributions is dramatically different for the sys-
tems. While the total free energy is dominated by repulsive Coulomb
interactions for the vapor–water and hexane–water systems, it is
dominated by repulsive LJ interactions for the graphene–water
system.

As the ion approaches the vapor–water and hexane–water
interfaces, the Coulomb contribution in Fig. 2(e) increases mono-
tonically, which is due to interfacial polarization effects and corre-
sponds to image-charge repulsion in a simple continuum dielectric
model.39 In contrast, the Lennard-Jones contribution in Fig. 2(d)
becomes attractive if the ion approaches the vapor or hexane
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phase, which is caused by the positive (i.e., unfavorable) solva-
tion free energy of a Lennard-Jones sphere in water.40–42 Note that
for negative z values, we observe the formation of a water fin-
ger around the ion in the vapor and hexane phases, as shown
in Figs. 2(a) and 2(b) and reported previously for vapor28,43–46

and organic solvents.43,44 The hexane phase produces a lower
total free energy for z < 0, because of a less repulsive Coulomb
contribution. This can only partly be rationalized by the slightly
higher bulk dielectric constant of our nonpolarizable hexane force-
field model (εhexane = 1.01 from Fig. 1) compared to water vapor.
We also find that FLJ(z) in the hexane phase is slightly more
repulsive than in vapor, which one could be tempted to asso-
ciate with the different LJ interaction parameters between chlo-
ride and hexane, σCl,Hex = 0.4 nm and ϵCl,Hex = 0.34 kJ mol−1,
and between hexane and hexane, σHex,Hex = 0.35 nm and ϵHex,Hex
= 0.28 kJ mol−1. However, based on the larger chloride–hexane
LJ interaction parameter ϵCl,Hex compared with the hexane–hexane
parameter ϵHex,Hex, one would expect the net LJ solvation free energy
to be more favorable in hexane compared to vapor. We conclude that
the different total solvation free energies of a chloride ion in hexane
and vapor must be related to details of the microscopic solvation
structure in hexane and vapor, as will be discussed further below. In
contrast to the hexane and vapor systems, and as previously shown
in Ref. 38, the total free energy for graphene is dominated by the
Lennard-Jones repulsion, as seen in Fig. 2(d).

Finally, comparing the Coulomb contributions for each surface
type in Fig. 2(e), we find that at the graphene interface the Coulomb
contribution increases most steeply, which is related to the differ-
ent water mass density profiles at the different surfaces, being very
smooth for the fluid interfaces and rather sharp for the graphene
layer, as shown in Fig. 1(d). A second difference between the sys-
tems is that the ion loses solvating water molecules as it approaches
the graphene layer, while for the vapor and hexane systems, the
formation of a water finger maintains a complete hydration shell
around the ion even when the ion crosses the GDS, which results in
a reduced Coulomb free energy repulsion in the nonaqueous phase.

Ion hydration in vapor and hexane phases

If the ion moves further away from the interface into the vapor
or the hexane phase, the water finger breaks but the ion stays
hydrated by a water solvation shell that consists of a few water
molecules.28,45,46 The solvating water molecules are in equilibrium
with the water-saturated vapor or hexane phase and with the water
bulk phase. From simulations without an ion, we obtain for the
vapor phase a water number density of cvap = 7 ⋅ 10−4 nm−3, which
corresponds to an ideal gas pressure of Pvap = 30 mbar, slightly
lower than the experimental water-vapor pressure of Pvap = 42 mbar
at 300 K.47 For the hexane–water system we find a slightly lower
but comparable water concentration of chex = 5.9 ⋅ 10−4 nm−3 in
the hexane phase, in good agreement with the experimental value
chex = 6.3 ⋅ 10−4 nm−348 and leading to a corresponding partial
water pressure in the hexane phase of Phex = 24 mbar based on the
ideal gas equation. See the supplementary material, Fig. S2, for a time
series of the number of water molecules in the vapor phase.

The equilibrium properties of the water solvation shell around
an ion in the nonaqueous phase is investigated in separate simula-
tions by fixing an ion sufficiently far from the interface at a distance

FIG. 3. (a)–(d) Snapshots for the initial and final configurations of a chloride ion
in vapor and hexane, respectively. Number of water molecules NH2O in a sphere
with radius 1 nm around the ion at a fixed position z = −7.0 nm as a function
of time for the (e) vapor–water system and the (f) hexane–water system. (g), (h)
Corresponding distribution of NH2O, discarding the initial 100 ns of 650 ns for the
vapor–water systems and the initial 1.8 of 2.1 μs for the hexane–water systems.
Lines are Gaussian fits from which the free energy for NH2O = 0 is obtained by
extrapolation and given in Table I. The mean value of the Gaussian fits for the
sodium ion is 5.9 solvating water molecules in vapor and 9.4 in hexane, while for
the chloride ion, it is 6.9 solvating water molecules in vapor and 9.4 in hexane.

of z = −7.0 nm in the vapor or hexane phase. The simulation snap-
shots in Figs. 3(a)–3(d) demonstrate the accumulation of hydration
water around an ion over time, starting initially with an unhydrated
ion configuration. Figures 3(e) and 3(f) show the number of water
molecules NH2O in a spherical shell of radius 1 nm around a chlo-
ride and a sodium ion as a function of time, again starting with
an initially unhydrated ion. The data demonstrate that chloride and
sodium attract roughly the same number of water molecules in their
hydration shell, which suggests a similar hydration free energy of the
two ions. In Sec. S1 C of the supplementary material, we demonstrate
that all hydrating water molecules bind within a single hydration
shell around each ion. Additionally, we show in Sec. S6 of the supple-
mentary material that the ion hydration structure at the water–vapor
interface using the TIP4P/ε water force field49 is comparable to the
structure obtained for the SPC/E force field, which is used for all our
results.

We rationalize these results by an analysis of the binding free
energy of a single water molecule onto an ion.28 The hydrating water
molecule is described by the partial oxygen charge, qO, located at
a distance BO,i from the ion i, and the partial hydrogen charges
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qH = −qO/2 at a distance of BH,i from the ion center; see insets in
Fig. 4 for a schematic description of the hydration model. The hydra-
tion free energy is the sum of the Coulomb free energy and the
translational and rotational entropy losses upon water binding to
an ion,

Ubind

kBT
=

UCoul

kBT
+ Strans + Srot

= −lvac
B ∣qqO∣∣

1
BH,i
−

1
BO,i
∣ + ln(

vnaq,j

vhyd,i
) + Srot, (1)

where vnaq,j is the molecular water volume either in fully satu-
rated vapor, vnaq, vapor = 1/cvap = 1415 nm−3, or in hexane, vnaq, hexane

= 1/chex = 1698 nm−3 (see the supplementary material, Sec. S1 B),
and vhyd, i = 4πB3

O,i/3 is the approximate hydration volume, i.e.,
the volume available for a hydrating water molecule. We esti-
mate the chloride–oxygen distance as BO, Cl = 0.32 nm and the
sodium–oxygen distance as BO, Na = 0.24 nm from the radial distri-
bution functions g(r) in liquid water shown in Fig. 4. Additionally,
BH, Cl = 0.27 nm and BH, Na = 0.40 nm are calculated using the SPC/E
geometric parameters25 (see Sec. S4 for details on the calculations).
Using the SPC/E partial charges, we find UCoul/kBT ≈ −24 for chlo-
ride and ≈ − 44 for sodium. The (rescaled) translational entropy is
Strans ≈ 11 regardless of whether the ion is chloride or sodium and
the surrounding medium is vapor or hexane, see the supplemen-
tary material, Table S2, for the exact values. The (rescaled) rotational
entropy loss upon water binding has been estimated as Srot ≈ 2 for a
similar system.50 In conclusion, the Coulomb free energy in Eq. (1)
outweighs the entropy loss and we estimate a favorable hydration
free energy of about Ubind ≈ −11kBT for the first water molecule
that adsorbs onto a chloride ion. For the sodium ion, we find a
much larger binding energy of Ubind ≈ −31kBT. The negative energy
corroborates our simulation result that chloride and sodium are
hydrated in saturated water vapor and hexane. Note that the bind-
ing free energy of subsequently adsorbing water molecules will be
reduced due to Coulomb repulsion between water molecules. That

FIG. 4. (a): Chloride–oxygen (blue) and sodium–oxygen (red) radial distribution
function g(r) obtained from bulk water simulations containing a single Cl or Na
ion. (b) and (c): Geometric model for the binding of a single water molecule to a
chloride or sodium ion.

TABLE I. Estimate of the hydration free energy of chloride and sodium ions F0 in the
vapor and hexane phase, in units of kBT, by extrapolation of the Gaussian fits for the
water hydration number given in Eq. (2) and shown in Figs. 3(g) and 3(h).

Vapor Hexane

Cl− 26 ± 2 72 ± 2
Na+ 28 ± 1 99 ± 5

the number of adsorbing water molecules is roughly the same for
chloride and sodium ions indicates that the first hydration shell
around both ions has roughly the same size and that a second
hydration is free-energetically unstable.

We find from our simulations in Figs. 3(e) and 3(f) that the
number of hydration waters in hexane is slightly larger compared to
vapor. This cannot be explained within our simple binding model
for a single water molecule and is most likely due to the different
structure of the hydration shell in vapor and hexane and related to
the reduced interfacial tension between water and hexane compared
to vapor. Additionally, we note that the equilibration time for the
hydration shell in Figs. 3(e) and 3(f) is much longer in hexane com-
pared to vapor, which is due to the low diffusivity of individual water
molecules in hexane compared to vapor.

From the distribution of NH2O shown in Figs. 3(g) and 3(h) and
Gaussian fits according to

P(NH2O) =
1

σ
√

2π
e
− 1

2 (
NH2O−μ

σ )
2

, (2)

we extrapolate P(NH2O) to NH2O = 0 and thereby extract the hydra-
tion free energy of the ions according to F0 = −kBT ln P(0) in the
hexane and in the vapor phase. The results are given in Table I.

The fit results are subject to large errors due to statistical
noise in the simulated distributions and also because of possible
non-Gaussian contributions to the distribution for NH2O → 0. Nev-
ertheless, we find as a trend that (i) the solvation free energy F0 in the
hexane phase is substantially larger (i.e., more favorable) compared
to the vapor phase and (ii) F0 is slightly larger for sodium compared
to chloride. The second trend is related to the smaller size of the
sodium ion, which leads to a stronger hydration of sodium com-
pared to chloride, as also follows from our simple ion–water binding
model above. The first trend is in line with the larger number of
hydration waters in hexane compared to vapor and, as mentioned
above, most likely caused by a reduced interfacial tension between
the hydration shell and the surrounding hexane molecules compared
to vapor.

Metallic vs nonmetallic graphite

Many surfaces are metallic, meaning that charges in the envi-
ronment induce surface charges such that the potential is constant
inside the metal. This also holds for some carbon-based materials
such as graphene and graphite. One would expect that surface metal-
licity has a strong influence on the interfacial water structure and
the interactions with ions, since the water partial charges and ionic
charges will interact with polarization charges on the metal. In order
to check for such effects, we perform constant potential simulations
for metallic graphite, where the charges on the metallic atoms are
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allowed to fluctuate in response to the fluctuating electric field cre-
ated by the aqueous phase (for more details, see the Methods section
and Sec. S1 in the supplementary material). Note that the water and
ions have constant charges and, thus, no charge transfer is allowed
between the electrolyte and the metallic surface. For comparison, we
also perform simulations for nonmetallic graphite.

In Fig. 5, we compare our results for metallic and nonmetal-
lic graphite, where we also add results for nonmetallic graphene for
comparison that we discussed before. We note that the LJ force-field
parameters and the lateral carbon lattice structure of graphene and
both graphite versions are exactly the same. In Figs. 5(a) and 5(b), we
show simulation snapshots for the nonmetallic and metallic graphite
slab versions, respectively, with the charges on the carbon atoms
indicated by color. It is clearly seen that for the metallic graphite,
the negative chloride ion induces a positive local surface charge,
while a water hydrogen atom close to the surface induces a nega-
tive local surface charge. Panels (c)–(f) show structural properties
at the interface: the water mass density ρm(z), the number den-
sity ρN(z) of the oxygen and hydrogen atoms (where the hydrogen
density is divided by two for comparison with the oxygen density),
the charge density ρ(z) as well as the mean cosine of the angle
between the water dipole moment and the surface normal, cos(θ).
The profiles for the three different surfaces look very similar and
are characterized by a strongly enhanced water density and pro-
nounced orientational ordering in the first hydration layer. Water
molecules right at the surface point their hydrogen atoms toward the
surface, cos(θ) < 0, followed by water molecules within the density
maximum that point their oxygens toward the surface, cos(θ) > 0.
In particular, we observe only marginal differences in the profiles
between metallic and nonmetallic graphite, in agreement with pre-
vious reports:51–54 A slightly stronger orientation of the first water
layer on metallic graphite can be deduced from the larger hydro-
gen number density for z < 0.05 nm in Fig. 5(d) and from the more
negative average cos(θ) close to the GDS for z < 0.15 nm in Fig. 5(f).

In Fig. 5(g), we compare the free energy profile for a chloride
ion that approaches metallic graphite (red solid line) and nonmetal-
lic graphite (cyan solid line), obtained from Umbrella Sampling (see
the supplementary material, Sec. S1 E), note that the red solid line is
almost completely hidden behind the cyan solid line. The free energy
profile for the nonmetallic graphene obtained from TI is also shown
(data points). A very large free-energetic repulsion is found close to
the surface. In line with our results for the interfacial water prop-
erties in Figs. 5(c)–5(f), no difference can be discerned between the
free energy profiles in Fig. 5(g), which is somewhat surprising since
one would, based on continuum dielectric theory, expect image-
charge repulsion from the nonmetallic graphite and image-charge
attraction to the metallic graphite surface.

To bring out small deviations between the chloride free energy
at metallic and nonmetallic graphite, we show in Fig. 5(h) the free
energy difference given by

ΔF(z) = Fnon(z) − Fmet(z). (3)

As expected, this difference is positive, meaning that the ion is
repelled more from the nonmetallic surface than from the metallic
surface, but the free energy difference is rather small compared to

FIG. 5. Snapshots for (a) the nonmetallic and (b) the metallic graphite system
with a chloride ion at a separation 0.2 nm from the first carbon layer. Carbon
atoms are colored according to their instantaneous charge. Profiles for graphene
(blue), nonmetallic (light blue) graphite, and metallic (red) graphite: (c) mass den-
sity ρm(z), (d) number density ρN of the hydrogen (solid line, divided by two) and
oxygen atoms (dashed line), (e) charge density ρ, (f) angle between the water
dipole and the z axis, cos θ, (g) chloride free energy F. (h) Difference between
the chloride free energy for the nonmetallic and the metallic graphite ΔF, defined
in Eq. (3). Simulation data (orange line) are compared to predictions from a two-
region isotropic dielectric model for a spherical charged shell with finite radius
according to Eq. (4) with fixed znon

DDS = −011 nm. Different colors correspond to dif-
ferent positions of the dielectric dividing surface position for the metallic graphite
zmet

DDS, obtained by fitting the model to the simulation data (red line) and for two
other fixed values (blue and green lines).
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the total free energy and only amounts to roughly 5%. At the short
distances where ΔF(z) is sizable, for z < 0.1 nm, the water is depleted
from the surface and the water density in Fig. 5(c) is practically zero.
However, this does not mean that the dielectric effect of the inter-
facial water at graphite is absent, since dielectric effects are rather
long-ranged and the DDS positions of both parallel and perpendicu-
lar dielectric profiles at graphene in Fig. 1 are negative and, thus, the
interfacial water exhibits a positive dielectric excess.

Since the LJ parameters of the metallic and nonmetallic
graphite surfaces are the same, ΔF(z)must be caused by electrostatic
polarization effects. In order to understand the results in Fig. 5(h) in
more depth, we compare with a dielectric continuum model for the
interaction of a charged sphere with a sharp dielectric interface.39

The radius of the sphere a = 0.254 nm used in the model reflects the
effective linear dielectric radius of a chloride ion and is defined by the
linear Born model.38 We neglect the tensorial character of the inter-
facial water dielectric response here and use an isotropic model with
two dielectric constants: ε1 for the surface and ε2 for the water. We
set ε1 =∞ for metallic graphite and ε1 = 1 for nonmetallic graphite
and use ε2 = 70, which corresponds to the dielectric constant of the
SPC/E water model.55 This simple isotropic dielectric model predicts
the free energy difference as

ΔF(z) = Uiso(λnon,
z − znon

DDS

a
) −Uiso(λmet,

z − zmet
DDS

a
), (4)

where U iso(λ, z) is the free energy profile of a charged spher-
ical shell at a sharp dielectric interface, given in Eq. (S5) in
the supplementary material and first derived in Ref. 39, and
λ = (ϵ2 − ϵ1)/(ϵ1 + ϵ2) is the dielectric contrast. znon

DDS and zmet
DDS

are the positions of the DDS for the nonmetallic and metallic
graphite–water interfaces. Our neglect of the interfacial tenso-
rial dielectric properties is justified, since it was shown for non-
metallic surfaces that the polarization free energy for a tensorial
dielectric three-region model, with an anisotropic dielectric layer
between zDDS,� and zDDS,∥, agrees well with a much simpler isotropic
dielectric two-region model with the DDS position given by
zDDS = (zDDS,� + zDDS,∥)/2 (see Fig. S5 in the supplementary
material).38 We, thus, take for the DDS at the nonmetallic graphite
the value for nonmetallic graphene from Figs. 1(e) and 1(f), approx-
imately given by znon

DDS = −0.11 nm (taken as the mean of the parallel
and perpendicular DDS positions). For the metallic graphite, we
cannot extract the dielectric interfacial properties from our sim-
ulations, because of the limited simulation length of the constant
potential simulations caused by their high additional computational
cost. Therefore, we treat zmet

DDS as a fitting parameter. The best non-
linear least-square fit of Eq. (4) over the whole z range yields zmet

DDS
= −0.1 nm and is shown in Fig. 5(h) as a red solid line. The pro-
nounced deviations from the simulation data are presumably due
to nonlinear dielectric effects, which are neglected in the model
but are present in the simulations, as we show in the next section.
Most strikingly, we find that zmet

DDS ≈ znon
DDS, meaning that the dielectric

properties of the interfacial water are suggested to be the same on the
metallic and nonmetallic graphite surfaces. This is surprising at first
sight but totally in line with the fact that all water structural prop-
erties in Figs. 5(c)–5(f) are almost indistinguishable on the metallic
and nonmetallic graphite surfaces. As a matter of fact, the precise

position of the DDS zmet
DDS has only a minor influence on the polariza-

tion free energy difference ΔF(z), as shown by the additional curves
in Fig. 5(h) where we choose zmet

DDS = ±0.2 nm.
We note that, different from the behavior we here observe for

a chloride ion on graphite, sodium ions in a 1 molar sodium chlo-
ride solution have been shown to adsorb quite strongly onto metallic
gold surfaces.54,56 This different behavior presumably is linked to the
sodium ion being smaller than chloride, but it is most likely also to
the different parametrization of the metallic surface in those stud-
ies: In Ref. 54, a Drude-oscillator model was used, while in Ref. 56,
sodium adsorption was only observed for a large Gaussian width
used to characterize the spatial polarization charge distribution of
the metallic surface atoms, corresponding to the rather small hard-
ness of gold atoms. The hardness of carbon atoms is higher than
that of gold atoms, and the parametrization of the present work
was previously shown to reproduce experimental data.57 In line with
our results, Ref. 56 also finds only marginal differences in the water
structure on metallic and nonmetallic surfaces, which supports our
finding that metallicity is only relevant for ions very close to the
surface.58

Nonlinear dielectric effects

It is well known that ion hydration is asymmetric and nonlinear
in the ion charge.38,59–63 To resolve this asymmetry and nonlinearity
as an ion approaches an interface, we determine the linear and non-
linear parts of the electrostatic free energy by expanding FCoul(z) in
powers of the ion charge q,

FCoul(z) = Φ(z)q + A(z)q2
+ B(z)q3

+ C(z)q4, (5)

where we extract the z-dependent coefficients by polynomial fits to
our simulation data.38 Details on the method and exemplary fits are
shown in Sec. S1 E and Fig. S4 in the supplementary material. In
Fig. 6, we show the resulting coefficients for the graphene, vapor,
and hexane systems as a function of the distance z of the ion from
the GDS. Obviously, the coefficients for the different surfaces decay
to the same values at a distance less than a nanometer from the
interface and agree with results from independent bulk simulations,
indicated by red dashed lines. Figure 6(d) shows the linear coeffi-
cient, which corresponds to the electrochemical potential Φ(z) and
is defined with respect to a reference position in vacuum, which
exhibits only mild deviations between the different interfaces if the
ion is in the water phase, i.e., for z > 0. Note that Φ(z) in Fig. 6(d)
differs substantially from φ(z) in Fig. 1, since φ(z) corresponds to
the laterally averaged electrostatic potential in the water phase while
Φ(z) is the potential inside a LJ sphere, which receives substantial
contributions from the perturbed water structure around it. A more
detailed comparison between φ(z) and Φ(z) is presented in Fig. S7
in the supplementary material.

Figure 6(e) shows the prefactor of the electrostatic part that is
proportional to the squared ion charge q2, A(z). Here, we observe
rather pronounced deviations between the different surfaces even
within the water phase. For z > 0, A(z) is substantially higher for
the vapor–liquid interface than for hexane and graphene, point-
ing to more pronounced linear dielectric repulsion from the vapor
phase compared to hexane or graphene. Since A(z) reflects the lin-
ear dielectric contribution to the polarization free energy, it is this
part that can be compared with predictions from continuum linear
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FIG. 6. Simulation snapshots for (a) the vapor–liquid water system, (b) the
hexane–water system, (c) the graphene–water system with a chloride ion at a
position z = 0.2 nm relative to the GDS. (d)–(g) Coefficients of the nonlinear elec-
trostatic free energy profile defined in Eq. (5), obtained from fits of the Coulomb
part of the simulated free energy shown in Fig. S4 in the supplementary material.
The horizontal red dashed lines indicate corresponding results for a chloride ion
in a periodic bulk water box. The solid lines in (e) show the analytical results for a
three-region tensorial dielectric model.

dielectric theory. We, therefore, add results from the analytical solu-
tion of Poisson’s equation using a three-region anisotropic dielectric
model that accounts for different positions of the perpendicular
and parallel DDS,38 which are taken from Fig. 1. As demonstrated
before,38 the three-region anisotropic dielectric model predictions
agree nicely with the simulations for the graphene system, but the
model is not able to quantitatively reproduce the simulation results
for the hexane–water system and even less so for the vapor–water
system. The disagreement presumably originates from interfacial
broadening of the dielectric profiles for the fluid–fluid interfaces,
shown in Fig. 1, which is not covered in the analytical model that
assumes sharp dielectric interfaces.

Figure 6(f) shows the prefactor B(z) of the cubic dielectric con-
tribution that is proportional to q3, which is remarkably similar for
all three interfaces [similar to the potential Φ(z) in Fig. 6(d)]. By
symmetry, this term reflects dielectric nonlinear effects that are odd
with respect to the sign of the ion charge. We, thus, conclude that
the position-dependence of the B(z) profile results from the non-
linear coupling of the local water orientation around the ion with

the water ordering at the planar interface, which seems to be rather
similar in magnitude for the three different interfacial systems and
does not seem to be affected much by the different broadening of the
interfacial dielectric profiles shown in Fig. 1 (which should produce
an effect that is even in the ion charge). In contrast, the prefactor
C(z) of the quartic contribution that is proportional to q4 shows
pronounced deviations between the different interface types, similar
to the quadratic term A(z). In fact, because C(z) is very different for
graphene on the one hand and the two soft interfaces on the other,
we conclude that C(z) reflects the capability of the water interface to
deform in response to the presence of an ion. We note that our fits
become unstable for ion positions far in the nonaqueous phase for
z < −1.0 nm, presumably due to the formation of a highly volatile
and fluctuating water finger around the ion28 (see Fig. S4 in the
supplementary material for details). Thus, when a long water finger
is present, a fourth-order polynomial is not sufficient to accurately
describe nonlinear interfacial dielectric effects.

CONCLUSION

We investigate the dielectric properties of interfacial water and
the free energy profile of a chloride ion at different hydrophobic
surfaces, ranging from soft, such as the vapor–liquid water inter-
face and the hexane–water interface, to rigid, like graphene and
graphite. We also consider two different versions of graphite: a
metallic and a nonmetallic one. The consideration of such a wide
range of systems allows us to separately study the effects of surface
rigidity and metallicity on the dielectric and electrostatic properties
at hydrophobic–water interfaces.

We find that at soft interfaces, the interfacial water rough-
ness and (to a lesser extent) capillary waves broaden the interfacial
mass, charge density, dielectric, and electrostatic potential profiles.
As a consequence, effective continuum models that employ a sharp
dielectric boundary do not work well for soft interfaces, even when
exclusively trying to model the linear dielectric response. In contrast,
at the rigid graphene surface, all these profiles exhibit pronounced
layering effects and the dielectric profiles are strongly anisotropic.
The dielectric excess, quantified by the shift between the dielectric
dividing surface position relative to the Gibbs dividing surface, is
positive for all considered surfaces but differs significantly between
the different surfaces. This means that water at hydrophobic sur-
faces has a higher dielectric response than in bulk, but this excess is
highly surface-type specific. This dielectric surface specificity can be
accounted for in continuum dielectric models by proper positioning
of the dielectric dividing surface position.

The free energy profile of a chloride ion is characterized by
strong repulsion from the low-dielectric surfaces, which is dom-
inated by electrostatics for the soft surface but by Lennard-Jones
repulsion for the rigid surfaces. This has far-reaching consequences
for the correct modeling of ion–surface interactions in coarse-
grained models. Chloride and sodium ions in vapor and hexane are
hydrated and surrounded by roughly 5–10 water molecules in equi-
librium, which drastically lowers their free energy in the nonaqueous
phase.

Comparing nonmetallic and metallic graphite, we find only
minute changes in the interfacial water density and orientation
profiles. Also, there are only insignificant differences of the chlo-
ride free energy profiles between nonmetallic and metallic graphite,
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which is rationalized by the fact that the repulsion is dominated
by non-electrostatic interactions at a rigid surface; the small free
energy difference can be modeled by a dielectric model that cor-
rectly accounts for the dielectric-dividing surface positions at the
two different surfaces. Nonlinear dielectric effects are pronounced
at all surfaces and describe nonlinear hydration effects as well as
nonlinear interface-deformation effects at the soft interfaces. Linear
tensorial dielectric theory with sharp dielectric interfaces works well
for the graphene–water interface but not for the diffuse vapor–water
and hexane–water interfaces.

SUPPLEMENTARY MATERIAL

The supplementary material contains a detailed summary of the
simulation methods, including a discussion of the graphene–water
interaction force field used in the simulations, the expression for
the electrostatic energy of a spherical charged shell at a dielectric
interface, a discussion of the effect of capillary waves and rough-
ness on interfacial profiles, details on the model for the binding of a
single water molecule onto an ion, a comparison of the laterally aver-
aged interfacial electrostatic potential and the electrostatic potential
acting on an ion, and results for the TIP4P/ε water force field.
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