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Abstract

The complex Ginzburg–Landau equation serves as a paradigm of pattern for-
mation and the existence and stability properties of Ginzburg–Landau m-armed
spiral waves have been investigated extensively. However, many multi-armed spi-
ral waves are unstable and thereby rarely visible in experiments and numerical
simulations. In this article we selectively stabilize certain significant classes of
unstable spiral waves within circular and spherical geometries. As a result, stable
spiral waves with an arbitrary number of arms are obtained for the first time. Our
tool for stabilization is the symmetry-breaking control triple method, which is an
equivariant generalization of the widely applied Pyragas control to the setting of
PDEs.

1. Introduction

We consider the complex Ginzburg–Landau equation

∂t� = (1 + i η)�M� + λ
(
1 − |�|2 − i β |�|2

)
�, (1.1)

where �M is the Laplace–Beltrami operator on a compact surface of revolution
M to be defined shortly. Here η ∈ R is a prescribed complex diffusion parameter,
λ > 0 is a bifurcation parameter, and β ∈ R is a prescribed kinetic parameter. The
unknown function � is complex valued.

Ginzburg–Landau spiral waves are special solutions of (1.1), or more precisely
relative equilibria, whose shape is recognized by isophase curves emitted from
some vortices; see [12,25]. They play a significant role in studying nonlinear fields
in condensed matter physics and hydrodynamic limits. In different contexts vor-
tices are also called phase singularities, topological defects, and wave dislocations;
see [28]. Surveys and numerical evidence on Ginzburg–Landau spiral waves are
documented in [2,10,31].
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We aim to understand pattern formation, dynamical behavior, and feedback
controls of Ginzburg–Landau spiral waves on the surfaceM. To this endwe present
a trilogy of research: existence, stability analysis, and feedback stabilization. The
first two episodes regarding existence and stability analysis have been investigated
extensively in [4,37] and also by Dai in [5,6]. This article serves as the third
episode inwhichwe stabilize certain classes of unstable spiral waves by introducing
noninvasive symmetry-breaking feedback controls with spatio-temporal delays.
For this purpose we adopt the control triple method introduced by Schneider in
[35,36].

Existence of spiral waves can be triggered by symmetry-breaking bifurcations
(see [3,41]); a fact we will exploit for construction of the control terms. It has
been proved in [13,20] that spiral waves of (1.1) exist on the plane R

2. Since in
experiments and numerical simulations the underlying domain is bounded, in [5,6]
Dai carried out a global bifurcation analysis and proved the existence of spiral
waves in circular and spherical geometries.

For stability analysis, the shooting method used in [6] allows us to estimate the
unstable dimension of spiralwaves for sufficiently small parameters 0 � |η|, |β| �
1 in (1.1). Since only stable spiral waves are observable in experiments or numerical
simulations, we are interested in whether the unstable spiral waves obtained in the
literature [4–6,37,39] become locally exponentially stable by introducing suitable
feedback controls.

The control term used in this article is inspired by the Pyragas control scheme
introduced in [30], one of the most successful methods to control the local stability
of equilibria or periodic orbits of the ODE system ż(t) = f (z(t)) with z(t) ∈ R

n .
The spirit of Pyragas control is to keep the targeted solution unchanged, while its
local stability property is steered as desired. Concretely, the control scheme reads
as

ż(t) = f (z(t)) + b (z(t) − z(t − τ)) for z(t) ∈ R
n, (1.2)

where the matrix b ∈ R
n×n is called the feedback gain. The control term b (z(t) −

z(t − τ)) is often called noninvasive since it vanishes on equilibria and on periodic
solutions with period τ > 0. Pyragas control is widely applied in experimental and
numerical settings, because it renders the unstable targeted solutions visible while
its implementation is model-independent and requires no expensive calculations;
see [21,26,32,33,43]. Mathematical results on Pyragas control, however, are deli-
cate and rely on explicit properties of the model; see [7,8,11,15,34]. In the setting
of PDEs, feedback controls of Pyragas type have been exploited for solutions which
are periodic in space or time; see [22,24,29].

The control triple method adapts the spirit of Pyragas control to the setting of
equivariant PDEs with the aim to stabilize spatio-temporal patterns. To this end,
we consider the following control system for the Ginzburg–Landau equation (1.1):

∂t� = (1 + i η)�M� + λ
(
1 − |�|2 − i β |�|2

)
� + b

(
� − C(h,τ,g)[�]) .

(1.3)
Here, b ∈ R is the feedback gain and C(h,τ,g)[�] denotes the control operator given
by

C(h,τ,g)[�](t, x) := h �(t − τ, gx) for t � 0, x ∈ M. (1.4)
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The control operator transforms the output signal � by a multiplicative factor
h ∈ C, a time delay τ � 0, and a space shift g : M → M induced by the
equivariance of (1.1). The three ingredients

(
multiplicative factor h ∈ C, time delay τ � 0, space shift g : M → M)

.

characterize the control operator (1.4) and are also referred to as the control triple.
Given a targeted solution �∗ of (1.1), we choose the control triple in such a way
that �∗ = C(h,τ,g)[�∗]. Therefore, the control term b (� − C(h,τ,g)[�]) vanishes
on the targeted solution �∗, and thereby the targeted solution is also a solution of
the control system (1.3).

The control term b (� − C(h,τ,g)[�]) is selective in the sense that it only pre-
serves targeted solutions with the prescribed spatio-temporal symmetries. There-
fore, it allows us to select and stabilize certain unstable spatio-temporal solu-
tions (e.g., spiral waves) over all competing patterns. Moreover, the control term
b (� − C(h,τ,g)[�]) is symmetry-breaking in the sense that it uses a proper subset
of the set of spatio-temporal symmetries of the targeted solution. The terminology
‘symmetry-breaking control term’ is inspired by—and in line with—the terminol-
ogy ‘symmetry-breaking bifurcation’.

This article is organized as follows: in Section 2, we explain the core ideas and
design of symmetry-breaking control of spiral waves with an illustrative example.
In Section 3, we review the general mathematical setting for studying Ginzburg–
Landau spiral waves in circular and spherical geometries and then provide the
relevant existence and (in-)stability results from the literature. In Section 4, we
derive the precise formulation of the control triple and state ourmain results, namely
that we can stabilize selected spiral waves. Finally, Section 5 is devoted to the proof
of our main results.

2. From Equivariance to Control: An Example

In order to convey the main ideas of this article, in this section we discuss the
feedback control of spiral waves in a key example. In the light of accessibility,
this section is set up with as little generality as possible; the rigorous mathematical
setting and more general statement will be discussed in Sections 3 and 4.

Concretely, we consider the Ginzburg-Landau equation (1.1) on the unit 2-
sphere M = S2 and with parameter values (η, β) = (0, 0), so that (1.1) becomes

∂t� = �S2� + λ
(
1 − |�|2

)
�. (2.1)

We parametrize S2 by spherical coordinates

S2 =
{
(sin(s) cos(ϕ), sin(s) sin(ϕ), cos(s)) : s ∈ [0, π ], ϕ ∈ S1 ∼= R/2πZ

}
.

(2.2)
The PDE (2.1) possesses a global gauge symmetry in the sense that

�(t, s, ϕ) is a solution of (1.1) if and only if eiω�(t, s, ϕ) is a solution (2.3)
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for each ω ∈ S1. Moreover, (2.1) has a rotational symmetry on the ϕ-variable, i.e.,

�(t, s, ϕ) is a solution of (1.1) if and only if �(t, s, ϕ − ζ ) is a solution, (2.4)

for each ζ ∈ S1; and (2.1) has a reflection symmetry, i.e.

�(t, s, ϕ) is a solution of (1.1) if and only if �(t, π − s, ϕ) is a solution. (2.5)

The equivariance relations (2.3)–(2.5) motive us to seek m-armed spiral wave
solutions satisfying the Ansatz

�(t, s, ϕ) := e−it u(s) eimϕ, (2.6)

where m ∈ N is the number of arms, ∈ R is the rotation frequency, and the radial
part u(s) ∈ C is either even-symmetric, i.e., u(π − s) = u(s), or odd-symmetric,
i.e., u(π − s) = −u(s).

For each fixed number of arms m ∈ N, m-armed spiral waves of the form (2.6)
exist as was proven by Dai in [5]; they bifurcation from the trivial solution � ≡ 0
at an infinite sequence of bifurcation values

0 < λm
0 < λm

1 < · · · < λm
k < · · · , lim

k→∞ λm
k = ∞; (2.7)

see Fig. 2 in Section 3. Moreover, every m-armed spiral wave that bifurcates at the
bifurcation value λm

k for k ∈ N0 has the following Z2-radial-symmetry:

u(π − s) = (−1)ku(s) for s ∈ [0, π ]. (2.8)

For the specific parameters (η, β) = (0, 0), it holds that rotation frequency  = 0
due to the gradient dynamics induced by a strict Lyapunov functional; see (3.15).
Hence every spiral wave solution of (2.1) is in fact an equilibrium and we also call
it a vortex equilibrium.

It has been proven that allm-armed spiral waves on the sphere S2 are not locally
exponentially stable; see [4, Theorem 1.2] and [6, Theorem 1.3]. Hence they serve
as ideal candidates to be stabilized. To this end, we select an m-armed spiral wave
that bifurcates from the bifurcation value λm

j for some j ∈ N0 and denote this spiral
wave by � j . Since � j is an equilibrium and additionally satisfies (2.6) and (2.8),
it holds that

� j (t, s, ϕ) = (−1) j eimζ � j (t − τ, π − s, ϕ − ζ ) (2.9)

for every τ � 0 and ζ ∈ S1. Consequently, a control term of the form

b
(
� − (−1) j eimζ �(t − τ, π − s, ϕ − ζ )

)
, (2.10)

with � = �(t, s, ϕ) and b ∈ R, vanishes on the selected spiral wave � j . As a
result, � j is also an equilibrium of the control system

∂t� = �S2� + λ
(
1 − |�|2

)
�

+ b
(
� − (−1) j eimζ �(t − τ, π − s, ϕ − ζ )

)
,

(2.11)
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Our task is now to find τ � 0, ζ ∈ S1, and b ∈ R such that the selected spiral wave
� j becomes a locally exponentially stable solution of the control system (2.11).
Here the choice of parameter ζ ∈ S1 determines in which way the control term
is pattern-selective, i.e. it determines which spiral waves (other than the selected
wave � j ) are preserved by (2.11). Note that the space shift ϕ − ζ also pins the
spiral tips to both poles of sphere.

In the proof of the stabilization results, the main idea is that the control term
(2.10) should not vanish on the unstable and center eigenfunctions associated with
the selected spiral wave. Our stability analysis in Section 5, which is based on
the Fourier decomposition (5.6), shows that the eigenfunctions associated with the
selected spiral wave are of the form v(s) einϕ with n ∈ Z. Since there are only
finitely many unstable and center eigenfunctions, all but finitely many choices of
ζ ∈ S1 ensure that the control term (2.10) does not vanish on all unstable and center
eigenfunctions.

We emphasize that the control term (2.11) exploits all the known symmetries of
spiral waves in the literature; see [5,6]. In particular, the Z2-radial-symmetry (2.8)
of the radial part allows us to stabilize all m-armed spiral waves with j = 0, 1.

Theorem 2.1. (Selective stabilization of m-armed spiral waves on the sphere) Fix
m ∈ N, λ > λm

j with j ∈ {0, 1}, and let

� j (t, s, ϕ) = u j (s) eimϕ (2.12)

be the m-armed spiral wave of the Ginzburg–Landau equation (2.1). Then for all
but finitely many choices of ζ ∈ S1, there exists a constant b̃(ζ ) < 0 such that
each feedback gain b � b̃ admits an upper bound τ̃ = τ̃ (ζ, b) > 0 for which � j

becomes a locally exponentially stable solution of the control system (2.11) for all
time delays τ ∈ [0, τ̃ ).

In the next section, we introduce the general setting in which we study stabiliza-
tion of Ginzburg–Landau spiral waves. There we consider the Ginzburg–Landau
equation on more general surfaces on revolution; such surfaces maintain the rota-
tion symmetry and also include disks that are topologically different from spheres.
Moreover, we include parameters (η, β) 	= (0, 0), for which most spiral waves are
rotating.

3. Setting, Existence, and (In)stability

Throughout this article we consider a compact surface of revolutionM, which
we parametrize by polar coordinates

M :=
{
(a(s) cos(ϕ), a(s) sin(ϕ), ã(s)) : s ∈ [0, s∗], ϕ ∈ S1 ∼= R/2πZ

}
. (3.1)

Two main examples of M are the unit disk (when a(s) = s and ã(s) = 0 for
s ∈ [0, 1]) and the unit 2-sphere (when a(s) = sin(s) and ã(s) = cos(s) for
s ∈ [0, π ]). In general, we make the following assumptions on the surfaceM and
its parametrization:
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1. The function a satisfies

a(0) = 0 and a(s) > 0 for s ∈ (0, s∗). (3.2)

2. The smoothness class of M is C2,υ with a fixed Hölder exponent υ ∈ (0, 1).
Equivalently, a and ã are C2,υ functions. Moreover, ã′(0) = 0 because the
smoothness of M prevents formation of a cusp at s = 0.

3. We let s be the arc length parameter, i.e., (a′(s))2+(ã′(s))2 = 1 for s ∈ [0, s∗];
Topologically, we distinguish the surfaceM between two cases:We say thatM has
circular geometry if its boundary ∂M is nonempty; otherwise we say that M has
spherical geometry. In the latter case, we restrict ourselves to the situation where
M has reflection symmetry, i.e., we additionally assume the following:

4. If ∂M is empty, we assume that

a(s) = a(s∗ − s) for s ∈ [0, s∗]. (3.3)

Note that ∂M is empty if and only if a(s∗) = 0, due to (3.1)–(3.2).
For both circular and spherical geometries, we consider �M : Dom(�M) →

L2(M,C), where the domain Dom(�M) is chosen as H2(M,C), and if ∂M is
nonempty, it is also equipped with the following Robin boundary conditions:

α1� + α2∇� · n = 0. (3.4)

Here n is the unit outer normal vector field on ∂M; the scalars α1, α2 ∈ R are
not both zero and α1α2 � 0. The latter assumption is technical and is required
for the global bifurcation analysis in [5]. Robin boundary conditions (3.4) general-
ize Neumann (or so-called no-flux) boundary conditions (i.e., α1 = 0) frequently
adopted in applied settings and for numerical studies; see [1,16,37,39]. In addition,
for (η, β) = (0, 0) in the Ginzburg–Landau equation (1.1), the more general Robin
boundary conditions (3.4) have been derived by minimizing a free energy in the
theory of superconductivity; see [9].

Following [12], we graphically exhibit anm-armed spiral wave (2.6) by plotting
the level set where the imaginary part of (2.6) is zero. Hence as we express u(s) =
A(s) eip(s) in the polar form, we obtain the level set where the phase field −t +
p(s) + mϕ of �(t, s, ϕ) is equal to zero modulo π . The 2π -periodicity of angle ϕ

then yields the relations

ϕ = ϕ�(t, s) = t − p(s) + �π

m
(mod 2π) for � = 0, 1, . . . , 2m − 1, (3.5)

and we plot the pattern on M via the coordinates (3.1). In this way, the pattern
associated with (2.6) is exhibited as a twisted spiral, motivating the name spiral
wave. We interpret vortices of a spiral wave as phase singularities, i.e., zeros of �

at which the phase field of � undergoes a jump discontinuity. Indeed, the Fourier
mode eimϕ of� on the ϕ-variable implies that the vortices reside at s = 0, and also
at s = s∗ if ∂M is empty; see Fig. 1.

Due to the gauge symmetry (2.3) the L2-subspace

L2
m(C) :=

{
ψ ∈ L2(M,C) : ψ(s, ϕ) = u(s) eimϕ, u(s) ∈ C

}
(3.6)
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Fig. 1. On the left, a 2-armed spiral pattern on the disk with the origin as the vortex. On the
right, a 1-armed spiral pattern on the sphere with the north and south poles as the vortices.
Both spiral patterns may rotate with respect to the axis of rotation of the surface M with
the rotation frequency . This figure, including its caption, has previously been published
in [6]

is invariant under the dynamics of the Ginzburg–Landau equation (1.1). Note that
the restriction

�m := �M
∣∣
L2

m (C)
: L2

m(C) → L2
m(C) (3.7)

is well defined. Indeed, in polar coordinates (3.1) we read �m as follows:

�m

(
u(s) eimϕ

)
=

(
u′′(s) + a′(s)

a(s)
u′(s) − m2

a2(s)
u(s)

)
eimϕ. (3.8)

Substituting the Ansatz (2.6) with ψ(s, ϕ) := u(s) eimϕ into (1.1) yields the fol-
lowing elliptic PDE on L2

m(C), for which we call the spiral wave equation:

0 = (1 + i η)�mψ + i ψ + λ
(
1 − |ψ |2 − i β |ψ |2

)
ψ. (3.9)

Dai proved in [5] that nontrivial solutions of (3.9), in the sense that ψ is not
identically zero, form countably many supercritical pitchfork bifurcation curves as
the parameter λ crosses the simple eigenvalues λm

k of −�m . Moreover, we order
the set of all bifurcation values {λm

k : k ∈ N0} as in (2.7). We quote the following
existence result of spiralwaves byDai from [5, Lemma2.4 andLemma3.5 (iii)] and
[6, Theorem 1.2]. It is worthy emphasizing that the obtained spiral waves possess
not only an arbitrary number of arms m ∈ N, but also an arbitrary nodal class of
the radial part j ∈ N0.

Lemma 3.1. (Existence) For each fixed m ∈ N, k ∈ N0, and λ ∈ (λm
k , λm

k+1]
there exists an ε > 0 such that the spiral wave equation (3.9) possesses k + 1
distinct [up to a gauge symmetry (2.3)] nontrivial solution-pairs parametrized by
η, β ∈ (−ε, ε) and η 	= β, denoted by

((η, β), ψ j (·, · | η, β)) ∈ R × L2
m(C), j = 0, 1, . . . , k, (3.10)

and the following statements hold:

(i) (Z2-radial-symmetry) Suppose that in addition ∂M is empty and the reflec-
tion symmetry (3.3) holds. Then

ψ j (s∗ − s, ϕ | η, β) = (−1) jψ j (s, ϕ | η, β) (3.11)

for s ∈ [0, s∗] and ϕ ∈ S1.
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(ii) (0, 0) = 0 and the radial part u j (s) of ψ j (s, ϕ) := ψ j (s, ϕ | 0, 0) is real
valued and possesses j simple zeros on (0, s∗).

Moreover, we classify the types of patterns as shown in Fig. 2.

We next collect stability information for the spiral waves obtained in Lemma
3.1. We now fix m ∈ N and λ > 0. Every spiral wave is a nontrivial equilibrium of

∂tU = F(, U | η, β) := (1 + i η)�MU + i  U + λ
(
1 − |U |2 − i β |U |2

)
U,

(3.12)
where F : R×Dom(�M) ×R×R → L2(M,C) is well defined due to the con-
tinuous embedding of Dom(�M) into L2(M,C). Here we recall that Dom(�M)

is H2(M,C), and is also equipped with Robin boundary conditions (3.4) if ∂M
is nonempty. The PDE (3.12) generates a local semiflow on the interpolation space
H2α(M,C) for any fixed exponent α > 1/2, according to [14, Theorem 3.3.3].
Moreover, the local stability of a spiral wave ((η, β), ψ j (·, · | η, β)) obtained in
Lemma 3.1 is determined by the spectrum of the partial Fréchet derivative

L j (η, β) := ∂UF((η, β), ψ j (·, · | η, β) | η, β) : L2(M,C) → L2(M,C)

(3.13)
with the domain Dom(L j (η, β)) := Dom(�M); see [14, Chapter 5]. Notice that
L j (η, β) is an R-linear operator, because we always identify C with R

2 as a real
vector space.

Since L j (η, β) is a uniformly elliptic operator on a bounded surface M, it
has compact resolvent and thus its spectrum, denoted by σ(L j (η, β)), consists of
eigenvalues with finite algebraic multiplicity; see [17]. The gauge symmetry (2.3)
always triggers a trivial eigenvalue, which is zero; its associated eigenfunctions
span the tangent space along the group orbit of the spiral wave. Since L j (η, β) is
a sectorial operator, the following quantity is well defined:

μ∗
j (η, β) :=

{
max

{
Re(z) : z ∈ σ(L j (η, β))\{0}} if 0 is algebraically simple;

max
{
Re(z) : z ∈ σ(L j (η, β))

}
if otherwise.

(3.14)
It follows that the spiral wave ((η, β), ψ j (·, · | η, β)) is locally exponentially

stable (resp., unstable) if μ∗
j (η, β) < 0 (resp., μ∗

j (η, β) > 0).

Lemma 3.2. The upper bound μ∗
j (η, β) depends upper-semicontinuously on the

parameters (η, β) ∈ R
2. Consequently, the vortex equilibrium ψ j (·, · | 0, 0) is

locally exponentially stable (resp., unstable) if and only if the spiral wave ((η, β),

ψ j (·, · | η, β)) is locally exponentially stable (resp., unstable) for sufficiently small
parameters 0 � |η|, |β| � 1.

Proof. Let {S j (t | η, β)}t�0 be the linear semiflow on L2(M,C) generated by
L j (η, β). It suffices to show that the spectrum of S j (t | η, β) depends upper-
semicontinuously on the parameters (η, β) for each fixed t > 0. Since the spectrum
of (1+ i η)�M is the same as the spectrum of �M multiplying by 1+ i η and the
reaction term of L j (η, β) − L j (0, 0) is a bounded L2-perturbation, S j (t | η, β)
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converges to S j (t | 0, 0) in the operator norm for each fixed t > 0; see [17,
Chapter 9, Theorem 2.16]. Hence the spectrum of S j (t | η, β) depends upper-
semicontinuously on the parameters (η, β) for each fixed t > 0; see [17, Chap-
ter 4, Remark 3.3]. �

Since spiral waves in Lemma 3.1 are known to exist only for sufficiently small
parameters 0 � |η|, |β| � 1, by the upper-semicontinuous dependence in Lemma
3.2 we now focus on the variational case (η, β) = (0, 0). Then the Ginzburg–
Landau equation (1.1) is associated with the following strict Lyapunov functional
(also see [2]):

E[�] :=
∫

M
|∇�|2 − λ

(
|�|2 − |�|4

2

)
dVM + α1

α2

∫

∂M
|�|2 dV∂M. (3.15)

Here dVM and dV∂M stand for the volume elements onM and ∂M, respectively.
Note that the boundary integral is absent if ∂M is empty, or in case of either
Neumann (α1 = 0) or Dirichlet (α2 = 0) boundary conditions; see (3.4).

Recall the notation ψ j (s, ϕ) := ψ j (s, ϕ | 0, 0) and let μ∗
j := μ∗

j (0, 0). Since
(0, 0) = 0 by Lemma 3.1 (ii), the elliptic equation (3.9) for (η, β) = (0, 0) reads

0 = �mψ j + λ
(
1 − |ψ j |2

)
ψ j , (3.16)

and thus we also say that ψ j is a vortex equilibrium of the Ginzburg–Landau
equation (1.1). Since the radial part u j (s) of ψ j (s, ϕ) is real valued, it holds that

L j [V ] := L j (0, 0)[V ] = �MV + λ
((

1 − 2 |ψ j |2
)

V − |ψ j |2 e2imϕ V
)

,

(3.17)
where V denotes the complex conjugate of V . It follows that L j is self-adjoint on
L2(M,C) with respect to the following inner product:

〈V1, V2〉L2 := Re

(∫

M
V1 V2 dVM

)
. (3.18)

We define the principal eigenvalue ofL j as the largest nontrivial eigenvalue, which
indeed coincides with μ∗

j as defined in (3.14).
We first collect well-known instability results for the nodal class j = 0. In this

class, by Lemma 3.1 (ii) the radial part u0(s) of ψ0(s, ϕ) does not change sign on
(0, s∗). Indeed, the vortex equilibriumψ0 is aminimizer of the Lyapunov functional
(3.15).

Lemma 3.3. (Instability for j = 0) The following statements hold:

(i) Let M be the unit disk equipped with Neumann boundary conditions. Then
μ∗
0 > 0 for any fixed m ∈ N and sufficiently large λ > 0; see [37, Theorem 1.3].

(ii) Let M be the unit 2-sphere. Then μ∗
0 � 0 for any fixed m ∈ N and λ > λm

0 ;
see [4, Theorem 1.2].
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Remark. In the case of circular geometry, we consider homogeneous boundary
conditions (3.4), while we are well aware of the existence and stability results with
inhomogeneousDirichlet boundary conditions�(t, s∗, ϕ) = eim̃ϕ for fixed m̃ ∈ N;
see [23] for instance. In fact, our choice of boundary conditions originates from the
application to feedback control.An important feature of our results is that the control
is pattern-selective, i.e., we are able to select and stabilize certain spiral waves over
all other spiral waves present in the uncontrolled system. Homogeneous boundary
conditions highlight this feature, since all m-armed spiral waves are present in
the Ginzburg–Landau equation (1.1). In contrast, for the inhomogeneous Dirichlet
boundary conditions�(t, s∗, ϕ) = eim̃ϕ only the m̃-armed spiral waves are present
in (1.1), and hence the inhomogeneity already restricts (or, in a sense, ‘selects’) the
spiral waves.

The next lemma asserts the instability of vortex equilibria for all other nodal
classes j ∈ N, for which the radial part u j (s) of ψ j (s, ϕ) changes sign exactly
j-times on (0, s∗). In this case, the instability is caused by radial perturbations and
the proof is based on a shooting argument; see [6, Theorem 1.3].

Lemma 3.4. (Instability for j ∈ N) For both circular and spherical geometries, if
j ∈ N, then μ∗

j > 0 for any fixed m ∈ N and λ > λm
j .

The instability results in Lemmas 3.3 and 3.4 motivate us to stabilize those
unstable m-armed spiral waves for sufficiently small parameters 0 � |η|, |β| � 1
through noninvasive symmetry-breaking controls.

4. Symmetry-Breaking Controls and Main Results

We recall that the surface of revolution M has rotational symmetry on the
ϕ-variable, and reflection symmetry when the boundary ∂M is empty. These sym-
metries allow us to design the control triple explicitly. More precisely, we define
the control operator as

C(h,τ,(ι,ζ ))[�](t, s, ϕ) := h �(t − τ, Rι(s), ϕ − ζ ), (4.1)

where h ∈ C is a multiplicative factor, τ � 0 is a time delay, and the space shift,
denoted by (ι, ζ ) ∈ {+,−} × S1, consists of

Rι(s) :=
{

s if ι = +,

s∗ − s if ι = −, when ∂M is empty,
(4.2)

and a rotation ζ ∈ S1 on the ϕ-variable. With this notation, we consider the fol-
lowing control system for the Ginzburg–Landau equation (1.1):

∂t� = (1 + i η)�M� + λ
(
1 − |�|2 − i β |�|2

)
�

+ b (� − h �(t − τ, Rι(s), ϕ − ζ )) ,
(4.3)
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where � = �(t, s, ϕ). We call

b (� − h �(t − τ, Rι(s), ϕ − ζ )) (4.4)

a symmetry-breaking control because its design is based on the spatio-temporal
symmetries of the targeted spiral waves and not on the full equivariance of the
uncontrolled system. In our Ginzburg–Landau setting, spiral waves obtained in
Lemma 3.1 are triggered by symmetry-breaking bifurcation from the trivial equi-
librium � ≡ 0 under the following (S1 × �M)-equivariance:

((ω, γ )�) (t, x) := e−iω �
(

t, γ −1x
)

for t � 0, x ∈ M. (4.5)

Here S1 results from the gauge symmetry (2.3) and�M is amatrix group containing
symmetries ofM. In polar coordinates (3.1), when ∂M is nonempty, then �M =
SO(2,R) ∼= S1 and γ −1 in (4.5) induces a rotation−ζ ∈ S1 of the ϕ-variable in the
control term (4.4). When ∂M is empty, then �M = O(2,R) due to the reflection
symmetry (3.3) on M, and the reflection x �→ −x induces R−(s) = s∗ − s in the
control term (4.4).

For fixed (η, β) ∈ R
2, m ∈ N, λ > λm

j , and j ∈ N0, let

� j (t, s, ϕ | η, β) := e−i(η,β)t u j (s | η, β) eimϕ (4.6)

be a solution satisfying the Ansatz (2.6) obtained in Lemma 3.1.We now determine
multiplicative factors h ∈ C so that the control term (4.4) is noninvasive on � j ,
i.e.,

� j (t, s, ϕ | η, β) − h � j (t − τ, Rι(s), ϕ − ζ | η, β) = 0 (4.7)

holds for t � 0, s ∈ [0, s∗], and ϕ ∈ S1. There are two cases.
Case 1: ι = + and thus R+(s) = s. Substituting (4.6) into (4.7) yields

h = h(τ, ζ | η, β) = ei(−(η,β)τ+mζ ). (4.8)

This case does not require any symmetry assumptions ofM on the s-variable, and
so it is applicable for both circular and spherical geometries.

Case 2: ι = − and thus R−(s) = s∗ − s. Substituting (4.6) into (4.7) implies
that

u j (s | η, β) − h ei(η,β)τ u j (s∗ − s | η, β) e−imζ = 0 (4.9)

holds for s ∈ [0, s∗]. TheZ2-radial-symmetry in Lemma 3.1 (i) allows us to choose

h = h(τ, ζ | η, β) = (−1) j ei(−(η,β)τ+mζ ). (4.10)

As a result, we choose the multiplicative factors h ∈ C in (4.4) as follows:

h = h(τ, ζ | η, β) =
{

ei(−(η,β)τ+mζ ), if ι = +,

(−1) j ei(−(η,β)τ+mζ ), if ι = −, when ∂M is empty.
(4.11)

From (4.11)we see that at the selected spiral wave� j the time delay τ � 0 itself
induces an external rotation � j �→ e−i(η,β)τ � j , while the space shift ζ ∈ S1

itself induces another external rotation � j �→ eimζ � j . Hence on � j time delays
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and space shifts are interchangeable. However, for the whole control system (4.3)
time delays and space shifts trigger very different dynamical effects. Time delays
and space shifts are also different from the viewpoint of implementation: For purely
spatial control (i.e., τ = 0) the rotation frequency (η, β) ∈ R does not appear
in the control term, and thus purely spatial control can also be implemented when
(η, β) is unknown.

Intuitively, the spirit of feedback stabilization is that while the control term (4.4)
vanishes on the selected spiral wave � j , it should not vanish on the space spanned
by all unstable and center eigenfunctions associated with � j . Since spiral waves
are only known to exist for sufficiently small parameters 0 � |η|, |β| � 1 (see
Lemma 3.1), it suffices the consider the variational case (η, β) = (0, 0) for their
local stability analysis (see Lemma 3.2). For the case (η, β) = (0, 0) it holds that
(0, 0) = 0 and thus � j = ψ j is a vortex equilibrium and (4.11) becomes

h = h(τ, ζ | 0, 0) =
{

eimζ , if ι = +,

(−1) j eimζ , if ι = −, when ∂M is empty.
(4.12)

When ι = +, the control term (4.4) vanishes on all eigenfunctions v(s) eimϕ in
L2

m(C) and stabilization is only possible ifψ j is already locally exponentially stable
in L2

m(C), that is, only if j = 0; see the spectral structure on L2
m(C) in Lemma 5.2

(i). On the other hand, when ι = −, the control term vanishes on eigenfunctions
v(s) eimϕ in L2

m(C) that are either even-symmetric (i.e., v(s∗ − s) = v(s)) or
odd-symmetric (i.e., v(s∗ − s) = −v(s)). In this case, stabilization is possible
only if j = 0, 1; see Lemma 5.2. So the control term (4.4) only allows us to aim
stabilization for the two nodal classes: j = 0, and also j = 1 when ∂M is empty.

Our main results consist of two theorems, which assert that stabilization is
indeed achieved for the two nodal classes: The first theorem applies to the class
j = 0 in both circular and spherical geometries, and the second theorem applies to
the class j = 1 in spherical geometry.

Theorem 4.1. (Selective stabilization ofm-armed spiral waves for j = 0 in circular
and spherical geometries) Fix m ∈ N, λ > λm

0 , and let

�0(t, s, ϕ | η, β) = e−i(η,β)t ψ0(s, ϕ | η, β) (4.13)

be the m-armed spiral wave obtained in Lemma 3.1, where ψ0(s, ϕ | η, β) =
u0(s | η, β) eimϕ has the even-symmetric radial part u0.

Then for all but finitely many choices of ζ ∈ S1, there exists a constant b̃ =
b̃(ζ ) < 0 such that each b � b̃ admits a constant τ̃ = τ̃ (ζ, b) > 0 for which �0
becomes a locally exponentially stable solution of the control system

∂t� = (1 + i η)�M� + λ
(
1 − |�|2 − i β |�|2

)
�

+ b
(
� − ei(−(η,β)τ+mζ ) �(t − τ, s, ϕ − ζ )

) (4.14)

for all τ ∈ [0, τ̃ ) and η, β ∈ (−ε, ε) with ε > 0 small enough.
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Theorem 4.2. (Selective stabilization of m-armed spiral waves for j = 1 in spher-
ical geometry) Suppose that ∂M is empty and the reflection symmetry (3.3) holds.
Fix m ∈ N, λ > λm

1 , and let

�1(t, s, ϕ | η, β) = e−i(η,β)t ψ1(s, ϕ | η, β) (4.15)

be the m-armed spiral wave obtained in Lemma 3.1, where ψ1(s, ϕ | η, β) =
u1(s | η, β) eimϕ has the odd-symmetric radial part u1.

Then for all but finitely many choices of ζ ∈ S1, there exists a constant b̃ =
b̃(ζ ) < 0 such that each b � b̃ admits a constant τ̃ = τ̃ (ζ, b) > 0 for which �1
becomes a locally exponentially stable solution of the control system

∂t� = (1 + i η)�M� + λ
(
1 − |�|2 − i β |�|2

)
�

+ b
(
� − (−1) ei(−(η,β)τ+mζ ) �(t − τ, s∗ − s, ϕ − ζ )

) (4.16)

for all τ ∈ [0, τ̃ ) and η, β ∈ (−ε, ε) with ε > 0 small enough.

We provide three remarks regarding Theorems 4.1 and 4.2.

• First, the finitely many exceptions of ζ ∈ S1 for stabilization are determined by
the unstable dimension of the spiral waves; see the proof of Lemmas 5.5 and
5.8. Lower bound estimates of the unstable dimension have been investigated
(see [4,6] for instance), but in general the exact value of the unstable dimension
remains unknown.

• Second, pure temporal controls (i.e., ι = + and ζ = 0 in (4.3)) cannot achieve
stabilization, as we will prove in Lemma 5.4. Hence space shifts play an in-
dispensable role for stabilization. Failure of stabilization with pure time delays
has also been documented for different models; see [8,35,36].

• As a direct consequence, for the variational case (η, β) = (0, 0) we can selec-
tively stabilize all the unstable vortex equilibria obtained in Lemma 3.3 and also
those with the nodal class j = 1 in Lemma 3.4, independently of the number
of arms m ∈ N.

Our stabilization results, Theorems 4.1 and 4.2, are novel in the following four
aspects.

(1) For the first time, m-armed spiral wave solutions of the complex Ginzburg–
Landau equation (1.1) are successfully stabilized. Moreover, stabilization is
achieved for an arbitrary number of arms m ∈ N.

(2) We stabilize spiral waves selectively, in the sense that only the targeted spiral
wavewith the prescribed spatio-temporal symmetries is stabilized. In particular,
depending on the symmetry of the underlying surfaceM, we distinguish spiral
waves by their nodal class j ∈ {0, 1} of the radial part, and then stabilize them.

(3) We can stabilize spiral waves along the global bifurcation curves, in the sense
that stabilization is achieved for an arbitrary bifurcation parameter λ strictly
larger than the relevant bifurcation values λm

0 , λm
1 . Consequently, spiral waves

far away from the trivial equilibrium, which thus possess large amplitudes, can
be stabilized.
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(4) We stabilize Ginzburg–Landau solutions with an inhomogeneous amplitude.
In contrast, the relevant literature on feedback stabilization in the Ginzburg–
Landau equation considered explicit solutions with homogeneous amplitude;
see [24,29].

We indicate two directions of future research based on our stabilization results.
First, regarding mathematical analysis, we can investigate stabilization of spiral
waves within the nodal classes j � 1 in circular geometry and j � 2 in spheri-
cal geometry, respectively. The control term (4.4) already exhausts all the known
symmetries of m-armed spiral waves. So to obtain further stabilization results,
the main task is to first obtain more spatio-temporal symmetries of spiral waves
than the Z2-radial-symmetry [see Lemma 3.1 (i)], and then to design more general
symmetry-breaking control terms.

Second, regarding scientific applications, we expect that numerical implemen-
tation and experimental realization of our stabilization results can be carried out.
Spiral waves in various models have been investigated extensively in experiments,
and spatially extended feedback methods are realized for example through illu-
mination for the photosensitive Belousov–Zhabotinsky reaction [18,40], with the
help of an electrocardiogram in cardiac tissue [27], or by regulating the carbon
monoxide partial pressure in catalytic carbon oxidation of platinum [19].

Last, we emphasize that the design of our feedback control terms relies on
symmetry arguments alone. Hence it is by no means limited to the specific setting
of the Ginzburg–Landau equation, and we expect our control method to be widely
applicable theoretically, numerically, and experimentally.

5. Proof of Selective Feedback Stabilization

In this section we prove the main results Theorems 4.1 and 4.2. Our proof
consists of four steps. For the first three steps we consider the variational case
(η, β) = (0, 0)where� j = ψ j is a vortex equilibrium. First, we study the spectral
structure of the linearization operator at ψ j without control. Second, we achieve
stabilization by pure space shifts (i.e., τ = 0 in (4.3)). Third, we show that such
stabilization persists under sufficiently small time delays 0 < τ � 1. In the fi-
nal fourth step, we complete the proof of Theorems 4.1 and 4.2 by ensuring that
stabilization persists under sufficiently small parameters 0 � |η|, |β| � 1.

5.1. Spectral structure without control

For the variational Ginzburg–Landau equation without control (i.e., (η, β) =
(0, 0) and b = 0 in (4.3)), the local stability of an m-armed vortex equilibrium ψ j

is determined by solutions of the following linear evolutionary equation (see [14,
Chapter 5]):

∂t V = L j [V ] := �MV + λ
((

1 − 2 u2
j

)
V − u2

j e2imϕ V
)

. (5.1)
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To simplify the analysis, we apply the change of coordinates

W (t, s, ϕ) := V (t, s, ϕ) e−imϕ (5.2)

which shifts the index of the Fourier modes on the ϕ-variable. Then in polar coor-
dinates (3.1) we see that (5.1) is equivalent to

∂t W = �MW + 2im

a2 ∂ϕW − m2

a2 W + λ
((

1 − 2u2
j

)
W − u2

j W
)

. (5.3)

We sort out the real and imaginary parts of W by setting W = P + i Q, where
P, Q are real-valued functions. Then (5.3) is equivalent to

∂t P = �MP − 2m

a2 ∂ϕ Q − m2

a2 P + λ
(
1 − 3u2

j

)
P, (5.4)

∂t Q = �MQ + 2m

a2 ∂ϕ P − m2

a2 Q + λ
(
1 − u2

j

)
Q. (5.5)

SinceL j defined in (5.1) is self-adjoint and has compact resolvent, the following
Fourier decomposition holds:

L2(M,C) =
⊕
n∈Z

L2
n(C), (5.6)

where L2
n(C) := {

ψ ∈ L2(M,C) : ψ(s, ϕ) = u(s) einϕ, u(s) ∈ C
}
. This allows

us to substitute the following exponential Ansatz on the t-variable and Fourier
Ansatz on the ϕ-variable into the system (5.4)–(5.5):

P(t, s, ϕ) = etμ
∑
n∈Z

Pn(s, ϕ), Q(t, s, ϕ) = etμ
∑
n∈Z

Qn(s, ϕ). (5.7)

Here μ ∈ R is an eigenvalue of L j and (Pn, Qn) ∈ (L2
n(C))2 := L2

n(C) × L2
n(C).

Then the system (5.4)–(5.5) is equivalent to countably many eigenvalue problems
for L j restricted to (L2

n(C))2 and indexed by n ∈ Z:

μ Pn = �n Pn − 2imn

a2 Qn − m2

a2 Pn + λ
(
1 − 3u2

j

)
Pn, (5.8)

μ Qn = �n Qn + 2imn

a2 Pn − m2

a2 Qn + λ
(
1 − u2

j

)
Qn . (5.9)

Here �n is the restriction of �M to L2
n(C). We denote by

L j,n := L j
∣∣
(L2

n(C))2
: (L2

n(C))2 → (L2
n(C))2. (5.10)

The following spectral properties of L j,n are inherited from L j .



Pattern-Selective Feedback Stabilization 647

Lemma 5.1. The spectrum σ(L j,n) consists of real eigenvalues, only. The principal
eigenvalue μ∗

j,n of L j,n exists and satisfies

μ∗
j,n � μ∗

j for n ∈ Z, (5.11)

where μ∗
j is the principal eigenvalue of L j ; see (3.14). Moreover, for each fixed

j ∈ N0 we have

lim|n|→∞ μ∗
j,n = −∞. (5.12)

Consequently, there is an n j ∈ N0 such that μ∗
j,n < 0 if |n| � n j .

Proof. Since L j,n is the restriction of the uniformly elliptic operator L j , it is
sectorial and has compact resolvent. Hence σ(L j,n) consists of eigenvalues with
finite multiplicity and the intersection between σ(L j,n) and any vertical strip in C
is a finite set. Therefore, since for fixed j ∈ N0 the set {μ∗

j,n : n ∈ Z} is infinite,
lim|n|→∞ μ∗

j,n = −∞ holds. �
The stability analysis in Section 5.2 requires more spectral information about

L j,0. By definition, μ ∈ σ(L j,0) if and only if there exists a nonzero solution-pair
(P0, Q0) ∈ (L2

0(C))2 of the eigenvalue problem

μ P0 = �0P0 − m2

a2 P0 + λ
(
1 − 3u2

j

)
P0, (5.13)

μ Q0 = �0Qn − m2

a2 Q0 + λ
(
1 − u2

j

)
Q0. (5.14)

Since the system (5.13)–(5.14) decouples, the principal eigenvalue μ∗
j,0 of L j,0 is

strictly smaller than the principal eigenvalue of �0 + λ (1 − u2
j ) on L2

0(C), which
is equivalent to

�m + λ (1 − u2
j ) : L2

m(C) → L2
m(C) (5.15)

as we shift the index of the Fouriermodes back by (P0, Q0) �→ (P0 eimϕ, Q0 eimϕ).
Notice that the gauge symmetry (2.3) always yields zero as a trivial eigenvalue of
(5.15).

The operator (5.15) is a singular Sturm–Liouville operator because a(0) = 0
(and also a(s∗) = 0 if ∂M is empty); see (3.8). However, it is singular merely
because of polar coordinates (3.1), and one expects that it has the same spectral
structure as regular Sturm–Liouville operators, as we assert in the following lemma.

Lemma 5.2. (Spectral structure on L2
m(C)) The following statements hold:

(i) All eigenvalues of the self-adjoint operator (5.15) are simple. Moreover, the
unstable dimension of (5.15) is j ∈ N0. Consequently, all nontrivial eigenval-
ues can be ordered as follows:

· · · < μm
k < · · · < μm

j < 0 < μm
j−1 < · · · < μm

0 , lim
k→∞ μm

k = −∞. (5.16)
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(ii) Suppose that ∂M is empty and the reflection symmetry (3.3) holds. Let
yk(s) eimϕ be an eigenfunction of (5.15) associated with μm

k ∈ R. Then

yk(s∗ − s) = (−1)k yk(s) for k ∈ N0, s ∈ [0, s∗]. (5.17)

Proof. Our proof is based on the shooting argument in [6], which has been used
to prove the same spectral structure for another operator �m + λ (1 − 3u2

j ) :
L2

m(C) → L2
m(C) that differs from (5.15) only by a constant coefficient. Indeed,

with the shooting argument we can obtain a monotonicity result of shooting curves,
which is analogous to [6, Lemma 3.5] and thus ensures three properties explained
below.

First, the eigenvalue problemof (5.15) possesses atmost one bounded nontrivial
solution in L2

m(C). Hence all eigenvalues are simple due to the self-adjointness of
(5.15).

Second, the unstable dimension of (5.15) is equal to the nodal class of the
eigenfunction associated with the trivial eigenvalue μ = 0. Observe that ψ j solves
(3.16) and thus is an eigenfunction of (5.15) associated with the trivial eigenvalue
μ = 0. Since the radial part u j (s) of ψ j (s, ϕ) possesses j simple zeros on (0, s∗)
(see Lemma3.1 (ii)), j is the unstable dimension of (5.15). As a result, the statement
in (i) is proved.

Third, yk(s) possesses exactly k simple zeros on (0, s∗). Observe that the eigen-
value problem of (5.15) is unchanged as we apply the new variable s �→ s∗ − s,
due to the Z2-radial-symmetry in Lemma 3.1 (i). Since all eigenvalues are simple
by (i), either yk(s∗ − s) = yk(s) or yk(s∗ − s) = −yk(s) for s ∈ [0, s∗]. Since
yk(s) possesses exactly k simple zeros on (0, s∗), k ∈ N0 is even if and only if
s = s∗/2 is not a zero of yk(s), and thus if and only if yk(s∗ − s) = yk(s). The
proof is complete. �

5.2. Spatio-temporal feedback stabilization

We now consider the following variational Ginzburg–Landau equation with
control:

∂t� = �M� + λ
(
1 − |�|2

)
� + b (� − h �(t − τ, Rι(s), ϕ − ζ )) . (5.18)

5.2.1. Nodal class: j = 0 For this class we choose h = eimζ and R+(s) = s so
that the control term in (5.18) is noninvasive; see also (4.12). The local stability of
ψ0 under the dynamics of the control system (5.18) is determined by solutions of the
following linear partial delay differential equation (see [42, Section 4.4, Theorem
4.1]):

∂t V = �MV + λ
((

1 − 2u2
0

)
V − u2

0 e2imϕ V
)

+ b
(

V − eimζ V (t − τ, s, ϕ − ζ )
)

.
(5.19)
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We aim to show that the spectrum of the linearization operator of (5.18) at ψ0,
i.e., the right-hand side of (5.19), consists of eigenvalues only. We then derive the
characteristic equations for those eigenvalues, where τ � 0 and ζ ∈ S1 act as
parameters.

We shift the index of the Fourier modes by W (t, s, ϕ) := V (t, s, ϕ) e−imϕ and
set W = P + i Q where P, Q are real-valued functions. Then (5.19) is equivalent
to

∂t P = �MP − 2m

a2 ∂ϕ Q − m2

a2 P + λ
(
1 − 3u2

0

)
P

+ b (P − P(t − τ, s, ϕ − ζ )) ,

(5.20)

∂t Q = �MQ + 2m

a2 ∂ϕ P − m2

a2 Q + λ
(
1 − u2

0

)
Q

+ b (Q − Q(t − τ, s, ϕ − ζ )) .

(5.21)

Due to [42, Section 3.1, Theorem 1.6] and the Fourier decomposition (5.6) we can
substitute the Ansatz

P(t, s, ϕ) = et (μ+iν)
∑
n∈Z

Pn(s, ϕ), Q(t, s, ϕ) = et (μ+iν)
∑
n∈Z

Qn(s, ϕ), (5.22)

into (5.20)–(5.21) for Pn, Qn ∈ L2
n(C), which yields countably many eigenvalue

problems on (L2
n(C))2 indexed by n ∈ Z, with the eigenvalue μ + iν ∈ C for

μ, ν ∈ R:

(μ + iν) Pn = �n Pn − 2imn

a2 Qn − m2

a2 Pn + λ
(
1 − 3u2

0

)
Pn

+ b
(
1 − e−τμ−i(τν+nζ )

)
Pn,

(5.23)

(μ + iν) Qn = �n Qn + 2imn

a2 Pn − m2

a2 Qn + λ
(
1 − u2

0

)
Qn

+ b
(
1 − e−τμ−i(τν+nζ )

)
Qn .

(5.24)

Note that, equivalently, μ + iν ∈ C is an eigenvalue of the infinitesimal generator
associatedwith the partial delay differential equations (5.20)–(5.21); see [42, Chap-
ter 3]. Hence ψ0 is stabilized, i.e., it becomes locally exponentially stable under
the dynamics of the control system (5.18), if all nontrivial eigenvalues μ + iν ∈ C

in (5.23)–(5.24) satisfy μ < 0 for each n ∈ Z and also the trivial eigenvalue
μ + iν = 0 triggered by the gauge symmetry (2.3) is algebraically simple.

Lemma 5.3. (Characteristic equations) Let L0,n be the operator defined as the
right-hand side of (5.23)–(5.24) with b = 0. Then μ + iν ∈ C is an eigenvalue in
(5.23)–(5.24) if and only if μ, ν ∈ R satisfy the characteristic equations

μ = μ̂ + b
(
1 − e−τμ cos(τν + nζ )

)
, (5.25)

ν = b e−τμ sin(τν + nζ ) (5.26)

for some μ̂ ∈ σ(L0,n).
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Proof. The right hand side of (5.23)–(5.24) is the sum of the operators L0,n and
b (1 − e−τμ−i(τν+nζ )) In , where In : (L2

n(C))2 → (L2
n(C))2 is the identity op-

erator. Since L0,n and b (1 − e−τμ−i(τν+nζ )) In commute, (Pn, Qn) solves the
eigenvalue problem (5.23)–(5.24) with μ + iν ∈ C if and only if (Pn, Qn) is an
eigenfunction of L0,n associated with an eigenvalue μ̂ ∈ σ(L0,n) and μ, ν ∈ R

satisfy (5.25)–(5.26). �
We next show that control with pure time delays (i.e., ζ = 0 in (5.18)) never

achieves stabilization. Hence space shifts play an indispensable role for stabiliza-
tion.

Lemma 5.4. (Failure of stabilizationbycontrolwith pure timedelays)Letψ0(s, ϕ) =
u0(s) eimϕ be an unstable m-armed vortex equilibrium obtained in Lemma3.1. Then
ψ0 is not a locally exponentially stable equilibrium of the following control system:

∂t� = �M� + λ
(
1 − |�|2

)
� + b (� − �(t − τ, s, ϕ)) (5.27)

for all b ∈ R and τ � 0.

Proof. Sinceψ0 is an unstable solution of (5.27)withb = 0, its associated principal
eigenvalue μ∗

0 is nonnegative; see Lemma 5.1. If μ̃ ∈ R is a zero of the function

J (μ) := μ − μ∗
0 + b

(
1 − e−τμ

)
, (5.28)

then (5.25)–(5.26) is satisfied with μ = μ̃, ν = 0, μ̂ = μ∗
0, and ζ = 0. So in other

words, if μ̃ ∈ R is a zero of J , then μ̃ is an eigenvalue in (5.23)–(5.24).
If μ∗

0 > 0, then J (0) = −μ∗
0 < 0. Since limμ→∞ J (μ) = ∞, the continuity

of J yields a μ̃ > 0 such that J (μ̃) = 0. Hence μ̃ > 0 is an eigenvalue in (5.23)–
(5.24). If μ∗

0 = 0, then also J (0) = 0 and μ̃ = 0 is an eigenvalue in (5.23)–(5.24).
So in both cases, (5.23)–(5.24) has an eigenvalue μ̃ � 0 and hence ψ0 is not a
locally exponentially stable solution of the control system (5.27). �
Lemma 5.5. (Selective stabilization by pure space shifts for j = 0) Fix m ∈ N,
λ > λm

0 , and let ψ0(s, ϕ) = u0(s) eimϕ be the m-armed vortex equilibrium obtained
in Lemma3.1. Then for all but finitely many choices of ζ ∈ S1, there exists a constant
b̃ = b̃(ζ ) < 0 such that ψ0 becomes a locally exponentially stable equilibrium of
the control system

∂t� = �M� + λ
(
1 − |�|2

)
� + b

(
� − eimζ �(t, s, ϕ − ζ )

)
(5.29)

for all b � b̃.

Proof. Consider the nonresonant cases n 	= 0. In the equation (5.25), by the
inequality (5.11) we have

μ � μ∗
0 + b (1 − cos(nζ )) . (5.30)

Since we consider b � 0, it holds that b (1 − cos(nζ )) � 0, and thus the control
term does not introduce any additional instability. Therefore, by Lemma 5.1 we
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only need to stabilize the unstable and center eigenspaces of L0,n for those n 	= 0
with −n0 � n � n0. For each such n ∈ Z the relation 1 − cos(nζ ) > 0, or
equivalently,

nζ 	≡ 0 (mod 2π) (5.31)

has all but finitely many solutions ζ ∈ S1. Hence 1 − cos(nζ ) > 0 for n 	= 0 with
−n0 � n � n0 holds for all but finitely many ζ ∈ S1. As we fix one such ζ ∈ S1,
since μ∗

0 is fixed, there exists a b̃ = b̃(ζ ) < 0 such that μ < 0 in (5.30) holds for
b � b̃ and n ∈ Z \ {0}.

In the resonant case n = 0 the control term vanishes. It suffices to consider the
operator (5.15) with j = 0, and Lemma 5.2 (i) implies that ψ0 is already locally
exponentially stable in L2

m(C). The proof is complete. �
Lemma 5.6. (Persistence of stabilization under small time delays for j = 0) Con-
sider the same setting and choices of ζ ∈ S1 and b̃ = b̃(ζ ) < 0 as in Lemma 5.5.
Then each b � b̃ admits a constant τ̃ = τ̃ (ζ, b) > 0 for which ψ0 becomes a
locally exponentially stable equilibrium of the control system

∂t� = �M� + λ
(
1 − |�|2

)
� + b

(
� − eimζ �(t − τ, s, ϕ − ζ )

)
(5.32)

for all τ ∈ [0, τ̃ ).

Proof. As a preparation for the proof, when τ = 0, for each choice of ζ ∈ S1 and
b � b̃ < 0 that achieves stabilization in Lemma 5.5, there exists a δ > 0 such
that every nontrivial eigenvalue μ + iν ∈ C in the characteristic equations (5.25)–
(5.26) satisfies μ < −δ < 0. The trivial eigenvalue μ + iν = 0 in (5.25)–(5.26)
is associated with the eigenfunction belonging to L2

m(C), and so it is algebraically
simple by Lemma 5.2 (i).

Now consider the case τ > 0 and fix a choice of ζ ∈ S1 and b � b̃ < 0 as in
Lemma 5.5. We prove that there exists a constant τ̃ = τ̃ (ζ, b) > 0 such that all
nontrivial solutions μ + iν ∈ C of (5.25)–(5.26) with τ ∈ [0, τ̃ ) lie in the left-half
plane {z ∈ C : Re(z) < −δ}.

To that end, we first prove that there exists a τ � 0 such that if μ̂ ∈ σ(L0,n)

satisfies μ̂ � −2δ and τ ∈ [0, τ ), then any solution μ + iν ∈ C of (5.25)–
(5.26) satisfies μ < −δ. Indeed, suppose by contradiction that there would exist
a μ̂ ∈ σ(L0,n) with μ̂ � −2δ and sequences (μ� + iν�)�∈N and (τ�)�∈N with the
following three properties:

• μ� + iν� ∈ C is a solution of (5.25)–(5.26) with τ = τ� > 0;
• lim�→∞ τ� = 0;
• μ� � −δ for all � ∈ N.

Then squaring the characteristic equations (5.25)–(5.26) yields

(|b| + μ� − μ̂)2 + ν2� = b2 e−2τ�μ� � b2 e2τ�δ. (5.33)

Since b = −|b| and we have assumed μ̂ � −2δ and μ� � −δ, it holds that

τ� � 1

2δ
log

((
1 + μ�

|b| − μ̂

|b|
)2

+ ν2�

b2

)
� 1

δ
log

(
1 + δ

|b|
)

> 0. (5.34)
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But (5.34) contradicts lim�→∞ τ� = 0, since the positive lower bound

τ := 1

δ
log

(
1 + δ

|b|
)

(5.35)

of τ� is independent of � ∈ N and μ̂ � −2δ. We conclude that if μ̂ ∈ σ(L0,n)

satisfies μ̂ � −2δ and τ ∈ [0, τ ), then all nontrivial eigenvalues μ + iν ∈ C in
(5.25)–(5.26) satisfy μ < −δ.

Since the operator L0 in (5.1) is sectorial, only finitely many eigenvalues

{0} ∪ {μ̂q 	= 0 : q = 1, 2, . . . , q̃} (5.36)

ofL0 lie in the right-half plane {z ∈ C : Re(z) > −2δ}. Since the trivial eigenvalue
μ+iν = 0 in (5.25)–(5.26) with τ = 0 is algebraically simple, there exists a τ0 > 0
such thatμ+iν = 0 in (5.25)–(5.26) is still algebraically simple for τ ∈ [0, τ0). On
the other hand, the finitely many nontrivial eigenvaluesμ+ iν ∈ C in (5.25)–(5.26)
with μ̂ = μ̂q and τ = 0 satisfy μ < −δ, due to stabilization by pure space shifts in
Lemma 5.5. Since the eigenspace associated with these finitely many eigenvalues
is finite-dimensional, each eigenvalue μ + iν ∈ C in (5.25)–(5.26) with μ̂ = μ̂q

depends upper-semicontinuously on τ � 0; see [17, Chapter 3, Remark 3.3] or [38,
Theorem 4.4]. As a result, there exists a τq > 0 such that all nontrivial eigenvalues
μ + iν ∈ C in (5.25)–(5.26) with μ̂ = μ̂q and τ ∈ [0, τq) satisfy μ < −δ. We
complete the proof by defining τ̃ := min{τ , τ0, τ1, . . . , τq̃} > 0. �
Proof of Theorem 4.1. It remains to prove that the spatio-temporal stabilization
in Lemma 5.6 persists under sufficiently small parameters 0 � |η|, |β| � 1 in the
control system (4.14), as we keep the choices ζ ∈ S1, b � b̃ < 0, and τ ∈ [0, τ̃ ) as
in Lemma 5.6. Such a persistence result on parameters (η, β) is similar to Lemma
3.2, but here we prove it for the control system with a time delay τ > 0.

The local stability of the selected spiral wave �0(t, s, ϕ | η, β) = e−i(η,β)t

ψ0(s, ϕ | η, β) under the dynamics of (4.14) is determined by solutions of the fol-
lowing linear partial delay differential equation (see [42, Section 4.4, Theorem4.1]):

∂t V = L0(η, β)[V ] + b
(

V − ei(−(η,β)τ+mζ ) V (t − τ, s, ϕ − ζ )
)

, (5.37)

where L0(η, β) denotes the linearization operator without control; see (3.13). Tun-
ing (η, β) ∈ R

2 away from (0, 0) yields two kinds of additional terms in (5.37):
L0(η, β)−L0(0, 0) and themultiplicative constant e−i(η,β)τ ; compare (5.37)with
(5.19). Since τ ∈ [0, τ̃ ) is a fixed discrete time delay and thus the additional terms
do not affect the functional setting of (5.37), it follows that (5.37) generates a linear
semiflow {S(t | η, β)}t�0 on C0([−τ, 0], L2(M,C)), which becomes compact for
each fixed t > τ ; see [42, Section 2.1, Theorem 1.8].

It suffices to show that the spectrumofS(t | η, β)dependsupper-semicontinuously
on the parameters (η, β) for each fixed t > τ . Since the additional terms yield per-
turbations only on the coefficients of (5.37), S(t | η, β) converges to S(t | 0, 0) in
the operator norm for each fixed t > τ ; see the argument in the proof of Lemma
3.2. Hence the spectrum of S(t | η, β) depends upper-semicontinuously on the pa-
rameters (η, β) for each fixed t > τ ; see [17, Chapter 4, Remark 3.3]. The proof is
complete. �
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5.2.2. Nodal class: j = 1 and ∂M is empty In this class we choose h = −eimζ

with R−(s) = s∗ − s such that the control term in (5.18) is noninvasive; see also
(4.12). The local stability of ψ j under the dynamics of (5.18) is determined by
solutions of

∂t V = �MV + λ
((

1 − 2 u2
1

)
V − u2

1 e2imϕ V
)

+ b
(

V + eimζ V (t − τ, s∗ − s, ϕ − ζ )
)

.
(5.38)

We again shift the index of the Fouriermodes by W (t, s, ϕ) := V (t, s, ϕ) e−imϕ

and write W = P + i Q where P, Q are real-valued functions. Then (5.38) is
equivalent to

∂t P = �MP − 2m

a2 ∂ϕ Q − m2

a2 P + λ
(
1 − 3u2

1

)
P

+ b (P + P(t − τ, s∗ − s, ϕ − ζ )) ,

(5.39)

∂t Q = �MQ + 2m

a2 ∂ϕ P − m2

a2 Q + λ
(
1 − u2

1

)
Q

+ b (Q + Q(t − τ, s∗ − s, ϕ − ζ )) .

(5.40)

By [42, Section 3.1, Theorem 1.6] and the Fourier decomposition (5.6) sub-
stituting the Ansatz (5.22) into (5.39)–(5.40) yields countably many eigenvalue
problems on (L2

n(C))2 indexed by n ∈ Z, for the eigenvalue μ + iν ∈ C:

(μ + iν) Pn = �n Pn − 2imn

a2 Qn − m2

a2 Pn + λ
(
1 − 3u2

1

)
Pn

+ b
(
1 + e−τμ−i(τν+nζ )Rn

)
Pn,

(5.41)

(μ + iν) Qn = �n Qn + 2imn

a2 Pn − m2

a2 Qn + λ
(
1 − u2

1

)
Qn

+ b
(
1 + e−τμ−i(τν+nζ )Rn

)
Qn .

(5.42)

Here Rn : L2
n(C) → L2

n(C) is the reflection operator L2
n(C) defined by

(Rn[Pn])(s, ϕ) := Pn(s∗ − s, ϕ). (5.43)

Lemma 5.7. (Characteristic equations) Let L1,n be the operator defined as the
right-hand side of (5.41)–(5.42) with b = 0. Then μ + iν ∈ C is an eigenvalue in
(5.41)–(5.42) if μ, ν ∈ R satisfy the following characteristic equations:

μ = μ̂ + b
(
1 + χ e−τμ cos(τν + nζ )

)
, (5.44)

ν = χ b e−τμ sin(τν + nζ ), (5.45)

for some μ̂ ∈ σ(L1,n) and some χ ∈ {−1, 1}.
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Proof. Observe that (Pn, Qn) is an eigenfunction in (5.41)–(5.42) if and only if
(Rn[Pn],Rn[Qn]) is also an eigenfunction, due to the relation u2

1(s∗ − s) = u2
1(s)

in Lemma 3.1 (i). Define

(Pe
n , Qe

n) = (Pn + Rn[Pn], Qn + Rn[Qn]), (5.46)

(Po
n , Qo

n) = (Pn − Rn[Pn], Qn − Rn[Qn]). (5.47)

Then either (Pe
n , Qe

n) or (Po
n , Qo

n) is a nonzero solution-pair and thus is an eigen-
function in (5.41)–(5.42). Therefore, μ + iν ∈ C is an eigenvalue in (5.41)–(5.42)
if μ, ν ∈ R satisfy (5.44)–(5.45) for some μ̂ ∈ σ(L1,n) and χ = 1 (resp., χ = −1)
when (Pe

n , Qe
n) (resp., (Po

n , Qo
n)) is an eigenfunction in (5.41)–(5.42). �

Weemphasize that our subsequent stabilization analysis does not rely on knowl-
edge of the exact value of χ ∈ {−1, 1} in Lemma 5.7.

Lemma 5.8. (Selective stabilization by pure space shifts for j = 1) Fix m ∈ N,
λ > λm

1 , and let ψ1(s, ϕ) = u1(s) eimϕ be the m-armed vortex equilibrium obtained
in Lemma3.1. Then for all but finitely many choices of ζ ∈ S1, there exists a constant
b̃ = b̃(ζ ) < 0 such that ψ1 becomes a locally exponentially stable equilibrium of
the control system

∂t� = �M� + λ
(
1 − |�|2

)
� + b

(
� + eimζ �(t, s∗ − s, ϕ − ζ )

)
(5.48)

for all b � b̃.

Proof. The proof is similar to the one in Lemma 5.5, but it requires a careful
treatment to determine the value of χ ∈ {−1, 1} in the resonant case n = 0.

Consider the nonresonant cases n 	= 0. Then the equation (5.44) together with
the inequality (5.11) implies

μ � μ∗
1 + b (1 + χ cos(nζ )) . (5.49)

Since χ ∈ {−1, 1} and thus b (1 + χ cos(nζ )) � 0 as we consider b � 0, by
Lemma 5.1 it suffices to stabilize the unstable and center eigenspaces of L1,n for
n 	= 0with−n1 � n � n1. Since solutions satisfying the relations 1−χ cos(nζ ) >

0 for n ∈ Z and χ ∈ {−1, 1} form a subset of solutions of

nζ 	≡ 0 (mod π), (5.50)

we see that 1 − χ cos(nζ ) > 0 for n 	= 0 with −n1 � n � n1 holds for all but
finitely many ζ ∈ S1. As we fix one such ζ ∈ S1, since μ∗

1 is fixed, there exists
a b̃ = b̃(ζ ) < 0 such that μ < 0 in (5.49) holds for b � b̃, χ ∈ {−1, 1}, and
n ∈ Z \ {0}.

In the resonant case n = 0, the system (5.41)–(5.42) decouples, and by com-
parison of eigenvalues it suffices to show that all eigenvalues of the self-adjoint
operator

�m + λ
(
1 − u2

1

)
+ b (1 + Rn) : L2

m(C) → L2
m(C) (5.51)

are negative for some b < 0.
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Let yk(s) eimϕ be an eigenfunction of�m +λ (1−u2
1) associated withμm

k ∈ R;
see Lemma 5.2 (ii). Then the symmetry (5.17) implies that yk(s) eimϕ is also an
eigenfunction of the operator (5.51). Since �m +λ (1− u2

1) has compact resolvent
and thus its eigenfunctions form a basis of L2

m(C), the operator (5.51) and �m +
λ (1 − u2

1) indeed share the same set of eigenfunctions, which implies that the
spectrum of the operator (5.51) consists of eigenvalues, only.

Let μk ∈ R be the eigenvalue of the operator (5.51) associated with the eigen-
function yk(s) eimϕ . From (5.17) we know

μk = μm
k + b

(
1 + (−1)k

)
. (5.52)

Since b < 0, by (5.16) and (5.52) we knowμk < 0 for k � 1. The other case k = 0
in (5.52) yields μ0 = μm

0 + 2b, and so μ0 < 0 for b < −μm
0 /2. �

Lemma 5.9. (Persistence of stabilization under small time delays for j = 1) Con-
sider the same setting and choices of ζ ∈ S1 and b̃ = b̃(ζ ) < 0 in Lemma 5.8. Then
each b � b̃ admits a constant τ̃ = τ̃ (ζ, b) > 0 for which ψ1 becomes a locally
exponentially stable equilibrium of the control system

∂t� = �M� + λ
(
1 − |�|2

)
� + b

(
� + eimζ �(t − τ, s∗ − s, ϕ − ζ )

)

(5.53)

for all τ ∈ [0, τ̃ ).

Proof. The proof is the same as the one in Lemma 5.6, since we obtain the same
equation (5.33) after squaring the characteristic equations (5.44)–(5.45), no matter
whether χ is −1 or 1.

Proof of Theorem 4.2. It remains to prove that the spatio-temporal stabilization
in Lemma 5.9 persists under sufficiently small parameters 0 � |η|, |β| � 1 in the
control system (4.16), as we keep the choices ζ ∈ S1, b � b̃ < 0, and τ ∈ [0, τ̃ )

in Lemma 5.9. Indeed, since the Z2-radial-symmetry in Lemma 3.1 (i) holds for
0 � |η|, |β| � 1, the proof is analogous to the one of Theorem 4.1 with only
one mild adaptation: The two multiplicative factors h differ by −1; see (4.11). The
proof is complete. �
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