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Abstract

This thesis summarizes experimental work performed on thin-film metallic and magnetic sys-
tems by time-resolved soft X-ray reflectivity and magneto-optical Kerr effect measurements.
The delay-time-dependent magnetization dynamics in Co, Mn, and Ni after laser excitation
are investigated in layered systems. The work aims to study the effects of antiferromagnetic
coupling on de- and remagnetization dynamics in an adjacent ferromagnetic film on the ul-
trafast timescale. The presented work bridges the timescale from the first femtoseconds to
macroscopic dynamics after several microseconds. The thesis is divided into a literature review
covering the treatment and scientific context of the investigated phenomena and experimental
reports where the findings of this work are presented and discussed. The presentation of the
experiments is divided into four chapters.
First, differences between the ultrafast demagnetization in a Cu/Co/NiMn/Cu(001) system
recorded at high and low sample base temperatures are investigated. The report shows that
the antiferromagnetic alignment in the NiMn system, present at low temperature, facilitates a
faster demagnetization of the adjacent Co layer compared to a magnetically disordered NiMn
layer at high temperatures.
The second investigation covers the timescale of laser excitation and presents experimental evi-
dence of the optically induced intersite spin transfer in a (Co/Mn)x6/Cu(001) multilayer system.
An increase in the magnetic contrast in the antiferromagnetically ordered Mn layer is observed.
The magnetic contrast lives for the time of excitation and indicates a realignment of the mag-
netic moments of the interface layers of Mn in the direction of Co.
The third chapter treats simulations of the X-ray reflectivity after laser excitation. The mul-
tilayer system investigated in the aforementioned experiment is analyzed with respect to its
magneto-optical properties, and the observations recorded with the X-rays are directly corre-
lated with the transient optical response function of the elements. Furthermore, we compare
the results of the simulations of the X-ray reflectivity considering structural, electronic, and
magnetic effects.
The last presented study is concerned with time-dependent magnetization dynamics recorded
in Pt/Co multilayers. We investigate the delay-time-dependent Kerr effect and present experi-
mental evidence for different dynamics in a Pt/Co bilayer system compared to a Pt/MnPt/Pt/Co
system. Lastly, we investigate the effects of the spatial pump-probe overlap on the magnetiza-
tion dynamics and link the observation to thermal and lateral transport phenomena.
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Kurzfassung

Diese Arbeit fasst experimentelle Unterschungen an metallischen und magnetischen Dünn-
schichtsystemen zusammen, die mit zeitaufgelösten Messungen der Reflektivität weicher Rönt-
genstrahlung und dem magneto-optischen Kerr-Effekt untersucht wurden. Die verzögerungs-
zeitabhängige Magnetisierungsdynamik in Co, Mn und Ni nach Laseranregung wird in ge-
schichteten Systemen untersucht. Ziel der Arbeit ist es, die Auswirkungen der antiferroma-
gnetischen Kopplung auf die De- und Remagnetisierungsdynamik in einem benachbarten fer-
romagnetischen Film auf der ultraschnellen Zeitskala zu untersuchen. Die vorliegende Arbeit
überbrückt die Zeitskala von den ersten Femtosekunden bis zur makroskopischen Dynamik
nach mehreren µs. Die Arbeit ist unterteilt in eine Literaturübersicht über die Beschreibung
und den wissenschaftlichen Kontext der untersuchten Phänome und in experimentelle Berich-
te, in denen die Ergebnisse dieser Arbeit vorgestellt und diskutiert werden. Die Darstellung der
Experimente ist in vier Kapitel unterteilt.
Zunächst werden die Unterschiede zwischen der ultraschnellen Entmagnetisierung in einem
Cu/Co/NiMn/Cu(001)-System untersucht, welche bei hoher und niedriger Probentemperatur
aufgezeichnet wurde. Die Untersuchung zeigt, dass die antiferromagnetische Ordnung im NiMn-
System, die bei niedriger Temperatur vorhanden ist, eine schnellere Entmagnetisierung der an-
grenzenden Co-Schicht im Vergleich zu einer magnetisch ungeordneten NiMn-Schicht bei ho-
hen Temperaturen ermöglicht. Die zweite Untersuchung deckt die Zeitskala der Laseranregung
ab und präsentiert experimentelle Daten für den optisch induzierten Intersite-Spintransfer in
einem (Co/Mn)x6/Cu(001)-Mehrschichtsystem. Es wird eine Zunahme des magnetischen Kon-
trasts in der antiferromagnetisch geordneten Mn-Schicht beobachtet. Der magnetische Kon-
trast bleibt für die Dauer der Anregung bestehen und deutet auf eine Neuausrichtung der Ma-
gnetisierungsrichtung der magnetischen Grenzflächenschichten von Mn in Richtung von Co
hin. Das dritte Kapitel befasst sich mit Simulationen der Röntgenreflexion nach der Laser-
anregung. Das im vorgenannten Experiment untersuchte Mehrschichtsystem wird hinsichtlich
seiner magneto-optischen Eigenschaften analysiert, und die mit der Röntgenstrahlung aufge-
nommenen Beobachtungen werden direkt mit der transienten optischen Antwortfunktion der
Elemente in Verbindung gebracht. Darüber hinaus werden die Ergebnisse der Simulationen
der Röntgenreflexion, unter Berücksichtigung struktureller, elektronischer und magnetischer
Effekte, verglichen. Die letzte vorgestellte Studie befasst sich mit der zeitabhängigen Magneti-
sierungsdynamik, die in Pt/Co-Multilayern aufgezeichnet wird. Wir messen den verzögerungs-
zeitabhängigen Kerr-Effekt und präsentieren experimentelle Beweise für eine unterschiedli-
che Dynamik in einem Pt/Co-Zweilagensystem im Vergleich zu einem Pt/MnPt/Pt/Co-System.
Schließlich untersuchen wir die Auswirkungen des räumlichen Pump-Probe-Überlapps auf die
Magnetisierungsdynamik und verknüpfen die Beobachtungen mit thermischen und lateralen
Transportphänomenen.
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Chapter 1

Introduction

1.1 What is ultrafast magnetization dynamics?
The term "ultrafast" contains the Latin ultra which translates to extremely, thereby setting the
relevant timescale. However, what is the timescale of interest?
It is consensus to label events happening faster than 1 ns, or in other words, with durations
shorter than 10−9 s, as ultrafast. Typically the unit of measurement for these time intervals is
femtoseconds, i.e., 10−15 s, on which observations are made. In other numbers, an ultrafast
process that takes less than 1 ns could be theoretically observed more than one billion times
per second. Since this is the timescale for atomic and molecular processes, it seems natural
that a macroscopic feature like magnetization, inherently linked to the construction of matter
by atoms and charges, exhibits interesting behavior at ultrafast timescales. That this is not the
case and that coherent magnetization effects on this timescale are to some extend a surprise,
which makes them a pretty exciting research topic, is outlined in the following.
Magnetic phenomena are governed by the spin property of matter, most importantly the elec-
tron’s intrinsic spin and the magnetic moment arising from the electrons orbital "motion". The
nuclear contribution appearing for isotopes with an odd number of nuclei is not considered in
the following since the contribution to the magnetization is more than five orders of magnitude
smaller than the electronic one and furthermore, the techniques employed here are only sen-
sitive to the electronic magnetic moment. It is not in the scope of this thesis to derive basic
models of magnetism and explain their intrinsic quantum nature. However, it is enough to con-
sider intuitive arguments coming from established models to understand why manipulation of
magnetization at sub-ps timescales is not trivial.
Magnetization dynamics is typically governed by the precessional motion of spins and the re-
covery thereof into a steady state. Generally, the Larmor precession, which describes the spin
precession around an applied field axis, results in a time of about 2 ps for one spin revolution
at a field of 1 T, setting the boundary for coherent magnetization reversal to 1 ps in reasonable
fields. This is roughly matched by experiments performed at the Stanford linear accelerator
with very high and short magnetic field pulses that found a limit of 2 ps for deterministic spin
reversal by precession [2]. The image of the rotating three-dimensional Heisenberg-like spin
can still be employed to a certain degree, but with shorter time intervals the reservoirs con-
tributing to the magnetization are not in an equilibrium anymore, and the exchange of energy
and angular momentum between electrons and lattice have to be treated separately to describe
observations. The field of ultrafast magnetism, which became accessible with the advent of
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Figure 1.1: Depiction of the involved processes in ultrafast magnetization experiments to-
gether with typical equilibration timescales. The discussion of magnetization dynamics re-
volves around the interplay of the spin and electron system with the surrounding. At ultrafast
timescales the relevant coupling parameters, like the spin-orbit and exchange interaction, are
becoming time-dependent parameters themselves and the fundamental interactions cannot be
described with equilibrium models anymore. After the electronic excitation by light, the inter-
action with the lattice, transport, and lastly spin precession become relevant. Time scales are
reproduced from [1].

ultrashort laser pulses, thus aims to explore a timescale where controlled precession is not ac-
cessible anymore. Therefore, control of the magnetic properties involves understanding and
tailoring more fundamental interactions such as the spin-orbit coupling and the exchange inter-
action itself. The relevant timescales, along with the mentioned processes in condensed matter,
are depicted schematically in Fig. 1.1.
Academically, this is a challenge pushing the boundaries of our understanding of the building
blocks of nature. As a scientist, the opportunity to unveil new effects and achieve a deeper
understanding of the interplay of magnetic moments, electronic population, and lattice dy-
namics is already rewarding. Nevertheless, the questions addressed go beyond a purely scien-
tific purpose since the possibility to flip magnetic states on timescales faster than 1 ps could
enable a whole new class of devices for information storage, transfer, and manipulation. A
modern magnetic memory requires about 1 ns to write/read one bit. Clocking speeds of con-
temporary processing units reached gigahertz frequencies leading to a billion operations per
second. One could say that modern information technology stands right at the frontier of ul-
trafast technology. Having access to low-energy picosecond read/write speeds integrated into
a non-volatile magnetic recording device does directly supply the demand for faster and more
energy-conserving data handling [3, 4].
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1.2 Contribution by this study
This thesis connects to the ultrafast magnetism research by investigating light-induced mag-
netization effects that exist only for some picoseconds in coupled metallic thin-film systems.
This includes the quench of magnetization happening faster than 1 ps, the recovery taking hun-
dreds of ps, and almost instantaneous effects happening only in the presence of the light field.
Since others have already established models of ultrafast magnetization in ferromagnets - a
short review of the models is presented in chapter 3 - this work is concerned with the coupling
of ferromagnets and antiferromagnets and the influence of the latter on the dynamics. Some
important questions addressed in the presented work are:

• Does a coupling between two adjacent layers, one with a ferromagnetic and one with
an antiferromagnetic long-range order, influence the ultrafast quench of magnetization in
the ferromagnet?

• What are the channels of angular momentum and energy flow in coupled metallic het-
erostructures?

• What happens at the earliest timescale when the exciting laser pulse arrives at the sample?

• How does the recovery of magnetization evolve in coupled systems?

Not all questions can be answered with certainty, but some essential aspects of ultrafast dynam-
ics in layered systems are successfully identified, and the obtained results are summarized in
this thesis.
Additionally, this thesis contains information maybe not so relevant for the reader already fa-
miliar with the topics of ultrafast magnetism, namely chapter 2, where contemporary methods
to measure and observe sub-ps magnetization dynamics are briefly reviewed, and chapter 3, in
which the currently used models describing magnetization and the observations are discussed
in a somewhat chronological fashion. Following the review of the contemporary models of
ultrafast magnetism, the experimental results are presented.
An influence of the long-range antiferromagnetic order on the demagnetization time of an adja-
cent ferromagnetic layer is found and attributed to more efficient spin transport channels com-
pared to a paramagnet. The details of this study are presented in chapter 4. Furthermore, it is
predicted, and in the frame of this work experimentally verified, that direct electronic excitation
by a laser field can lead to transient ferromagnetic spin alignment in an antiferromagnetically
ordered system, this is presented in chapter 5. The primary experimental technique employed
in this work, namely resonant magnetic X-ray reflection, and the consequence of using the
related dichroism as an observable of the magnetism is analyzed with scrutiny to rule out mis-
interpretation of the observed intensities, this is presented in chapter 6. A study of ultrafast
demagnetization in a system where the antiferromagnetically ordered layer is separated by a
spacer layer from the ferromagnetic film is presented in chapter 7. Furthermore, we explore
the influence of the lateral energy distribution in the probed area on the observed dynamics in
experiments employing near-infrared light.
Lastly, chapter 8 presents a final statement on the observations made in the frame of this work
and grants an outlook on possible continuations of this work as well as a general outlook of the
field of ultrafast magnetism.
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Chapter 2

Experimental means to follow sub-ps
dynamics

This chapter introduces the most commonly employed experimental techniques to measure ul-
trafast magnetization dynamics. To track events happening within hundreds of femtoseconds, a
scale that is of similar length or preferably shorter is required. Since electronic equipment only
provides rise times of nanoseconds or several hundred picoseconds for signal acquisition, ul-
trafast research is performed almost exclusively with ultrashort light pulses that can be as short
as 100 attoseconds, i.e., 10−16 s [5]. Ultrashort laser pulses provide an ideal tool to investigate
events happening at the relevant timescales. Therefore, a typical measurement of ultrafast mag-
netization involves a pump laser pulse, often provided in the infrared (IR) to visible wavelength
region, and a probe pulse to detect the induced dynamics. By varying the time delay between
pump and probe pulse, both having a width in time of around 100 fs, it is possible to trace the
dynamic response of a (magnetic) system after excitation. Although all presented techniques
employ a pump-probe scheme, there are important distinctions in how information about the
magnetic system is obtained, justifying a closer look at the different experiments. The differ-
ences mainly stem from the energy or wavelength of the probe pulse used for the investigations
serving in the following as the natural divider between the experiments. At first, schemes us-
ing near-IR to visible probes are outlined, and secondly, X-ray probes, which are the primary
source of information in this work, are discussed.

2.1 Optical probes
It is not the concern of this work to explain or derive ways of creating ultrashort laser pulses in
the visible or infrared range from scratch. Nevertheless, a brief overview of pulse generation
and manipulation is given at the beginning. The section establishes the language, shows limits,
and illustrates the framework under which experiments are performed.
First, the generation of laser pulses, then the amplification and temporal modulation, the reflec-
tion and transmission at surfaces, and lastly the application of laser pulses in the experiments
is introduced.

5



2.1.1 Light sources

Ultrashort pulse generation

Ultrashort laser pulses, i.e., for our purposes, pulses with durations shorter than 1 ps, can be
achieved routinely in tabletop lab systems. The lab standard and most popular ones are ti-
tanium:sapphire (Ti:Al2O3 or Ti:Sa) oscillators pumped by a frequency-doubled pump laser
using neodymium-doped yttrium aluminum garnet or Nd:YAG as the gain medium and laser
diodes for pumping it. Employing Ti:Sa as a gain medium has the great advantage that it
possesses a very broad absorption around 500 nm and an even wider emission profile of more
than 200 nm centered around 800 nm [6, 7]. This enables convenient pumping with efficient
Nd:YAG lasers that output stable radiation at ∼1064 nm, which is frequency-doubled to 532 nm.
Furthermore, the Al2O3 crystals possess a heat conduction of ∼ 30 WmK−1 at 300 K [8] close
to that of metals1 enabling continuous wave (cw) pumping powers up to 20 W due to the ef-
ficient heat transport away from the crystal. This conversely results in high power, stable cw
operation at 800 nm of the Ti:Sa system.
It is surprisingly easy to convert the high-intensity cw radiation into ultrashort laser pulses by
self-mode-locking. The general idea is that all spectral modes propagating in the cavity are
phase-matched, i.e., mode-locked. They travel together in time and space, leading to a coher-
ent superposition and thus a narrow, high-intensity peak of the electric and magnetic field. The
temporal width becomes sharper the more modes are overlapped. Mathematically it is given by
the Fourier transform (FT) of the spectral function, which is typically Gaussian and is therefore
highly dependent on the spectral bandwidth of the laser. As mentioned before, the Ti:Sa system
provides a very large emission window of more than 200 nm, leading to a theoretical transform
limit or shortest pulse with a full-width half-maximum (FWHM) of around 5 fs. Many ways
to achieve pulsed operation have been identified, active mode-locking by external modulation
[10], passive mode-locking by using saturable absorbers [11], and most efficiently and ele-
gantly self-mode-locking by Kerr lensing [12].
Historically, this was apparently observed by accident as a misalignment of the cavity and an
additional "mechanical shock" resulted in a stable pulsed operation with a FWHM of 60 fs [12].
Initially, it was labeled "magic mode-locking" since the explanation was delivered later. The
high intensity in the Ti:Sa crystal leads to lensing (Kerr lensing) that focuses the high-intensity
wavefronts. By simply adding an aperture blocking the low energy cw light behind the Ti:Sa
and creating a random wavefront distortion that leads to a sudden high power "pulse", a stable
pulsed operation can be established since only the high-intensity pulse is amplified.
Typical times for a mode-locked Ti:Sa system are 10 fs to 150 fs per pulse at 800 nm center
wavelength and a repetition rate of 75 MHz, resulting in peak powers of up to 150 kW and
13 nJ per pulse. For experiments, the pulse is focused onto the sample with typical diameters
of some micrometers. Using a circular profile one can estimate the incident fluence f like

f =
Pav

Rrep

4
πd2 . (2.1)

With a spot diameter of d = 5 µm, an average laser power of Pav = 1 W, and a repetition rate
of Rrep = 75 MHz, a fluence of f = 60 mJcm−2 is expected. These parameters vary of course
with each system and repetition rates go from 100 Hz to 200 MHz, reasonable spot sizes range
from some µm to several 100 µm, and the average power goes from 1 mW up to several W in

1For example steel with 50 WmK−1 [9] at 300 K
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amplified systems.
The Ti:Sa system, being the lab standard and the one used in the frame of this work, is, of
course, not the only one capable of achieving the required pulses in the near-IR to the visible
range for ultrafast investigations. Similarly, mode-locking as a technique is not the only so-
lution to achieve ultrashort laser pulses. Other examples of gain media are chromium-doped
Forsterites (Cr4+:Mg2SiO4) capable of emitting 14 fs laser pulses at 1.3 µm [13] or ytterbium-
doped glass (Yb3+:glass) where 60 fs pulses at 1.06 µm have been reported [14]. Pulses of
<100 fs duration can also be achieved in diode-pumped (Er or Yb doped) fibers where self-
phase modulation in the fiber leads to spectra broadening and consequent pulse compression
[15].

Pulse manipulation

An essential aspect of dealing with ultrashort pulses is maintaining temporal and spatial coher-
ence. It has to be ensured that the pulse that arrives at the sample is sufficiently short and intense
to study ultrafast magnetism. For probing, low powers of some mW are usually sufficient for
detection, while the pump pulse needs to deliver enough power to excite the system noticeably.
Furthermore, control over both pulses’ phase, polarization, and frequency is necessary to fully
characterize an experiment. In the following, ways of controlling the relevant parameters for
visible and near-IR pulses are presented.
The most important aspect is to keep the pulses short at the point of the measurement. Since
an ultrashort laser pulse is comprised of a high number of spectral modes, traveling through a
medium leads to dephasing due to chromatic dispersion. The refractive index n is, in general,
dependent on the wavelength λ and positive, for example in air. The phase velocity with which
a wave travels through a medium is given by vp = c

n . Having a wavelength-dependent veloc-
ity thus induces a non-constant phase relation and consequently a temporal broadening of the
pulse. In air, the refractive index of visible and IR light is monotonically decreasing with the
wavelength [16], therefore longer wavelengths will lead the pulse, and shorter ones will trail
behind. This is usually termed "chirp" and in the example case, a positive chirp, since higher
wavelengths lead the pulse. To avoid, or at least reduce, the pulse broadening, a compression
by prism or grating pairs is employed. With the gratings or prisms a negative chirp is induced
matching the positive chirp acquired during the travel time to the sample. Due to the pulse’s
wavelength-dependent path in such an arrangement, a certain delay between the modes can be
created. By changing the grating (prism) distance and tuning the relative angle, control over
the chirp is achieved, and the shortest duration of the pulse is obtained.
Often magnetism is investigated on metal surfaces that posses a high reflectance2 in the visible
to IR region. This is an issue when trying to excite the electronic system strongly. Therefore,
to achieve noticeable effects, the pump pulse needs to carry enough power to heat the elec-
tronic system at least close to the Curie temperature, the reasons are discussed in chapter 3.
An amplification stage can be added to the set-up to ensure that enough power is contained in
the pulse. Usually, it is sufficient to amplify the pump pulse and leave the probe unaltered, but
in some cases, it is beneficial to obtain the probe later from an amplified source. Generally, a
single laser system is used to generate both pump and probe. A beam splitter divides the power
into both branches, separating pump and probe, for example, by polarization. The field of pulse
amplification easily fills books, therefore only two ways of achieving sufficient pulse power are
discussed in the following.

2For example 70 % for Cu at 45◦ angle of incidence and unpolarized 800 nm radiation [17].
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The most straightforward way to amplify a pulse is to send it repeatedly through the same
gain medium while maintaining a high population inversion inside. This is commonly real-
ized in regenerative [18] or multipass [19] systems, where the seed pulse travels multiple times
through the gain medium. One challenge is to keep the gain medium excited by synchronous
pumping when the seed pulse is not present. This is realized by synchronizing an active ab-
sorber medium (Q-switch) in the pump laser cavity with the round-trip time of the seed laser.
By doing so, high-intensity pump pulses of ps duration close to the damage threshold of the
gain medium (usually Ti:Sa as stated before) supply the power, which is transferred to the seed
pulse. For amplification, it is crucial to consider the high peak power of ultrashort laser pulses,
therefore, pulses are stretched in time before being sent into the gain medium and compressed
again after amplification. This technique is labeled chirped pulse amplification (CPA) [20] and
was even awarded a shared Nobel prize in 2018. Using a combination of multipass amplifi-
cation and pulse stretching, peak powers for focused fs pulses can reach >1020 Wcm−2 [21] -
enough to create a plasma on even the shiniest surface. Another challenge is the recompres-
sion to ultrashort pulses since all amplification suffers from band narrowing, which reduces the
spectral bandwidth and thus the temporal width.
To study magnetic systems, it is sufficient to use focused fs pulses carrying some nJ of energy.
From an experimental side it is helpful to have more energy, since focus size and therefore
spatial overlap of pump and probe become easier to maintain. Another reason for high intensi-
ties is the possibility to frequency-double the light by second harmonic generation either at the
sample surface or, for example, within a barium metaborate (BBO) crystal, in order to perform
experiments at different wavelengths. Furthermore, it is advantageous to have pump and probe
at distinct wavelengths or colors to avoid optical artifacts and to be able to easily remove the
pump signal from the detection of the probe pulse.

2.1.2 Polarization, magnetization and interfaces
Having established how ultrashort light pulses in the visible to near-IR wavelength can be gen-
erated and manipulated, this section is dedicated to the discussion of how this light can be used
to investigate a metallic and magnetized sample. Since magnetization is derived from the elec-
tronic system, the following is a discussion of the description of light propagation in metals or
in the presence of charged particles, i.e., ions or electrons. The description employs a macro-
scopic approach in the dielectric theory to discuss transmission, absorption, and reflection in
the visible to IR region following the derivation of [22–27]. At the end of the section, a brief
summary of the understanding in terms of a microscopical theory is presented.
The textbook description of light in metals comes directly from Maxwell’s equations using the
magnetic induction B⃗ and the dielectric displacement D⃗

B⃗ = µµ0H⃗ = µ0(H⃗ + M⃗), D⃗ = εε0E⃗ = ε0E⃗ + P⃗ (2.2)

with the electric polarization P⃗, which is expressed in terms of the susceptibility χ and dielectric
function ε like

P⃗ = ε0χE⃗, χ = ε −1. (2.3)

ε0 and µ0 denote the dielectric function and magnetic permeability in vacuum, respectively.
Since the magnetic dipoles can not keep up with the rapidly oscillating fields, we set µ = 1 for
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all purposes, magnetic properties are included as additional terms in ε . The dielectric function
or susceptibility is the response function of the material to the external field. One can express
the polarization in terms of the field like

instantaneous P⃗(⃗r, t) = ε0χ̂ (⃗r, t)E⃗ (⃗r, t) (2.4)

non-stationary P⃗(⃗r, t) = ε0

∫ t

−∞

χ̂(t − t ′)E⃗ (⃗r, t ′)dt ′ (2.5)

non-local P⃗(⃗r, t) = ε0

∫ t

−∞

χ̂ (⃗r− r⃗′, t − t ′)E⃗ (⃗r′, t ′)dt ′ (2.6)

where χ̂ is indicating that the susceptibility is generally a tensorial function that involves the
crystal field symmetries and also contains non-linear higher order off-diagonal terms. A treat-
ment in the Fourier space makes sense to avoid the complexity of the convolution that arises
when treating the time- and space-dependent response.

P⃗(⃗k,ω) = ε0χ̂ (⃗k,ω)E⃗ (⃗k,ω) (2.7)

For scattering angles with k⃗ « G⃗, with G⃗ being the reciprocal lattice vector in a crystal, χ can
be treated as independent of k⃗. For X rays this assumption is not valid anymore, though, as will
be shown later. Furthermore, one can include the non-locality into local field factors to get rid
of the k dependence in the above equation. Using eq. 2.7 for the expression of the dielectric
displacement one finds

D⃗ = ε0E⃗ + P⃗ = ε0(1+χ(ω))E⃗(ω) = ε0ε(ω)E⃗(ω) (2.8)

Finally, using Maxwells equation,s an expression of the response in terms of conductivity and
dielectric function can be obtained.

∇× H⃗ = j⃗+
∂ D⃗
∂ t

(2.9)

where we use j⃗ = σ E⃗ for the current density and D⃗ = ε0εE⃗ for the displacement. The equation
is evaluated in the frequency spectrum and results in

∇× H⃗ = σ(ω)E⃗(ω)− iωε0ε(ω)E⃗(ω) = σ̃(ω)E⃗ (2.10)

with the generalized conductivity σ̃ . Expressed in terms of the generalized dielectric function
one finds

ε̃(ω) = ε(ω)+ i
σ(ω)

ωε0
= ε1(ω)+ iε2(ω) (2.11)

The complex-valued dielectric function can be obtained by having either ε1 or ε2, since by the
Kramers-Kronig relation one can calculate one from the other. A prerequisite is that the real
part vanishes for larger ω . This is the case since the electric dipoles can not keep up anymore
with the rapidly oscillating fields for high ω .
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Fresnel equations and reflection

At this point it is helpful to introduce the refractive index of a material which is commonly
written [22] as

ñ2 = ε̃ µ̃ ≃ ε̃(ω) ñ = n+ ik (2.12)

ε1 = n2 − k2
ε2 = 2nk (2.13)

where we use µ̃ ≃ 1. Phenomenologically, the wavelength dependence of the dielectric func-
tion and consequently the refractive index can be understood from different electronic excita-
tions. For large wavelengths, thus low energy, excitations happen quasi-continuously within
the conduction band, which may be modeled by a quasi-free electron gas. This behavior dom-
inates the optical response at low frequencies. Once a threshold for interband transitions, for
example hω > 2 eV for s to d bands, is reached, new excitations are possible, and especially
in the visible range, this gives rise to the prominent color of copper, gold, and silver, for ex-
ample [28]. Furthermore, charge density waves (plasmons) or optical active phonon modes
(phonon-polaritons) can be excited and influence the optical properties at near-IR and visible
wavelengths. With higher excitation energy, core-level transitions become accessible, and sharp
absorption edges can be identified, for example around 60 eV for transition metal M edges and
higher 2p-to-3d transitions at around 700 eV. Since the latter is investigated experimentally in
the thesis, it will be discussed separately in its own section. As mentioned earlier, with even
higher energies, once the wavelength becomes comparable to the lattice distance, a description
in terms of scattering becomes more useful and is often employed for diffraction experiments
resolving the lattice or interfacial structure.
An expression, i.e., the Fresnel equations, for reflection and transmission at an interface can be
derived from the Maxwell equations using appropriate boundary conditions, i.e., continuity for
the electric and magnetic field. The plane of incidence is set to the xz-plane with the y-axis
perpendicular to it. Assuming a propagating electromagnetic field E⃗ ∼ e−i(⃗k⃗r−ωt) in an sp-basis
such that E⃗ = E⃗ês + E⃗êp, one finds

rs =
ni cos(θi)−nt cos(θt)

ni cos(θi)+nt cos(θt)
, rp =

ni cos(θt)−nt cos(θi)

ni cos(θi)+nt cos(θi)
(2.14)

ts =
2ni cos(θi)

ni cos(θi)+nt cos(θt)
, tp =

2ni cos(θi)

nt cos(θi)+ni cos(θt)
(2.15)

with the incident angle θi, angle of the transmitted beam θt , and refractive indices of the first
and second medium ni and nt , respectively. In the following one usually uses Snell’s law
which states ni sinθi = nt sinθt , to further simplify the equations by eliminating the angle of
the transmitted beam. Since the refractive index contains an imaginary part, this only holds for
ultrathin films or non-absorptive media [29]. For an interface one should instead write

ni sinθi = nt sinθt = (nt + ikt)sin(θt,R + iθt,I), (2.16)

which includes the absorptive processes but results in a more complex description. In the
derivation of expression 2.15 an isotropic dielectric function is assumed, meaning that there is
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no differentiation applied between ε for different directions of the E-field vector. This results
in a short expression for the reflection E⃗r = RE⃗i with

R =

[
rs 0
0 rp

]
(2.17)

as the reflection matrix.

Magnetic contribution - breaking time reversal symmetry

In the presence of a magnetization m⃗ the dielectric function is not isotropic anymore, in terms
of a constant isotropic contribution ε0 and the off-diagonal terms it might look like

ε̂ = ε0 +

 0 iεz −iεy
−iεz 0 iεx
iεy −iεx 0

, where εx,y,z = Qmx,y,z. (2.18)

Q (often referred to as Voigt constant), is a proportionality between the magnetization and the
dielectric function. The resulting reflectivity matrix R will then have non-zero off-diagonal
terms resulting in a change of polarization upon reflection and transmission.

R =

[
rss rsp
rps rpp

]
(2.19)

For a single interface the new coefficients can be expressed as

rss =
ni cos(θi)−nt cos(θt)

ni cos(θi)+nt cos(θt)
(2.20)

rsp =
−inin2

t Qcos(θi)(mz cos(θt)+mx sin(θt))

nt cos(θt)(nt cos(θi)+ni cos(θt))(nt cos(θt)+ni cos(θi))
(2.21)

rps =
−inin2

t Qcos(θi)(mz cos(θt)−mx sin(θt))

nt cos(θt)(nt cos(θi)+ni cos(θt))(nt cos(θt)+ni cos(θi))
(2.22)

rpp =
ni cos(θt)−nt cos(θi)

ni cos(θt)+nt cos(θi)
+

2inin2
t Qcos(θi)sin(θt)my

nt(ni cos(θt)+nt cos(θi))2 . (2.23)

Similar expressions can be derived for the transmission. Again the expression can be reduced
to the incident angle by using Snell’s law. From the equations a rotation of the polarization
axis, known as the Kerr rotation θK and an ellipticity εK due to the different refractive indices
for s- and p-polarization are derived for s- and p-polarized light.

φS = θS,K + iεS,K =
rps

rss
(2.24)

φP = θP,K + iεP,K =
rsp

rpp
(2.25)

In case the incident light is along the surface normal, i.e., θi = 0, from which θt = 0 follows
(Snell’s law), the terms rss and rpp become similar and rsp,ps can be expressed as rsp,ps = αmz.
Therefore, light that is incident normal to the surface is a probe sensitive to magnetization
pointing out of the surface. Conversely, having a large angle of incidence results in a sensitivity
to the in-plane magnetization. An example of an air-cobalt interface is shown in Fig. 2.1. Here
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Q = 1 was used for simplification resulting in quite large Kerr rotations, while in reality Q val-
ues are complex and of the order of 10−2 to 10−5, which leads to Kerr rotations of the order of
<1◦ (Fig. 2.3) to some mrad [23, 25]. By employing p-polarized light at large angles from the
surface normal, a sensitivity to magnetization perpendicular to the plane of incidence is found.
The effect can be separated into three cases: The first two describe the case where the magne-
tization is either parallel or perpendicular to the plane of incidence for grazing incidence. The
third case describes the case where the incidence is normal, and the magnetization is parallel
to the surface normal. The three different cases result in distinguished set-ups of the same ex-
periment, namely longitudinal (L-), transversal (T-), and polar (P-) magneto-optical Kerr effect
(MOKE) experiments, in the respective order. Measuring MOKE is one of the most prominent
tools magnetism research since it is comparably easy to set up and provides a very high ac-
curacy local probe. A more detailed description of the experimental realization of measuring
MOKE is given in the next section, where also its applicability to investigate magnetization on
an ultrafast timescale is discussed. Similar to the reflected light, the transmitted light changes
in terms of rotation and ellipticity, this is usually referred to as the Farady effect. Experiments
performed in transmission are not further discussed in this work, but it should be mentioned
that they also provide a very prominent and handy tool for the investigation of magnetic sam-
ples. Unfortunately, it requires either very thin or transparent samples, an obstacle that can
sometimes not be overcome. The change in ellipticity can be understood from differences in
attenuation and refraction for s- and p-polarization. The resulting wave is generally a super-
position of an s- and p-state. This is expressed as elliptical, or circular polarization, and the
eigenmodes of linear magneto-optical problems are left and right circular polarization. The
change in polarization due to the two distinct refractive indices due to magnetization is termed
magnetic birefringence, and changes in the intensity of the transmitted or reflected light due to
different damping (absorption) of circularly polarized light are called magnetic circular dichro-
ism or MCD.
Microscopically, this result can be understood intuitively since a driving circular electric field
will pull electrons onto a circular trajectory. From electrodynamics, it is evident that with a
circular electronic motion, a magnetic moment can be associated3. Without a magnetic field,
the direction of circular motion and, therefore, the direction of the magnetic moment is degen-
erate, left or right circular polarization can be treated equally. In case something breaks the
(time-reversal) symmetry, e.g., a magnetic field is present, the two helicities will be attenuated
differently, inducing a change of polarization and ellipticity.
So far, only linear terms in ε̃ are considered. When including higher-order terms, contributions
that scale with M⃗2 can be identified, leading to additional changes in ellipticity and rotation.
The effects that scale with the square of M⃗ are termed Voigt effect, Q- (quadratic) MOKE, and
linear dichroism. Since those contributions are typically much smaller, it is justified to focus
on the linear terms for MOKE, but in some instances, for example, in magnetic insulators, the
effects can be quite considerable, e.g., [30]. More importantly, the M⃗2 dependence allows a
measurement of antiferromagnetic structures where the moments are aligned oppositely, lead-
ing to ⟨m⃗⟩2 = 0 but ⟨m⃗2⟩ ̸= 0, employed for example in [31]. This has great relevance in X-ray
studies, where the X-ray version of the linear dichroism is commonly used to investigate anti-
ferromagnetic structures. The topic will be touched on again in the respective section.

3A more thorough treatment follows from spin-orbit coupling, this is meant only as a heuristic
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Figure 2.1: Calculation of the Kerr rotation and ellipticity for an air-cobalt interface over the
incident angle θi with respect to the surface normal. Two of the three scenarios as described
in the text are depicted, namely with the Co magnetization pointing in x-, or in z-direction.
Dashed lines are used for p-polarized light and solid lines show the case of s-polarized light. A
180◦ reversal of the magnetization leads to a sign change of the respective signal.

Multilayer reflection

The description above is only valid for a single interface. The authors of [23–25, 32–34] present
solutions on how to expand this to multilayers and even thick films. A solution of the multilayer
reflection poses a quite important result for ultrathin multilayers similar to those investigated
in this study. A better understanding of the Kerr effect is obtained and furthermore insight
about layerwise absorbed power is gained. The penetration depth of light in metals is typically
calculated using the wave equation for light coming from Maxwell equations [22] where we
assume a propagation in z-direction

∇
2E⃗ = µ0ε

∂ 2E⃗
∂ t2 +µ0σ

∂ E⃗
∂ t

(2.26)

which is solved by a damped wave travelling in z-direction like

E⃗ = E⃗0 cos(ω(t −nR
z
c
))e−ωnIz/c (2.27)

with the complex index of refraction ñ = nR + inI and the speed of light c. Since the intensity
scales with E⃗2, an exponential decrease of the intensity with the typical decay constant δ for a
decrease by 1/e is given by

δ =
c

2ωnI
=

λ

4πnI
(2.28)
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Figure 2.2: Differential absorption in case of a simple exponential without re-
flection (solid orange line), with 80 % reflection at the surface (dashed green
line) and a multilayer calculation using the extended formalism of [25] for a
Cu(4.0 nm)/Co(2.6 nm)/Cu(2.0 nm)/Co(2.6 nm)/Cu(18 nm) stack and p-polarized light of
800 nm. According to the multilayer calculation about 80 % of the light is reflected. The
dashed green line is the exponential decay rescaled 20 % of the orange line. All three curves
are calculated using udkm1Dsim [36].

with the wavelength λ . Using λ = 800 nm and nCo = 2.488+ 4.803i [17] one finds a decay
constant, also called the optical penetration depth, of only ∼ 13.3 nm. This neglects reflection
at interfaces in multilayer structures. To actually calculate the depth-resolved absorbed laser
power, it is necessary to carry out the full field propagation as described in [22] or [23]. A
comparison of absorbed laser power in a Cu/Co-multilayer thin film sample using the Lambert-
Beer-like exponential decay and a multilayer reflection calculation is presented in Fig. 2.2.
The calculations are performed using a script called udkm1Dsim developed by D. Schick in
the group of Mathias Bargheer [35, 36], in which both calculations are implemented. Most
importantly, due to interface reflections the majority of the laser power per nm is absorbed in
the Co layers and significantly less in Cu. The calculations are carried out for 800 nm light
incident at 45◦ to the surface normal using nCo as stated above and nCu = 0.254+5.013i [28].

2.1.3 Time-resolved MOKE
The previous section introduced a description of the magneto-optical effect for reflected light
from a magnetic surface. This section deals with the experimental realization of a MOKE set-
up and the extension thereof to the ultrafast regime. In the last couple of months of this thesis,
a time-resolved (TR-)MOKE was built from scratch and is used in the following to describe the
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technical details of the experiment. Further measurements recorded at an established set-up are
presented in section 8.

Experimental set-up

In Fig. 2.1 it is observed that the highest magnetic signal can be measured for the Kerr rotation
under a small angle of incidence with respect to the surface normal and the magnetic field
aligned parallel to it, i.e., polar MOKE. Often the set-up is realized such that the light is incident
under almost 45◦ where still a high rotation for out-of-plane fields is measured but at the same
time, a sensitivity to in-plane fields is achieved. This has the advantage that the optics do
not need to change. Simply turning a magnetic coil to magnetize the sample in the desired
direction is sufficient. The Kerr rotation is then measured by (almost as in [23]) crossing two
polarizers, one in front of and the second one behind the sample. The change of polarization
of the reflected light is converted into a change of the detected signal intensity after the second
polarizer (analyzer). The change in intensity is then proportional to the magnetization of the
sample, and by ramping an external field, hysteresis loops are recorded. Generally, since ε

depends on ω , the rotation is wavelength-dependent. An example is shown in Fig. 2.3 where
an FeGd sample is characterized for time-resolved experiments.
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Figure 2.3: Left: Energy dependence of the polar Kerr rotation measured in an FeGd alloy thin
film sample [37]. With higher energy the rotation and therefore the contrast between the two
magnetization directions decreases. Right: Hysteresis loop recorded in the same sample using
a photon energy of 2.1 eV as indicated in the plot. The magnetic field can be calculated from
the applied current denoted on the x-axis.

Static characterization is typically done with continuous-wave (cw) light sources. When inves-
tigating dynamic changes at ultrafast timescales, a pump-probe scheme is employed. A pulsed
light source like a Ti:Sa laser is necessary for that purpose. A single pulse is split into two that
travel in different directions while maintaining an ultrashort temporal width. The power each
pulse carries can either be fixed, e.g., 90 % to 10 %, or adjusted when employing a beamsplitter
that splits into s- and p-components of the light, for example. The pulse which carries little
power is used as a probe since the system is not noticeably disturbed by it, and the other should
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carry enough power to excite the system and is therefore called pump. Changing the time delay
between the arrival of pump and probe allows the system to be investigated at different mo-
ments in its excited state. For this to work, the repetition rate has to be low enough to ensure
that the system reaches the same static state after excitation before the next pulse arrives.
For the TR-MOKE built here, a Ti:Sa, Femtosource compact by Femtolasers, system is used
to create pulses at 76 MHz repetition rate, 350 mW average power, and pulse durations of 70 fs
FWHM with a center wavelength at 805 nm. When investigating a copper surface, for example,
at 70◦ incidence angle, around 90 % of the light will be reflected [38]. If a 90-10 beamsplit-
ter is used, and the light is focused into a spot of 100 µm FWHM, only around 6 nJcm−2 are
absorbed. Using a constant electronic heat capacity4 of 21 kJm−3 [39] and around 20 nm pen-
etration depth, this results in an increase of the electronic temperature of less than 1 K. To
measure the full range of excitation, a multipass amplifier, ODIN-C by Quantronix, is used to
amplify the 76 MHz, 350 mW pulse train to around 200 mW at 1 kHz. Even though the average
power is now lower, it is contained in fewer pulses while maintaining a temporal width of about
130 fs of the amplified pulses. Using the same parameters as before, one finds an absorbed flu-
ence of 230 mJcm−2, which would result in an electronic temperature increase of ∼ 7×106 K,
again using a constant heat capacity. This is, of course, not physical but highlights that in the
amplified light is enough power to measure demagnetization phenomena.
A schematic of the set-up is presented in Fig. 2.6. The multipass amplifier works by chirped
pulse amplification (CPA) fashion in combination with a Pockels cell pulse picker to let a seed
pulse through at the desired time. The gain medium is a Ti:Sa crystal pumped by a frequency-
doubled Q-switched Nd:YAG lamp. The seed pulse selected by the Pockels cell does eight
roundtrips before entering the compressor stage and leaving the cavity. Both spatial and tem-
poral chirps are compensated in the compressor, and a pin-hole mask is used to block unwanted
self-lasing modes propagating in the same beam path.

Pulse characterization by FROG

To ensure that the pulses are truly short at the sample position, a second-harmonic generation
frequency-resolved optical gating (SHG-FROG) set-up was assembled [40]. The SHG-FROG
consists of a beamsplitter here, an s-p splitter is used to separate a pulse into two branches, a
delay stage model M505.6PD by PI, to change the time delay between the pulses at the point
of arrival, a BBO crystal which facilitates second harmonic generation once the pulses are
overlapped in space and time, and a spectrometer to monitor the second harmonic spectrum.
FROG relies on using one of the pulses as the ’gate’ to measure the other. In our case, the
pulses are identical and only delayed by τ , which reduces the issue to an autocorrelation, and
the detected spectral intensity follows

IFROG(ω,τ) =

∣∣∣∣∫ ∞

−∞

E(t − τ)E(t)eiωtdτ

∣∣∣∣2 = |Ẽ(ω,τ)|2 (2.29)

The spectral intensity I(ω) for a given τ , therefore, depends on the full field E(ω) including
its spectral phase. This allows a mathematical retrieval of the spectral amplitudes and their
absolute phase, which is required to reconstruct the temporal pulse shape. For pulse retrieval, an
implementation called Python for pulse retrieval (pypret) written by N. C. Geib at the Friedrich

4This is not a good assumption and is only used to judge the temperature change roughly. Commonly a heat
capacity linear in T is used.
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Schiller University in Jena [41], originally designed for simulations, was changed to be used
for actual data and successfully employed. An example is shown in Fig. 2.4. By changing
the compressor grating distance and angle, we can shorten the amplified pulses to about 130 fs
FWHM with an almost flat phase function as shown in 2.5. The results are cross-checked with
a commercial autocorrelator system pulseCheck by APE yielding even shorter times of around
100 fs FWHM.
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Figure 2.4: Retrieval of a FROG trace. The y-axis shows the delay time between the two
pulses and the x-axis denotes the wavelength. The color-coded intensity is normalized to one.
Left: Measured SHG spectrum after overlapping pump and probe in a BBO crystal. Right: The
spectrogram (FROG trace) retrieved by pypret. For the retrieval an initial Gaussian distribution
is assumed and the final pulse is subsequently calculated by gradient-descend in order to match
the SHG trace.
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Figure 2.5: Time (left) and spectral (right) domain of the retrieved pulse shown in 2.4. The
initial time duration of the seed pulse of around 70 fs is not recovered, due to band-narrowing a
temporal width of around 130 fs FWHM is achieved. The flat temporal phase shown in orange
indicates that the pulse is close to the minimum in temporal width.

Since the autocorrelation is symmetric in time, the retrieved field E(t) is ambiguous. This
means that the direction in time is not clear, for our purpose this ambiguity is negligible since a
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small leading (or trailing) flank does not change the overall dynamics. In principle the direction
of time can be identified by adding a dispersive element in the beam path to induce a positive
chirp. Then by checking the altered pulse shape one can determine the sign of the time axis.

Nd:YAG Ti:Sa

QS Nd:YAG CPA
multipass amplifier

Fast PD

Pulse Picker

Delay stage
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Figure 2.6: Schematics of pulse generation and consecutive pump-probe measurement of the
Kerr rotation. The initial pulse is generated in a Ti:Sa oscillator by self mode-locking. The
frequency is monitored by a fast photodiode (PD) behind the first mirror and used to trigger the
pulse picker and the Q-switch (QS) inside the amplifier. Once the pulse enters the amplifier,
it is stretched to almost 1 ns before entering the pulse picker and then the multipass stage.
After eight round trips, the pulse is coupled out and compressed again. The beam is further
separated into pump and probe. The power ratio is adjusted by a λ/2 plate (not shown) in front
of the beamsplitter (BS). The probe is frequency-doubled to 400 nm by a BBO pass. The probe
intensity is monitored by a reference diode (R) and passes a polarizer to ensure s-polarization.
After the sample, the reflection is guided through color filters (not shown) and the analyzer,
and the intensity is detected by a second photodiode (P). The pump path can be adjusted by a
delay stage which allows for a maximum time delay of ∆t = 1 ns. Both R and P are detected in
an oscilloscope where the area under the curve is integrated. The change of area is considered
proportional to the change in magnetization.

Delay-time traces

The transition from a FROG measurement to the TR-MOKE measurement is considerably easy,
simply exchanging the BBO with a magnetic sample already provides knowledge of the tem-
poral and guarantees spatial overlap on the sample. In the experiment assembled here, the BBO
is further used for SHG of the probe pulse. Additionally, the pump focus is widened to avoid
burning the surface too easily and to facilitate a stable pump-probe overlap. Overall the probe,
now at 400 nm center wavelength, is focused to about 100 µm diameter carrying only <10 mW
average power. The pump is focused to about 500 µm diameter with the power adjusted be-
tween 20 mW and 100 mW. For detection, a photodiode, behind a red color filter to avoid stray
light from the pump, is used in combination with a reference diode before the sample to detect
both the incoming intensity I0 and the intensity IK after the analyzer. By normalizing IK to
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I0 the noise is reduced due to intensity variations of the light. The magnetic field is supplied
by a coil with an iron core, and the current is ramped by a bipolar KEPCO power supply. A
maximum field of 80 mT is achieved at the sample position with the current settings, simply
turning the magnet will change from out-of-plane to in-plane fields. Usually, MOKE is mea-
sured in combination with a lock-in technique using either a photoelastic modulator (PEM) or
chopper or both at the same time to modulate the signal. This technique is extremely powerful
and enables typical sensitivity of some mdeg. down to 10−8 mdeg. [42].
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Figure 2.7: Integrated photodiode intensity in blue for different delay steps and reversed mag-
netic field (current shown in red). The magnetic contrast is evaluated from the difference in
intensity when changing the magnetic field direction and thus turning the magnetization in the
sample. Not shown here is the position of the delay stage that was moved after recording each
magnetization direction twice.

In its current state, no modulation is employed. Instead of reading the photovoltage by a lock-in
amplifier, an oscilloscope is used in which the signal is integrated over a small gating window of
around 2 ns . This is averaged over a typical acquisition time of some seconds before the field is
changed. For time-dependent measurements, the sample is successively saturated magnetically
in each direction when recording before advancing the delay stage to the next position in time.
An example of such a measurement, recorded on a Co/Pt sample with an out-of-plane easy
axis of magnetization, is presented in Fig. 2.7. For each magnetization direction, the signal is
accumulated for several seconds and averaged. The contrast is calculated by the asymmetry as
A = 2 I+−I−

I++I−
, where I+ and I− denote the averaged intensity for each field direction, respectively.

An example of the contrast obtained in that fashion is shown in Fig. 2.8. A sharp drop can be
identified, which we attribute to the coincidence of pump and probe in time. The dynamic is
typically fitted with a double exponential function of the form

A(t) = g(t)∗ f (t)

f (t) = Θ(t)
(

a(e−
t

τde −1)−b(e−
t

τee −1)
)
+A0 (2.30)
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where g(t)∗ f (t) describes a convolution of the fit function with the probe pulse since it has a
finite width in time. For g(t) a Gaussian of 100 fs to 200 fs FWHM is used. The phenomeno-
logical function f (t) is described by a double exponential, one describing the demagnetization
on the timescale τde and one for the recovery of magnetization labeled τre. The arrival of the
pump pulse is modeled by a stepfunction Θ(t).
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Figure 2.8: Magnetic contrast recorded on Co/Pt over delay time. The contrast or asymmetry
is obtained as described in the text and shows a sub-ps decrease when pump and probe coincide.
The solid red line denotes a double exponential fit as described by eq. (2.30). A demagnetiza-
tion time τde = (0.8± 0.1) ps is found by fitting. Time zero is set using the signal change. It
falls in the same range as measured in FROG traces. The error is estimated from the standard
deviation at each delay step.

What is really probed?

Intuitively the fast signal change is interpreted as an ultrafast quench of the magnetization
since the contrast of the signals vanishes or at least reduces. The first measurements of ultrafast
demagnetization in Ni were recorded and interpreted more or less in this fashion, the only dif-
ference being that both pump and probe were centered at 800 nm and complete hysteresis loops
were recorded and evaluated [43]. Although the measurement was subsequently confirmed em-
ploying a wide variety of different techniques [39, 44–48], the results sparked a discussion as to
what is really probed in such a time-resolved measurement of the Kerr rotation and ellipticity
[45, 49–51].
At the heart of the issue lies the fact that the observable measured is only proportional to
the magnetization. In other words, the signal change can not unambiguously be attributed to
a change in the magnetization. If one recalls that the change θS,P depends on ε(ω) which
describes all the optical properties of the system, it is evident that there can also be other mech-
anisms at work, influenced by the ultrashort heat- or laser pulse. This is discussed in terms of
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a thermal dependence of ε(T,ω) (or χ(T,ω)) in [49]. Microscopically the issue arises when
considering the excitations in a single particle picture where the transitions excited by the op-
tical probe are already blocked by the photoelectrons of the pump (called optical ’bleaching’)
investigated in [50] and [51]. And lastly, all models agree that around the presence of the light
field, i.e., up to 50 fs delay time, the electrons have not reached a thermal equilibrium required
for any thermomagnetic model, preventing statements about ensemble properties at the earliest
timescales.
It is agreed upon that the conclusions drawn from TR-MOKE are largely valid, e.g., [1, 51–54].
Mainly due to the coherent image transported by the multitude of different ways, the same or
at least similar results are achieved. Magnetization is also probed by second-harmonic gener-
ation (MSHG) at the surface or at an interface. Since the intensity I(2ω) ∝ (χi jE(ω)iE(ω) j)

2

depends on χ , it also provides a measure of M⃗ [55] which can be utilized in pump-probe mea-
surements [47, 56–58] confirming the findings by MOKE and extending the research to anti-
ferromagnets. MSHG is still an optical probe and suffers from similar ambiguities as MOKE
and Faraday measurements. A more direct tool to investigate magnetic properties is obtained
by time- and angle-resolved photoemission (TR-ARPES) or two-photon photoemission (2PPE)
studies, where a near-IR pulse is applied to heat the system, and a probe at ∼ 6 eV to 30 eV
is used to extract electrons from the surface. By detecting their energy, momentum, and spin
character, conclusions about spin polarization and thus magnetization is gained [58–61]. The
last two examples use probes already far beyond the visible range only accessible by elabo-
rate higher-harmonic generation sources. Measuring at even higher photon energies introduces
some of the most powerful techniques that directly probe the magnetic system by measuring
element-specific core-level transitions, further confirming the ultrafast magnetization quench.
All techniques can not be discussed in the scope of this thesis, which is why the middle ground
between visible light and X-rays is not reviewed, and the next chapter deals directly with soft
X-ray spectroscopy.

2.2 X-rays to investigate magnetism
Pump-probe techniques in the visible range access the electronic population close to the chem-
ical potential, whereas higher energy photons can directly excite transitions from a core level
into the valence band. The resonant excitation probability or photon absorption depends strongly
on the photon polarization, wave vector, energy, electron initial, and final state. Excitations
probed with a high energy resolution allow to resolve transition probabilities while changing
parameters such as sample magnetization, light helicity, or photon energy. This is successfully
employed in magnetic studies of the 3p-3d (M2,3-edge5) transitions of rare-earth and transition
metals. For these investigations photon energies in the extreme ultraviolet (XUV) region, e.g.,
50 eV to 80 eV, are sufficient and can be coherently generated in higher-harmonic generation
(HHG) processes, for example in gas jets. Since the XUV light is generated by ultrashort laser
pulses the, extension into an XUV-MOKE or -Faraday experiment is natural and can be assem-
bled on an optical table [62–65]. The contribution of time-resolved XUV studies to the research
of ultrafast magnetization is invaluable and the results allow for precise identification of mag-
netic contributions which helped rule out doubts about the nature of the observables described

5Absorption edges are labeled according to the IUPAC notation describing the initial state. From inner to outer
shell, the letters K,L,M,N. are used, and numbers denote the spin-orbit split level.
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in the previous section and expand the understanding of femtomagnetism, e.g., [66–70].
Even higher photon energies allow to probe transition from the inner shell, e.g., 2p-3d (L2,3-
edge) transition at around 500 eV to 1 keV for transition metals. Before discussing the details
of how magnetization can be probed by X-rays, a short survey on (almost) coherent X-ray
generation is presented.

2.2.1 Pulsed X-rays

Light sources

Unlike radiation in the visible to XUV region, tabletop set-ups for (time-resolved) soft X-ray
experiments are not readily available. Even though coherent ultrashort pulses at energies up to
2 keV [71] can be achieved in HHG sources, the number of photons is not sufficient for experi-
ments. There are some advances, for example, using dense-plasma radiation to do spectroscopy
[72], which has been successfully employed also in ultrafast time-resolved studies [73]. De-
spite these efforts to improve lab systems, synchrotron radiation still prevails in soft X-ray
spectroscopy due to the high photon flux of around 1010−14 photons s−1 (compared to just be-
low 109 photons s−1 in [73]). The principles of synchrotron radiation are readily described in
textbooks, for example in [74–77] and are not repeated here. The summary presented here aims
to introduce the idea of how fs X-ray pulses are generated in a synchrotron light source using
the example of the slicing facility at BESSY II in Berlin.
Generally, synchrotron, a term coined by Ed McMillan [78], radiation is generated by accel-
erated electron bunches kept in a storage "ring". Electrons are bunched together by an RF-
field that synchronizes the kinetic energy of the electrons. The actual storage facility is not
ring-shaped but consists of linear acceleration stages and bending magnets, the latter are re-
sponsible for curving the electrons path and thereby generating light. Kinetic energies stored
in a synchrotron facility are in the order of 1.7 GeV (BESSY II, Germany) to 8 GeV (Spring8,
Japan) with a circumference of 240 m (BESSY II) to 1436 m (Spring8) and typical RF-fields of
500 MHz. The standard measure to compare synchrotron radiation is the brilliance, defining the
number of photons per unit bandwidth (BW) and areal emission, which is typically around 1018

(BESSY II) to 1021 (Spring8) photons s−1 mm−2 mrad−2(0.1%BW)−1. Massive increases in
brilliance have been achieved over the last decades, mainly by introducing new insertion de-
vices, i.e., wigglers and undulators. The brilliance is still expected to increase some orders
of magnitude for high-energy regions with increasing the number of dipoles for the bending
magnets in so-called diffraction-limited storage rings.
The electrons are forced onto a circular orbit in a bending magnet and emit radiation in a
cone tangentially to the radius. This gives rise to a broad emission spectrum, typically from
0.001 keV to 20 keV with a reasonable number of photons. By using monochromator gratings
or zone plates, the experimentalist can choose the energy required for the experiment. The
bending magnet radiation suffers from low brilliance due to the large emission cone. This issue
is targeted in a wiggler or undulator, which consists of dipoles arranged in a linearly alternating
fashion to force electrons onto an oscillating path. Again, due to the acceleration the electrons
experience in the dipole array, radiation is emitted, in this case in the direction of the origi-
nal path. By tuning the field, a specific energy is radiated. In a wiggler, the electrons deviate
strongly from their original path, and the radiation is a simple sum of the photons emitted at
each turn inside the wiggler. In an undulator, the magnetic field is adjusted to match the ki-
netic energy of the electrons in such a way that the phase between each turning of the electrons
matches a distinct wavelength. This leads to constructive interference of the light field of the
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desired wavelength and, therefore, to a much narrower emittance angle and thus higher bril-
liance. Together with control over wavelength, the undulator arrangement facilitates changes
in the polarization by shifting the dipole arrays relative to each other. Different polarizations
can also be accessed by spatially selecting parts of the light in the radiation cone of a bending
magnet, but since this involves mechanical motion of mirrors and gratings, changing the polar-
ization in an undulator is much faster and far more stable.
Typical electron bunch lengths are in the order of some mms, which corresponds to 20 ps to
100 ps in time while being separated by a few ns. This gives direct access to time-resolved
measurements by synchronizing an excitation and detection scheme to the frequency of the
synchrotron. If special measures are undertaken, the pulse duration can be further reduced
down to <10 ps and, in the future, perhaps even below one ps by exploiting different electron
orbits and shortening the bunch length [79]. While this provides sub-nanosecond time resolu-
tion, currently, it is not short enough to track magnetization at femtosecond timescales.

Femtoslicing

One way to achieve femtosecond soft X-ray pulses is realized in the FemtoSpeX facility at
BESSY II [80, 81]. Comparable facilities have been assembled at the Advanced Light Source
[82, 83] where the technique was pioneered, the Swiss Light Source [84], and SOLEIL [85].
The technique is termed slicing and was first proposed by Zholents and Zolotorev [86]. A
schematic of the working principle is presented in Fig. 2.9. It relies on superimposing an ul-
trashort laser field on an electron bunch inside a wiggler or undulator tuned to emit the central
laser wavelength. The electron bunch and the light pulse, typically a Ti:Sa source centered at
800 nm with <50 fs FWHM, are synchronized to create a leading (or trailing depending on the
phase) tail of electrons. The temporal width of the leading tail is as short as 100 fs in time due
to acceleration (or deceleration) in the presence of the light field. After this modulator stage,
the main bunch and the sliced electrons are spatially separated by a dipole bending magnet.
Since the tail has a different energy than the main bunch, the electrons will be deflected onto a
different trajectory. The energy difference is only about 1 %, and the separation is in the order
of ∼ 1 mrad. Therefore, both the 100 fs electron bunch and the 50 ps main bunch are guided
downstream together into an undulator or radiator where the ultrashort X-ray pulse is gener-
ated. The light emitted by the main bunch is typically dumped by apertures, but since the 50 fs
and 100 fs pulses are close to each other, one can switch between the two by slightly changing
the electron orbit in the storage ring (femtobump at BESSY) to alter the initial kinetic energy.
Since the modulation is performed only on some electron bunches already flying a special orbit
and the main bunch is basically unaffected, the storage ring’s normal operation remains undis-
turbed.
A significant advantage of the slicing facilities is the inherent synchronization of the X-ray
pulse generation with the driving NIR pulse. At BESSY II, one Ti:Sa oscillator supplies two
amplifier stages, one operating at 6 kHz and one at 3 kHz. The former is used to slice the
electron bunch, and the latter is used to pump the sample. Since both are seeded by the same
system, both pump and probe are inherently synchronized and a simple optical delay line is
sufficient to access different pump-probe delays without losing temporal overlap over time.
The system is pumped with 3 kHz to enable a pumped/unpumped detection. The detection is
performed by integrating gated currents on an avalanche photodiode (APD) positioned behind
the sample to detect transmission or moving together with the sample-beam angle to measure
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reflection.
One challenge of slicing is to achieve both high energy resolution and very short temporal width
of the pulses simultaneously. To meet this end, the FemtoSpex facility is fitted with tailored
zoneplate monochromators, one for each transition metal absorption edge, employed to obtain
a good focus and energy resolution while maintaining ultrashort pulses.
Another important approach to achieving ultrashort X-ray pulses is using light generated in X-
ray free electron laser (XFEL) facilities. Light generation in XFELs is technically similar to the
one in synchrotron undulators. The difference mainly stems from the length of the undulator.
While a typical undulator length in a synchrotron is about 3 m to 4 m, the XFEL undulators ex-
tend to and beyond 130 m (LCLS Stanford) [87, 88]. On such lengthscales, the phase-matched
light emission of the electrons creates a feedback effect, bunching the electrons further together.
This leads to self-amplified spontaneous emission (SASE) that facilitates tunable X-ray pulses
from atto- to >100 fs pulses with a very high number of photons per pulse. This property
makes XFEL light a great source for ultrafast experiments. Downsides are reduced repetition
rates of typically around 100 Hz and fixed linear polarization, both issues are challenged, and
improvements to existing facilities are planned to target specifically these issues [88].

Figure 2.9: Slicing principle using two rows of alternating magnetic dipoles called wiggler or
in more advanced geometries (not depicted) undulator used for the radiator. First the electron
bunch is synchronized with a fs laser pulse inside the modulator. This introduces an energy
shift of a small proportion of electrons (indicated by a different coloring) which translates into
a different trajectory after a bending magnet stage. Due to the different path of the slice and the
main bunch the light generated in the downstream undulator (or radiator) is spatially separated
and the fs X-ray pulse (green) can be isolated from the main light (black).

2.2.2 Magnetic interaction
This section aims to introduce the idea of a microscopic understanding of X-ray absorption
and its resulting sensitivity to magnetization. The true nature of the absorption process is quite
involved and the presented equations and assumptions are only a drop of the vast ocean that is

24



electron-photon interaction. The derivation follows closely the formulations by Y. Joly in [89,
90] and arguments of [91, 92] with the goal of introducing symmetry arguments to justify the
measurement geometries in the next chapter. Similar to reflection and absorption in the visible
range, the X-ray magnetic circular dichroism (XMCD) can be described by dielectric theory
and it’s expansion to very high frequencies. This is used to describe scattering experiments
discussed in the respective section.

Photon absorption

To treat light-matter interaction, it is beneficial to describe the electromagnetic wave in terms
of the vector potential A6 which is parallel to the electric field vector E and perpendicular to
the magnetic flux density B and connected to both as E = −iωA and B = −ik×A with the
frequency ω and the wave vector k. The interaction Hamiltonian for a single electron in a
potential V without relativistic contributions can be formulated as

H =
1

2me
(p+ eA)2 − eV − igl

e
2me

s(k×A)+HA (2.31)

where me denotes the electron mass, e the elementary charge, p the momentum, gl the Landé
factor, s the spin, and HA is the number operator reflecting the number of photons or classically
the intensity. By separating the non-interacting parts from the rest, one can apply an approach
from perturbation theory to arrive at an expression for the transition operator T from an initial
into a final state. The interacting H1 and non-interacting H0 are separated like:

H0 =
p2

2me
− eV +HA (2.32)

H1 =
e

2me

(
2pA+ eA2 − igls(k×A)

)
= αV1 (2.33)

with α = e
2me

and the perturbation V1. According to Fermi’s golden rule the probability of a
transition w f i from an initial |φi⟩ into a final state |φ f ⟩ can be formulated as

w f i =
2π

h̄
|⟨φ f |T |φi⟩|2ρ f (2.34)

with the density of states ρ f instead of a single localized final state. The transition operator T
can be expanded in orders of αV1

T = αV1 +α
2V1G0V1 +O(α3) (2.35)

where G0 denotes the Green’s function. For the discussion here only the linear term is con-
sidered, furthermore we neglect the A2 term since it deals with two photon processes. The
reduced transition can then be written only containing linear terms in A. For an absorption pro-
cess one photon is annihilated in the vector field A which is best described in terms of second
quantization. The field is generally written as

A(r, t) = ∑
ϵ,k

A0,k

[
aϵ,kei(kr−ωt)ϵ+a†

ϵ,ke−i(kr−ωt)ϵ∗
]

(2.36)

6For better readability vectors are denoted in bold font throughout the chapter.
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using the photon raising (creation) and lowering (annihilation) operators aε,k and a†
ϵ,k and the

polarization ϵ. Since only absorption is considered, one can rewrite T into

T = αV ′
1 = α ∑

ϵ,k
A0,kaϵ,k(ϵp− isk×ϵ)ei(kr−ωt) (2.37)

The states |φi, f ⟩ consist of electron |ψ⟩ and photon states |k,ϵ⟩ with |ψi, f ;ki, f ,ϵi, f ⟩. Evaluating
2.37 in 2.34 leads to

w f ,i ∝ |⟨ψ f |T̂ |ψi⟩|2ρ f (E f ) (2.38)

with the density of states ρ f at E f = Eg + h̄ω . The new transition operator T̂ reduces to

T̂ = (ϵp− isk×ϵ)eikr ≃ (ϵp− isk×ϵ)(1+ ikr− 1
2
(kr)2...) (2.39)

where the exponential is approximated by an expansion. Neglecting non-linear processes a
surprisingly simple expression for the electric and magnetic (dipole-) transition is obtained.

T̂e = ϵp T̂m =−isk×ϵ (2.40)

Using commutator rules7 and only considering electric dipole transitions one can express 2.38
as

wi, f ∝ (E f −Eg)
2|⟨ψ f |ϵr|ψi⟩|2ρ f (E f ) (2.41)

which can be evaluated for single-electron systems. The intensity can be calculated by inte-
grating the differential scattering cross section [91]. The details of the evaluation can be found
in textbooks, e.g., [89, 91, 92]. The integration of the angular part leads to the well-known
dipole selection rules. Even without considering the magnetic term T̂m, this gives rise to the
X-ray magnetic circular dichroism when comparing absorption intensities for circular left and
circular right polarized light in a magnetic medium. It turns out that one helicity predominantly
excites one spin species and once there is a spin-dependent difference in the density of states
(DOS) of the final state ρ f , this difference directly translates into differences in the absorption.
Experimentally this can be realized by either changing the helicity from left to right circular
(or vice-versa) or magnetizing the sample in the opposite direction. An import characteristics
of XMCD is that the final density of states is probed, i.e., the empty states at the valence band.
This motivates geometries where a Stoner-like exchange splitting is observed along k when
using circular polarization. J. Stöjr and H.C. Siegmann reduce the formalism to

IXMCD ∝ pcircmLph (2.42)

with the degree of circular polarization pcirc, the photon angular momentum vector Lph, and
the magnetization vector m [91]. Similar to MOKE in the visible range, out-of plane magne-
tization is best probed by normal incidence and in-plane magnetization is detected in grazing
incidence. The second-order term of T̂e in k describes quadrupole transitions and adds a con-
tribution linear in s, which is why it is often combined into the first magnetic term. While

7ϵp = m
ih̄ [ϵr,H0]
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the electric quadrupole transition leads to noticeable differences, all higher electrical terms and
similarly all magnetic terms compare to the dipole one with magnitudes of only about 10−3

and can therefore usually be ignored [90]. Not discussed in this short review is the class of
phenomena that can be measured by linearly polarized X rays. When employing linearly polar-
ized photons, specific dipole geometries can be targeted and asymmetries, for example due to
structure or magnetization, are revealed. Similar to the quadratic MOKE this effect is sensitive
to ⟨m2⟩ and can thus be employed for the study of antiferromagnets. Further complication in
the description arises once the final levels are not well separated anymore, which is the case for
transition metal L edges [91], where final-state effects have to be considered. This is treated in
the multiplett analysis [89, 91].
XMCD has been established as one of the most powerful tools to investigate magnetism di-
rectly due to the immediate connection of the observable to the magnetic state of the system.
A careful analysis even allows quantitative analysis of the unoccupied states or holes in a sys-
tem. In many magnetic systems this can be expanded to an analysis of the elemental magnetic
moments, anisotropies, and spin- and orbital moments separately [91, 93–95].
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Figure 2.10: Recording of the TEY in a Co/Mn-multilayer sample at the Co L3,2 resonance
using circular polarized light. The intensity at the resonances depends on the direction of the
sample magnetization. In case the sample is magnetized in the direction of the beam (blue,
M+) the TEY signal at the L3 edge is increased compared to a magnetization anti-parallel to
the beam (red, M-).

For X rays and XUV photons, instead of measuring a polarization change, recording the in-
tensity of the reflected or transmitted beam thus provides an accurate way of determining the
magnetic state of a sample. Not all specimen can be investigated in a transmission geometry
and X-ray reflection under certain angles contains not only absorptive but also reflective fea-
tures of the sample. Experimentally it is therefore often easier to detect the absorption directly
as a current coming to the sample, usually referred to as total electron yield (TEY) signal. An
example TEY measurement on Co is presented in Fig. 2.10. A similar energy scan performed in
reflection under a certain angle is presented in Fig. 2.11. Since the current is a direct measure of
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the photo-excited electrons leaving the sample, it contains the same information as the absorbed
light. It only requires a good contact and conductive samples. Depending on the material inves-
tigated TEY is only sensitive up to 10 nm depth. Unfortunately ultrafast measurements cannot
be directly performed in TEY, since current read-out is too slow. In a pump-probe scheme the
TEY can be used to record the delay-time dependent absorption. Time-resolved studies typi-
cally employ a detection of the light either in transmission or in reflection using a fast avalanche
photodiode (APD). The results presented in this thesis rely on measurements performed in a
scattering geometry, i.e., the reflected intensity at a specific energy on the resonance is recorded
with an APD. As mentioned before, the reflected angle-resolved intensity contains more infor-
mation than the absorption, which motivates a more thorough treatment of X-ray scattering in
the context of transition metal L-edges. This is presented in the next section.

2.2.3 Resonant X-ray scattering and reflectivity
In the previously presented quantum-mechanical treatment of the interaction between photon
and electron, the terms for scattering factors and cross section can be obtained [90, 91]. In
this section a semiclassical approach is chosen to derive the expressions useful for diffraction
experiments following the derivations of [75, 93].
First an expression for the equation of motion for a bound electron in the presence of a driving
light field is derived to express the current density in Maxwell’s equations. From the expression
of the scattered field, an expression of the atomic scattering factor f (∆k,ω), which links the
radiated or scattered field to the incoming one, can be derived.

f (∆k,ω) =
Z

∑
s

ω2e−i∆k∆rs

ω2 −ω2
s + iγω

(2.43)

Where ∆k = kin −kout denotes the scattering vector and rs describes the displacement of the
charge. In terms of scattering angle the change in wave vector is expressed by

|∆k|= 4π

λ
sinθ (2.44)

with the wavelength λ and the scattering angle θ . The displacement of the electron rs is
typically isotropically confined to the Bohr radius a0 [75] which can be used in combination
with 2.44 to get an upper limit for ∆k∆rs.

∆k∆rs ≤ a0
4π

λ
sinθ (2.45)

Thus for θ ≃ 0 or λ >> a0 in the expression 2.43, the ∆k dependence can be omitted. Since we
are dealing with X rays, the first case of θ ≃ 0 or kin ≃ kout is treated in the following. Since
not all electrons contribute to the same amount, a phenomenon that is readily understood in the
context of the transition probabilities described in the previous chapter, a weighting factor gs
is introduced to the scattering factor. This weighting or oscillator strength is normalized to the
total number of charges and follows

∑
s

gs = Z (2.46)
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and can in principle be calculated by the transition probabilities. Using 2.46 and kin ≃ kout , eq.
2.43 is rewritten into

f (ω) = ∑
s

gsω
2

ω2 −ω2
s + iγω

(2.47)

Coming back to Maxwell’s equation, one can subsequently identify by rearrangement the re-
fractive index n in the wave equation, shown for example in chapter 3 of [75] or 9 of [91]. From
this derivation the refractive index is expressed as [75]

n(ω) = 1− e2na

2meε0
∑
s

gs

ω2 −ω2
s + iγω

(2.48)

with the average density of atoms na, the electron mass me, the resonance frequency ωs, and a
spectral weighting factor gs. The sum can be written in terms of the form factor f (ω)8

f (ω) = ∑
s

gsω
2

ω2 −ω2
s + iγω

= f ′(ω)− i f ′′ω) (2.49)

where imaginary and real part are separated into f ′′(ω) and f ′(ω), respectively. Using this
notation the refractive index is expressed

n(ω) = 1− nareλ 2

2π
( f ′(ω)− i f ′′(ω)) (2.50)

or commonly expressed as
n = 1−δ + iβ (2.51)

which is closer to the expression from low frequencies where n is expressed as ñ = n+ ik. It is
useful to rewrite 2.49 in terms of energy using h̄ω = E and h̄ωs = En to number the resonances.
The damping is rewritten in terms of a resonance line width ∆n. Using the notation of Siegmann
and Stöhr [91] one finds

f (E) = Z +F ′(E)− iF ′′(E) (2.52)

F ′(E) =
(E2 −E2

n)E
2
n

(E2 −E2
n)

2 +(E∆n)2 (2.53)

F ′′(E) =
En

∆n

(∆n/2)2

(E −En)2 +(∆n/2)2 (2.54)

where the sum over gs is separated (see footnote 8). Once a magnetic system is investigated, ad-
ditional scattering terms will contribute to the refractive index. They can be included additively
as

8This is also expressed as f (ω) = Z + F ′(ω)− iF ′′ [91] for forward scattering, e.g., in eq. 2.52 with the
atomic scattering factors F(ω) and total number of electrons Z. For ω >> ωs and γ << ω , the sum approaches
f (ω) = ∑s gs = Z, which is treated as an offset in this expression. The often referenced Henke-factors [96] are
defined exactly in this way.
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n = 1− (δ +∆δ )+ i(β +∆β ) (2.55)

where ∆δ denotes the magnetic change in the real part and ∆β the change in absorption due
to magnetism. Again it is sufficient to know either f ′ or f ′′, since they are related by the
Kramers-Kronig relation (KKR). The imaginary part f ′′ can be obtained by X-ray absorption
measurements, since they proportional. Experimentally one can find the scattering factors by
rescaling experimental data to the tabulated off-resonant values of f ′′ and then by KKR find
f ′. Having obtained an expression for the refractive index it is now possible to employ the
same formalism as described in 2.1.2 to calculate reflected and transmitted intensities within
the limits of the approximations, done in [97] for example. This can be employed to calculate
the scan presented in Fig. 2.11 using the experimental data obtained in Fig. 2.10.
The soft X-ray wavelength is typically of the order of a few nm, too large to resolve atomic
positions but quite sensitive to thin film spacings where interfaces are typically separated by
some nanometers. Next to the magnetism, this is employed to recover film thickness, surface
roughness, and chemical composition from a diffraction scan [98, 99]. In the scope of this work,
this approach is used to calculate reflected intensities in excited systems using time-dependent
optical constants and lattice spacings.
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Figure 2.11: Recording of the reflected intensity of a the same Co/Mn-multilayer sample as in
Fig. 2.10 measured at 40◦ to the beam and with 20◦ between sample surface and beam using
circular polarized light. The intensity at the resonances still depends on the direction of the
sample magnetization. In case the sample is magnetized in the direction of the beam (blue,
M+), the TEY signal at the L3 edge is increased compared to a magnetization anti-parallel to
the beam (red, M-).

2.3 Very low and high frequencies and other notable tech-
niques

The previous sections cover the employed techniques in this study. For completeness and to
highlight the plethora of experiments that can be used to probe magnetism at early excited
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states, this section includes a short discussion on even lower wavelengths and what has not yet
been discussed, very high wavelength (IR) radiation. Additionally, some experiments which do
not rely on an all-optical pump-probe scheme are introduced.
When increasing the photon energy even more to wavelengths short as 1 Å, the scattering dis-
cussed before becomes highly sensitive to the position of the scattering atoms, thereby allow-
ing to resolve the atomic lattice. Similar to approaches in the soft-X-ray range, recording the
angle-resolved hard X-ray diffraction can be used to calculate back lattice distortion, i.e., strain,
stress, and, more generally, phononic excitations. This provides an indirect means to study the
effects of magnetization by observing changes coming from magnetostriction and transport,
e.g., [100, 101]. Hard X-ray pulses are either incoherently generated from a plasma as dis-
cussed before [72, 102] or quasi-coherently in XFELs like the LCLS in the US or SACLA
in Japan [87, 103]. XFEL hard X-ray pulses can also be used in resonant experiments simi-
lar to soft X-ray absorption to measure XMCD on absorption edges that lie above the typical
threshold of 2 keV, for example, in Pt at 11.6 keV [104], revealing the dynamics of induced
magnetic moments in elements other than the 3d TMs. Or non-resonantly in time-resolved
studies of the inelastic scattering [105], revealing intrinsic coupling strengths in an AFM and
resolving time-dependent changes of the long-range magnetic order. The list of experiments
investigating ultrafast magnetism with X-rays is still growing, and this summary is, of course,
not comprehensive but intended to introduce the methodology. On the high-energy side, we
stop at energies of the order of tens of keV used as probe light and continue with a brief dis-
cussion on probes almost ten orders of magnitude smaller or around some meV.
In the low-energy region, the radiation is commonly referred to by the frequency as THz ra-
diation. THz radiation has successfully been employed in the study of ultrafast magnetism
either for pumping a magnetic system, for example in [106, 107], or as a radiative signature
of magnetization change, e.g., [108–110]. Using THz frequencies allows direct coupling to
charges and spin waves, for example in NiO, where direct control of magnons by THz pulses
has been demonstrated [107]. The first experiment presented here that deviates from the all-
optical pump-probe scheme is the recording of THz radiation generated by optically pumping
a ferromagnet/heavy metal (HM) layer stack. The optical pulse drives ultrafast spin currents
flowing from the FM to the HM (or vice-versa) resulting in perpendicular charge currents. The
charge currents can be viewed as a source of dipole radiation which emits light in the THz
region. The ultrashort large-bandwidth THz pulse is subsequently measured by electro-optical
sampling9 since it contains information about ultrafast carriers and the magnetization quench
and therefore also provides a tool to investigate magnetic interfaces and thin films [110]. The
field of THz studies is quite recent and growing fast since the pulses generated are a promising
tool that may find applications far beyond magnetism research [4].
Lastly, after already deviating from the all-optical pump-probe scheme, another tool employed
to investigate ultrafast phenomena linked to magnetization is electron diffraction. Similar to
hard X-rays, the electrons have a wavelength that allows resolving the reciprocal lattice. In
combination with an optical pump, electron diffraction by ultrashort electron pulses can there-
fore also provide a measure of the energy present in the lattice. When investigating magnetic
samples, additional contributions attributed to the spin system are identified [111].
Spatially resolving experiments are not yet mentioned but of course there are also advances that
promote both time and spatial resolution of magnetic systems exploiting MOKE in microscopy

9It does end up being a pump-probe experiment. However, the probe is not overlapped with the pump on the
sample but is co-propagating with the THz pulse behind the sample at different time delays. It is used to measure
the effect of the THz pulse in a birefringent crystal, which allows the reconstruction of the THz electric field.
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[112, 113], MCD for photo-electron emission (PEEM) [114], and also THz-STM studies [115]
are examples. Spatial imaging has proven to be very successful even without fs time resolution
in discovering ultrafast magnetism phenomena like all-optical switching (AOS) [116, 117].

2.4 Summary

probe
(1 eV - 10 keV)

MOKE (1 eV - 3 eV)

M-SHG (1 eV - 3 eV)

XMC(L)D (500 eV - 10 keV)
EUV-MCD (30 eV - 70 eV)

ARPES (10 eV - 30 ev)
2PPE (2 eV - 10 eV)

X(M)RD (500 eV - 10 keV)

pump 
10 meV - 2.5 eV

Figure 2.12: Overview of the experimental techniques covered in the chapter. The fundamental
principle is the pump-probe technique. Depending on the experiment, different excitation but
most importantly different probing energies are used, this is indicated by the energy range next
to the respective technique. Some techniques use the same photon energy but vastly different
intensities to exploit non-linear effects, for example MOKE and M-SHG, and are therefore
separated in the discussion. Not shown are THz magnetometry and electron diffraction. Within
this work, XMCD and MOKE are used in time-resolving experiments to answer the research
question posed initially.

The chapter introduces the experimental methods employed in this work, goes beyond that, and
presents a brief survey of the many experiments used in ultrafast magnetism research. A sum-
mary of the most important aspects like the magneto-optical Kerr effect, the Faraday effect, and
the linear, and circular X-ray magnetic dichroism is presented. A rigorous treatment in terms
of derivations of the phenomena is not given, but the interested reader can find the relevant
formalisms in the referenced literature. The results presented in chapters 4, 5, and 6, which
are obtained in this work, are readily understandable with the background of the experimental
means MOKE and XMCD provided within the chapter, in combination with the discussion of
magnetization models discussed in the next chapter.
The research on ultrafast time-resolved phenomena relies heavily on advances made in the
field of optics and has benefited greatly from affordable fs laser pulse table-top sources. Since
the field is still advancing, many research questions are still being discussed. The practical
means to study ultrafast magnetism have multiplied in the past 25 years since the first curve
recorded by Beaurepaire et al. was published. Initially, research was dominated by MOKE and
ARPES measurements, then HHG sources and pulsed synchrotron or XFEL radiation opened
new avenues of successful research. A short summary of the most important techniques is
presented in Fig. 2.12 together with the relevant probing energies. The current image of ul-
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trafast magnetization dynamics is further solidified by experiments observing magnetization
indirectly, for example, via magnetostriction acting on the lattice, resolved in hard X-ray and
electron diffraction studies. Similarly, transport phenomena that are also directly linked to
the observation of ultrafast demagnetization are experimentally investigated in THz emission
and absorption experiments. Finally, a comprehensive picture of magnetism at femtosecond
timescales is achieved by combining the information obtained by all different methods and av-
enues. What this picture contains and how it connects to the existing models of magnetism is
the topic of the next chapter.
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Chapter 3

Emergence and treatment of ultrafast
magnetization

The following chapter is concerned with the models and descriptions of magnetism at ultra-
fast timescales. It intends to establish the relevant physical processes and material parameters
employed in the theory to interpret and reproduce observations. Furthermore, it introduces the
explanations of the underlying microscopic origin of the observed effects. This is done in an
effort to connect the observations of the experiments to the interpretations presented. Lastly,
the concepts introduced here are applied to explain the findings presented within this work.
The subject of ultrafast magnetism is still developing and adjustments to existing models ex-
panding them to more complex systems like multilayers and antiferromagnets are constantly
being pushed. Therefore, it is not in the scope of this review to offer a complete description of
all processes but rather several important concepts that are mostly connected to each other are
highlighted.
The first section covers the phenomenological description of ultrafast magnetism in terms of a
rate model using different reservoirs of heat and therefore, energy. The extension of the heat
models to a microscopic description is presented afterwards. The subject of ultrafast magnetism
is commonly approached from many angles, which is why the third section is concerned with
non-local effects in terms of the semi-ballistic hot electrons mediated spin transport. Lastly,
a brief insight into an example of coherent electron and spin dynamics, existing only in the
duration of the excitation, is given. To avoid a boring enumeration of the key factors and most
prominent magnetism models, the theoretical explanations are presented along with the exper-
imental observation in a somewhat chronological fashion. This does again stretch the scope of
this literature survey and the more hasty reader might prefer to directly go to the references, for
example [53, 54, 118–120] for a more concise explanation of the employed models.

3.1 Ultrafast quench and temperature models
Over the past 40 years the motivation for time-resolved research in magnetism hardly changed.
Due to the importance of magnetic bits in data storage media and the ever increasing demand
for higher recording densities, light-induced effects are being explored. Early works, in the late
80s and early 90s, employing ps laser pulses found that a pulse can switch the magnetization
in rare earth alloys [121] kicking off the research of all-optical switching (AOS). At the same
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time, transition metal ferromagnets, i.e., Ni and Fe thin films, were investigated to understand
spin-lattice coupling [122, 123]. Some investigations concluded that, "[..] Fe1 cannot be de-
magnetized within the duration of a 30 ps laser pulse [...]" [122], from data recorded in streak
camera experiments of reflectivity. That this is not the case and indeed Ni, Fe, Co, and many
of their alloys can be demagnetized faster was first reported six years later by Beaurepaire et
al. [43] employing fs laser pulses in a TR-MOKE setup. Why a reduction of the magnetization
was not observed in the works employing ps laser pulses is a quite intriguing question which
we will be able to answer partly in the scope of ultrafast spin transport. The results in [43]
contradicted the previous works and started an interesting discussion around the applicability
of MOKE for ultrafast investigations which is to some extend still ongoing. As stated before,
many of the doubts could be rebutted by using different techniques that all showed the same
findings. The earliest works are summarized in Fig. 3.1. The common property in all the mea-
surements is that already in the first 500 fs after excitation a strong reduction of the magnetic
contrast is found.

3.1.1 The three-temperature model (3TM)
The authors of [43] offer a phenomenological description of the observations in terms of three
coupled heat reservoirs, the electrons, the lattice, and the spins. It is a natural extension of the
already present two-temperature model employed in the description of electron-phonon inter-
actions in light-induced experiments, e.g, [124]. The three-temperature model (3TM) includes
the spin reservoir with it’s own heat capacity, spin-lattice, and electron-spin coupling terms. By
modeling the laser excitation as a heat source term in the electron temperature and assuming
a magnetization dependent on the spin temperature the model can reproduce the findings quite
well. The 3TM is summarized in three coupled equations

ce(Te)
dTe

dt
=−Gel(Te −Tl)−Ges(Te −Ts)+S(t)

cl(Tl)
dTl

dt
=−Gel(Tl −Te)−Gls(Tl −Ts) (3.1)

cs(Ts)
dTs

dt
=−Ges(Ts −Te)−Gls(Ts −Tl)

with the specific heat of the electrons ce, the lattice cl , and the spin system cs and the laser
source term S. The coupling constant Gel between electrons and lattice can be estimated by
experiments of reflectivity [124]. The coupling between lattice and spin Gls was initially sought
after in the experiments by Vaterlaus et al. and the coupling term between electron and spin Ges
has to be considered purely phenomenologically. The early picture condensed from the results
of [43, 46, 56] can be briefly summarized as follows: the optical laser pulse acting only on the
electron system creates a non-equilibrium electron distribution that thermalizes within ∼ 100-
300 fs. In the time below 100 fs the model therefore does not apply. Afterwards, the electron
temperature governs the magnetization dynamics by heat dissipation into the spin system. The
coupling parameters of the system are extracted from fits to the data and the overall dynamic
can be described well. There are, however, several downsides to the model, first of all it does

1Similarly Ni [123].
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not offer an explanation in terms of the underlying processes, it assumes instantaneous internal
thermalization of the reservoirs, it neglects angular momentum, and it artificially separates
electrons and spins. The coupling parameters are fitted from the experiment and especially for
the electron spin temperature a solid physical meaning is difficult to reason. Explanations of
the processes are suggested in [46] in an effort to unify the observations of [43, 56] and [122].
At the early times, that is up to 300 fs, Stoner excitations, i.e., electron-electron spin exchange
scattering, which scales with the electron temperature, reduces the local atomic moment and
thereby the magnetization. After thermalization, the excitations decay into magnons which are
slowly dampened by magnon-phonon scattering and finally the magnetization relaxes back into
equilibrium after several 100s ps.

Figure 3.1: First measurements of the ultrafast quench of magnetization. (A) Ultrafast reduc-
tion of the remanence in Ni, measured by Beaurepaire et al. in TR-MOKE, published in ’96.
The curve sparked an ongoing discussion about the true observable in TR-MOKE experiments.
(B) Normalized spin polarization recorded in a pump-probe photoemission experiment on Ni
published in ’97. The curve reproduces the findings of [43], further establishing the ultrafast
quench from an electronic point of view. (C) Delay-time-dependent second harmonic signal on
Ni, also published in ’97. The top panel shows the sum signal and the bottom one the differ-
ence assumed to be proportional to the magnetization. The curves shown in (A),(B), and (C)
are reprinted with permission from Ref. [43, 46, 56], respectively. Copyright (2021) by the
American Physical Society.
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Figure 3.2: Assumptions of the microscopic 3TM. The systems (left) are not in equilibrium
at early timescales and energy flows from the electronic reservoir to the lattice via electron-
phonon scattering. Each scattering event is associated with a spin-flip probability as f , depicted
on the right. Statistically more majority spins will undergo a spin-flip which reduces the mag-
netization of the system. Reprinted with permission from Ref. [54]. Copyright (2009) by the
Nature Publishing Group.

3.1.2 The microscopic 3TM
Since the 3TM, although applicable to the observation, lacks predictive character, efforts were
undertaken to put it on a solid physical basis [53, 54]. About 9 years after the publication of
[43], Koopmans et al. arrived at a model describing both the early demagnetization in terms
of electron-phonon spin-flip scattering and the longer times in terms of the Landau-Lifshitz-
Gilbert (LLG) equation [53]. Within this description the authors manage to link the magnetic
timescale τde of the demagnetization2 to meaningful electronic parameters

τde =
h̄

4αkBTC
(3.2)

with the Curie-Temperature TC, the Boltzmann constant kB, the reduced Planck constant h̄, and
an effective electron-phonon scattering probability α3. This approach was further refined and
merged with the 3TM [54]. The new model referred to as the microscopic-3TM (m3TM), the
Koopmans, or Elliot-Yafet (E.-Y.) model, since the E.-Y. approach is used to model the scat-
tering, does not treat the spin as an independent heat reservoir anymore but the magnetization
m is directly coupled to the lattice and electron temperature. Instead of the last line in eq. 3.1
Koopmans et al. suggest to use

dm
dt

= mR
Tl

TC
(1−mcoth(m

TC

Te
)) (3.3)

with a material constant R given by the electronic properties. The spin reservoir is thus not
attributed with a temperature anymore.

2In the sense employed in the formulation of eq. 2.30.
3The scattering probability α is also interpreted as the Gilbert damping factor in the LLG equation.
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The Koopmans model therefore solves several important aspects that were lacking in the 3TM.
First of all spin-flip electron-phonon scattering is identified as a microscopic origin of the de-
magnetization. This allows to compare experiments performed on different samples system-
atically. Additionally, a channel for angular momentum dissipation, namely the phonons, is
found. Furthermore, the model manages to incorporate observations in rare-earth elements and
their alloys, which show different behavior than the transition metals due to their localized 4f
moments.
At the same time Koopmans et al. presented their model based on Elliot-Yafet scattering Bat-
tiato, Carva, and Oppeneer proposed a different model based on superdiffusive transport. This
is the subject of the next sections where transport phenomena, which are especially relevant
for multilayer systems, like the ones investigated in this thesis, are discussed as a channel for
demagnetization.

3.2 Spin transport
The picture of local demagnetization and spin dissipation is challenged by investigations on
half metallic samples [125, 126], for example, where only one spin channel posses empty
states around the chemical potential. Consequently, a direct spin-flip channel by Elliot-Yafet
scattering is not present. Nevertheless, demagnetization is still observed, although with a larger
demagnetization time of more than 100 ps. Given the large timescale of demagnetization the
authors of [125, 126] suggest that first the energy is distributed to the lattice which leads to an
altered bandstructure due to a new crystal field. Then an effective spin-flip scattering can take
place. Furthermore, investigation of demagnetization in multilayer samples [127] revealed that
transport channels have to be considered paving the way for an alternative explanation. In the
work of [127] two FM layers separated by either an insulating or a metallic spacer layer are in-
vestigated after excitation by a laser pulse. When using an insulating spacer layer the measured
demagnetization time is independent of the direction of magnetization in each layer, i.e., paral-
lel or antiparallel alignment. When using a metallic spacer layer the timescales for parallel and
antiparallel alignment change. The observations are can be explained in the transport model by
Battiato et al. [128, 129].
The superdiffusive transport model conceptually accounts for hot non-equilibrium electrons in-
duced by the laser pulse which are semi-ballistically transported away from the stimulus. The
concept has been employed before in the description of pump-probe reflectivtiy measurements
[130] where a mixture of diffusive and ballistic electrons is assumed to describe the exper-
iment. The basis for demagnetization arises from distinct carrier lifetimes for spin majority
and minority electrons. The model employs a higher spin lifetime for majority carriers, which
encompasses a longer mean free path and thus a reduction of magnetization since majority
spins are carried away more efficiently. Since a charge depletion is screened very quickly in a
metal4, the transport, although consisting of free charges, is a net spin current. The model is
commonly referred to as "superdiffusive" since the numerical mean displacement of hot elec-
trons, obtained by solving the transport equation given in [128, 129], in the relevant timescale
for demagnetization, lies between the diffusive and the ballistic regime. The transport model
offers an alternative explanation of ultrafast demagnetization without the need of local spin and
angular momentum dissipation channels. Angular moment is conserved and magnetization is
distributed away from the region of interest.

4The authors of [131] assume less than 2 fs for screening in transition metals.
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Figure 3.3: Left: Sketch of the superdiffusive transport mechanism. Laser excitation (1) in-
duces hot spin-polarized carriers that are uniformly transported away. Scattering events at
interfaces (2) or with other electrons (3) mix the ballistic nature with the diffusive transport.
Eventually spin polarization is carried away from the top layer (4). (a) and (b) illustrate the
geometry employed in the calculation. Right: Diffusion parameter dw as defined in [129], ini-
tially the electrons are ballistically transported away from the hot region and with increasing
time approach a thermal diffusion behavior due to scattering. The solid line represents the
values obtained assuming an elastic lifetime of τ = 10 fs and the dashed one is calculated for
τ = 40 fs fs. Reprinted with permission from Ref. [129]. Copyright (2021) by the American
Physical Society.

The approach is further validated by more recent experimental studies measuring the increase
in spin polarization after laser heating in a Au layer adjacent to Fe [132], and by further in-
vestigating the spin injection in parallel and antiparallel multilayer stacks [133]. An indirect
validation is reported in an investigation of Ni demagnetization through a Au layer mediated
by hot electron transport after laser excitation [134]. It also offers an explanation for the appar-
ent absence of demagnetization in the early experiments which employed pulses of durations
>30 ps. The superdiffusive current in case of a fs-excitation is driven by the large number of
carriers excited at the same time in the excitation region. Their successive cascading leads
to a depletion of majority spin carriers in the laser spot region. However, using pulses with
long durations allows the sample to heat-up uniformly and the electron motion will simply be
described by heat diffusion. The elastic lifetimes, of around 10 fs to 100 fs [131], is orders of
magnitude smaller than the stimulus. Superdiffusive carriers are therefore not invoked in these
experiments.
That transport plays an important role is established, the question as to what is the dominant
contribution, local or non-local, is a difficult one to asses. The authors of [128, 129] calculated
that the contribution of spin-flip scattering could only account for ∼ 3 % of demagnetization
[135, 136] and concluded that transport should be the dominant contribution to demagnetiza-
tion. At the same time, comparisons of measurements of demagnetization in FM layers coupled
to insulators to demagnetization in FM layers coupled to conductive layers performed by the
authors of [53, 54] showed no significant difference [137] leading to the assumption that trans-
port plays only a minor role, at least in single layers. A middle ground is found by the authors
of [138] who claim from depth-dependent analysis that in the first ∼ 200 fs spin transport
dominates and then spin-flip scattering takes over. Most authors agree that both channels are
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important and will give rise to a sizable effect. The role of each is most likely determined by
the system investigated.
Despite this discussion, the transport theory offers explanations for spin injection in multi-
layer systems, accounts for effects of insulators and thereby also the dielectrics investigated in
[125, 126], explains observations of the long demagnetization time in rare earth elements due
to the localized nature of the 4f-electrons, and crucially explains the generation of THz signals
in multilayers following ultrafast demagnetization.

3.3 Optically induced spin transfer
While the models discussed to this point aim to capture thermal processes that follow the initial
electronic excitation leading to demagnetization, they do not include a coherent coupling be-
tween the laser field, the electrons and their spin. It has been reasoned in early theoretical works
aiming to describe ultrafast demagnetization that a coherent electronic excitation following the
temporal laser pulse profile alters the exchange interaction already in the presence of the laser
pulse [139]. Since this timescale is difficult to access experimentally, the first investigation re-
vealing a coherent electron dynamic in the presence of the photon field [140] was published 11
years after [139], about the same time as the m3TM. In Ref. [140] a coupling between the laser
field and the magnetic and electronic dynamic is revealed in Ni and CoPt3. These coherent dy-
namics are not the result of the inverse Faraday effect, i.e., a direct angular momentum transfer
of the photons to the magnetic system, which has been argued to be a driving mechanism in ul-
trafast magnetization experiments [141], but was found to be orders of magnitude smaller than
thermal effects in metallic films5 by investigations of helicity-dependent all optical switching
[144–148].
A microscopic picture of one coherent excitation in the presence of the light field is offered by
[120] in terms of an optically induced (inter-site) spin transfer (OISTR). The authors of [120]
find by time-dependent density functional (TD-DFT) calculations that optical transitions are
driven between neighboring atomic sites. In case the neighboring sites, for example at an inter-
face, at the surface, or in an alloy possess a different density of states in the energy reached by
the optical excitation, an exchange of carriers and therefore spin happens. While charge neu-
trality is always fulfilled, since the electronic transfer is considered an exchange of electrons in
more favorable states, the local atomic moment is not conserved. An example between neigh-
boring Mn atoms is calculated in [120] and the sketch is shown here in Fig. 3.4 (A). The two
Mn sites, in the following referred to as A and B, are AFM ordered and thus have a mirrored
spin-resolved DOS. A majority electron of A possess a high probability for a transition into the
B site where a higher unoccupied number of states will be available since spin is conserved in
the optical transition.
The OISTR predicts an enhancement of the demagnetization process at earliest times in NiPt
which has been observed experimentally in XUV absorption studies using 300 as pulses [149]
to resolve the early dynamics. Further confirmation is achieved in time-resolved XUV absorp-
tion experiments using 60 fs pulses [150] revealing an increase of the demagnetization in CoPt
compared to Co. An investigation of half-Heusler compounds in XUV experiments revealed a
significant OISTR effect at early times [151]. In M-SHG experiments a back-transfer of spins
in Co on Cu(001) has been identified and also attribute to the OISTR effect [152]. Along with

5In garnets the inverse Faraday effect is significant and coherent magnetization dynamics can be triggered by
light in this fashion [142, 143].
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the ultrafast decrease of the local atomic moments in AFM Mn layers, the authors of [120]
predict a spin exchange at the interface of Co and Mn that leads to an enhancement of the local
moment for one spin species of the Mn atoms thereby resulting in a net moment of the Mn
layer. The latter is investigated in this thesis experimentally by time-resolved X-ray reflectivity
in Co/Mn multilayers. The results are shown and discussed in chapter 5.

(A) (B)

Figure 3.4: (A) Sketch of the OISTR process from [120]. Two AFM-ordered Mn atoms ad-
jacent to a Co layer with mirrored spin-resolved DOS offer an efficient OISTR channel which
results in charge and thus spin exchange between the atomic sites. While no net charge transfer
happens, the local atomic moment is reduced by now having a net increase in minority spin car-
riers. The calculated time evolution of the local atomic moments of Mn is plotted in (B). Due
to the surplus of majority carriers in Co both Mn moments align ferromagnetically. Reprinted
with permission from Ref. [120]. Copyright (2021) by the American Physical Society.

3.4 Summary
The description of ultrafast demagnetization remains a challenge to this day since there is still
a unifying model missing which accounts for all processes induced by the pump light. This
chapter aims to provide a brief overview of the most relevant theoretical models for the inves-
tigations performed in the scope of this thesis. In summary three models are presented, the
(microscopic) three temperature model, super-diffusive transport, and optically induced spin
transfer. The models offer a description of the light-induced dynamics from the time of ar-
rival of the laser pump up to several ns when the system has reached equilibrium again. The
OISTR process offers a fast channel for spin-exchange in heterogeneous systems that leads to
an enhancement of demagnetization in alloys, and even magnetization (reversal) at AFM/FM
interfaces. Then thermal processes take over and spin and angular-momentum are dissipated by
scattering with phonons and defects in the excitation region. At the same time almost ballistic
carriers transport magnetization away from the excitation region leading to a further quench of
the magnetic system and can even induce transient magnetization in adjacent films.
There are more descriptions available, not reviewed here, that manage to incorporate other ex-
periments. A prominent example is the µT-model [153–155] which offers an explanation to
resolve the conflict between the theoretical prediction of the magnetic quench induced by local
scattering mechanisms and the experiments. This is done by including a dynamic exchange in-
teraction and chemical potential in the calculations. Another example is an alternative transport
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model based on spin-dependent resistivity and chemical potentials in the heat gradient of the
excitation region [156]. Furthermore, not discussed are atomistic and micro magnetic models
[157–159] which play an important role also for the ultrafast community, especially in the de-
scription of all-optical switching, where it is possible to predict the switching of GdCo alloys
for example [160, 161].
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Chapter 4

Accelerated demagnetization in a
FM/AFM bilayer

In this section, the results of the investigation of light-induced sub-ps demagnetization in a fer-
romagnetic/antiferromagnetic (FM/AFM) bilayer are presented. The aim of the investigation
is to explore the possibility to tailor the timescale and/or magnitude of the quench of mag-
netization in the FM by placing an AFM adjacent to it. The system chosen for this study is
Co(Ni)/Ni40Mn60 grown on a Cu(001) single crystal surface.
The investigation is performed in two temperature regimes, one where the NiMn layer is or-
dered antiferromagnetically and one where it is paramagnetic. By comparing the two temper-
ature regimes we can relate changes in the demagnetization dynamics directly to the different
magnetic order of the NiMn film. When NiMn is in the paramagnetic state the Co layer de-
magnetizes slower compared to the demagnetization with NiMn in the AFM state. The results
are summarized and published in [162]. The following will provide a more detailed description
of the results and start with the sample growth and characterization process. Then the exper-
imental results are displayed and discussed. Lastly, an interpretation of the findings and an
explanation of the accelerated demagnetization due to the AFM state is provided by arguments
of super-diffusive transport.

4.1 The Co/NiMn/Cu(001) system
The investigation is driven by the idea of having a tunable AFM next to a FM layer. The
NixMn100−x alloy is an excellent choice in this regard since it has a Néel temperature TN in
the vicinity of room temperature (RT) depending on the film thickness and Ni concentration
x [163–165]. Although Tieg et al. suggested that TN does not change significantly with con-
centration from the bulk value of 1070 K [163]1, Khan et al. showed that on Cu3Au(001) the
critical temperature can be tuned between 200 K to 400 K [164, 165] by changing x from 40
to 20 in thin films. Judging from those previous investigations we aim for a Ni concentration
of around 30 % and a layer thickness of about 20 monolayers (ML) which guarantees a strong
coupling to a Co(Ni) top layer [163, 166] in combination with the critical temperature around
300 K to 400 K. The choice of the Cu(001) surface is pragmatic since it offers a small lattice
mismatch (about 2 %) with the fcc phase of Co. Both Co and Ni can be grown layer-by-layer

1Only a concentration variation of 5 % which resulted in a change of 60 K was investigated.
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on a Cu(001) surface resulting in interesting magnetic and structural properties of the thin films
and both systems have been studied extensively. The Co growth after the two initial MLs is
smooth and uniform on a clean Cu(001) surface [167–172]. Similarly, Ni can be grown in
a layer-by-layer fashion on Cu(001) and shows a spin-reorientation transition from in-plane
to out-of-plane between 7 ML and 20 ML [173–177]. And lastly, it has been shown that also
NiMn can be grown epitaxially on Cu(001) and that a top layer of Co or Ni is strongly influ-
enced by the AFM ordered NiMn film through interfacial coupling [163, 166].

4.1.1 Thin film deposition

Cu(001) surface and material evaporation

Sample preparation is carried out in a UHV system at a base pressure of 6× 10−10 mbar to
avoid contamination of the thin films. The Cu(001) crystal surface is cleaned and smoothened
by repeated Ar-ion sputter and anneal cycles. The Ar-ion bombardment removes surface con-
taminants and provides a pure Cu surface at the cost of surface smoothness. To reconstruct the
surface, minimize terraces, and reduce islands the crystal is annealed after sputtering at 800 K
for 20 minutes. Repeating this cycle yields an oxygen-free pristine Cu(001) surface with a high
degree of smoothness. The chemical composition of the surface is checked by auger electron
spectroscopy (AES, system and instrumentation by PHI, model 15-155) which locally probes
the surface composition down to 3 nm. The surface reconstruction is checked by low energy
electron diffraction (LEED, system and instrumentation by Omicron, model SPECTALEED
NGL 10) to ensure that the surface is smooth.
The elements of the thin films are thermally evaporated by electron bombardment from metal-
lic rods, and in the case of Mn from a crucible. The rods, purchased from Alfa Aesar with
99.995 % purity, are evaporated in a commercial evaporator, EFM3 by FOCUS GmbH, which
is water-cooled during heating to guarantee a pressure < 1 × 10−9 mbar at all times. Elemental
Mn, purchased in irregular pieces of 99.95 % purity, is evaporated in the same system from a
tungsten crucible which allows a very controlled evaporation rate and purity of the deposited
Mn films. To form a desired NixMn100−x alloy, Ni and Mn are co-evaporated from the EFM3
which offers a flat circular focus of about 1 cm diameter of all three evaporation pockets at a
9 cm distance. All materials are subject to pre-heating, and evaporation was performed ini-
tially with the shutter closed to ensure oxide-free and stable deposition of the evaporants. In
the evaporator, the material is heated by running a current, between 2.6 A and 3 A depending
on the material, through a 0.125 mm diameter tungsten wire and applying a high voltage (HV)
between filament and evaporant to accelerate the thermally emitted electrons to the material.
Typical emission currents from the filament are about 10 mA with 1 kV applied, this results
in a heating power of 10 W, enough to heat the material to 1400 K [178]. Typical evaporation
rates for the materials are in the range of 20 s to 300 s to form a monolayer. By varying filament
current and high voltage (HV), the deposition rate is adjusted to form an alloy of the desired
stoichiometry.

Layer-by-layer growth

During growth, information about the surface is obtained by recording the specular medium
energy electron diffraction (MEED) intensity. In MEED, conceptually similar to reflection high
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energy electron diffraction (RHEED) [179], the electrons, which carry energies around 2 keV
to 4 keV, are scattered in grazing incidence at the top layers of the thin film during growth.
Continuous MEED intensity oscillations can be used as a proof of layer-by-layer growth and
furthermore directly yield information about the film thickness [163, 166, 179, 180]. To record
the MEED intensity, the phosphorous screen of the LEED system is used in combination with
the electron gun of the AES system. The LEED system and the Auger system are mounted
opposite of each other in the UHV chamber which allows collecting the focused electron beam
of the AES system on the phosphorous screen. The sample is placed in the center of the two
with the surface aligned almost parallel to the LEED-AES-vertical plane. Slightly turning the
sample angle out of the parallel plane guides the specular MEED reflection onto the LEED
screen where recording with the help of a CCD camera is performed.
The AES system is used to detect the elemental composition at the top 3 nm of the sample. In
combination with MEED, AES is used to measure the film thickness after growth by measuring
relative changes in the intensity of the elemental Auger electron peaks, shown in Fig. 4.1.
Furthermore, AES is used to determine the stoichiometry in alloys by estimating the fraction
of each element in the layers. An overview of the monitoring data during and after growth is
presented in Fig. 4.4 where data of the first sample used in this investigation is shown.
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Figure 4.1: Characterization of the deposition rate of Mn and Ni on Cu(001) by AES. The ratio
of the peak intensity of Mn (or Ni) and Cu changes over time as more material is deposited,
visible in the Auger spectra for Mn (center graph) and for Ni (right graph). The normalized
ratio of the elemental peaks, 589 eV in Mn, 716 eV for Ni, and 920 eV for Cu is shown in the
left graph. The ratios are normalized to the highest intensity for better side-by-side comparison.
The ratio is fitted with the exponential given in eq. (4.1) to find the sensitivity factor as well as
the deposition rate in Mn. For Ni, additional MEED oscillations allow a precise calibration of
the film thickness. The error of the ratio is estimated from the standard deviation of the Auger
system from a timescan at constant energy. The error in time from opening and closing the
shutter is too small to be visible here.

The ratio between the heights of the elemental peaks r obtained by AES for varying film thick-
ness d can be described by
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r =
I f ilm

Isub
= S

1− e−d/λ f ilm

e−d/λsub
(4.1)

with the intensity of the peak of the deposited film I f ilm, the intensity of the substrate Isub, the
sensitivity factor S, and the energy-dependent inelastic mean free path λ f ilm and λsub corrected
for the acceptance angle of the Auger system, of the electrons [181, 182]. Employing eq. (4.1)
for different sets of depositions the calibration parameters of Ni, Mn, and Co are found. In the
case of Co and Ni the evaporation is mainly calibrated by MEED oscillations, example curves
for Co are shown in Fig. 4.2. The parameters for the thickness analysis using Auger spectra are
summarized in Table 4.1. The parameters are crucial to evaluate the alloy stoichiometry using
the spectra recorded after deposition.

Element S (Sx/SCu) λ (ML) Energy (eV)
Mn 0.88 ± 0.06 4.01 589
Co 0.69 ± 0.03 4.1 ± 0.2 656
Ni 0.34 ± 0.02 4.21 716
Cu 1 4.81 920

Table 4.1: Material parameters for AES found for Co, Ni, and Mn. 1 Taken from the PhD
Thesis of Yasser Shokr, [183].
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Figure 4.2: Calibration of the Co growth parameters by MEED intensity and AES. During
thin film growth of Co on Cu(001) the specular MEED intensity is recorded and used as an
indication of film thickness. The first deposited layer is denoted with a "1" in the graph and
the moment the shutter was closed is indicated by an arrow. The MEED oscillations for four
different Co films are shown in the left panel. The oscillations for the 12 ML film behaves
reversely, indicating that in this deposition the recording was set to the minimum intensity. The
corresponding Auger spectra are shown in the center panel. Each spectrum is recorded after
deposition in the center of the sample. The ratio evaluated from the spectra comparing the
intensity of the 656 eV and 920 eV lines is plotted on the right.

The alloy composition can be evaluated from the relative peak height of the constituent atoms
in the Auger spectra. Assuming that the Auger electrons are attenuated by the same thickness
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of the film one finds for the ratio of the alloy materials and sufficiently thick coverages (above
10 ML)

r = I1/I2 =
S1

S2

x
1− x

1− e−d/λ1

1− e−d/λ2
(4.2)

with the total film thickness d, the concentration x of material 1, the peak-to-peak intensities I,
the sensitivity factors S, and the mean free path λ for the Auger electrons from the respective
materials 1 and 2. Using the parameters for Ni and Mn listed in Table 4.1 to interpret AES
spectra in combination with MEED to directly monitor film thickness the growth of the NiMn
alloy is calibrated, shown in Fig. 4.3.
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Figure 4.3: Evaluation of the NixMn1−x alloy concentration. Using MEED intensity oscil-
lations and timing based on the evaporation rates to calibrate the thickness, NiMn alloys of
different stoichiometry were grown. MEED oscillations, shown in the left panel, were not
recorded during every growth. To characterize the chemical composition of the alloy, Auger
spectra are recorded after deposition, shown in the center panel. Using the thickness, obtained
either by MEED or from the time of deposition, and the ratio of peak intensities of Mn and Ni,
the concentration according to eq. (4.2) is evaluated. The dependence of the Ni concentration
x on the ratio of the intensities of the deposited films is plotted in the right panel. The col-
ors always denote the same deposition. The two dashed black lines indicate the concentration
vs. ratio dependence for a 12 ML thick and an 18 ML thick film. The highest error in this
estimation most likely comes from the uncertainty of the true film thickness. Fortunately, the
concentration can still be assessed quite well even with a large uncertainity of the film thick-
ness, as indicated by the green shaded area, covering the range between 12 ML and 18 ML.
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4.1.2 Sample characterization
Having established the parameters for evaporation of the relevant elements, two samples are
grown for the investigation. First a 15 ML Co film on a 20 ML Ni31Mn69 film deposited on
Cu(001) and capped with 20 ML copper is prepared (S1). The growth is monitored by MEED
and AES is used to check the surface composition after each deposition. The corresponding
spectra and the MEED curves are shown in Fig. 4.4.
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Figure 4.4: Overview of the growth characteristics for the Cu (20 ML)/Co (15 ML)/Ni31Mn69
(20 ML)/Cu(001) sample. After each deposition step an Auger spectrum is recorded (A) to
check for the presence of oxygen and to confirm the desired alloy composition for NiMn. The
spectra in (A) are shifted vertically for better distinction. The LEED image of the pristine
Cu(001) surface (B) is recorded prior to evaporation to confirm film smoothness after the sput-
ter and anneal cycles. The growth of the Ni31Mn69 layer and the Co layer is monitored by
MEED intensity oscillations. The specular MEED reflection visible in (C) is recorded on a
phosphorous screen with a CCD camera. The rectangles indicate the integration area of the
images recorded during growth. To evaluate the intensity, multiple spots are recorded as de-
noted in (C). The intensities shown in (D) and (E) are evaluated by taking the ratio of the mean
intensity of the rectangles 1 and 3. The Ni31Mn69 film grows layer-by-layer, but the roughness
increases significantly. The successive Co layer oscillates only twice, the evaporation time is
adjusted according to the evaporation rate.
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A second sample (S2) comprised of 12 ML Ni grown on 14 ML Ni38Mn62 deposited on Cu(001)
and capped with 20 ML copper is prepared. The growth is monitored in the same fashion as the
previous sample and the data is displayed in Fig. 4.5. Both samples have a magnetic in-plane
easy axis and before collecting time-dependent dynamics the magnetic properties are recorded
in-situ in the growth chamber.
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Figure 4.5: MEED oscillations recorded during the growth of the Cu/Ni/NiMn/Cu(001) sample
shown on the left panels. The oscillations during the growth of the NiMn alloy are shown in the
top left panel and the oscillations during the growth of the top Ni layer are shown at the bottom
left panel. The corresponding Auger spectra recorded after each deposition step are shown on
the right side.

Static magnetic properties

Static magnetic characterization is performed in the growth chamber by moving the sample on
the holder into a quartz-glass tube extruding into the center between two coils. By applying a
current to the coils, fields up to 150 mT can be applied uniformly over the sample area. The
transparent quartz tube enables the detection of magnetization by detecting the MOKE of the
reflected CW light of a laser diode. The incoming light is linearly polarized by passing through
a polarizer, it is then reflected from the sample surface and the Kerr angle is detected by placing
a second polarizer acting as an analyzer in front of a photodiode detecting the intensity at the
end of the beam path. To reduce noise, a photo-elastic modulator is placed in front of the
analyzer enabling the detection of the signal change with a lock-in amplifier. Both in-plane and
out-of-plane magnetization can be detected by simply turning the sample angle and realigning
the beam path. For both samples S1 and S2, the magnetic easy-axis lies in the surface plane.
A strong interface coupling in the samples is established by first heating to 400 K and then
cooling to liquid nitrogen temperatures (around 100 K is reached) while applying an external
magnetic field of −100 mT. This field-cooling procedure orients the interface spins of NiMn
along the direction of the ferromagnetic spins which are directed by the external magnetic field.
At elevated temperatures, the NiMn spins possess some freedom to align themselves and the
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successive cooling "freezes" the spins in the alignment along the axis of the FM. Preparing
the FM/AFM system in this manner leads to enhanced coercive fields and exchange bias fields
coming from pinned moments at the interface or in deeper layers of the AFM [184–187]. The
magnetic properties after field-cooling are checked by in-situ MOKE at different temperatures.
The temperature-dependent scans are presented in Fig. 4.7 for both samples. The coercive field
together with the exchange bias field is evaluated by analyzing the maxima of the derivative
curves of the recorded magnetization loops. Temperature-dependent hysteresis and derivative
curves are presented in Fig. 4.6.
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Figure 4.6: Example hysteresis loops detected by in-situ MOKE at different temperatures of
the second sample S2 (left) and the respective derivative curves (right). The hysteresis loops
are acquired with a "flying" temperature leading to deviations of the temperature of around 3 K
while scanning. Sample holder vibrations due to boiling liquid nitrogen lead to noisy scans
at low temperatures. The paramagnetism of the quartz glass introduces a linear slope in all
scans. For the evaluation of the derivative curves, all loops are slope-corrected and interpolated
to achieve a sufficient point density to accurately define the maximum in the derivative curve.
Furthermore, the derivative curves are smoothed by a Savitzky-Golay filter, using a 9 point
window and third power polynomial, to avoid errors coming from outliers. The two black
dashed lines are a guide to the eye of the evolution of the maxima with temperature. All
displayed curves are shifted vertically for better visibility.

Since the cooling rate in this setup is not precisely controllable, it is challenging to acquire a
stable temperature over longer times, motivating many fast scans taken with a slowly chang-
ing temperature instead of having long precise scans at a fixed temperature. Single recorded
scans are presented in Fig. 4.6 where an additional second scan at 100 K is presented to dis-
play the relatively high scan-to-scan deviation leading to the high error bars in Fig. 4.7. The
strong scan-to-scan deviation mainly comes from vibrations of the sample holder while cooling
which introduces a significant degree of noise that is not canceled by the lock-in amplification.
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Furthermore, it becomes challenging to accurately determine the presence of an exchange bias
field at low temperatures. Nevertheless, in both curves, a kink in the coercive field can be
identified, around 300 K in S2 and around 200 K in S1, which might indicate the onset of the
antiferromagnetic phase in the NiMn layer by a modified coupling at the interface. Based on the
magnetic properties and the measured blocking temperatures in Ref. [164], we conclude that
by changing the temperature well below 300 K and slightly above we indeed cross a transition
in the magnetic phase of the NiMn layer, which is the desired property for this investigation.
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Figure 4.7: Coercive field (HC) and exchange bias field (HEB) for both samples S1 and S2. The
evaluated coercive fields from all recorded scans are indicated by the light red markers and the
exchange bias fields are denoted by the light yellow markers in the top and bottom left panels.
The coercive fields are binned in a reduced field vs temperature curve indicated by the dark
blue (S1) and dark red (S2) markers overlaying the light markers. The error is evaluated from
the mean deviation of the binned points in addition to the error that is attributed to each point
coming from the estimation of the maxima in the deviation curves. Similarly, the exchange bias
fields are binned in a reduced curve. The binned curves are displayed on the right side to allow
a better comparison between the two samples. In the top right panel the coercive fields of S1
and S2 are compared and the shaded area indicates the uncertainty. In the bottom right panel
the binned exchange bias fields are displayed. Given the large uncertainty no clear exchange
bias is identified.
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4.2 X-ray magnetic circular dichroism in reflectivity
The following section presents the results obtained at the synchrotron radiation facility BESSY
II in Berlin where energy-, angle-, and time-dependent soft X-ray reflectivity is recorded. First
an evaluation of the energy- and angle-dependent dichroism in reflectivity is presented. This
characterization is of great importance for time-dependent scans since they are quite time con-
suming and the measurement geometry has to optimized to facilitate meaningful measurements
in the short amount of time available in a beamtime. In the second part the results of the time-
resolved measurements carried out at the slicing facility will be presented.

4.2.1 Angle- and energy-resolved magnetic reflectivity
The reflectivity characterization is carried out at the scattering endstation at the PM3 beamline
at BESSY II, schematically displayed in Fig. 4.8. The samples are first magnetized by applying
an external field of ±100 mT along the sample plane. The reflectivity scans are then performed
in remanence in a θ -2θ geometry, i.e., the sample is turned to an angle θ and the reflected light
is detected at 2θ with respect to the incoming beam. In this fashion the sample is turned from
0◦ to 15◦ and the X-ray energy is ramped over the range of the L3 absorption edge of Ni and
Co in the respective sample.
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Figure 4.8: Schematics of the measurement geometry at the PM3 scattering station (left) and
a corresponding example measurement (right) of the resonant X-ray reflectivity. The sample
angle is turned to an angle θ and the detector to 2θ to measure the specular reflectivity. The
intensity is plotted against the momentum-scattering vector q instead of the angle θ . In this
investigation the sample is initially magnetized parallel or anti-parallel to the beam and the
reflectivity is measured in remanence. Later measurements are performed with a new coil
arrangement where we measured under an applied field.

For a better comparison between different energies the reflected intensity is often plotted against
the momentum-scattering vector q
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q =
4π

λ
sinθ (4.3)

determined by the X-ray wavelength λ and the angle of incidence θ . The intensity of the re-
flected X-rays varies strongly with the angle of reflection, displayed in Fig. 4.8. This can be un-
derstood if one recalls the dependence of the scattering factor on the scattering vector in (2.43)
in section 2.2.3. Additionally a multilayer system with different material-dependent scattering
factors is probed. Together this leads to an interference pattern of the intensity resulting from
the layer wise reflection. In general this signal can be used to extract structural information
about film thickness, interfaces roughness, material parameters, and layer resolved magnetiza-
tion [98, 99]. To the best of my knowledge there is no analytical way to directly extract this
information from the data and numerical simulations are used to reproduce the scattered inten-
sity and benchmark the underlying expectations about the sample properties. Here we employ
two different realizations of such calculations in an effort to reproduce the X-ray reflectivity.
The authors of [98, 99] provide a software tool, titled ReMagX, to simulate the X-ray reflec-
tivity in a multilayer system. Another solver for the energy- and angle-dependent scattering
is published by D. Schick et al. [188] in a python package called udkm1dsim. Both solve the
layer wise field propagation and reflection at the interfaces. As an input they require the sample
geometry, the magneto-optical material constants, and the properties of the incoming light. An
analysis of the involved constants and the means to simulate the X-ray reflectivity together with
the results of reproducing the experimental data is provided in section 6.
The aim of the investigation presented here is to find the best combination of angle of incidence
and energy to optimize the product of reflected intensity and square of the magnetic contrast.
This is expressed in a figure of merit (FOM). Following the derivation by N. Pontius [189], the
measurement time tmeas required for a scan can be expressed in terms of the FOM as

FOM = nphc2
mag, tmeas = 4

r2
sigMchan

FOM
1+(1+ ppump)

2

p2
pump

(4.4)

where rsig is the desired degree of significance, Mchan is the number of channels, nph denotes the
number of photons, and cmag is the magnetic contrast. The number ppump is the relative pump-
induced signal change that has to be estimated in advance. The experimental significance is
defined here as r = p

∆p and indicates how well the value p is measured compared to its error
∆p. The channels refer to the number of acquisitions recorded sequentially in the experiment.
For all our purposes these are four, the two dichroic pumped and the two dichroic unpumped
channels.

Co/NiMn sample

First the energy- and angle-dependent scattering at around the L3-edge of Co is presented.
The reflected intensity for different energies and angles, shown in the left panel of Fig. 4.9, is
evaluated with an energy-dependent factor to convert it into the expected number of photons
for the evaluation of the FOM according to eq. (4.4). Together with the angle- and energy-
dependent contrast, shown in the center panel, an expected measurement time for a pumped-
unpumped dichroic scan with a degree of significance of 10, 50 points, and a pump-induced
change of 50 % of just below one hour is found at 778 eV and 5◦ (right panel). The final
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evaluation of the best measurement conditions is done at the slicing facility where only a narrow
energy- and angle-range is checked a second time.
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Figure 4.9: Reflected X-ray intensity (left), magnetic contrast thereof (center), and evaluated
measurement time (right) for Co. The intensity is plotted as the average between the two
reflectivities for the oppositely magnetized sample. The contrast is evaluated as the ratio of
the difference and the average intensity plotted on the left. The measurement time is evaluated
according to eq. (4.4) using the parameters as described in the text.

Ni/NiMn sample

The energy- and angle-dependent scattering at around the L3-edge of Ni measured in the second
sample is presented. The FOM is evaluated in the same fashion as in Co in Fig. 4.9. Using
the same parameter set for the measurement conditions, a minimal time-per-scan of around
one hour is found at 855 eV and 8◦. In this sample the contrast is quite narrow in energy,
visible in the center panel of Fig. 4.10, which is smeared out with the high energy width at
the slicing facility. The estimation for the acquisition time is likely to be too optimistic and
the final estimation at the slicing endstation yielded higher acquisition times than anticipated.
Therefore, in the Ni/NiMn sample fewer different time-dependent scans were recorded since
we wanted to have the same degree of significance in all scans.
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Figure 4.10: Reflected X-ray intensity (left), magnetic contrast thereof (center), and evaluated
measurement time (right) for Ni. The intensity is plotted as the average between the two re-
flectivities for the oppositely magnetized sample. The contrast is evaluated as the ratio of the
difference and the average intensity plotted on the left. The measurement time is evaluated
according to eq. (4.4) using the parameters as described in the text.

4.2.2 Time-resolved dynamics
With the evaluation of the optimal measurement geometry, presented in the previous chapter,
time-resolved measurements are performed at the slicing endstation of the UE-56\1 beamline at
BESSY II. The final measurement geometry as evaluated again at the slicing endstation and op-
timal conditions for measurements were found at θ = 7◦ and E = 777.8 eV for Co and θ = 6.5◦

and E = 854 eV eV for Ni. The results of the investigation resolving the effect of the AFM order
on the demagnetization are presented together with an interpretation in the next section. Here a
brief summary of the time-resolved measurements is given and example curves are presented.
The curves are analyzed using a double-exponential fit function motivated by the m3TM to
extract de- and remagnetization times. The equation is already introduced for TR-MOKE mea-
surements in eq. (2.30) and contains the sum of two exponentials which describe a decay and
a recovery term. The onset of the dynamics is modeled by a step-function and the finite time
resolution of the set-up is considered by a convolution of the dynamics with a gaussian function
describing the instrumental bandwidth in time. Both samples are investigated systematically
for fluence and base temperature dependence.
An example scan recorded at the Co resonance is presented in Fig. 4.11 and consists of four
datasets, pumped and unpumped intensity for parallel and anti-parallel alignment of the field
with respect to the X rays. To evaluate the dynamic magnetic information, we take the asym-
metry of the pumped signal, which we call XMCD. Furthermore, the pumped signals are nor-
malized by the unpumped data to remove drifts and reduce noise. For display, the data is then
normalized to the XMCD signal at negative delay times to allow easy comparisons between
timescales for different temperatures and energies.
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Figure 4.11: Reflected X-ray intensity vs delay time recorded at the Co L3 absorption edge,
with (pumped) and without 800 nm pump (unpumped), for magnetization along the beam direc-
tion (M+) and anti-parallel to the beam (M-). The measurement is performed with 40 mJcm−2

incident fluence and at a sample temperature of 390 K. The scan is recorded at a sample tem-
perature of 390 K. To evaluate the magnetic information, the pumped signal is divided by the
unpumped channel and the asymmetry between M+ and M- is evaluated. The error is estimated
from the counting statistics as

√
N with the number of counts N.
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Figure 4.12: Evaluated XMCD signal from the data presented in Fig. 4.11. To evaluate the
magnetic information, the pumped signal is divided by the unpumped channel and the asym-
metry between M+ and M- is evaluated. The dotted line represents the double-exponential fit
used to extract the time constants from the data.

The normalized XMCD acquired in the described fashion from the data of Fig. 4.11 is displayed
in Fig. 4.12. The magnetic contrast and therefore the magnetization is quenched by about
90 % within 500 fs. The time constants of the exponential decay are extracted from the fit also
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displayed in the figure. In this measurement a demagnetization time of τde = 188± 19 fs is
found. The comparison for all recorded fluences at 390 K sample temperature is presented
in Fig. 4.13 and the data recorded at 80 K is presented in Fig. 4.14. The overall dynamics
remain quite similar at both sample temperatures. An ultrafast quench of the magnetization
followed by a slower recovery is recorded at all fluences and mainly the magnitude of the
quench varies with the laser intensity. In Co the absolute change of magnetic contrast is almost
similar in both investigated temperatures since the XMCD signal evaluated at negative delay
times hardly changes, a decrease from 0.41 to 0.39 when increasing the temperature is recorded.
An example recorded at 30 mJcm−2 incident fluence is presented in Fig. 4.18. More subtle
changes are observed for the intermediate fluences 20 mJcm−2 and 30 mJcm−2 where the slope
of demagnetization is visibly different for the two sample temperatures, also visible in Fig. 4.18.
The evaluated time constants are presented in Table 4.2.
The data recorded in the Ni/NiMn sample is analyzed in the same fashion. In this sample
lower temperatures and fluences are investigated since Ni shows a lower TC and therefore
demagnetizes more effectively already at lower fluences. In the same fashion, the saturation
magnetization reduces significantly already close to 400 K. For this reason the Ni/NiMn sample
is investigated for 80 K and 360 K and only up to 45 mJcm−2. For time reasons only two
fluences are recorded with decent statistics, 15 mJcm−2, and 45 mJcm−2. In Ni, a greater
change of the static XMCD is recorded and the contrast at negative delay times reduces from
0.32 to 0.19 when increasing the temperature from 80 K to 360 K. Two example curves are
shown in Fig. 4.17.
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Figure 4.13: Normalized time-resolved XMCD evaluated at the Co L3-edge recorded for dif-
ferent pump fluences as indicated in the legend. Each scan is fitted in a 2 ps window using
the double-exponential fit described in the text. Time zero of each scan is evaluated using the
fitting and the scans are shifted to the same time zero. The shaded area indicates the uncertainty
evaluated from the counting statistics.
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Figure 4.14: Normalized time-resolved XMCD evaluated at the Co L3-edge recorded for dif-
ferent pump fluences as indicated in the legend at 80 K sample temperature. The curves are
evaluated in the same fashion as in Fig. 4.13.

Co fl. (mJ/cm2) demag. amplitude τde (fs) τre (ps)

390 K 10 0.37 ± 0.03 82 ± 12 0.4 ± 0.2
20 0.69 ± 0.02 147 ± 16 1.6 ± 0.4
30 0.90 ± 0.03 179 ± 20 1.0 ± 0.6
40 0.96 ± 0.05 181 ± 19 3.2 ± 1.1
50 0.99 ± 0.03 140 ± 17 11.1 ± 2.9

80 K 10 0.36 ± 0.02 74 ± 12 0.4 ± 0.2
20 0.58 ± 0.02 119 ± 12 1.3 ± 0.4
30 0.78 ± 0.03 135 ± 18 1.7 ± 0.4
40 0.81 ± 0.04 142 ± 16 1.2 ± 0.5
50 0.95 ± 0.03 159 ± 21 1.4 ± 0.4

Table 4.2: Time constants evaluated from fitting the demagnetization traces of the Co/NiMn
sample.

In the Ni/NiMn sample, the effect of a different sample temperature on the relative demagneti-
zation is quite pronounced in the remagnetization. The relative change of the XMCD signal is
only affected slightly with an increase in magnitude with increased sample temperature. The
time constants obtained by fitting are displayed in Table 4.3.
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Figure 4.15: Normalized time-resolved XMCD recorded at the Ni L3-edge for different pump
fluences as indicated in the legend. The curves are evaluated in the same fashion as the Co
data. The data recorded at 80 K is displayed in the left panel and the data recorded at 360 K is
displayed in the right panel.

Ni fl. (mJ/cm2) demag. amplitude τde (fs) τre (ps)

360 K 15 0.80 ± 0.10 130 ± 24 1.0 ± 0.4
45 0.99 ± 0.07 182 ± 18 13 ± 2

80 K 15 0.79 ± 0.09 52 ± 14 1.1 ± 0.3
45 0.91 ± 0.12 161 ± 20 1.6 ± 0.7

Table 4.3: Time constants evaluated from fitting the demagnetization traces of the Ni/NiMn
sample.

To estimate the transient temperature in Co reached during and after the excitation, calculations
in the frame of the m3TM are carried out. The results of the calculation are presented in Fig.
4.16 together with a comparison to the data. The material parameters for Co are taken from [54]
and the fluence is fitted to reproduce the experimental curve of the 390-K Co measurement done
with 30 mJcm−2 incident fluence. The lattice heat capacity used is reduced to reach a better
agreement with the experiment. The model predicts that transiently an electron temperature of
up to 1450 K is reached after excitation from a base temperature of 390 K. The lattice in the
model heats up by about 500 K for both ambient temperatures after 1 ps. In the calculation, no
heat dissipation is included and the true temperature reached is probably slightly lower. It is
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interesting to note that due to the linear scaling of the electronic heat capacity with temperature
the difference in the electronic temperature reached between the two cases reduces to about
100 K. Transiently the difference is therefore not as great anymore. This does not reflect
in the predicted magnetization in the model. Although the 390 K data is reproduced nicely,
changing the ambient temperature in the model results in a drastic reduction of the quench,
slower dynamics, and a faster remagnetization. That this is indeed an overestimation of the
lower temperature effect within the m3TM model and not a miscalibration of the fluence in the
measurement is confirmed in [190] where exactly this behavior is also reported in Ni data. A
more detailed discussion on the temperature dependence of the magnetization dynamics in the
scope of the m3TM is done in the next section.
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Figure 4.16: Left: Electron and lattice temperature of Co, denoted as Tele and Tlat respectively,
after excitation by a 100 fs pulse at an ambient temperature of 80 K and 390 K. The transient
electron temperature exceeds TC of cobalt at the higher ambient temperature. Overall, an in-
crease of about 300 K is estimated after 1 ps. No heat dissipation is included in this estimation
and the true temperatures are likely to be lower. The inset shows the difference in electronic
temperature reached between the two cases. Since the electronic heat capacity scales linear
with temperature the initial temperature difference of 310 K reduces to just about 100 K. Right:
The m3TM reproduces the 390-K measurement in Co surprisingly well using the material pa-
rameters taken from [54], only the lattice heat capacity had to be reduced by 22 % to more
accurately match the dynamics. The fluence is matched to the experimental curve. The model
drastically overestimates the effect of the sample base temperature change.

At this point, it is important to consider the effect of the sample temperature on the saturation
magnetization when approaching TC. Generally, the change in magnetization is better ex-
pressed in the absolute change of the dichroic signal instead of the normalized XMCD. Since
a higher sample temperature leads to a lower saturation magnetization, the same energy intro-
duced in the sample will bring the magnetic system to a different final state, this is illustrated in
Fig. 4.17. The dissipation of magnetization depends on both the fluence and the initial temper-
ature. On the one hand, the change in temperature ∆T is smaller for higher base temperatures
since the electronic heat capacity scales approximately linear with temperature. On the other
hand, the change in magnetization can be significantly higher due to the power scaling of mag-
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netization with temperature. Generally, a higher base temperature should lead to an equal or
higher quench of the magnetization when not demagnetizing entirely.
In the following, the data is analyzed with respect to the time required to quench a certain
amount of magnetization. Assuming that the dissipation channels of magnetization are only in-
significantly affected by the base temperature and having the context of the discussion above in
mind it follows that at higher sample temperatures, i.e., when more magnetization is quenched,
longer overall demagnetization times are measured.

0.4

0.3

0.2

0.1

0.0
XM

C
D

 (a
rb

. u
ni

ts
)

2.01.51.00.50.0-0.5
Delay (ps)Temperature

M
ag

ne
tiz

at
io

n

TC

ΔT1 ΔT2

ΔM2

ΔM1

T1 T2

hω

ΔM1

ΔM2

80 K

360 K

Ni/NiMn,15 mJ/cm2

Figure 4.17: Left: Illustration of the magnetization vs temperature profile of a ferromagnetic
thin film heated by a laser pulse of fixed fluence. The laser pulse energy increases the sample
temperature by ∆T . ∆T depends on the starting temperature since the electronic heat capacity
scales approximately linear with temperature. The change in magnetization ∆M thus also de-
pends on the initial sample temperature and the change in magnetization might be significantly
higher in the vicinity of TC. Right: A comparison of the Ni data. A laser pulse of 15 mJ/cm2

incident fluence is used to heat the Ni/NiMn sample. The curves show the change from 80 K
and 360 K sample base temperature. The change in magnetization is plotted in absolute XMCD
signal against delay time.
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Figure 4.18: Delay-time traces recorded in Co at a sample base temperature of 80 K and 390 K.
The demagnetization is measured in both cases with an incident fluence of 30 mJcm−2. Reduc-
ing the temperature to 80 K results in an increased XMCD signal at negative delay times. The
change is only about 0.03 in absolute units of XMCD or 7.5 % contrast change.

4.3 Accelerated demagnetization due to ultrafast transport
The effect of the different sample base temperatures on the demagnetization dynamics is ex-
amined in the following in terms of the rate of magnetization dissipation, i.e., the time required
to dissipate magnetization vs the amount of magnetization quenched. The findings are sum-
marized and published in [162] and parts of the following section are paraphrased from the
publication.
The observations described in the previous section are summarized in Figure 4.19 where the
demagnetization time and the magnetic quench are plotted against the employed laser fluence.
The overall increase of the demagnetization time constants with fluence agrees with the results
published in the literature, for example [54, 155, 190]. In [54] even the drop in the demagnetiza-
tion time when demagnetizing entirely is predicted, e.g., Figure 3 in the publication. Similarly,
the almost linear increase of the quench with higher fluence is reported in the same references.
Here, we focus on the differences observed for the two investigated sample temperatures. At
lower sample temperature, the Co film demagnetizes faster when applying the same fluence,
at the same time a reduced quench of the magnetization is observed. For us this raises the
question - is this a temperature effect explained by a higher saturation magnetization and lower
heat capacity at reduced temperature or is this an effect of the magnetic phase change in NiMn
at low temperatures?
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Figure 4.19: Left: Demagnetization times for the recorded fluences in Co evaluated by fitting
as described in the text. With increasing fluence the demagnetization time constant increases
significantly for both sample base temperatures. At 390 K (red circles) the time constant de-
creases when demagnetizing the film entirely. At 80 K sample temperature (blue squares) this
drop is not yet observed. The dashed lines are a guide to the eye motivated by the calculations
in [54] where similar dynamics are observed in Co and Ni. Right: Change in XMCD or mag-
netic quench for the recorded fluences. For both sample temperatures the magnitude increases
monotonically with fluence. The dashed lines serve as a guide to the eye.

To answer the question we recall the illustration in Fig. 4.17 which highlights that at different
sample temperatures the same fluence will result in a different magnetic quench. For a better
comparison it is therefore necessary to compare the rate of demagnetization in terms of the
absolute change of the magnetic signal. The comparison of the demagnetization times in Co
and Ni by relative units of XMCD and by absolute XMCD quench is presented in Fig. 4.20.
When comparing the timescale for a similar amount of magnetization dissipated for both sam-
ple temperatures, a gap remains between the time constants of the cold and the hot sample.
This is observed in Co and even more significantly in Ni although only two data points are
really comparable in the investigated fluences. Having established that the rate of demagneti-
zation is indeed different in the observed temperature range, it is now important to discuss the
mechanisms of demagnetization and their scaling with temperature.
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Figure 4.20: Left: Demagnetization time plotted against relative magnetization change in Co
and Ni for the recorded sample temperatures. The rate of demagnetization is different for the
two temperatures indicating that more magnetization is quenched in the same time interval at
lower temperatures. The dashed lines are a guide-to-the-eye. Right: Demagnetization time
plotted against absolute XMCD change. The same conclusion as in the relative comparison
is drawn. When plotted against the absolute XMCD change, a similar rate of magnetization
dissipation is expected assuming that the dissipation channels, like the Elliot-Yafet scattering,
are only insignificantly temperature-dependent at the investigated temperatures. Comparing
the timescale against the actual magnetic quench allows to compare also the Ni data, which
indicate an even stronger effect than what is observed in Co. The dashed lines are guides to the
eye.

We start with discussing the temperature dependence of local mechanisms quenching the mag-
netization on the ultrafast timescale. Most prominently the Elliot-Yafet spin-flip scattering,
acting between electrons and phonons, is argued as the driving mechanism, redistributing an-
gular momentum from the magnetic into the atomic lattice [54]. The m3TM, introduced in
section 3.1.2, has no explicit temperature dependence. The beauty of the model lies in the
fact that all parameters are defined by the material investigated. The ambient temperature is
reflected in the spin-flip probability αs f , the electron-phonon coupling strength Gep, and the
final temperature reached.
The spin-flip probability αs f has been calculated from first principles to estimate the magni-
tude of magnetic quench induced by local electron-phonon scattering events [135]. Solving the
spin-flip Eliashberg function for Ni apparently yields only slightly modified spin-flip rates for
different temperatures. Although the ambient temperature is not explicitly taken into account in
[135], the calculated spin-flip rates at elevated electron temperatures can be used to estimate the
induced change. In Ni, it is calculated that an increase in the electron temperature from <300 K
to 1500 K results in an increase by a factor of about 1.25. For Co, the spin-flip rate is estimated
to increase by about a factor of 2.5 in the temperature range estimated in Fig. 4.16. However, it
is important to note that in all calculations an increase of the spin-flip scattering rate is found.
This will effectively drive a faster and stronger demagnetization. This temperature dependence
is at the heart of the argument of the Elliot-Yafet mechanism. In addition to enhanced spin-
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mixing at elevated temperatures, the higher spin-flip rate drives the demagnetization, since the
electron temperature is transiently significantly higher than the lattice temperature. In total it
follows that a stronger quench and a higher rate of demagnetization should be observed at an
elevated sample temperature. This is not what is found in the data presented here. Although a
higher quench is observed for the same fluence, comparing the rates shows that at the reduced
ambient temperatures a higher rate is found.
The electron-phonon coupling Gep is generally temperature-dependent [191, 192]. The tem-
perature scaling is strongly influenced by the DOS and the shift of the chemical potential with
temperature of the element. In Ni, Gep is found to scale inversely with temperature [192] due
to the high density of states at the Fermi edge. For Co, to the best of my knowledge, no con-
clusive experimental report on the scaling of the coupling with temperature is published. In
case the coupling increases with temperature, as suggested in [193, 194] the demagnetization
rate is expected to increase as well. This follows directly from the derivation of the m3TM
since a higher coupling strength leads to a more efficient spin redistribution. This would result
again in a contradiction to the observation. In any case, in the relevant transient electron tem-
perature region, only a small deviation is found. We argue that this alone does not suffice to
explain the measured difference in rates. Together with the higher rate due to spin mixing and a
higher spin-flip probability, a significantly reduced coupling is necessary to explain the effect.
Moreover, with a reduced coupling, the heat-capacity deviates from a linear scaling [192] and a
reduced heat-capacity conversely leads to a higher temperature reached and thus an even higher
spin-flip probability.
An investigation of the influence of the ambient temperature on the demagnetization dynamics
in Ni employing the m3TM in an attempt to reproduce the dynamics shows precisely the feature
mentioned before, i.e., a higher quench and rate at elevated ambient temperature [190]. The
authors of [190] do not elaborate on the details of the refined m3TM used to include the am-
bient temperature dependence but state the importance of the reduced exchange splitting when
nearing TC at higher temperatures. A significant slow-down of the dynamics, especially of the
remagnetization is reached in the model once the temperature is sufficiently high. A significant
reduction of the exchange splitting that would also result in reduced overall magnetization and
therefore reduced XMCD signal is not observed in Co in the investigated temperatures. There-
fore, we exclude that in Co, with a TC of about 1300 K, reduced compared to the bulk value
due to finite size scaling, the findings are explained by a break-down of the exchange splitting
close to TC. In Ni, where the Curie temperature is estimated to be only around 600 K, this effect
might contribute and could help to explain the vastly different rates.
In conclusion, we do not expect that the temperature dependence of local effects in the terms
of the m3TM can explain the offset observed in the demagnetization rates in Co. The spin-flip
rate at a higher temperature would lead to the opposite effect. A reduced electron-phonon cou-
pling is most likely compensated by the increase in scattering rates and spin mixing which is
also suggested in calculations in [190]. Lastly, a break-down of the exchange splitting in the
vicinity of TC is not likely due to the relatively high value of TC in Co.
In the following, the temperature dependence of non-local effects is discussed. For transport
phenomena, it is elementary to establish first an understanding of the gradients and excitation
regions involved. To confirm that carriers are mainly excited in Co and NiMn, calculations
of the differential optical absorption are carried out. The layer-wise optical absorption, evalu-
ated with an implementation of the formalism described in section 2.1.2 written by E. Golias,
reveals that most of the absorption happens in the Co and the NiMn layer. The result of the
calculation is presented in Fig. 4.21. We expect that there is a heat gradient to Cu with the hot
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side being the Co and NiMn layers. Both layers are expected to absorb the 800 nm pump light
almost equally.
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Figure 4.21: Differential absorption calculated for the Co/NiMn sample for 800 nm p-polarized
light. The calculation is perfomed following the formalism of [195] as described in section
2.1.2. The Co and the NiMn layer absorb almost the same magnitude of the light, 7 % and
7.1 %, respectively, as indicated in the plot. A schematic of the sample is shown below the
graph indicating the thickness of each layer. The calculation is performed for p-polarized 800
nm light, incident at 7◦ with respect to the surface. The optical constants for Co, Ni, and
Mn at 800 nm are taken from [28]. We use nCu = 0.2533+5.013i, nCo = 2.488+4.803i, and
nNiMn = nNi = 2.218+ 4.893i or nNiMn = nMn = 2.788+ 3.998i. Since the value for NiMn
is not known, we perform the calculation for nNiMn = nNi leading to the colored differential
absorption and for nNiMn = nMn indicated by the dashed red line. The vertical lattice distances
d used are dCu = 1.81 Å, dCo = 1.74 Å [167], and dNiMn = 1.88 Å [163].

With the excited regions established, we focus again on the temperature dependence of the non-
local phenomena. The concept of ultrafast superdiffusive transport [128], introduced in section
3.2, is the most prominent candidate to explain the ultrafast quench of magnetization from a
transport perspective. Alternatively, ultrafast magnon generation leads to spin transport away
from the region of excitation. While ultrafast magnons have been reasoned to play a role in
the early demagnetization [196, 197], their role and timescale are not yet established definitely.
Although we expect an influence of magnon transport on the dynamics recorded in our exper-
iment, their effect is more pronounced on longer timescales. Since spin waves or transversal
spin excitations are secondary processes, generated by the electronic thermalization and spin
equilibration mechanisms, the other angular momentum channels are more likely responsible
for effects seen at the timescales investigated here. The discussion of transport phenomena is
therefore limited to the discussion of hot-electron transport away from the excited region.
Similar to the m3TM, the superdiffusive transport model does not contain an explicit tempera-
ture dependence and a detailed investigation of the temperature scaling has not been carried out.
The model is based on different effective velocities for electrons carrying majority or minority
spins. The lifetime and velocity of the excited electrons are temperature-dependent properties.
A general reduction of the spin lifetime at elevated temperature is symmetric for both minority
and majority carriers. Since superdiffusive transport considers a net spin current, only asym-
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metric effects for minority and majority carriers, or changes in the relative carrier lifetimes and
velocities play a role. An overall reduction of the spin polarization already described before
happens at higher temperatures. This is either described in terms of a reduction of the exchange
splitting or by transversal excitations. Following the argument of the temperature dependence
in the m3TM, such a reduction is not observed here in Co since the XMCD at negative delays
hardly changes. In Ni, it is likely that due to the reduced magnetization and therefore reduced
asymmetry of carrier lifetime and velocity the temperature difference already results in a size-
able effect on the demagnetization rates. A more subtle effect is induced by temperature due to
an altered band structure which might lead to either an increase or decrease of the velocities,
depending on the slope at the excited transitions. This change is considered to be insignificant
in the range of temperature investigated here since no phase change in the Co or Ni layer is ex-
pected to occur. Most of the energy is dissipated by electron-electron scattering events which
are almost temperature-independent.
To summarize, the strongest temperature effect is expected to arise from a change of the spin
asymmetry mediated by either a reduced exchange splitting or spin mixing. Although this
would decrease the rate as observed in the experiment, the mechanism is not likely to be re-
sponsible for the different rates in Co since the static XMCD remains virtually unchanged at
the two temperatures. The effect might be more pronounced in Ni where a reduction of the
static XMCD by almost 1/3 is observed. Weaker effects like differences in the bandstructure
and spin-dependent scattering cross-sections are ruled out as the cause for the different rates
since their temperature dependence is not sufficient in the interval investigated here.
In conclusion, we rule out that the effect is caused by the temperature change alone. In the
m3TM, describing local effects, an opposite behavior is expected. This is in line with calcula-
tions in a scenario where αs f and Gep are temperature independent, but according to [190] even
with a refined model considering the ambient temperature change of the involved parameters
the observations are not expected. In case local mechanisms are the dominant mechanisms
for angular momentum dissipation, the observation can not be explained. In the superdiffusive
transport model, only slight changes in the demagnetization rate with the investigated temper-
atures are expected. They become considerably larger when approaching TC. Since the static
XMCD hardly changes in Co the observed effect is too large to be explained by a reduction of
the carrier asymmetry.
Since the temperature alone is not responsible for the observed difference in the rates, we argue
that it is caused by the long-range antiferromagnetic order in NiMn which disappears at ele-
vated temperatures. It is difficult to argue which process of demagnetization, local scattering
or transport, generally dominates in experiments. However, it is established that ultrafast car-
riers play a significant role in the magnetization dynamics as elaborated in section 3.2. Here,
ultrafast carriers are excited over the entire sample region and transport between the Cu, Co,
and NiMn layers contributes to the observed dynamics. A sketch of the expected spin transport
away from Co is presented in Fig. 4.22. Superdiffusive carriers, excited in Co, transport the
majority spin polarization away from the excited region into Cu and NiMn. Similarly in NiMn
hot electrons are excited and transported into the Co layer and the Cu substrate. Since Cu is
not magnetic, both the cap layer and the substrate are expected to act as an efficient spin sink
at both ambient temperatures. At low temperature, the NiMn layer is antiferromagnetically
ordered with the sublattice magnetization collinear to the magnetization in Co. In this state
polarized superdiffusive carriers coming from Co are injected into empty states of the same
spin character leading to an efficient transport away from the FM layer [198]. Once the NiMn
layer is not magnetically ordered anymore, i.e. at higher ambient temperature, the spin-state
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matching is lifted and the disorder leads to a significantly enhanced carrier reflection at the
interface and a reduced spin-penetration depth [199]. In total, this leads to the conclusion that
the ordered AFM will act as a much better spin-sink for the majority electrons coming from Co
compared to a disordered paramagnetic state. At the same time, with the AFM order present,
polarized hot electrons from the NiMn layer are injected into the Co film. Since there are more
unoccupied minority states available in Co, carriers of this type are preferentially entering the
FM layer. This superdiffusive current further accelerates the demagnetization in the FM layer.
In the case of a magnetically disordered paramagnetic NiMn layer, i.e., at higher ambient tem-
perature, the number of polarized electrons carrying spin of the same state is reduced. Both
effects together lead to a sizeable difference in the demagnetization rate of the Co FM-layer
between an adjacent AFM-ordered layer and a disordered one.

4.4 Summary and conclusion
This section covers the investigation of ultrafast laser-induced demagnetization in Co and Ni
coupled to a Ni30Mn70 layer. The antiferromagnetic long-range order in NiMn can be switched
on or off by ramping the temperature well below 300 K or heating it up close to 400 K, re-
spectively. The calibration of the MBE growth parameters is described. Precise knowledge
of deposition rates and instrument sensitivity is necessary to fabricate the NiMn alloy in the
desired stoichiometry. Both parameters are obtained by recording datasets of evaporations for
all materials involved and correlating the AES intensities with MEED intensity oscillations ob-
tained during growth, as presented. Static temperature-dependent magnetic characterization is
carried out in-situ after growth to estimate the onset of the AFM order in NiMn. Further charac-
terization of the reflectivity properties is done at the scattering end-station at the PM-3 beamline
at BESSY II. The information about the angle- and energy-dependent scattering intensity and
magnetic contrast are vital for successful time-resolved measurements in the limited time win-
dow granted to users of the slicing facility. The time-resolved reflectivity recorded at the slicing
facility Femtospex at BESSY II is presented for the early timescales up to 2 ps. All curves are
analyzed with respect to their demagnetization dynamics, which is evaluated from the X-ray
magnetic circular dichroism. The time constants are obtained by fitting a two-exponential
model to the early dynamics, yielding the speed and magnitude of the light-induced quench of
the magnetic asymmetry. The aim of the experiment is to identify effects induced by changing
the ambient temperature of the sample from 80 K to 390 K, thus covering the magnetic order
phase change in NiMn from AFM to PM. The evaluation of the obtained timescales shows that
at 80 K higher demagnetization rates are found for Co and Ni. While in Ni no systematic study
is possible due to the low number of recorded scans, the findings in Co show a clear trend. The
observation of the increased demagnetization rates at low temperatures contradicts predictions
of the temperature scaling in the m3TM, which treats local scattering events as the driving
source for demagnetization. In the investigated temperature range a simple temperature scal-
ing of the superdiffusive transport is ruled out since the static magnetization in Co is virtually
unchanged. Therefore we attribute the observed difference to enhanced spin transport through
an ordered AFM layer compared to a disordered PM layer. A larger spin penetration depth to-
gether with a lower reflection at the interface of the ordered AFM, compared to the disordered
state, is responsible for the difference observed in the Co rates. The process is illustrated in
Fig. 4.22. Although we tentatively reason that the same mechanism is responsible for the even
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larger effect in Ni, the interpretation is more difficult due to the low number of data points. In
Ni, the temperature change already reduces the static magnetization significantly, which results
in temperature effects on transport and local scattering that can be ruled out for cobalt. This
scaling further adds to the observed difference and might explain the vastly higher change in
the rates.
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Cu Co NiMn
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u(001)

AFM
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390 K

80 K

Figure 4.22: Illustration of the transport processes responsible for the different demagnetiza-
tion rates observed at the two investigated temperatures. The Co layers remains FM ordered in
both temperature regimes. At 390 K a higher reflection at Co/NiMn interface is expected due
to the spin mismatch of the Co and the NiMn spins. Conversely at low temperatures an effi-
cient spin transport through the AFM interface is expected due to the high degree of collinear
spin alignment. At the same time a higher minority spin transport into Co coming from the
AFM ordered NiMn layer is expected compared to the paramagnetically aligned case. Trans-
port strength and spin character are indicated by the arrows’ thickness and color, respectively.
An illustration of the electrons is given by the colored circles where the color indicates the
spin character according to the DOS schematics. Note that in the PM case the spin character is
mixed.

This finding provides us at least with a partial answer to the first research question of this work:
Does the coupling between two adjacent layers, one a FM and one an AFM, influence the ul-
trafast quench of magnetization?
An indication that the proximity of the AFM layer to the FM in ultrafast experiments alters
the observed demagnetization dynamics is found. In the FM an acceleration of the demagne-
tization due to the adjacent AFM layer is observed [162]. This change is introduced purely by
the long-range order in the material since no other parameters but the temperature are changed
and the other temperature-induced effects can be ruled out efficiently. That ultrafast (superdif-
fusive) transport plays an important role in the demagnetization of heterostructures is further
validated. The findings highlight the potential to influence magnetization dynamics not only in
the layers adjacent to the ferromagnet but also the other way around. The combination of AFM
and FM materials has historically been quite fruitful and both new physical understanding and
novel technologies have been acquired. From a dynamical perspective, this is still new territory
and further interesting properties can be expected to be observed in future experiments. For
example, next to the finding in this work, the combination of an artificial AFM with a magnetic
layer in all-optical switching experiments is found to be useful due to the spin exchange be-
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tween the FM layer and the two layers of the synthetic AFM [200]. Combining a tunable AFM
in a multilayer stack opens opportunities to tailor the dynamic magnetic response to a light
stimulus in the adjacent layers. In the next chapter another light-induced phenomenon arising
at the interface of a FM and an AFM, happening at even shorter times, is presented.
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Chapter 5

Magnetization in the presence of the laser
field

In the last chapter, the investigation into the effect of an AFM layer adjacent to a FM layer on
the demagnetization is described. The following chapter covers an investigation on a similarly
structured sample, an FM Co film adjacent to an AFM Mn film. This time the focus of the in-
vestigation is the magnetization dynamics at the very early timescale, i.e., in the presence of the
exciting laser pulse. We grow the model system calculated in [120], and already introduced in
section 3.3, to study light-induced dynamics at the interface of Co and Mn. Since we expect the
effect described in [120] to be only present at the interface, a multilayer sample with alternating
Co and Mn layers is grown. The time-dependent magnetization is traced by element-sensitive
X-ray reflectivity. We observe the signature of a light-induced AFM to FM transition in Mn.
The FM state in Mn is deduced from an ultrafast increase in magnetic contrast evaluated at the
Mn edge. The contrast enhancement lives for the duration of the excitation. The findings are
explained by the optically induced spin transfer between Mn and Co sites at the interface. The
results of the investigation are published in [201] and parts of the following are paraphrased
from the publication.

5.1 The Co/Mn system
The investigation is performed on a Co/Mn-multilayer system grown on a Cu(001) single crys-
tal surface. Why this system is investigated, and the aim of this study is elaborated in the
following. The motivation is to look for experimental verification of the OISTR phenomenon,
predicted in time-dependent density-functional theory (TD-DFT) calculations. The idea of
the OISTR is introduced in section 3.3. The authors of [120] have identified a coherent light-
induced mechanism driven by the excitation laser pulse that rearranges the electrons of different
neighboring atomic sites. In those inter-atomic transitions, the charge remains neutral, but the
local atomic moment changes since the electrons are of a distinct spin character. Dewhurst et
al. [120] predict different dynamics for Mn/Co systems depending on the number of layers in
each film. For example, in a 2 ML Mn film adjacent to a 4 ML Co film, the average moment on
Mn is expected to increase by almost a factor of two. In case 3 ML Mn are coupled to 3 ML Co,
the calculations predict a contrast reversal in Mn. If only 2 ML of Mn are adjacent to 3 ML Co,
the same scenario as for 4 ML of Co is predicted. The relevant graphics of [120] are reprinted
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in Fig. 5.1 for clarity.

(A)

(B)

(C)

(D)

Figure 5.1: Predictions of the layerwise atomic moment evolution in Mn and Co during optical
excitation by 800 nm taken from [120]. The time-dependent optical field is presented in (A). In
(B), the evolution of the atomic moments in Co and Mn is plotted. The numbering refers to the
layer of the element. It is assumed that Mn and Co couple antiferromagnetically such that the
interface between Mn2 and Co1 is a 180◦ spin reversal. During excitation, carriers from Co are
excited into Mn sites, and the sum of all Mn moments increases by ferromagnetic alignment
with the Co moment. In (C), the scenario for 3 ML Mn is shown. It is predicted that all Mn
layers align ferromagnetically, resulting in an overall contrast reversal of the Mn moments. In
(D), 2 ML of Mn are put on top of 3 ML of Co. The resulting dynamics are similar to (B)
only with a reversed total moment due to the FM being aligned in the opposite direction which
is arbitrary. Reprinted with permission from Ref. [120]. Copyright (2021) by the American
Physical Society.

We aim to investigate the OISTR predictions experimentally by time-resolved resonant mag-
netic X-ray reflectivity (RMXR). For this purpose, different multilayer systems of Co and Mn
are grown, and the coupling between Co and Mn is investigated. Since only one system can
be measured time-resolved in a reasonable amount of time, we first benchmark the contrast
in some systems to find the most promising one to study. First, a system comprised of 2 ML
Mn/4 ML Co (2/4) with several repetitions is grown. We compare the static characteristics to
a 3 ML Mn/3 ML Co (3/3) system, also grown with several repetitions. Ultimately, we expect
that in the (3/3) system, the time-dependent magnetic contrast in Mn reverses during excitation,
whereas in the 2/4 system, it should increase, based on the predictions of [120].
The growth of the samples on Cu(001) is monitored by recording the specular MEED reflection
intensity during deposition. The evaporation parameters for this system are already known due
to the calibration performed for the earlier works and are chosen according to the description
given in section 4.1.1. The sample surface is cleaned by sputtering and annealing, similar to
the process explained in section 4.1.1. Example MEED curves of the growth are shown in Fig.
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5.2. Both samples start with a small Co coverage on which repetitions of the 3/3 or 2/4 system
are grown. For the time-resolved investigation at the ZPM scattering chamber, a 3/3 system is
grown. The characterization of this sample is presented in Fig. 5.5.
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Figure 5.2: MEED intensity recorded during growth of the Co/Mn multilayer samples. The
numbers indicate the layer number in the respective deposition step. For clarity, the deposited
element is denoted in some parts of the recorded intensity. The top panel shows the repeated
growth of 2 ML Mn/4 ML Co on 4 ML Co on Cu(001). The inset shows the MEED intensity
during Mn evaporation. Only the first recovery of intensity is visible. Due to the absence of
a second oscillation, the time for Mn evaporation is based on the rates and calibration of the
deposition. During the growth of the successive Co layers, the MEED intensity recovers, and
oscillations for the Co layers are visible up to 10 repetitions of the 2/4 system. At the end of the
evaporation the timings decrease due to an increase in the evaporation rate. The lower panel
shows the growth of a 3/3 system on 4.5 ML Co on Cu(001). Here the MEED intensity is not
recorded at the maximum, which results in the initial increase of the intensity, and a full layer is
formed at the minimum. The inset shows the MEED intensity evolution during the deposition
of the first 3 ML Mn. A small bump is visible in the Mn deposition coming from filling first
the half-layer. The next Co layers recover some of the intensity again by creating a smooth
surface. Initially, the timings are slightly off, and more than 3 MLs of Co are grown during
each deposition. Nevertheless, static characterization was carried out to test the sample.

The samples are investigated statically at the VEKMAG and the PM3 endstation at BESSY
to identify the magnetic ordering by employing element-sensitive soft-X-ray scattering and
absorption spectroscopy. Similar to the process described in section 4.2.1, an evaluation of the
expected measurement time is carried out. This is again done by recording the reflected X-ray
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intensity for a set of angles and energies while employing circular polarization and changing the
sample magnetization, similar to the description in section 4.2.1. Based on the estimations of
the measurement time, we decided to perform the time-resolved experiment on the 3/3 system.
The growth characteristics of the sample are shown in Fig. 5.5.
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Figure 5.3: From left to right: Recorded X-ray reflectivity, magnetic contrast, and expected
measurement time evaluated according to eq. (4.4) for Co in the 3/3 sample.
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Figure 5.5: MEED intensity recorded during growth of the Co/Mn multilayer sample. The
sample is grown alternating between Co and Mn depositions. The sample starts with the first
layer of Co, and then the first layer of Mn is deposited on top. The MEED intensity is recorded
at the minimum for Co. A complete layer is formed in each minimum. The arrows indicate
the moment the shutter is closed to stop the deposition. In Mn, the intensity is first recorded at
the maximum and after the first layer in the minimum. After alternating between 3 ML Co and
3 ML Mn six times, the sample is capped with 14 ML Co. Data by courtesy of I. Gelen, who
prepared the sample.

5.2 Light-induced magnetism in an AFM
The time-resolved X-ray reflectivity (XRR) measurements on the 3/3 system are carried out at
the ZPM endstation at BESSY II employing 100 fs X-ray pulses. The X-ray energy is tuned
to record the dynamics resonantly at the Mn or Co L3 absorption edge. Two dichroic scans,
measured at the slicing endstation in ps time resolution, of the reflected intensity across the
resonance edge of Co and Mn, are shown in Fig. 5.6. A change in contrast across the Mn L3
edge is observed. In Co, the contrast remains constant across the absorption edge. The highest
figure of merit, in the sense of eq. (4.4), is found at 636 eV, at the maximum positive contrast
in Mn. In Co, the best conditions are found at 778 eV, at the energy where the peak intensity
is recorded in reflectivity. The energy resolution of the ultrashort X-ray pulses is around 3 eV.
This will not lead to a significant change in the recorded dichroism in Co since the contrast is
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almost constant across the reflectivity peak. In Mn, we choose a slightly lower energy in the
slicing operation to not "average" across the contrast change.
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Figure 5.6: Spectra recorded over the L3 absorption edge of Mn (left) and Co (right) at the
slicing facility in reflectivity under θ = 8.75◦. The magnetic contrast evaluated from the spectra
is shown below. In Co the magnetic contrast is almost constant across the absorption edge. In
Mn a contrast reversal around the peak close to 640 eV is measured.

Using the combination of angle and energy, already established from preliminary measure-
ments, shown in Fig. 5.3, we start by recording the time evolution of the magnetic contrast
after laser excitation at the Co L3 absorption edge in reflectivity. The experiment is carried out
at an angle of θ = 8.75◦ under which a decent magnetic contrast, a sufficient photon yield, and
enough laser absorption is registered. For the excitation, 60 fs linearly polarized laser pulses
are employed with an incident fluence of 12 mJ/cm2. The dynamics are presented in Fig. 5.7.
The Co dynamics show a demagnetization similar to the one observed in the measurements in
the last chapter, e.g., see Fig. 4.18. The experimental error is deduced from the photon counting
statistics, and for fitting the data, an experimental resolution of 120 fs is used. The magnetic
contrast reduces to about 30 % of the initial value, and a time constant of around 160 fs is found
for the demagnetization. This is slightly faster than what is observed at 390 K in the previous
chapter. Here, all measurements are carried out at room temperature.
The dynamics recorded in Mn are presented in Fig. 5.8. A quite different evolution of the
pumped signals is found in Mn compared to Co. In the channels recording the evolution of
the XRR after excitation, an increase in intensity around zero delay time is observed. At the
same time, a magnetic contrast in the channels is visible. After normalization by the unpumped
channels, only a sharp rise of the contrast around time zero remains. A successive dynamic sets
in after 500 fs, where both signals start to increase in intensity. A comparison of the XMCD
evaluated from the time-resolved data is presented in Fig. 5.9.
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Figure 5.8: (A) Pumped channels for applied fields of ±0.2 T, recorded at 636 eV after excita-
tion. Around zero delay time, a rise in both channels and a magnetic contrast are visible. After
500 fs, a combined increase of both channels is visible. (B) The recorded dynamics after nor-
malizing to the unpumped channels. The rise in intensity and the apparent change in contrast
around time zero are still observed. (C) Unpumped XRR in Mn, recorded at the same time as
the data in (A). Under slicing conditions, no static contrast is observed. (D) Resulting XMCD
of the normalized channels. At time zero, a sharp increase of the Mn contrast is visible.
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Figure 5.9: Top: Time-resolved XMCD recorded at the Mn L3 absorption edge. At time zero a
sharp rise of the contrast to about 8 % is observed. The evolution is fitted with a Gaussian (red)
and its likelihood is compared to a baseline fit (blue). Bottom: Time-resolved XMCD recorded
at the Co L3 absorption edge. The dynamics are fitted with a double exponential function (solid
line).

We interpret the short-lived appearance of a magnetic contrast in Mn as a sign of coherent spin
dynamics resulting in a ferromagnetic alignment of the Mn spins. During the excitation by
the laser pulse, the majority spin alignment in Co drives the reorientation of the interfacial Mn
spins in the same direction. This reasoning is supported by calculations performed in [120]
where exactly this observation is predicted.
A perfect image of the time evolution of the contrast is not obtained in the XMCD due to the
low statistics. Nevertheless, the change in contrast in reflected in the data around time zero.
The likelihood of an underlying Gaussian profile, as shown in Fig. 5.9 is 3400 times higher
compared to a line fit. Using only the peak value at time zero, "only" a 108 times higher
likelihood is found for a Gaussian compared to a baseline. Together with the excited dynamics
presented in Fig. 5.8, a confident assignment of the contrast is possible, and it is ruled out
that the point is an artifact of the measurement. Judging from the pumped channels in Fig.
5.8 the ferromagnetic alignment is present longer and the lifetime estimation of the excited
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state from the XMCD is a lower bound. However, the estimation of the lifetime, that the state
lives only for the duration of the excitation, is in agreement with the timescale for decoherence
due to spin-orbit coupling [202], the theoretical predictions in [120], and the observation of
OISTR in Ni/Pt [149]. A negative contrast change in the Mn XMCD is observed around 1
ps delay time which the OISTR mechanism can not explain. Comparing the dynamics of the
individual channels to the evaluated XMCD, it is apparent that this contrast change happens
during a time when electronic and also phononic excitation are already visible. We argue that
the appearance of the contrast at 1 ps is distinctly different from the one at 0 ps due to the longer
delay time. While phononic modes can not be excited within 100 fs, they might act at 1 ps by
magnetostriction on the observed dichroism and can result in such a change of the contrast.
The rise in overall intensity is an indication of layer expansion or compression, resulting in an
overall changed reflectivity profile [203, 204] therefore implying the existence of (coherent)
phonons in the system. The initial rise in magnetic contrast is also accompanied by a rise in
intensity in both channels. However, this cannot be explained by phonons. The initial increase
is described by state-blocking effects that alter the X-ray scattering properties and lead to an
overall increase in the signals. This increase is a result of the electronic transitions driven by the
excitation. Therefore, this is precisely the timescale of the OISTR, which treats the electronic
transitions between atomic sites. This excitation decays quickly as the electronic population in
the system reacts to the strongly non-equilibrium state.
The underlying mechanism is explored by TDDFT calculations, carried out by S. Sharma,
where the system is compared to a 3 ML Co/2 ML Mn system [201]. We chose to compare the
observation to this system due to the absence of a recognizable XMCD at negative delay times.
Statically, a small dichroism of around 1.5 % is observed, which is below the resolution of the
time-resolved measurements. In a perfect layerwise antiparallel orientation of the three-layer
system, a larger XMCD in Mn is expected. However, surface roughness and intermixing at the
interface reduce the net magnetization in the Mn layers. Therefore, a better agreement with
the 2 ML Mn system is found. The calculations support the mechanism already introduced in
section 3.3 and the result shown in Fig. 5.1 for the 2 ML Mn system. The optical excitation
by the laser pulse drives a charge transfer between neighboring Mn and Co sites. While no
net charge is transferred, a net spin transfer is present due to the oppositely occupied density
of states in the Mn atoms and the heavy imbalance of electrons of majority spin character in
Co. The spin injection from Co leads to a change of the local atomic moment in the Mn atoms,
thereby reversing their alignment at the interface if the initial spin alignment was antiparallel
with respect to Co. In the two-layer system, this results in an appearance of a magnetic contrast
in Mn due to the transient ferromagnetic spin alignment. An illustration of the process is
reprinted from [201] in Fig. 5.10. This is similar to what is observed in the experiment and
shown in Fig. 5.9. The appearance of the magnetic contrast in Mn happens at a timescale
where no sizable change of the magnetization in Co is observed. The demagnetization channels
like Elliot-Yafet scattering [54] and superdiffusive transport [119] happen on longer timescales
during the thermalization and relaxation of the excited electrons.

5.3 Summary and Conclusion
To investigate the OISTR effect in a Co/Mn system like the ones calculated in [120], multilayer
Co/Mn samples are grown with alternating Co and Mn layers. The sample investigated is a
(3 ML Co/3 ML Mn)x6 sample grown on Cu(001) and capped with 14 ML of Co to prevent ox-
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idation in the Mn layers. Time-resolved resonant magnetic X-ray reflectivity is recorded on the
Co and Mn L3 edge before and after excitation by a 60 fs laser pulse. While in Co, the magnetic
contrast reduces after excitation, a sharp rise in magnetic contrast at time zero is measured in
Mn. We attribute this increase in magnetic contrast to the OISTR effect leading to a transient
realignment of the Mn spins. During the presence of the light field, spin is injected into the
interface Mn layers from Co by direct optical transitions of majority carriers from Co. This
intersite spin-transfer results in a transient ferromagnetic alignment of Mn illustrated in Fig.
5.10. The recorded data, albeit with low statistics, reveals a mechanism changing the magnetic
alignment of an elemental antiferromagnet into a transient ferromagnet. The results are pub-
lished in [201].
This finding is a verification of the importance of coherent photon-electron dynamics acting at
the earliest timescale, the timescale of the exchange interaction itself, in light-induced magne-
tization dynamics. The OISTR process, also experimentally studied in [149–152], is further
validated by our results. Lastly, the identification of the OISTR process in heteromaterials such
as AFM/FM multilayers might lead to novel device concepts like ultrafast spin-valves.

Figure 5.10: Schematics of the OISTR process in the 2 ML Mn system coupled to Co. The
light-induced transitions between opposite Mn sites lead to an equilibration of the spin popu-
lation in the oppositely aligned Mn atoms. The Co atoms lead to a surplus of majority carries,
creating an imbalance in the population, and therefore to a transient ferromagnetic state in Mn.
Reprinted with permission from Ref. [201]. Copyright (2021) by the American Physical Soci-
ety.

The conclusion about the magnetic state in Mn and Co, presented in this chapter, relies on
information obtained resonantly in XRR. The magnetic contrast measured in time-resolved
experiments is not always unambiguous, see section 2.1.3. For that reason, the next chapter is
dedicated to the discussion of the extent RMXR can be employed to derive the magnetic state
of a system.
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Chapter 6

Light-induced magneto-optics in the soft
X-ray range

So far, the experimental investigations presented in this thesis employ resonant magnetic X-ray
reflectivity (RMXR) as the primary tool to trace the magnetization dynamics in ferromagnets
after excitation by light. Using synchrotron radiation to generate fs X-ray pulses offers the
unique possibility to address the information about the magnetic state in each involved element
selectively by tuning the energy to the respective absorption edge. In this photon-electron in-
teraction, information about the magnetic state of the system is contained, see section 2.2.3.
However, in X-ray reflectivity, where not only the absorptive features are detected, the mag-
netic contrast, recorded as an intensity change of the reflected light, depends significantly on
the angle and the energy employed. Using the same energy but different angles can lead to a
vanishing of the contrast or a reversal in sign thereof, for example, at 778 eV in Fig. 5.3. Sim-
ilarly, using the same angle but tuning the energy across the absorption edge can lead to the
same result, see Fig. 5.6.
This dependence complicates the interpretation of RMXR especially concerning conclusions
about the absolute magnetic state of a system, and comparisons between measurements have to
be carried out with care. The issue is further complicated in time-resolved measurements where
the intrinsic properties that govern reflection and absorption, i.e., the magneto-optical constants
introduced in section 2.2.3, also change upon excitation. Of course, this is also true in absorp-
tion experiments. However, it is easier to disentangle magnetic and electronic properties by
directly correlating transient changes in the absorption to the electron population after excita-
tion. A complete picture of the electronic and magnetic state could be obtained in XRR, for
example, by recording complete transient spectra to calculate back the magnetic and electronic
properties. The condition of the complete spectra is somewhat relaxed in time-resolved mea-
surements due to the considerable energy broadening of the ultrashort pulses that entail that the
recorded intensity is already representative for large parts of the spectrum. Since the required
time to record a complete spectrum for each delay step is too large, we simulate the sum and
difference signals obtained at the finite energy window in the time-resolved measurements. In
the following, numerical simulations of the reflectivity spectra in static and non-equilibrium
conditions are presented. The chapter aims to obtain an understanding of the intensity changes
in dichroic time-resolved experiments.
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6.1 Simulations of the X-ray reflectivity
We start the chapter by looking at examples of the recorded XRR spectra presented so far. The
aim is to simulate the reflected spectra recorded in static dichroic X-ray measurements. We
have obtained spectra for Co, Mn, and Ni in the discussed experiments from several angles.
The spectra are calculated by udkm1Dsim, using the sample geometries and magneto-optical
constants evaluated from dichroic X-ray absorption spectra. First, the magneto-optical con-
stants δ +∆δ and β +∆β , see eq. (2.55), are presented.
The imaginary part of the magneto-optical constants, i.e., β +∆β , describes the wavelength-
dependent absorption. Its value is evaluated using spectra obtained by recording the TEY for
opposite magnetization directions in the Co samples investigated at the VEKMAG endstation.
An example for Co recorded in the Co/Mn multilayer sample is shown in Fig. 6.1.
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Figure 6.1: X-ray absorption signal over photon energy, recorded in the Co/Mn multilayer
sample described in the previous chapter. The signal is obtained from TEY, shown in the inset,
by normalizing the signal to the edge jump.

Since the measurement does not yield the absolute value of β or ∆β , the curves are compared to
the X-ray attenuation values tabulated in the literature. First the atomic form factors f1 and f2
(called F ′ and F ′′ in section 2.2.3) are evaluated by scaling the edge jump of the spectra to that
recorded in the literature. Here, we use the values by C.T. Chantler [205] made available by S.
Seltzer [206]. Furthermore, we use the Henke values [207] that are made easily accessible by E.
Gullikson [208] to compare the optical constants. The edge jump, measured in TEY, is scaled
to the tabulated values of the atomic form factor, shown in Fig. 6.2. The real part is obtained
from the form factor, shown in Fig. 6.2 on the left side by calculating the KKR. It should be
noted here that the Henke convention for the definition of the form factors is employed, i.e.,
f1 = Z +F1(E) and f2 = F2(E) with the atomic number Z.
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Figure 6.2: Recorded absorption scaled to the tabulated attenuation of [205]. By merging the
experimental curve with the tabulated values the form factor covering a large energy window
around the resonance is obtained (left). This is necessary to calculate the real part from the
KKR (right). For comparison, the values contained in the Henke tables [207] are shown, too.

The magnetic contribution is calculated as the difference ∆ when performing the abovemen-
tioned steps for the spectra with opposite magnetization. The non-magnetic part is considered
to be the average between the two. Furthermore, the magnetic contribution is affected by the
incident angle and the degree of polarization of the X rays. This is taken into account by scal-
ing the difference with ∆ = ∆0(cos(θ)σ)−1 for in-plane magnetized samples, with the angle of
incidence θ with respect to the surface, and the degree of polarization σ . The magneto-optical
constants δ and β are calculated from the form factors, see eq. (2.50). The constants obtained
for Co are presented in Fig. 6.3. For Mn, two sets of constants are used, one for the case where a
small dichroism is observed and one where Mn is completely antiferromagnetic and no XMCD
is observed. The resulting magneto-optical constants for Co, Ni, and Mn are presented in Fig.
6.3, 6.4, 6.5, respectively. Since the optical constants and the form factors are only different
by a factor, both descriptions are equal. The programs used in the following employ either the
magneto-optical constants or the form factors as inputs, which is why both are evaluated here.
We now calculate the X-ray reflectivity for different angles at fixed energy using the optical
constants. We use udkm1Dsim [188] to simulate the reflected intensities. The software cal-
culates the magneto-optical field propagation described in [24, 33] or specifically for X-rays
in [34], with the sample geometry, the light properties, and the magneto-optical constants as
inputs. The results are presented in Fig. 6.6.
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The layer distances in the simulation are slightly adjusted for better agreement with the ex-
perimentally recorded reflectivity scans. The OISTR sample is simulated satisfactorily using
the layer thickness expected from the growth and calibration. A slight increase in the layer
thickness in Co from 3.0 ML to 3.3 ML and in Mn from 3.0 ML to 3.2 ML further improves the
agreement with the recorded data. In the reflectivity curves presented in Fig. 6.6 for the OISTR
sample, the recorded intensity oscillations are less pronounced compared to the simulations. In-
dividual layer changes are not considered, i.e., all Co layers are treated equally, and similarly,
all Mn layers are considered to be the same. An excellent agreement is achieved if one allows
for individual changes and surface roughness. Since we have no means to double-check the
parameters, we do not fine-tune the layer thicknesses and interface roughness. The simulation
of the bilayer sample reveals that a much higher cap layer thickness than expected is needed to
reproduce the reflectivity curves. The best agreement for the Cu/Co/NiMn sample is obtained
for 60 ML Cu instead of the expected 20 ML. The result is most likely accurate since we do
not have the means to monitor the Cu deposition directly. Furthermore, the Cu layer acts as the
capping layer and has probably oxidized during transport resulting in a larger lattice spacing of
the CuO layer. The same is true for the Cu/Ni/NiMn sample, where 160 ML of Cu are needed
for a decent fit of the reflectivity.
Having the simulated reflectivity scans used to clarify the sample geometry, we calculate the
spectra across the L3,2 resonance of the materials employed. The spectra are now calculated
for the dichroic case, i.e., for opposite light helicity, to compare the measured and simulated
magnetic contrast. Example spectra in Co and Mn, recorded and simulated in the OISTR sam-
ple, are shown in Fig. 6.7. Although the simulated spectra do not consistently reproduce the
recorded ones perfectly, an excellent qualitative agreement is achieved. It can already be judged
from Fig. 6.6 that under several angles the intensity is not described perfectly. Nevertheless,
the overall intensity change with the angle and the energy, at least at an incident angle range
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between 7◦ and 15◦, is reproduced.
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Figure 6.6: (A) Recorded (blue) and simulated reflectivity (red) at 638 eV in the OISTR sam-
ple. The recorded intensity is recovered in the simulation using the optical constants obtained
from TEY spectra and a slightly increased layer thickness of 3.3 ML and 3.2 ML for Co and
Mn, respectively. (B) Experiment (blue) and simulation (red) of the reflectivity at 778 eV of
the same sample as in (A). The same parameters are used for the simulations as in (A), only a
different photon energy is employed. (C) Experiment and fit for the reflectivity in Ni, recorded
in the Ni/NiMn bilayer sample described in section 4.1.1. The simulation shows that the cap
layer is larger than expected, and a thickness of about 160 ML leads to a decent agreement with
the experimental curve. (D) Measured reflectivity (blue) and simulation (red) at 778 eV in the
Co/NiMn bilayer sample described in section 4.1.1. The top Cu layer thickness is increased to
60 ML to reach a decent match.
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Figure 6.7: Recorded (solid lines) and simulated dichroic spectra (dashed lines) measured at
the Co and Mn L2,3 resonance in the OISTR sample. (A), (C) and (E) show the measured
and the simulated spectra under θ = 2◦, θ = 8.5◦, and θ = 10.5◦, respectively. All curves are
normalized to the post-edge intensity. In (B), (D), and (F) the spectra recorded and simulated
on the Mn edge are presented. Although the curves are not perfectly matched, a decent quali-
tative agreement between the simulation and the experimental spectra is obtained. The spectra
recorded at θ = 2◦ seem to be affected the most by inaccuracies in the optical constants or the
measurement geometry.
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The recorded and simulated reflectivity spectra do not always resemble the recorded absorption
absorption spectra. The real part of the refractive index alters the overall energy dependence of
the reflected intensities. We estimate the contribution of the real and the imaginary part of the
refractive index to the reflected intensity by simulating spectra with either one set to zero. The
spectra using the magneto-optical constants evaluated from the experiment as described before
are compared to the two extreme cases of δ = 0 and β = 0. The spectra for several arbitrarily
chosen angles are shown in Fig. 6.8, the same calculation for selected energies and an angle
range from 2◦ to 15◦ is shown in Fig. 6.9. 2D images of the spectral evolution with the angle
of incidence are shown in Fig. 6.10.
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Figure 6.8: Simulated reflectivity spectra for different angles of incidence as indicated in the
panels. At each angle, the simulated spectrum (red) is compared to a simulation with the
imaginary part of the optical constants set to zero (β = 0, blue), and one with the real part set to
zero (δ = 0, orange). Only considering β or δ does not reproduce the spectral reflectivity for
any angle. However, at certain angles, for example, 3.0◦ and 8.5◦, shown here, the absorption
dominates the spectrum. At other angles, for example, 4.3◦ and 6.0◦, the real part describes the
resonance well.
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Figure 6.9: Simulated reflected intensity for selected energies across the Co L3,2 absorption
edges from 2◦ to 15◦. The reflected intensity is calculated with only the real part (blue), only
the imaginary part (orange), and compared to the complete calculation (red).

91



14

12

10

8

6

4

2

θ 
(d

eg
.)

820800780760

10
-4

10
-3

10
-2

10
-1

10
0

14

12

10

8

6

4

2

θ 
(d

eg
.)

820800780760

10
-4

10
-3

10
-2

10
-1

10
0

Energy (eV)

14

12

10

8

6

4

2

θ 
(d

eg
.)

820800780760
Energy (eV)

10
-4

10
-3

10
-2

10
-1

10
0

(A)

(C)

(B)

(D)

simulated intensity (arb. units) exp. intensity (arb. units)

only imag. part only real part

14

12

10

8

6

4

2

θ 
(d

eg
.)

800790780770

10
1

10
2

10
3
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At some angles, θ = 4.3◦, for example, as shown in Fig. 6.8, setting the imaginary part to
zero does not result in a significant qualitative difference between the simulated spectra when
compared to the spectrum simulated with the complete refractive index. We interpret this as
an indication that the spectrum is largely described by the real part of the optical constants. At
θ = 8.5◦, the difference in the simulated spectra using the full refractive index and using δ = 0
is quite small. This is interpreted as a sign that the imaginary part dominates the spectrum
under this angle. Therefore, an estimation of the contribution of either constant is difficult and
strongly depends on the angle of interest. However, a general trend toward a more absorption-
dominated reflectivity with higher incident angles is observed in the simulations. This is still
very much dependent on the angle, and, for example, at 10◦, which is already a relatively
high angle of incidence, the spectrum is still largely influenced by the real part. Nevertheless,
an estimation derived from comparing the spectra, and the examples presented in Fig. 6.8, is
possible. In the range between 3◦ and 14◦, we derive the following rule: If the pre- to post-
edge intensity ratio is greater than one, the spectrum is largely dominated by the real part. In
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case the pre- to post-edge ratio is smaller than one, as it is in absorption spectroscopy, the
absorption features dominate the reflected intensity. The angles at which either part dominates
depend on the sample structure and the photon energy employed for probing. Judging by the
angle dependence of the intensities shown in Fig. 6.9 and the 2D log plots of the reflected
intensity in Fig. 6.10, the pre-edge energies are largely accounted for using only the real part
of the optical constants whereas for post-edge energies the intensity across the simulated angle
range is reasonably well described using only the imaginary part. Furthermore, the angles
where a decent simulation of the reflectivity is found using only the imaginary part, e.g., 3.0◦

and 8.5◦, are found close to a maximum of the reflected intensity with respect to the angle.
And the spectra dominated by the real part, e.g., at angles 4.3◦, 6.0◦, and 10.0◦, are located
near a minimum of the reflected intensity. Lastly, it should be mentioned that the presented
comparison is only an estimation of the contributions in the sense of a local derivative, and the
actual reflectivity is, of course, not simply the sum of the two boundary cases.
The distinction between reflection and absorption features is important since it allows a better
understanding of the transient features. In case the spectra are dominated by the imaginary
part, an interpretation of the pump-induced optical changes derived from the transient reflected
intensities in terms of absorption and electronic redistribution is possible. At other angles, i.e.,
when the real part has a significant influence, the optical response is better interpreted in terms
of transient reflection changes.
With a better understanding of the features of the reflected intensities, we want to look at how
the simulated spectra change upon excitation by light. The calculated transient spectra are
subsequently used to model the recorded time-resolved intensities.
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6.2 Time-dependent optical refraction
In the description of the simulated light-induced changes, we will, initially, focus on the discus-
sion of thermal processes. The thermal processes encompass the reduction of a macroscopic
magnetization by temperature and lattice strain due to thermal expansion and (coherent) phonon
population. The first directly addresses the magnetic contrast change, which is ultimately the
observable we are interested in. The latter affects the vertical lattice distances and layer thick-
ness and, therefore, the reflectivity properties of the underlying sample. Additional mechanisms
induced by electronic transitions that influence the optical response are discussed in the next
section.
We work with the already written script in udkm1Dsim which calculates the depth-resolved
optical absorption for a given laser pulse. Furthermore, a temporal grid is introduced, with
which thermal transport over time and, in combination with the already existing underlying
spatial grid, sample space is calculated. Furthermore, since ultimately we are interested in the
magnetic contrast, a temperature-dependent magnetization is added. The calculation of the
magnetization is based on the m3TM, and the simulation is summarized in a set of 3 coupled
differential equations containing transport and magnetization. The equations are similar to the
ones in [54]. Nevertheless, we repeat them here to ease the discussion about the constants
employed.

ce(Te)ρ
∂Te

∂ t
=

∂

∂ z

(
ke(Te)

∂Te

∂ z

)
−gep(Te −Tl)+S(z, t) (6.1)

cl(Tl)ρ
∂Tl

∂ t
=

∂

∂ z

(
kl(Tl)

∂Tl

∂ z

)
−gep(Tl −Te) (6.2)

∂m
∂ t

= Rm
Tl

TC

(
1−mcoth(m

TC

Te
)

)
(6.3)

The parameters used are the electron heat capacity ce, the lattice heat capacity cl , the material
density ρ , the thermal conductivity of the electrons ke and the lattice kl , the electron-phonon
coupling gep, a material-dependent parameter R that links the magnitude of magnetization
change to the material properties, and the Curie temperature TC. The equations couple the
electron temperature Te, the lattice or phonon temperature Tl , and the magnetization m. In the
implementation, the coupled differential equations are solved for all N layers. Therefore, in
total 3N equations are solved. The source term S(z, t), as mentioned before, depends on the
temporal profile of the laser pulse and the layer depth z.
Most of the parameters are temperature-dependent. Nevertheless, we approximate them as
constant or linearly scaling with temperature since their exact dependence is, in most cases, not
known. For example, the heat capacity is approximated by a linear function for the most part.
In the last section, a more refined heat capacity model is used. Similarly, the electron-phonon
coupling is assumed constant for the most part. Again a temperature scaling is evaluated in the
last paragraph of this section. Furthermore, the simulation requires the sound velocities, verti-
cal layer distance, and linear expansion coefficients of the materials employed. The parameters
used for the simulations are presented in Table 6.1.
Using an 800 nm, 60 fs temporal FWHM, and 48 mJcm−2 laser pulse, incident at 7◦ on the
OISTR sample, we reproduce the experimental conditions to explore the details of the demag-
netization in Co. An illustration of the OISTR sample geometry and the calculated differential
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optical absorption is presented in Fig. 6.11. The depth- and delay-resolved electron and lattice
temperature is presented in Fig. 6.12. The corresponding magnetization map is presented in
Fig. 6.13.

Figure 6.11: Schematic of the OISTR sample and calculated optical differential absorption.
The optical power is mainly absorbed in the top Co layer and slightly less in Mn compared to
the thinner Co layers. Reprinted with permission from Ref. [201]. Copyright (2021) by the
American Physical Society.

The calculation reveals that different transient electron and lattice temperatures are reached for
the individual Co layers, see Fig. 6.12. Since the source term directly couples to the electron
temperature, an initial ultrafast increase in Te is seen, and the lattice temperature Tl lags behind.
In Co, the electron-phonon coupling is not as strong as in Ni at ambient conditions [193].
Therefore both temperatures require more than 2 ps to converge, see (C) in Fig. 6.12. The
simulation reveals that the lattice in the center of the multilayer system initially heats up faster
than the rest. After about 0.7 ps, the top layer becomes the hottest part of the sample in both the
electron and the lattice temperature, see (D) in Fig. 6.12. A maximum electron temperature of
about 1600 K is reached in the simulation using 48 mJcm−2. The lattice reaches about 900 K
in 2 ps. This temperature is likely slightly higher than in reality since we approximate the heat
capacity by a linear function. In Co, this will underestimate the required amount of energy
for heating, as can be seen in Fig. 6.16. Overall, we expect a transient thermal gradient in
the sample in the vertical direction of up to almost 75 Knm−1, derived from Fig. 6.12. This
thermal gradient translates into a difference in the magnetization across the vertical axis of the
sample.
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Figure 6.12: (A) Electron temperature evolution after excitation with an 800 nm, 60 fs, and
48 mJcm−2 laser pulse. The initial temperature change is calculated based on the multilayer
absorption profile of the OISTR sample. The maximum temperature increase is found in the top
layer, where most of the light is absorbed. Due to heat diffusion, the temperature equilibrates
over time. (B) Lattice temperature after excitation. The electron-phonon coupling mediates the
temperature exchange between the electron temperature (A) and the lattice. A small difference
at early times in the lattice temperature of the Mn and the Co layers is predicted. (C) Example
temperature vs. delay time curves, highlighting the difference between the top and the buried
layers. (D) Time evolution of the vertically resolved electron and lattice temperature. While
the electron and lattice temperatures are initially different, they thermalize after 2 ps.

The demagnetization predominantly happens in the thicker top layer while the buried layers
remain in a more strongly magnetized state. Since the magnetization dynamics in Mn, in-
vestigated in the previous chapter, happen on much shorter timescales, we exclude the Mn
magnetization at this point. This is done artificially by setting its Curie temperature to 105 K.
This effectively leads to no net magnetization change in Mn but allows a fast and easy initial-
ization of the system for computation. Mn remains magnetized, as can be observed in Fig.
6.13. However, this is of no relevance to the simulated dynamics in Co. In the simulation,
the magnetization in Co is mainly determined by the temperature of the layer, see eq. (6.3). Of
course, the induced demagnetization and thus temperature change depends strongly on the laser
fluence. Estimating the fluence employed in the simulation is tricky because the only useful
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observable that we have at this point is the magnetic contrast. Therefore, the fluence is adjusted
until a decent agreement to the experimental demagnetization is achieved.
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Figure 6.13: (A) Magnetization map calculated with the m3TM model using the temperature
evolution presented in Fig. 6.12. The Mn layers remain magnetized in the simulation for sim-
plicity. The magnetization in Co is mostly affected in the top layer. (B) Magnetization evolution
in different Co layers at a distance to the surface, as indicated in the legend. While the capping
layer completely demagnetizes, the buried layers remain magnetized, although with a reduced
magnetization, at all times. (C) The exponential weighting used to calculate a magnetization
profile of Co that is comparable to the experiment. (D) Simulated demagnetization in Co com-
pared to the experimental curve. Each Co-layer magnetization (A) is summed and weighted by
the exponential decay (C) to mimic the reflected X-ray intensity contribution of the top and the
buried layers.

However, adjusting the fluence in the simulation to the experiment is not straightforward since
the observed X-ray intensity is a combination of reflection and absorption in all present layers.
To consider the depth-dependent contributions, an exponential weighting, mimicking the finite
X-ray penetration depth in Co, shown in Fig. 6.13, is used. An attenuation length of 6.6 nm
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based on the resonant energy is employed, and we normalize the weighting function to be
equal to one when summed across the sample distance. A decent agreement of the simulation
with the experiment is achieved at a fluence of 48 mJcm−2 compared to 12 mJcm−2 used in
the experiment. That we have to use a four times higher fluence in the simulation has many
possible reasons. Most likely, the actual sample possesses different reflection properties than
the calculated ideal surface. Furthermore, the exchange coupling and, therefore, TC might be
reduced in the thin multilayer films leading to an enhanced demagnetization. Additionally, if
the contribution from the surface Co layer dominates the reflected magnetic contrast even more
than anticipated, lower fluences also reproduce the experiment satisfactorily.
In the simulation, the magnetization is a function of both space and time, whereas only one
intensity over time is measured in the experiment. To resolve the issue of the comparability
of the simulation to the experiment, we now calculate the time-dependent spectra of the re-
flectivity. We employ the same procedure as in the static case and calculate the change in the
wavelength-dependent intensity based on the temperature. As mentioned in the beginning, the
transient temperature has two effects in the simulation. One is the induced lattice strain which
affects the overall reflection. The other is the magnetization change which influences the mag-
netic contrast in the dichroic calculations.
To illustrate the change in reflectivity induced by lattice strain, the transient angle-resolved in-
tensity, simulated at 778 eV, is shown in Fig. 6.14. Here, the magnetization is held constant
to highlight the effect of the lattice expansion. Initially, the thin Co layers are compressed by
laser heating and a strain builds from both ends of the multilayer, where either the Co-vacuum
or Co-Cu substrate interface is located. After about 1 ps, the strain waves reach the center, and
the sample expands. This is followed by damped compression and expansion cycles that persist
for several tens of ps. This is not shown in the Figure since we focus on the early times. Fol-
lowing the lattice’s coherent expansion (or compression), the X-ray reflection changes. During
the expansion cycle, for example, after 2 ps, the reflectivity curve shifts towards lower q-vectors
qualitatively, see (B) and (C) in Fig. 6.14. When probing at fixed energy and angle, this results
in an overall reduction (or increase) of the intensity depending on the scattering vector em-
ployed. The scattering vector in the experiment is about 1.16 nm−1. Judging by the close-up
shown in (C) in the same figure, the strain should therefore reduce the recorded X-ray intensity.
That this is indeed the case is shown and discussed later in Fig. 6.15. The difference in XRR
after 2 ps delay time is shown in panel (D) in Fig. 6.14. The strain follows the temperature of
the lattice and is, therefore, slower than the magnetization dynamics, which are also affected
by the electron temperature. A significant difference in the intensity of the reflected X rays is
simulated only after about 2 ps.
Considering this sample change, we now calculate the XRR spectra. Since both angle and
energy affect the scattering vector, we approximate the precise scattering vectors in the fol-
lowing calculations of the transient spectra. In other words, we calculate a high point density
in the energy, i.e., 1 meV steps, but to save computation time, the scattering vectors are only
calculated in 0.01 nm−1 steps. Compared to a test spectrum with a higher density of points in
the q-vectors, no differences are observed from this approximation. To account for the energy
broadening of the fs X-ray pulse the spectra are convoluted with a Gaussian of 3.2 eV FWHM.
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Figure 6.14: (A) Strain map calculated from the linear expansion induced by the temperature
increase. A positive strain wave is launched from the top and bottom interface of the multilayer
stack. On longer timescales, not shown here, the center of the system undergoes alternative
phases of contraction and expansion with a period of about 2 ps. (B) X-ray reflectivity at time
zero and 2 ps after excitation. No dramatic changes across the reasonable scattering vector
range are observed. For a better visibility, the experimentally investigated q-range is shown in
(C). (C) Close-up of the XRR in the vicinity of the investigated energy and angle combination,
which spans 1.12 nm−1 to 1.22 nm−1. The minimum in the reflection is shifted towards lower
scattering vectors due to thermal expansion. (D) Difference of the XRR at different times
compared to time zero.

The evaluated transient XRR spectra are presented in Fig. 6.15. The intensity at the energy of
interest is evaluated for each delay point for both helicities to evaluate the magnetic contrast.
Consequently, the contrast is evaluated as the asymmetry between the intensities for both he-
licities. Calculating the XRR directly from the spectra as described reveals that the observed
dichroism is dominated even more strongly by the top Co layers, compared to the estimation
shown in Fig. 6.13. Using the simulated spectra and calculating the resulting contrast change
leads to a better agreement of the simulation with the experiment at 40 mJcm−2. It should
be noted that the remagnetization in the simulation is quicker than the one recorded in the
experiment.

99



14

12

10

8

6

4

2

In
te

ns
ity

 (a
rb

. u
ni

ts
)

800790780770
Energy (eV)

 0 ps, (+)
 0.5 ps, (+)
 2 ps, (+)

 
 0 ps, (-)
 0.5 ps, (-)
 2 ps, (-)

20

15

10

5

In
te

ns
ity

 (c
ou

nt
s/

s)

800790780770
Energy (eV)

 B = -0.2 T
 B = 0.2 T

1.0

0.8

0.6

0.4

0.2

no
rm

. X
M

C
D

 (a
rb

. u
ni

ts
)

1.50.0
Delay (ps)

 exp.
 sim.

778 eV

(A) (B)

(C) (D)

16

14

12

10

8XR
R

 (a
rb

. u
ni

ts
)

2.01.00.0
Delay (ps)

2000

1600

1200

Intentsiy (counts)

 sim, (+)
 sim, (-)
 exp., 0.2 T
 exp., -0.2 T

Figure 6.15: (A) Dichroic spectrum recorded in reflectivity at an incident angle of 8.75◦ at
the slicing endstation. The ultrashort X-ray pulses are broad in energy which leads to a larger
FWHM of the peak compared to the spectra shown in Fig. 6.7. (B) Simulated dichroic spectrum
using a fluence of 40 mJcm−2. The spectra change over time due to layer expansion leading to
different scattering intensities, see Fig. 6.14, and due to the vanishing magnetization resulting in
a quench of the magnetic contrast. The dashed line indicates the 778 eV position. (C) Simulated
(lines) and recorded (markers) intensity at 778 eV for the (+) and (-) spectrum over delay time.
(D) Evaluated and normalized magnetic contrast of the experiment and the simulation. The
magnetic contrast appears to reflect the magnetization of the upper Co layers. A much quicker
remagnetization is observed in the simulation compared to the experiment.

For the simulation, we employ parameters found in the literature, see Table 6.1, and only the
fluence is adjusted until the simulation matches the experimental demagnetization. For exam-
ple, a slower remagnetization is simulated when reducing the material-dependent parameter R.
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For the calculations here we employ a value of RCo = 19.1ps−1 compared to RCo = 25.3ps−1

in [54]. This is derived from the lower electron-phonon coupling in Co compared to Ni. In
[54] gCo

ep = gNi
ep is used. Reducing RCo even further results in a significant slow-down also of

the demagnetization dynamics, which does not match the experiment anymore. Therefore, the
R value employed here is adjusted to match the simulation to the experiment.
The change of reflectivity due to strain and the reduction of the magnetic contrast due to the
quench of magnetization lead to an overall reduction of the reflected intensity in the recorded
energy range. The non-magnetic change is presented in Fig. 6.14 where the magnetization is
fixed, and only temperature-induced strain affects the XRR. The combination of 778 eV and
8.75◦ correspond to a scattering vector of q = 1.16 nm−1. It is noteworthy that this reduction
of the overall X-ray reflectivity due to lattice expansion is not enough to model the observed
drop in signal intensity. A comparison between the simulated dichroic time-dependent inten-
sity and the recorded one is shown in Fig. 6.15 in panel (C).
The quench of the magnetic contrast is modeled accurately. However, the simulated channel-
dependent signals remain more intense compared to the experiment, see panel (C) in Fig. 6.15
again. This manifests as a sharper drop in the upper signal and a less pronounced one in the
less intense channel. Furthermore, an apparent delay is visible in the experimental (-) channel.
This delay is not a time delay between start of the dynamics in the two dichroic channels but
a result of the competing gain (magnetic quench) and simultaneous loss (lattice expansion) in
intensity.
In summary, the experimental demagnetization is reproduced well, as highlighted in Fig. 6.15
(D), while the reduction in both channels, described by the sum of the two channels, is not
sufficiently captured. A possible explanation is that the expansion coefficients employed for
the simulation are not suited for the ultrafast timescale. However, the temperature change leads
to a significant drop in the intensity using the parameters employed, but it is effective only after
about 2 ps, see Fig. 6.14 (D). In the experiment, the sum signal decreases simultaneously with
the magnetic contrast, leading to the channel dynamics as presented in Fig. 6.15 (C). At delay
times longer than 1 ps, the magnetization in the model recovers faster than in the experiment.
Since we do not fit most of the parameters, apart from the fluence and, to some extent, the R
value, a possible solution is the inclusion of other mechanisms. For example, a temperature-
dependent electron-phonon coupling or a better representation of the heat capacity, including
the spin heat capacity. The heat capacity of the spin system becomes significant for Co around
TC. The heat capacity of Cu, Mn, and Co is shown in Fig. 6.16.
In an attempt to improve the simulated magnetization dynamics, we approximate the heat ca-
pacity in Co using the sum of a Gaussian and a sigmoid function on a linear background. The
approximation, also the linear one, is based on the values in [209]. Furthermore, as mentioned
before, we implement a scaling of the electron-phonon coupling with temperature. Since the
remagnetization happens too fast in the simulation, the coupling parameter should be reduced
at high temperatures. This is most likely the case for Ni [192, 193]. There have not yet been
enough studies on Co to have a definite answer on the scaling. The authors of [193] suggest
an increase with temperature in the low-temperature regime. However, they also calculate the
same scaling in Ni, whereas several other studies cited in the same reference arrive at a different
conclusion. Noting this uncertainty, we introduce a linear scaling with the electron temperature
to reduce the coupling at high temperatures, leading to a slower magnetic change at elevated
temperatures.
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Parameter Mn Co Cu

vertical layer distance (Å) 1.71 [210, 211] 1.74 [167] 1.81 [212]
sound velocity (nm/ps) 5.150 [213] 4.720 [213] 3.570 [214]
density ρ (kg/m3) 7210 [214] 8860 [214] 8960 [214]
thermal expansion (10−6/K) 15 [215] 12 [216] 17 [216]
el. therm. conductivity ke (W/(m K)) 4.8 [194] 78 [194] 361 [194]
lat. therm. conductivity kl (W/(m K)) 3.0 [194] 12 [194] 18 [194]
el. heat capacity ce (J/(kg K2)) 0.28×T [209] 0.6×T [209] 0.11×T [209]
lat. heat capacity cl (J/(kg K)) 495 [209] 693 [209] 350 [209]
el.-ph. coupling gep (1018J/(s K m3)) 0.5 [194] 1.2 [193, 194] 0.14 [194]
R (1/ps) 0 19.1 0

Table 6.1: Parameters employed for the simulation of the light-induced heating and the cou-
pled magnetization dynamics using udkm1Dsim. The heat capacity employed is derived from
[209], made available by NIST in [217]. We use a linear approximation for the electronic heat
capacity. The electron-phonon coupling for Co is approximated using the theoretical predic-
tions of [193, 194] and the fitted values from [54]. A constant electron-phonon coupling is
used since the employed elements’ exact temperature dependence is unknown. The material
parameter R should be lower by comparison to [54], given the reduced electron-phonon cou-
pling. However, a too small R value slows down the dynamics, which does not describe the
experiment anymore. Therefore, the parameter R is estimated by fitting the demagnetization.
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Figure 6.16: Heat capacity scaling with temperature for Cu, Mn, and Co. The Shomate equa-
tion refers to the polynomial step-wise approximation given by NIST [217] based on the ex-
perimental values in [209]. The black dashed lines denote the linear approximation used in
the equations. Since Co is an elemental magnet, the magnetic phase transition around 1388 K
contributes significantly to the heat capacity. To approximate the heat capacity in Co with a
continuous function, we use the sum of a Gaussian and a sigmoid on a linear background. The
approximation, including the spin heat capacity, is shown as the blue dashed-dotted line, and
the details are mentioned in the text.
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Using a temperature-dependent gep and R, together with the refined magnetic heat capacity,
does not result in a significantly improved matching of the simulation and the experiment. The
resulting magnetization dynamics are presented in Fig. 6.17. The coupling is approximated by
gep = g0

ep ± γTel , with g0
ep being the value noted in Table 6.1 and γ = 2× 1015 Js−1 K−2 m−3.

We use ± here since the scaling of the coupling is not known and both cases are tested. The
new electron heat capacity of Co is approximated by Cel = C0

el + Ae−((Tel−B)/C)2 − D/(1 +

e−(Tel−E))+F , again C0
el refers to the value given in Table 6.1, to include the magnetic heat

capacity. The parameters that best describe the heat capacity in [209] are A = 365Jkg−1 K−1,
B = 1387K, C = 192K, D = 468Jkg−1 K−1, E = 1395K and F = 20Jkg−1 K−1. We simulate
the dynamics for both scalings of the electron-phonon coupling since the true temperature de-
pendence is not known. The fluence is not adjusted and is fixed to 40 mJcm−2 in both cases.
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Figure 6.17: Experimental and simulated XMCD at 778 eV in Co on the multilayer OISTR
sample. The simulation with a constant electron-phonon coupling and a linear heat capacity is
labeled as sim. A. For sim. B, an electron-phonon coupling that decreases with temperature as
described in the text is used. In sim. C an increasing electron-phonon coupling is employed
with the same scaling as in sim. B. Using a better-matching heat capacity for Co in sim. B
and sim. C mainly leads to lower final temperatures, and the magnetization dynamics are not
affected significantly by including the specific heat of the spins.

The experimental curves are still not described flawlessly, despite having a decent agreement
between the observed demagnetization and the simulated ones. The dichroic sum signal does
not reduce sufficiently in the simulation. One possibility, as mentioned before, is that in the
investigated regime, the expansion and compression are not described by the parameters used
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in the simulation. Another approach tackles the issue from a very different point of view. Dur-
ing the optical excitation by the pump pulse, electrons transition into excited states and initially
assume a non-thermal distribution above EF . Their thermalization leads to a population of the
states probed by the X-ray pulse. Since these states are now occupied, and the core levels are
very narrow in energy, the new electronic population leads to state-blocking effects, reducing
the X-ray absorption. The effect of the electronic redistribution in Ni on the dichroic XAS
has been investigated theoretically in [218]. The results of [218] are in-line with experimental
reports of a reduction and shift of the transient X-ray absorption recorded in Ni [219, 220].
That the results are equally applicable for reflectivity experiments is not guaranteed since the
XRR signals combine absorption and reflection. To investigate the effects of the excited elec-
tron distribution on the reflectivity spectra, the transient optical response function or, in other
words, the magneto-optical constants at all times, is required. In the following section, we use
time-dependent optical constants calculated by TDDFT to estimate the influence of the altered
electron population on the reflectivity spectra.

6.3 Effects of electronic redistribution
The optical excitation at 800 nm drives electronic transitions around the Fermi edge, i.e., from
about 1.5 eV below to 1.5 eV above EF . Since the X-ray reflectivity measures the unoccupied
density of states around EF , a significant light-induced change in the X-ray absorption at this
fixed energy is expected. We employ ab initio TDDFT calculations of the transient electronic
occupation in Co and the corresponding optical response function to evaluate this change, at
least qualitatively. The calculations are carried out by S. Sharma using a fully noncollinear
version of the ELK code considering relativistic dynamics [221, 222]. The approach includes
spin and charge effects, spin-orbit mediated spin-flips, and electron-electron scattering. In the
simulation, the Born-Oppenheimer approximation is employed, i.e., the nuclei are considered
static. Long timescales are computationally heavy, and therefore only a small time window,
up to 180 fs delay time, is simulated. Furthermore, to obtain noticeable dynamics in this short
period, calculations are carried out using a 20 fs FWHM pulse of 24 mJcm−2 incident flu-
ence. The occupied partial density of states before and after excitation is presented in Fig. 6.18
together with the evaluated spin-resolved change after 150 fs. The resulting magneto-optical
response function in terms of the atomic and the magnetic form factor is presented in Fig. 6.19.
The simulation in Co indeed reveals that after excitation, more states are occupied at and above
EF than before. For the calculations, we employ p-polarized light. Nevertheless, slightly more
transitions of the minority spin species are excited, as seen in the difference image in Fig. 6.18.
A significant increase of occupation at the Fermi energy is recognized, whereas new free states
become available for the X-ray-excited core level electrons only at about 1 eV below EF . The
transient electron distribution leads to a new energy-dependent response to the X-ray excitation
described by the atomic and magnetic form factors.
The comparison to the experimentally obtained form factors reveals that the magnetic contri-
bution is overestimated in the simulations, especially at the L2 absorption edge. Similarly, the
absorption is slightly overestimated, and consequently, the real part is estimated to be too low.
Nevertheless, the optical response, the atomic and the magnetic one, is described qualitatively
well. Upon excitation, the absorption reduces at both edges, and similarly, the magnetic part
reduces. This is true for both the imaginary and the real part. Since the optical response at the
L2 edge does not match the experimental curve well, we focus on the dynamics of the L3 edge
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in the following.
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Figure 6.18: Left: Simulated occupied DOS (PDOS) at 0 fs and at 150 fs around the Fermi
energy EF . Right: Evaluated change in occupation after 150 fs for both spin species. The sign
of the occupation is arbitrary, the up- an down-states are plotted with opposite sign.

Δf
1, 
Δf

2 (
el

ec
tro

ns
)

f 1, 
f 2 (

el
ec

tro
ns

)

 0 fs

180 fs

180 fs

 0 fs

180 fs

 0 fs

 0 fs

180 fs

760 770 780 790 800 810

Energy (eV) Energy (eV)

80

60

40

20

0

-20

-40 exp. f1

exp. f2 exp. Δf 2
exp. Δf 1

10

5

0

-5

-10

-15

760 770 780 790 800 810

f2

f1 f2

f1
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We simulate XRR spectra at different delay times under the investigated angle to evaluate the
influence of the transient optical response function on the reflectivity signals. This time, no
heat-induced changes are considered. The sample is considered static, i.e., no phononic modes
are excited, and also no depth-dependent excitation profile is taken into account. The transient
reflectivity is calculated by using the optical response, shown in Fig. 6.19, at the corresponding
time delay and keeping the temperature and strain stationary. The simulated transient spectra,
obtained by using the calculated optical response, are compared to the experimental ones in
Fig. 6.20. Most notable is the reduction of the intensity over the resonance edges. At the same
time, the magnetic contrast reduces slightly. The reduction of intensity and magnetic contrast
happens already within 180 fs after excitation. The simulated dynamics are faster than what
is observed in the experiment since a much shorter excitation is used in the calculations. As
mentioned before, the reflectivity at the L2 edge is overestimated and does not match well with
the experimentally observed reflected intensity shown in the left panel of Fig. 6.20.

20

15

10

5

In
te

ns
ity

 (c
ou

nt
s/

s)

800790780770

Energy (eV)

 B = -0.2 T
 B =  0.2 T

7

6

5

4

3

2

1

0

In
te

ns
ity

 (a
rb

. u
ni

ts
)

800790780770

Energy (eV)

 0 fs, (+)
 82 fs, (+)
 130 fs, (+)

 
 0 fs ,(-)
 82 fs, (-)
 130 fs, (-)

Figure 6.20: Left: Static XRR spectra recorded under 8.75◦ incident angle over the L3,2 ab-
sorption edge energies for opposite saturation magnetizations. The spectra are also shown in
Fig. 6.15 (A). However, they are shown here again to compare the simulated spectra to the ex-
periment. Right: Simulated Co spectra using the calculated optical response shown in Fig. 6.20
for opposite helicities. The qualitative change includes a significant reduction of the overall
intensities at the energies of the absorption edge. The magnetic contrast is overestimated in the
DFT calculations, especially at the L2 edge, where the dichroism is not reproduced well. This
is also visible in the atomic form factors shown in Fig. 6.19.
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The magnetic contrast is evaluated from the spectra in the same fashion as before. A com-
parison between the magnetic contrast change resulting from the new electron distribution is
presented in Fig. 6.21 in the left panel. It should be stressed here that the simulation is not
matched to the experiment in terms of the excitation profile in temporal width and fluence.
Furthermore, only a small window, up to 180 fs delay time, is calculated. In addition to the
evaluated contrast, the time evolution of the sum of the dichroic signal is presented in the right
panel. A comparison to the experiment reveals that the reduction of the reflected intensity is
overestimated in the simulation. However, in contrast to the simulations employing only heat-
mediated mechanisms, the ultrafast drop in intensity is reproduced. A more refined match of
the laser fluence and adjusting the temporal shape to the experimental profile might result in a
better agreement between the simulation and the experiment.
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Figure 6.21: Left: Simulated and recorded normalized magnetic asymmetry as XMCD in Co
at 778 eV. The recorded XMCD (filled triangles) compared to the simulated XMCD using
the transient magneto-optical response (OR) function (open triangles) and the heat-induced
changes (solid line). Right: Normalized sum of the dichroic signals in the experiment (filled
circles) and the simulated time evolution using the transient optical response function (open
circles) and the heat induced changes of the last section (solid line). The OR function is evalu-
ated at several delay time steps which is why the value is indicated with markers.

In the simulations in this section, the magnetic contrast is quenched by spin-orbit mediated spin
flips resulting in a smaller change than observed. However, the simulation does not consider
the heat-induced change of the entire system, which, by transport and local spin flips, leads to a
further reduction of the magnetic contrast at later delay times. The simulated change of the sum
signal is higher than what is found in the experiment. Nevertheless, an important mechanism
is now included, which explains the ultrafast reduction found in the sum signal. The signal
in reflectivity is affected by the transient electron distribution in the same fashion as it would
be in absorption, at least in the investigated system. The authors of [218] calculate a shift of
the absorption edge in Ni, which is also reported in measurements of the transient absorption
edges [219, 220]. This shift is found to be negligible in Co, based on the calculations presented
here. Overall, the reflected X-ray intensity change is found to be a combination of the magnetic
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contrast change and the electronic and structural change. The electronic and structural changes
affect the recorded intensity in both helicities symmetrically, i.e., both reduce or increase. The
magnetic contrast change leads to an asymmetric change of the helicity-dependent intensity,
i.e., the intensity for one helicity increases and the other decreases. This finding is true for
absorption, where the imaginary part of the (magneto-) optical response function uniformly
decreases after excitation. Judging by the simulated spectra and the calculated optical response
functions, the same is true in XRR on Co at the resonance.
So far, the simulated magnetic contrast change is always evaluated at the same energy as in the
experiment. In the following part, the dependence of the observed contrast on the employed
energy is investigated.

6.4 Photon energy dependence of the XRR
The magnetic contrast in reflectivity depends on the angle and energy used for the investiga-
tion. This is already observed in the spectra presented in Fig. 5.6, for example. We use the
simulations established in the last sections to investigate the probing-energy dependence of the
magnetic contrast.
We simulate the recorded dichroism by evaluating the energy- and helicity-dependent intensity
at a fixed angle of 8.75◦ on the OISTR sample. The simulations are carried out separately, in
one instance by evaluating the heat-induced changes of the magnetic contrast and afterward
using the dynamic optical response function with a stationary temperature. The time evolution
of the magnetic contrast in both cases is presented in Fig. 6.22.
First, we discuss the results obtained using the mechanisms of temperature and strain. The
calculation reveals that there, the temporal evolution of the magnetic contrast after excitation
is energy-dependent. This is most notable in the magnitude of the simulated contrast change.
While the drop in intensity is virtually the same over the L3 resonance, the recovery is delayed
at energies below the L3 peak compared to the ones above. At the L2 edge, the contrast is
reversed, reduces less, and recovers quicker than at the L3 edge. Overall it is observed that the
simulated reflected X-ray intensity remains comparable close to the peak energies of the reso-
nance edges. Deviations in the magnitude and timescales are observed off-resonantly where the
magnetic contribution recovers at a different timescale. It should be noted that the evaluation of
the energy-dependent contrast considers an energy broadening of 3.2 eV as found in the slicing
facility.
The simulation of the magnetic contrast evolution across the energies of the Co resonance using
the transient optical response function reveals a similar dependence on the energy as described
before. Here, the simulations do not advance far enough in time to account for remagnetization.
However, a dependence of the signal reduction on the energy is observed at the early timescale
when comparing energies close to the peak of the L3 edge and below.
The presented images highlight that the (time-dependent) magnetic resonant X-ray reflectiv-
ity is an energy-dependent observable. Although the underlying magnetic state is always the
same, different dynamics are observed depending on the employed energy. In the investigated
sample, the dependence of the magnetic-contrast evolution on the energy is small around the
peak of the L3 resonance and resembles strongly the evolution of the magnetization in the top
layers of the sample. It is, therefore, a good observable for the magnetic state.
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Figure 6.22: Magnetic contrast after laser excitation over the energies covering the Co L3,2
absorption edge simulated by the aforementioned means. Left: Magnetic contrast evolution
in the simulations of the temperature-induced change. Right: Magnetic contrast evolution for
different energies using the dynamic optical response function. All simulations are performed
for an incident angle of 8.75◦.

800

790

780

770

760

En
er

gy
 (e

V)

1.50.0
Delay (ps)

1.2

1.1

1.0

0.9

0.8

660

640

620

En
er

gy
 (e

V)

1.50.0
Delay (ps)

1.2

1.1

1.0

0.9

0.8

Co Mn

Figure 6.23: Sum of the dichroic signals in the simulation of the heat-induced XRR changes.
Left: Co XRR sum signal evolution after laser excitation. The most significant change is not
found at the peak energy of the absorption edge but at slightly lower energy. Right: Mn XRR
sum signal after laser excitation. The time evolution of the XRR signals is evaluated in both
cases using the OISTR sample at an incident angle of 8.75◦.

Lastly, the sum signal evaluated from the simulations employing thermal mechanisms is pre-
sented in Fig. 6.23. The evolution of the sum signal at the Co and the Mn resonance simulated
on the OISTR sample is presented up to 2 ps after excitation. The simulation predicts an in-
crease in the XRR sum signal in Mn and a decrease in the XRR intensity at the Co resonance.
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As already presented in Fig. 6.21, the sum signal at 778 eV reduces already at 200 fs. This is
not predicted in the simulation presented in Fig. 6.23, and only after 1 ps the reduction of the
signal becomes significant. This is especially true at 778 eV, where the change in intensity is
simulated to be relatively small.
In Mn, an increase of the sum signal near the recorded energy is predicted. This is also ob-
served in the experiment as already presented in Fig. 5.8. A direct comparison between the
observed and the simulated sum signal in Mn is given in Fig. 6.24.

6.5 Summary and Conclusion
This chapter describes the features of time-dependent X-ray reflectivity on the Co/Mn mul-
tilayer sample. First, the magneto-optical constants relevant for the employed energies are
evaluated from experimental data. Before simulating time-dependent dynamics, we use the
optical constants to simulate the X-ray reflectivity in the static case for different energies and
angles. Based on the sample structure and experimentally obtained optical constants, we inves-
tigate the mechanisms affecting the experimentally recorded intensities by simulations of the
angle-, energy- and helicity-dependent reflectivity employing udkm1Dsim [188]. We use the
OISTR sample, introduced in chapter 5, as an example to test the viability of the simulations
and to connect the observable, i.e., the magnetic contrast in XRR, to the underlying physical
property, that is the magnetization. We identify three mechanisms that contribute significantly
to the time evolution of the XRR after excitation by light.
First, the photon-electron interaction drives transitions, leading to a new electron distribution
that affects the elements’ optical response function. This effect is short-lived and leads in the
investigated sample to a drop of the reflectivity at the Co resonance within 200 fs. In Mn, the
effect leads to a transient increase in the sum signal, see Fig. 6.24. Furthermore, in the inves-
tigated sample, the optically driven excitations lead to a contrast enhancement following the
prediction of the OISTR mechanism [120]. The described effect is similarly present in ab-
sorption. However, a direct translation of the changes in the absorption due to a new electron
distribution to reflectivity is not trivial. Therefore, we use the presented simulations in con-
junction with the experimental data to verify that the observed effect can be expressed in the
same fashion in the investigated case.
Secondly, the heat introduced by the light absorption strains the lattice, which consequently
expands or compresses. A new lattice spacing or film thickness directly translates into different
reflectivity properties, see Fig. 6.14. In the investigated case, this leads to a lattice expansion
within 2 ps and an increase in the reflectivity at energies covering the Mn absorption edge. In
Co, the lattice expansion reduces the X-ray reflectivity at the absorption edge energies. The
timescale of the lattice expansion is comparable to phonon frequencies or sound velocities in
the sample. For a sizable change of the XRR, an expansion in the order of nms is required.
Using the sound velocities given in Table 6.1, a coherent phonon excitation can mediate the
strain in about 0.5 ps to 1 ps depending on the film thickness, thereby setting the timescale of
the lattice-induced effects.
Lastly, the magnetic contrast is reduced due to the quench of magnetization within the sample.
Since we are primarily interested in the transient magnetic properties, the answer to the question
to what extent the magnetic contrast recorded in XRR reveals the actual magnetic state of the
system is of paramount importance. That the magnetization is quenched within several 100 fs
is an established phenomenon. However, as presented, for example, in Fig. 6.13, magnetiza-
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tion is a microscopic property that shows a clear vertical dependence in ultrafast light-induced
magnetization experiments of samples thicker than the skin depth of the employed pump light.
Furthermore, the magnetic contrast depends strongly on the probing angle and energy. We per-
form XRR simulations combined with magnetization evolution in the frame of the m3TM [54]
to investigate the correlation between the simulated XRR, the simulated magnetization, and
the experimentally recorded XRR. In the investigated sample, the simulations reveal that the
change in XRR follows the magnetization change of the topmost layers. Most notably, the en-
ergy dependence of the magnetic contrast is not reflected strongly in the time evolution thereof,
as presented in Fig. 6.22. Although slightly different timescales and quenches are recorded, the
overall dynamics are comparable in a window of several eV around the absorption peaks. Not
discussed here are macrospin precessions resulting from a transient rearrangement of the effec-
tive anisotropy field. The spin precession can be seen as oscillatory features in the delay trace
of the recorded magnetic contrast [53]. In a similar fashion, magnetostriction effects are not
included here. Effects of magnetostriction are a concomitant phenomenon following the lattice
strain and can in principle be included using a spatial-dependent exchange coupling [223].
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Figure 6.24: Simulated (solid line) and recorded (markers) sum of the dichroic signals at
636 eV on the OISTR sample under 8.75◦. The simulated lattice expansion results in a similar
increase of the reflected X-ray intensity as seen in the experiment. The initial rise of intensity
around time zero is not seen in the simulation. The time zero feature is attributed to the coherent
electron transitions driven by the laser excitation, see section 5, which is not included in the
model employed here.

Ultimately, the findings in this section validate the conclusions drawn about the magnetic state
of the system presented in the previous chapters. It showcases that a decomposition of the
RMXR into a magnetic and an electronic component is possible, at least at the Co L3 res-
onance. We conclude that the interpretation of the dynamics observed in Co/NiMn and the
Co/Mn multilayer sample presented in chapter 5 are correct, since the experimental signals are
mostly reproduced. The initial timescale of excitation remains elusive to some extent as the
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precise calculation of the non-equilibrium states is not in the scope of this thesis. Nevertheless,
as presented in Fig. 6.24, we can reproduce the sum signal in Mn nicely, albeit with a slightly
slower timescale than in the experiment. This difference could be remedied by fitting the linear
thermal expansion coefficient or the sound velocities. However, since the presented simula-
tions are mainly used to qualitatively describe the dynamics and highlight the applicability of
the models, I refrain from fitting the parameters here. The initial rise around time zero, a feature
of the light-driven dynamics, is not included in the simulation and requires more theoretical in-
put.

6.6 Appendix

6.6.1 Examples
The concepts established in the chapter rely on already developed and mature tools used to
simulate the helicity-dependent X-ray reflectivity [188]. The primary conclusion is the appli-
cability of the understanding in absorption experiments to most parts of the reflectivity signals.
In the main text, the simulations are presented to provide an indirect proof of our interpreta-
tion of the RMXR observable. In the following, two examples are presented to highlight the
abovementioned concepts and their approximations.

Demagnetization in Co/NiMn

The first example is taken from the demagnetization traces recorded in the Co/NiMn/Cu(001)
sample, analyzed and discussed in section 4. Here, we analyze the dynamics of the chan-
nels individually, applying the concepts of the described mechanisms of this section. We con-
clude that, when measured at the Co resonance, the absorption features are dominant and the
XRR follows closely the underlying magnetic state of the system. Furthermore, a concomitant
change of the electronic signal, on the one hand induced by electronic transitions and on the
other hand mendiated by strain, is present. The magnetic change is antisymmetric in both helic-
ities, whereas the electronic change is symmetric. We apply this concept to fit an electronic and
a magnetic dynamic to the experimental data. The decomposition into electronic and magnetic
signal is presented in Fig. 6.25.
To fit the dynamics we use the same relative electronic and magnetic contrast change for both
channels in each channel. The resulting fit is a superposition of both signals. Using this con-
cept we can describe the dynamics in both XRR channels. The initial drop in the less intense
channel and the following increase is modeled accurately. The XRR is understood as a com-
bination of the electronic and magnetic signal, which leads to small but finite differences of
the underlying magnetization dynamics and the observed RMXR intensities, also observed in
Fig. 6.22. Furthermore, the magnetic signal and the electronic one change on slightly different
timescales. The initial drop in intensity of the electronic signal is a direct result of the non-
equilibrium population driven by the exciting laser pulse. The magnetic signal, which changes
without delay, reacts slower, as the quench in magnetization is mediated by spin-flips in the
process of the thermalization of the non-equilibrium electron distribution.
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Figure 6.25: XRR intensity recorded after excitation by a 60 fs FWHM, 40 mJcm−2 incident
fluence laser pulse in the Co/NiMn/Cu(001) sample under 7◦ and at 778 eV probing energy.
Left: The magnetization leads to a contrast in the recorded intensities (red and blue markers) at
negative delay times which reduces after excitation. The fit resulting from the decomposition
of the signal into an electronic and a magnetic component, shown in the right panel, is shown
as the solid lines. Right: The intensity is split into an electronic (structural dynamics and
electronic redistribution) and a magnetic component for each channel.

Structural sample properties in XRR simulations

In the second example, we examine the time-dependent XRR recorded in a Co/Mn/Co/Cu(001)
trilayer, and compare it to the XRR of a sputter-deposited Al/CoFe/MnIr/NiFe/SiO sample. We
use the XRR delay traces to determine the layer thickness. Furthermore, the example show-
cases the applicability of the simulation and the boundaries of the approximations used here.
The sum and the asymmetry, the latter labeled as magnetic contrast or xmcd, of the RMXR
signals is displayed in Fig. 6.26. The top panel shows the time evolution of the sum and the
xmcd signal recorded in the 15 ML Co/10 ML Mn/10 ML Co/Cu(001) sample. The traces are
recorded at the slicing facility in BESSY II using 800 nm, 60 fs FWHM pulses of 17 mJcm−2

incident fluence. Pump and probe pulses are aligned at an incident angle of 5.66◦ and the
recording energy is 777 eV. The recorded traces are compared to the simulated dynamics em-
ploying the methodology described in this chapter.
The ultrafast quench of the magnetization is reproduced in the simulation, where we use an
excitation of 35 mJcm−2. However, similar to the dynamics presented before, the recovery
of magnetization in the frame of the m3TM is quicker in the simulation compared to the ex-
periment. The sum signal in the simulation does reproduce the oscillations observed in the
experiment at later delay times. At early times, the experimental signal oscillates oppositely
compared to the simulation. The drastically different early dynamics most likely derive from
anharmonic oscillations driven by the ultrafast excitation. In our model, only the linear thermal
expansion is described. The recorded traces highlight the importance of non-linear effects in
ultrafast dynamics. Nevertheless, the sample thickness can be estimated from the sound veloc-
ity in the system. The sample is characterized as a 2.7 nm Co/1.6 nm Mn/1.8 nm Co system
on Cu(001). Using the sound velocities given in Table 6.1, an estimated travel time for the
sound propagation of 1.36 ps is found. This is a very good match to the period of oscillation of
(2.8±0.2) ps, that corresponds to twice the travel time.
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Figure 6.26: Recorded sum and asymmetry of the RMXR signal in a Co/Mn/Co/Cu(001)
trilayer sample (top) and a sputter deposited Al/CoFe/MnIr/NiFe/SiO sample (bottom). The
simulated traces are shown as the dashed lines. In the Co/Mn/Co trilayer, the sum signal is
not simulated correctly at early times due to anharmonic oscillations driven by the ultrafast
excitation. The sputter-deposited sample is only described well by approximating the sample
as a 3 nm Al/10.8 nm Co film.

In the lower panel the sum and asymmetry signal recorded in the sputter-deposited 3 nm Al
/3 nm Co80Fe20/2 nm Mn78Ir22/2 nm Ni80Fe20/SiO sample, employing the same excitation pa-
rameters as in the other sample, are presented. The simulations employing the actual sample
geometry fail to reproduce the experiment satisfactorily. The sum signal in the multilayer sam-
ple is predicted to show beatings of many oscillations coming from the involved films. How-
ever, the experiment shows only one dominant oscillation period. The simulations presented
along the experiment signal are calculated on a 3 nm Al /10.8 nm Co bilayer instead. The ap-
proximated bilayer and the original multilayer sample have a thickness of 13.8 nm and 10 nm,
respectively. With the sound velocities of the majority elements in the alloys, where we use the
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values of Table 6.1, vAl
sound = 5.1nmps−1, and vNi

sound = 4.97nmps−1, a round-trip time of 4.1 ps
for the original sample and 5.8 ps for the approximated one is found. Both numbers are well
below the period observed in the sum signal. The sound velocities and linear thermal expansion
parameters employed for the simulation are not adjusted for the alloys of the sample. Further-
more, the structure is amorphous since it is sputter-deposited. The sound velocity is estimated
to be lower in the sputter-deposited samples giving rise to the difference in the experiment and
the simulations.
To summarize, for accurate simulations, the rougher interfaces in sputtered samples, the ma-
terial properties of the alloys, and the polycrystalline or amorphous nature of the films have
to be taken into account. Furthermore, non-linear effects also play a role already in the early
timescales after ultrafast excitation.
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Chapter 7

Demagnetization in Co/Pt bilayers

The following chapter is concerned with observing ultrafast demagnetization in Co/Pt layered
samples. The data collected on the samples demonstrate that the mechanism investigated in
chapter 4 is found in other FM/AFM bilayers. Furthermore, the influence on ultrafast demag-
netization of the spatial overlap between pump and probe pulse is investigated. The experiment
demonstrates the working principle of the time-resolved MOKE setup assembled at the FU
Berlin. Additional data is collected during a short research stay in the group of M. Münzenberg
at a similar TR-MOKE setup. First, the investigation of Co/Pt bilayers and a comparison to
Co/Pt/MnIr trilayers are shown. Secondly, the study of the dependence of the demagnetization
dynamics on the spatial pump-probe overlap is presented.

7.1 Ultrafast magnetization dynamics in Co/Pt
As already mentioned initially, it is of great importance to improve our data storage and manip-
ulation concepts to keep up with the demand of the exponentially growing digitalization in ca-
pacity, speed, and maybe most importantly, energy efficiency. Employing ultrafast laser pulses
to manipulate the magnetic state could become a key player in tackling the challenges. Existing
device designs can be altered to make use of the ultrafast processes and to employ the concept
of ultrafast demagnetization in data storage or manipulation. Alternatively, devices that rely
purely on light-induced processes like all-optical switching (AOS) are being discussed as a new
approach. While ferromagnetic thin films have been the topic of many works [3, 4, 224–227],
the attention shifts towards systems with an anti-ferromagnetic exchange coupling [228–232].
The AFM exchange interaction in an alloy with different magnitudes of magnetic moments
leads to the formation of ferrimagnets where AOS is observed. The AOS process highlights the
importance of the exchange interaction, especially in heterogeneous systems. This motivates us
to conduct a study of FM Co/Pt multilayers with a high out-of-plane anisotropy coupled to an
AFM. The Co/Pt system has a strong orbital anisotropy that pulls the magnetization out of the
sample plane, a great application feature. Furthermore, the system has been studied extensively
for its AOS properties since it can be switched by ultrashort laser pulses despite being ferro-
magnetic [233–240]. Here, we focus on the demagnetization properties recorded in TR-MOKE
traces when combined in a multilayer with an adjacent AFM-ordered MnIr layer.
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7.1.1 Comparison of Co/Pt and Co/Pt/MnPt
We study the demagnetization in a 1 nm Pt/0.5 nm Co/3 nm Pt/3 nm Ta/SiO2 sample and com-
pare it to a 2 nm Ta/3 nm MnPt/1 nm Pt/0.5 nm Co/3 nm Pt/3 nm Ta/SiO2 sample. The samples
are grown by M. Erkovan at the Instituto de Engenharia de Sistemas e Computadores - Mi-
crosistemas e Nanotecnologias (INESC-MN) by magnetron sputtering. The static magnetic
properties are characterized by vibrating sample magnetometry and MOKE. In the following,
we will refer to the samples as P1 and P1B (with the MnIr layer), respectively. Initially, we
employ the samples to benchmark the TR-MOKE system assembled at our labs.
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Figure 7.1: (A) and (C): MOKE signal as a function of delay time for two saturation magneti-
zations in P1B. In (A) an excitation fluence of (19.2±3.8)mJcm−2 is used. In (B) the sample
is excited with (20.4± 4.1)mJcm−2. (B) and (D): Recorded and fitted change of the Kerr
rotation upon optical excitation using the respective fluence of (A) and (C). The time for de-
magnetization is evaluated from the fits and found to be (680±60) fs in (B), and (510±50) fs
in (D). The contrast is evaluated from the curves shown in (A) and (C). The error is shown as
the shaded region and is estimated from the variance in the data.

In the second step, the demagnetization in the samples is compared at equal excitation fluence.

118



A difference in the demagnetization times and magnitude is found. We argue that the same
mechanism as described in chapter 4 is responsible for an acceleration of the ultrafast magne-
tization dissipation in P1B.
Two traces demonstrating the ultrafast demagnetization in P1B are presented in Fig. 7.1. The
data recording and its evaluation are described in section 2.1.3. We observe an ultrafast quench
of magnetization, and similar to the dichroic XRR scans, the time evolution of the asymmetry is
evaluated from a fit function. The data are fitted by the double-exponential model introduced in
eq. (2.30) using a FWHM of 200 fs for the instrumental resolution. The demagnetization time
is fitted with (680±60) fs at (19.2±3.8)mJcm−2 and (510±50) fs at (20.4±4.1)mJcm−2.
The incident fluence is estimated from the beam diameter and the average power recorded two
mirrors in front of the sample.
The observed demagnetization time is higher than what is reported elsewhere, e.g., [54, 152]
and in the previous chapters within this thesis. A likely reason for the overestimation is that the
frequency-doubled probing pulse is larger in time than the underlying 800 nm pump pulse. We
perform systematic studies of the fluence-dependent demagnetization to understand how the
MnIr layer affects the Co dynamics. Furthermore, the data recorded in sample P1B needs to be
compared to P1 to pinpoint possible effects on the MnIr layer. Issues with the laser source force
us to switch to a different setup. The subsequent investigation is carried out at a comparable
TR-MOKE system at the university in Greifswald in the labs of M. Münzenberg in cooperation
with J. Walowski. The details of the setup are found in [241, 242]. A comparison of the de-
magnetization dynamics in P1 and P1B is presented in Fig. 7.2.
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Figure 7.2: Time evolution of the magnetic contrast recorded in P1 and P1B. The samples are
measured consecutively without changing other experimental parameters but the laser fluence
in between scans. The minimum in magnetization is reached faster in P1B compared to P1 for
all recorded fluences. However, using the same fluence, the magnetization in P1B is quenched
less. Furthermore, a faster remagnetization in P1B is observed.

The data presented in Fig. 7.2 reveals demagnetization times for P1 and P1B that are compara-
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ble to other measurements on Co, for example, in this thesis. More importantly, the recordings
show a difference between P1 and P1B in the dynamics. In P1B, the change in the Kerr ro-
tation, interpreted as the magnetic contrast, happens faster than in P1. The minimum of the
magnetic contrast in P1B is reached at earlier times compared to P1 in all investigated fluences.
However, the minimum of magnetic contrast remains higher in P1B than in P1. We interpret
this as a sign of the mechanism described in chapter 4, where it is shown that an adjacent AFM
layer, here the MnPt film, accelerates demagnetization.
The results suggest that the MnPt layer, although it is separated by 1 nm Pt from the Co layer,
affects the demagnetization dynamics. That separated layers affected each other on the ultrafast
timescale due to transport is extensively proven [127, 133, 198]. However, the effects between
two ferromagnetic layers were investigated in detail in the previous investigations. Here, we
show that an AFM layer, separated by a spacer layer, also affects the dynamics.
Since the only difference between P1 and P1B are the MnPt and the top Pt layer, the differ-
ence is either caused by them or by different experimental conditions. The latter is ruled out
here since the measurements were taken consecutively using the same source and the same
parameters, only changing the sample and varying the fluence by adjusting a half-wave plate
in front of a polarizer. The probing position is, in both cases, slightly off-center with respect
to the pumped region to ensure a fast recovery of the system. The reasons are elaborated on
in the next section. However, no relative adjustment between pump and probe was done when
changing the samples. Therefore, we conclude that the additional layers must be responsible
for the difference in the dynamics.
First, we discuss possible oxidation effects of the Co/Pt bilayer, which caps the P1 sample but is
lower-lying in P1B. The Pt layer, acting as the cap layer in both samples, terminates oxidation
very efficiently. In X-ray-spectroscopy-assisted STM studies, a 98 % termination of oxygen is
observed after 1 nm Pt, and no oxygen is measured below a Pt cap layer thickness of 1.3 nm
[243]. It is, therefore, unlikely that the formation of PtO in the cap layer, or in Co for that
matter, affects the Co magnetization in either sample.
Secondly, we want to discuss the excitation’s thermal effect, which is felt different for the Co
layer in the two samples. The findings presented in section 4 suggest that a higher rate of de-
magnetization is found in FM-AFM coupled systems. Here, the observed rate is almost the
same in both samples since a higher quench is measured in P1. We argue that this is merely
an effect of the higher energy absorbed in the Co film in the P1 sample. A calculation of the
differential absorption, presented in Fig. 7.3, reveals that in P1B, only 0.76 % of the light is ab-
sorbed in the Co layer, whereas in P1 about 1.83 % are absorbed in Co, since the layer is closer
to the surface. The actual difference might be smaller since we approximate the MnPt film by
a pure Mn layer as we do not know the refractive index at 800 nm of MnPt. Nevertheless, the
additional layers on top of Co reduce the absorbed fluence and, therefore, the final temperature
in Co. The time delay is also not merely a concomitant effect of the higher energy deposited.
This is evidenced by the observation that in P1B, the minimum is reached earlier regardless of
the fluence compared. Following this argument, we reason that once the fluence is corrected
for an equal quench of magnetization, a significant difference in the rates would be observed,
with P1B showing a higher rate of demagnetization.
Ultimately, we tentatively reason that the mechanism for the acceleration in P1B is the same
as described in chapter 4. The argument that the FM and AFM layer are separated by 1 nm Pt
hindering the spin transport or reducing the effect is weakened by the fact that in Pt, a magneti-
zation is induced by Co [244]. In the presented MOKE study, no element resolution is possible,
and the magnetic contrast reflects the overall sample magnetization. Thereby, also the magnetic
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contrast in the coupled Pt layer, which is adjacent to the MnPt film, is measured. However, the
effect of Pt on the transport in the system is unclear and needs further research. Furthermore,
due to its high spin-orbit coupling and efficient spin-to-charge conversion, additional effects
might be present that accelerate the dynamics in the investigated system. Lastly, the high spin-
orbit interaction in Pt could also influence the ultrafast unpolarized current generated in MnPt
on the magnetization dynamics.
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Figure 7.3: Differential absorption for 800 nm light evaluated on P1 and P1B. In total, only
about 12 % of the incident light is absorbed in both samples. The left panel shows the absorp-
tion per nm in P1. The Co layer absorbs a relatively high amount of radiation, although it is
only 0.5 nm thick. Integration over the Co thickness yields 1.83 % absorbed. The right panel
shows the absorption per nm under the same conditions in P1B. The MnPt layer, approximated
by a pure Mn film, absorbs a significant amount of the incident radiation. In total, only 0.76 %
are absorbed in Co.

7.1.2 Slow and fast magnetic recovery in Co/Pt
In the studies presented so far, heat-diffusion is modeled as one-dimensional in the vertical
direction. Generally, this is a reasonable assumption in pump-probe experiments since the
probed region is carefully centered in the excited area. Therefore, no lateral thermal gradient is
seen at the probe spot. Furthermore, additional channels of heat diffusion could likely also be
modeled by a higher one-dimensional term, at least in terms of magnitude no further effect is
expected, judging, for example, by the m3TM. In the following, a short study carried out on P1
is presented. We take a closer look at the spatial dependence of the time-resolved magnetiza-
tion dynamics on the probe spot position relative to the center of the pump. The investigation
differentiates between dynamics induced at varying sample base temperatures across the exci-
tation profile and hints that a simple temperature dependence of the excitation is insufficient
to explain the observed differences when moving the probe spot away from the center of ex-
citation. We simulate the three-dimensional thermal transport in a finite-difference calculation
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to include lateral transport in the m3TM. Ultimately, the observations combined with the sim-
ulations suggest that, in addition to thermal transport, ultrafast lateral spin transport may be
necessary to describe the measurements accurately.
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Figure 7.4: Cartoon of the experiment. The probe pulse remains at the same position on the
sample while the pump spot is moved to a new position. The magnetization at the probe spot
is derived from the change of the polarization angle, or Kerr angle ∆ΘKerr. Dynamics are
recorded for three different pump-probe overlaps. In the Cartoon, only two positions labeled 1
and 2, are shown. Since the probed region is not uniformly heated once the pump is displaced,
additional channels for heat transport are included. The heat dissipation is modeled using three
independent diffusion coefficients, Dx, Dy, and Dz.

The investigation is performed on the Co/Pt system without the MnPt layer on top, i.e., on
the P1 sample. First, we record the magnetic contrast change when displacing the pump spot
relative to the probed region. The experiment is illustrated in Fig. 7.4. In all recorded traces,
the probe remained in the same position. Therefore, the detection is entirely unaffected. Ex-
perimentally, this is realized by turning the last mirror before the sample while observing the
pump-induced change of the Kerr rotation. We choose three positions to investigate. The first
position is where the contrast change is maximal, and 89.6 % of the magnetization is quenched.
This is where the probe spot is centered in the pumped region. The second one captures 56.6 %
of magnetization reduction. And the third one is where only about 28.5 % of the magnetization
is quenched. The traces are shown in Fig. 7.5. The fluence is kept constant, and from measuring
the pump- and probe-spot diameter together with the recorded demagnetization, we estimate
the shift of the pump relative to the center position to be (31±1) µm and (49±1) µm, shown
in the right panel of Fig. 7.7. The FWHM of the pump pulse is measured to be (71±1) µm and
(14.1±0.1) µm for the probe pulse in normal incidence, see the left panel of Fig. 7.7. It should
be noted that probing is carried out under an angle of 45◦ to the surface plane. Therefore, the
Gaussian shape is stretched in the direction of the displacement. For all purposes, we assume
a Gaussian of the width of FWHM = 14.1/cos(45◦) = 19.9µm for the probe pulse. The pump
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pulse arrives at the sample at near-normal incidence, and the increased lateral projection on
the sample surface coming from tuning the angle is neglected. An angular change of about 17
mdeg/100 µm is expected since the last mirror is at a distance of 30 cm from the sample. Lastly,
since the probe pulse is passed through two beam splitters, reducing the ratio of the probe beam
to the pump to 1:81, we rule out any influence of the probe light on the observed dynamics.
The delay traces follow the same trend expected when changing the fluence. At maximum
fluence, or instead, in the center of the pump spot, the magnetization is reduced the most and
recovers the slowest of all three cases. Furthermore, the early fast partial recovery seen at the
other positions is absent. This is similar to what is described in [54, 154] for higher fluences,
for example, or in [245] for high ambient temperatures.
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Figure 7.5: Left: Time evolution of the magnetic contrast measured in P1 after excitation with
6.9 mJcm−2 recorded by TR-MOKE. Three positions corresponding to a shift of the pump
pulse away from the central pump-probe overlap as indicated in the legend. The highest amount
of magnetization is quenched in the center. Right: A zoom on the early timescales of the
dynamics presented in the left panel. The overall shape follows the dynamics expected for an
increased fluence from the edge to the center of the pump pulse.

Suppose the transient temperature reached, dictated by the fluence at the probing spot, were
the only decisive factor for the de- and remagnetization. In that case, the same trend of the
dynamics should be observed at each spot when changing the fluence accordingly. We vary the
fluence at different pump-probe overlaps, aiming at a comparable quench of magnetization in
each position to test this hypothesis. First we change the fluence while keeping the probe pulse
in the center of the pump, and afterward, with the pump moved by 49 µm. The recorded traces
are shown in Fig. 7.6.
We observe that the dynamics at the edge, i.e., with the maximal displacement of the pump
beam, are different compared to the ones in the center for all investigated fluences. Most no-
tably, when the probe is not centered in the pumped region, a fast early recovery is measured
even at the highest fluence. In the center, a slowdown of the recovery and the absence of the
initial fast recovery is already found at a demagnetization of about 60 %. Nevertheless, the
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dynamics remain fast, both at the early times and later, with the displaced pump at a quench of
about 80 %.
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Figure 7.6: (A) Delay time trace of the magnetic contrast measured on P1 with the probe spot
centered in the pumped region. (B) The same dynamics as shown in (A) around the early delay
times. (C) Magnetic contrast after excitation with the pump displaced by 49 µm. The fluence is
adjusted to achieve a reduction of the signal comparable to the traces measured with the probe
centered. (D) Zoom of the dynamics shown in (C) around time zero.

The assumption that the contrast change is governed solely by the excitation power and, there-
fore, the temperature reached at a given position cannot explain this finding. Now, it is interest-
ing to clarify if a lower sample base temperature off-center compared to the center explains the
findings, or perhaps ultrafast thermal and even spin transport needs to be considered to explain
the difference. A difference in the base temperature is caused by heat transport away from
the region of interest. In the center, in contrast to the displaced scenario, no lateral thermal
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gradient is present, and in-plane transport is negligible. However, the effect of lateral transport
in the presence of a strong thermal gradient in ultrafast dynamics has not been investigated.
We perform simulations of ultrafast heating in a 3D model system to describe the temperature
evolution in the center and 49 µm off-center transiently and in-between pulses.
First, we estimate the absolute displacement. As already mentioned, the displacement is cal-
culated from the convolution of the probe with the pump beam, shown in Fig. 7.7. We use
the FWHM for each pulse as measured and according to the angle of incidence, shown in the
left panel of Fig. 7.7. The displacement is derived from the relative demagnetization amplitude
measured for the three different positions. The highest amplitude is found in the center of the
pump pulse, and the other two positions then correspond to the intensity of the convolution
matching the relative demagnetization amplitude. In this estimation, we assume that the same
fluence leads to the same quench of magnetization at each position. This is not contradicting
the findings presented in Fig. 7.6 since mainly the recovery of magnetization is vastly different
when displacing the pump.
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Figure 7.7: Left: Knife-edge measurement of the pump (open symbols) and probe (filled sym-
bols) beams. The intensity is fitted by an error function (black, solid lines) to extract the FWHM
of the beam. The probe diameter is found to be (14.1±0.1) µm, and (71±1) µm is found for
the pump diameter. Right: Evaluation of the pump displacement. The absolute displacement is
evaluated from the spot sizes of the pump and probe beam and the induced quench measured
at the different positions. The displacement is found in the convolution of the two Gaussian
pulses, where the intensity corresponds to the relative demagnetization amplitude. In other
words, the maximum quench of 90 % at the center corresponds to 1, and a lower quench of, for
example, 57 % corresponds to 0.63. The demagnetization amplitude is presented in Fig. 7.6.
The open circles indicate the measured relative amplitude and the corresponding displacement.

Secondly, the sample base temperature is different at the probed position when changing the
pump-probe overlap. The sample base temperature is estimated by hysteresis loops recorded
in the center at negative delay times and different fluences. From the change of saturation
magnetization, we derive the change of base temperature. The magnetization vs. temperature
curve is obtained by fitting a critical exponent function of the form
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M(T ) = M0(1− (T/TC)
3/2)3/4 (7.1)

to data published in [246] in Fig. 1 (b). The fit results in a TC of (540± 10)K. The error
estimated here is larger than the one obtained from the variance since the data is manually
digitalized from the plot. Furthermore, the sample in this study is slightly different. The data of
[246] is recorded on 3 nm Pt/0.52 nm Co/2 nm Pt. The sample investigated here consists of 3 nm
Pt/0.52 nm Co/1 nm Pt. It has been shown that the induced magnetization in the adjacent Pt
layer stabilizes the magnetization and increases TC [247]. However, the induced magnetization
in the Pt layer saturates at about 1 nm [244]. In conclusion, the critical temperature in Co in
our sample might be slightly lower than what is fitted from the data of [246]. Nevertheless, we
expect the difference to be insignificant. The recorded hysteresis and the M vs. T curve are
shown in Fig. 7.8 with the corresponding temperatures marked. Using a fluence of 2.0 mJcm−2

did not result in a noticeable reduction of the magnetic contrast in saturation. Therefore, we
assume a sample temperature of 300 K for this measurement. The temperatures corresponding
to the other recorded fluences are derived from the relative change of magnetization. Indicated
by the markers in the right panel of Fig. 7.8, we expect a sample base temperature in the center
of the excited region of 300 K at 2.0 mJcm−2, 435 K at 4.6 mJcm−2, and 514 K at 9.2 mJcm−2.
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Figure 7.8: Left: Measured hysteresis loops on P1 at negative delay times. The sample base
temperature rises upon increasing the laser fluence, resulting in a diminished saturation mag-
netization and coercive field. At 2.0 mJcm−2, the saturation magnetization is similar to the one
measured without pumping, shown as the dashed line. Therefore, we approximate the sample
base temperature to be 300 K at 2.0 mJcm−2. Right: Estimated magnetization vs. temperature
curve in P1. The curve is modeled by a critical exponent function described in the text. The
Curie temperature is fitted from data of a 2 nm Pt/0.52 nm Co/3 nm Pt/5 nm Ta/SiO sample
published in [246], shown as the triangles. The sample investigated here is grown on a 3 nm Ta
buffer layer and capped with only 1 nm Pt. However, we believe that neither of these properties
significantly affects the Curie temperature. We estimate the sample base temperature for the
employed fluence from the relative change in magnetization and the magnetization vs. temper-
ature evolution.

Lastly, we model the magnetization dynamics by the m3TM, using the parameters for Co dis-
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cussed in the previous section. On the one hand, to estimate the agreement between the ex-
periment and the model. On the other hand, to estimate the fluence and the expected lattice
temperature increase on the short timescale. We start by discussing the magnetization dynam-
ics obtained with the m3TM presented in Fig. 7.9 in the right panel.
To model the magnetization in the m3TM, the parameters introduced in the last section and
summarized in Table 6.1 are employed. A linear heat capacity and a reduced TC of 540 K,
according to Fig. 7.8 are employed. The fluence is matched to the experimental demagnetiza-
tion resulting in 3.5 mJcm−2 instead of the experimentally evaluated 4.3 mJcm−2. The fluence
in the experiment is derived from the beam diameter, the repetition rate, and average power
measured before each experiment. The sample base temperature at 4.3 mJcm−2 is assumed to
be 420 K, slightly below the estimated 435 K shown in Fig. 7.8 for 4.6 mJcm−2. The resulting
magnetization dynamics describe the ultrafast magnetization change. However, the recovery, or
rather the lack thereof, is not captured in the model. For comparison, the dynamics recorded at
the displaced position using a different fluence are shown in the same graph. The magnetization
dynamics at 49 µm from the center are captured well by the model despite a slight mismatch of
the overall demagnetization, which could, of course, be adjusted in the simulation.
The electron and lattice temperature increase resulting from laser heating is shown in the left
panel. The model predicts an increase in the lattice temperature to about 479 K.
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Figure 7.9: (A) Electron and lattice temperature evolution in Co evaluated by solving the
m3TM equation using the constants described in Table 6.1. The fluence is fitted to match
the experimental demagnetization shown in (B). In the simulation 3.5 mJcm−2 is found to
best describe the experiment. (B) Demagnetization determined from the magnetic contrast in
the MOKE recording evaluated at the center of the pump (red) and at a higher fluence 49 µm
shifted. The fitted demagnetization is shown as the dashed black line.

The sample base temperature increase, judged by the diminished saturation magnetization
shown in Fig. 7.8, and the transiently reached peak of the lattice temperature in Co is used
in the following to model the sample in a 3D system after laser excitation. The simulations are
employed to investigate the following hypothesis: The greatly reduced speed of magnetization
recovery in the center compared to 49 µm away is induced by a higher sample base tempera-
ture in the center. The higher base temperature leads to a lower saturation magnetization and,
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therefore, a lesser driving force to align the magnetic moments. A similar effect is observed
in the hysteresis loops when approaching remanence, see Fig. 7.8. Due to the absence of a
recovery without the external field, the hysteresis loops show a step-like zero-crossing. In a
similar fashion, the remagnetization is hindered even in the presence of the external field since
the residual magnetization is significantly reduced.
We simulate the temperature evolution in a Nx x Ny x Nz point grid. In the lateral dimension, we
use Nx = Ny = 250 to capture the extent of the laser pulse and the heat diffusion in the sample
plane. Since the sample depth is significantly smaller vertically, only Nz = 20 points are used.
The system corresponds to a 250×250×1 µm3 slab. The vertical plane distance corresponds
to 50 nm, and laterally the points are 1 µm apart to keep the computation time reasonable. The
system is illustrated in Fig. 7.10. An outer layer, kept at 300 K, is added to the system to model
the heat dissipation away from the region of interest.
The model system is comprised of an air layer used to decouple the surface layer from a direct
heat transfer into the boundary. The atomic layers of the sample are not modeled since the
spacing is too small to be captured at the same time as the 250 µm xy-dimension. Instead of the
individual layers, a 50 nm thick "metal" layer is simulated, using the thermal properties of Co,
Ta, and Pt according to their relative thickness. Below the metal layer, a 100 nm SiO2 layer is
included. The remaining 0.8 µm are modeled as pure Si. The constants employed in the simu-
lation found to best describe the temperatures evaluated in Fig. 7.8 and Fig. 7.9 are presented
in Table 7.1. Specific heat and thermal conductivity are approximated by a linear temperature
dependence.
We model the thermal transport by a diffusion approach, given by

ρ(z)cp(z,T )
∂T
∂ t

= κ(z,T )
∂ 2

∂ 2r
T (r, t)+S(t,r), (7.2)

with the material density ρ , the specific heat cp, the thermal conductivity κ , and a source
term S. The source term is only acting on the metal layer. Judging by the evaluation of the
optical absorption presented in Fig. 7.3 this is justified since hardly any light penetrates deeper
and, furthermore, the dielectric SiO2 is mostly transparent at 800 nm. The heat capacity and
thermal conductivity are both temperature- and depth-dependent since the thermal properties
are different in each layer.
We solve the temperature evolution in 0.1 µs steps using a finite difference approach, where the
second derivative is solved as the central difference like

∂ 2T
∂ 2r

= ∑
i j

T (xi−1, j)−2T (xi, j)+T (xi+1, j)

∆x2
i, j

, (7.3)

counting the dimensions by j and the points by i.
The result from heating the system by a single laser pulse and the heating from hitting the
sample at a 250 kHz repetition rate, as used in the experiment, are shown in Fig. 7.10 (B). After
about 150 µs, the sample base temperature has stabilized at a new value. In the figure, the result
of heating the sample with an incident fluence of 4.3 mJcm−2 is shown. We use the 4.3 mJcm−2

measurement to adjust the fluence in the simulation. All other fluences are consecutively scaled
from this value and not fitted. Note that in the description, we always refer to the experimental
value of the fluence. However, in the simulation, the fluence is scaled lower by a factor of 0.82,
as explained in Fig. 7.9. Additionally, the spatial evolution of the temperature in the metal
layer is presented in panels (C) and (D). Shown is the temperature profile at the elevated base
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temperature, 0.1 µs before the arrival of the consecutive pump pulse. A line profile along the y-
dimension, shown as the dashed line in (C), is used to derive the sample base temperature at the
center of the excitation and 49 µm away, corresponding to the measurement with a displaced
pump. The evaluated temperature profiles along the line for different excitation fluences are
presented in Fig. 7.11.
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Figure 7.10: (A) Illustration of the geometry and dimensions used to simulate the thermal
diffusion in a 3D system after laser excitation. The whole sample is approximated by a
250x250x20 point grid. The lateral spacing is 1 µm, and the vertical spacing is 0.05 µm. In
the simulation, Dirichlet boundary conditions are implemented as a heat sink. In total N+2
points are simulated in each dimension. (B) Simulated temperature evolution in the center of
the heated region when applying a single pulse and with pulses every 4 µs corresponding to a
repetition rate of 250 kHz. After around 150 µs, a new sample base temperature of 419 K is
reached. (C) XY-slice of the metallic layer after 299.9 µs heating with 250 kHz. The vertical
dashed line indicates the position at which the temperatures are compared in Fig. 7.11. (D)
YZ-slice at x = 125µm.
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Parameter Air Metal layer † SiO2 Si

κ (W/(m K)) 1.5×10−3 A 80−0.009T ′ 0.380+0.003T ′ B 19.9−0.016T ′ C

cp (J/(kg K)) 700 D 169+0.06T ′ 670+0.65T ′ D 710+0.2T ′ D

ρ (kg/m3) 1.2923 D 18673 2650 E 2329 E

Table 7.1: Parameters used in eq. (7.2) to model the heat diffusion in the 3D system. The
temperature T ′ is defined as T /K. † The thermal properties of the metal layer are mixed as 4
Pt:3 Ta:0.5 Co according to the thickness in nm of the actual sample. The properties of Pt, Co,
and Ta are listed separately in Table 7.2. A ref. [248], B ref. [249], C ref. [250], D ref. [217], E

ref. [214].
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Figure 7.11: Temperature of the metal layer along the y-axis at the center of the x-axis as
indicated in panel (C) of Fig. 7.10 with the center put to 0. The temperature profile is shown
at 299.9 µs, just before laser excitation (solid lines), and at 300 µs, just after laser excitation
(dashed lines). The temperature resulting from the fluences applied with the beam displaced
along y are shifted by 49 µm to allow a direct comparison at the probed position. Judging by
the simulation, the sample base temperature as well as the transiently reached maximum are
lower than the temperatures in the center at a comparable magnetic quench, compare Fig. 7.6.

From the simulated temperature profile, shown in Fig. 7.11, the sample base temperature upon
repetitive pulsing and the maximum after pulse arrival is obtained. We can now compare the
base temperature at the center and 49 µm off-center using the same fluences as in the exper-
iment. Comparing the 4.3 mJcm−2 and the 12.2 mJcm−2 curves, the temperature difference
is about 18 K, with the one in the center being higher. The magnetic dynamics, however, are
quite different and a difference of less than 20 K is most likely not sufficient to explain the
different dynamics. Comparing 6.9 mJcm−2 and 18.8 mJcm−2 in the same fashion shows a
difference of 28 K. After excitation, a transient temperature of 586 K (6.9 mJcm−2, center) and
529 K (18.8 mJcm−2, 49 µm) is reached. The difference in the transiently reached temperatures
is more significant and might help explain the difference seen in the magnetization dynamics.
It should be noted, though, that the sample base temperature at 18.8 mJcm−2 is already 19 K
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Parameter Co Pt Ta

κ (W/(m K)) 3.6+0.012T ′ A 106−0.02T ′ B 58+0.0025T ′ C

cp (J/(kg K)) 693+0.6T ′ D 128+0.025T ′ E 137+0.018T ′ F

ρ (kg/m3) 8860 G 21450 H 16600 H

Table 7.2: Relevant material properties for Co, Pt, and Ta. The linear temperature depen-
dence of the specific heat and thermal conductivity is fitted in the region from 300 K to 1250 K.
The temperature T ′ is defined as T /K. All values are taken from bulk measurements and finite
size scaling might affect the properties. For example, the heat capacity in Co is likely under-
estimated here since a spin contribution around TC, which is around 600 K in our sample, is
neglected. A ref. [251], B ref. [252], C ref. [253], D ref. [209], E ref. [254], F ref. [255], G ref.
[217], H ref. [214].

higher at 49 µm from the center compared to the 4.3 mJcm−2 measurement. The remagnetiza-
tion dynamics of the latter are, however, not faster but significantly slower. Overall, although
the temperature is lower off-center compared to the center, the difference is too small to explain
the different remagnetization. Moreover, the base temperature reached off-center at a high flu-
ence exceeds the base temperature in the center at lower fluences, yet a faster recovery is still
measured.
The model employs several approximations and is only used to roughly estimate the temper-
ature evolution after repetitive laser excitation. Nevertheless, the simulation is robust with
respect to small changes in the material parameters, and a significant deviation from the tem-
perature ratios described here is not found in a reasonable parameter space. It should be noted
that the thermal diffusion model predicts that at the employed fluences, for example, compar-
ing 6.9 mJcm−2 in the center and 18.8 mJcm−2 at 49 µm, different sample base and maximal
temperatures are reached. However, in the experiment, the fluences resulted in the same rela-
tive demagnetization. So far, we employed the assumption that the demagnetization amplitude
is derived from the transiently reached temperature and vice-versa, for example, in Fig. 7.9.
The dependence of the demagnetization on the sample temperature is not trivial, as has been
discussed already in chapter 4 since most of the material parameters are also temperature-
dependent, and their precise scaling is often unknown.
That different base temperatures across the excitation region are found, affects the estimation of
the absolute displacement shown in Fig. 7.7. In case the demagnetization is not only affected by
the local fluence but also by a temperature profile, different in shape compared to the exciting
pulse, the estimated displacement is slightly off. Assuming a lateral profile as calculated in the
diffusion model, we expect that the temperature off-center is lower compared to the center and,
therefore, a higher relative fluence is needed compared to the case of an equal base temperature.
Effectively this results in a smaller displacement than what is estimated in Fig. 7.7. Following
this argumentation, we compare the temperatures in the center and, for example, at 45 µm away
in Fig. 7.11. Then, one finds virtually equal base and transiently reached temperatures in both
positions.
Nevertheless, we employ the m3TM to calculate the expected demagnetization dynamics using
the temperatures derived from the heat diffusion calculation. The spatial magnetization pro-
file over delay time is calculated by solving the three coupled equations of the m3TM in the
frame of the same system used for the "slow" heat diffusion. Instead of simulating the evolu-
tion over several µs, we now investigate the properties in 10 fs time steps up to several ps. The
lattice heat capacity and thermal conductivity are split into a constant lattice and a temperature-
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dependent electronic contribution. The laser acts only on the electron temperature, and the heat
is consequently distributed to the lattice. The magnetization is calculated from the temperatures
according to eq. (6.3) and the parameters used are listed in Table 6.1. The system is initialized
with the temperature profile of the "slow" simulation at 299.9 µs to describe the experiment.
The results of the simulation of the magnetization is presented in Fig. 7.12.
The demagnetization is captured quantitatively well. The simulated amplitudes at the lowest
fluence are slightly lower than the experimentally observed quench. At the highest fluence in
the simulated system, the magnetization is quenched entirely. In the experiment, the system re-
mains at a finite magnetization. At a quench of about 60 %, the early remagnetization happens
much faster in the simulation compared to the experiment. Most importantly, the simulation
does not capture the complete absence of remagnetization in the center. Only in the case of the
highest fluence, where the system completely demagnetizations because it is heated above TC,
the remagnetization is as slow as in the experiment. The early recovery of magnetization in the
simulation is driven by the temperature equilibration between the heat reservoirs of the elec-
trons and the lattice. However, if the system stays at a temperature above TC, no magnetization
is recovered, and the remagnetization happens on the timescale of lattice cooling.
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Figure 7.12: Experimental magnetic contrast (left panel) and simulated magnetic contrast
(right panel) in the center of the pump and 49 µm off-center using the sample base tempera-
ture calculated by the heat diffusion model. Only the sample base temperature and the fluence
are adjusted to the experiment. The TC fitted in Fig. 7.8 is used. All other employed parameters
are given in Table 6.1. The simulation does not predict a significant difference in the magneti-
zation dynamics for the lower fluences. Only very close to TC a noticeable difference similar to
the experimental curve is predicted.

The different dynamics measured at the center of excitation and off-center are not explained
by different sample base temperatures in the present model, judging by the comparison of the
experiment and the simulation presented in Fig. 7.12. The simulation predicts a very slow re-
magnetization when the lattice system is heated above TC. However, the slow dynamics are
also observed at low and middle fluences in the experiment. Furthermore, the evaluation of
the sample base temperature with a displaced pump shows that at the highest fluence, the base
temperature is even higher than in the center with a lower fluence. Nevertheless, a fast re-
covery is measured with the displaced beam. The results shown here depend on the absolute
displacement evaluated from the magnetic quench measured in the experiment. We consider
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the estimation to be an upper bound since the effect of the local sample temperature is not con-
sidered. Considering a smaller absolute displacement, the difference is even less likely to be
explained by a different sample base temperature since both are similar when comparing the
different fluences.
The observations could be explained if the sample temperature at the center for all fluences
is close to TC, and the temperature with the displaced beam is always close to room tempera-
ture. This is not compatible with the predictions of the heat diffusion model presented here. At
the time of writing, further avenues of explanations for the dynamics are explored. First, the
model does not incorporate superdiffusive or ballistic transport. It is possible that, due to the
dielectric substrate, superdiffusive currents driven by the excitation do not propagate vertically
in the sample but only laterally. The redistribution of majority spins away from the center of
excitation in the direction of the thermal gradient may exert a torque on the magnetization and
drive a faster remagnetization compared to the one in the center. Secondly, the remagnetization
in the center resembles the case of a complete demagnetization, see Fig. 7.12 or the remagneti-
zation in the absence of an external field and a large demagnetized area. The latter results in a
slow remagnetization since no magnetic dipole field recovers the magnetization, for example,
in Co/Pt multilayers in [256]. Therefore, another hypothesis is that in the center, due to the high
fluence and the high repetition rate, the system is driven into a multidomain state, seen in Co/Pt
layers, for example, in [238, 239]. In the multidomain state, no preferential magnetization di-
rection is recovered, and "slow" domain wall dynamics driven by the external field govern the
recovery of magnetization. Adjustments to the model to incorporate local demagnetizing fields
and ultrafast transport are currently being tested, and further spatially resolving experiments
are planned to arrive at a conclusive answer.

7.2 Summary and conclusion
This chapter presents two experiments investigating the delay-time-dependent magnetization
after optical excitation in Co/Pt with an out-of-plane easy axis. First, a comparison of a Co/Pt
bilayer grown on Si with a native SiO2 layer with a Co/Pt/MnPt/Pt system is shown. The data
shows that the two samples are quenched differently when employing the same excitation. The
bilayer sample is quenched more strongly, but the minimum of magnetization is reached later
at all investigated fluences. We attribute the difference to exchange of spin currents between
the antiferromagnetic MnPt and the Co/Pt layers.
In the second experiment, the dependence of the magnetization dynamics on the spatial overlap
of the pump and probe beam is investigated. A significantly faster remagnetization is measured
when the probed area is not centered in the pumped region. We study the temperature evolution
after laser excitation in a 3D model system to estimate the effect of an increased sample base
temperature. The base temperature is found to be up to 30 K higher in the center compared
to the side at a fluence where the same relative magnetic quench is measured. The tempera-
ture difference is not enough to explain the observed difference in a simple m3TM calculation.
Therefore, we conclude that a different base temperature induced by the repetitive pumping is
not sufficient to explain the differences between the dynamics in the center and about 50 µm
away observed with the same local fluence. The mechanism responsible for the different dy-
namics is still unclear, and further avenues are investigated at the time of writing.
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Chapter 8

Conclusion

This thesis presents four experimental reports focusing on different aspects of magnetization
after ultrafast excitation. We investigate transition metal layers coupled to heavy metals and
antiferromagnetically ordered films. The common denominator in all presented experiments
is the ultrashort excitation by laser pulses and the concomitant reduction of magnetization in
the ferromagnetic layer. Furthermore, evidence for a short-lived transient ferromagnetic state
in an elemental antiferromagnet is presented. The investigations ultimately try to answer the
questions posed initially.
We can conclude that the ultrafast demagnetization can not be treated exclusively as a local
phenomenon within the ferromagnetic layer. Experimental evidence is presented that an an-
tiferromagnetic layer adjacent to a FM layer influences the ultrafast dynamics. Furthermore,
observations exploiting the magneto-optical Kerr effect suggest that even if a Pt spacer layer
separates the FM and AFM layer, an influence on the demagnetization is measured. The find-
ings highlight that spin transport and spin transport-related phenomena like scattering, reflec-
tion, and spin-transfer torque can affect ultrafast dynamics.
Coherent effects, suggested from the very beginning of ultrafast research, are investigated con-
cerning the magnetic dynamics of Mn atoms, where an indication of a coherent realignment
of spins is found in the presence of the light field. The findings support predictions by time-
dependent density functional theory and highlight the importance of symmetry breaking at
interfaces. Lastly, we can also add a small insight into remagnetization dynamics. Most impor-
tantly, in addition to what has been shown elsewhere, remagnetization, even with a static field
applied, can be very different at the same relative quench of magnetization. The mechanism
for the different remagnetization dynamics investigated in the last chapter remains elusive and
different avenues for explanations are currently being explored.
Ultimately, we can summarize that the four presented studies illuminate the process of light-
induced magnetization dynamics starting from the moment of excitation, where coherent dy-
namics are driven as shown in chapter 5, covering the thermalization of electrons and lattice
within 1 ps to 2 ps, see chapter 4, and up to the equilibration of the sample temperature after
several µs, see chapter 7. We support the experimental findings by simulations of the X-ray re-
flectivity, presented in chapter 6, the primary source of information in this thesis, which allows
us to directly link the experimental observable to the underlying magnetization. Furthermore,
the simulations allow us to follow the structural evolution of the lattice and describe the effect
of the transient optical response function after excitation.
Put together, the observations presented in this thesis emphasize that the magnetic response at
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the ultrafast timescale is directly linked to the nature of the exchange interaction in the investi-
gated system. Although the antiferromagnetic system is not directly investigated, the influence
thereof is observed indirectly in an adjacent layer. The findings are explained in the terminology
of the current models and the measurements are for the most part reproduced by simulations.
The interpretations of the experiments shown in chapter 4 and 7 emphasize the importance of
ultrafast transport and its influence on the observed magnetic contrast after laser excitations. In
the presence of the laser pulse, coherently driven electronic and thus also magnetic dynamics
are investigated. That the observations are not only an artifact of the observable as discussed
in many magneto-optical experiments is supported by DFT calculations and simulations of the
samples’ magnetic and structural evolution after excitation. Together, this highlights that there
is still no unifying model which describes the ultrafast excitation from time zero to the recovery
into a steady state. A conclusive theoretical description of the processes following laser excita-
tion in magnetic metallic and dielectric systems is actively being researched and presents one
of the challenges in ultrafast magnetism research. Refinements of the initial three-temperature
model into the m3TM and more recently into the µ3TM need to be combined with transport
models. The refined models further aim to include the descriptions of the non-thermal magneto-
optical effects. And lastly, also the remagnetization influenced by local demagnetizing fields,
the transient exchange interaction, and proximity effects needs to be included for a complete
description.
Experimentally, the research of ultrafast magnetism has shifted its focus towards (synthetic)
antiferromagnetic or ferrimagnetic structures implementing promising deterministic all-optical
switching pathways [200] and combining these approaches with novel device designs [257].
Fundamental research aims to explore the details of energy flow between the involved reser-
voirs in antiferromagnetic materials [258–260]. Novel ultrafast research accompanies the ad-
vent of 2D (antiferro-) magnetic materials [261–263] that promise exciting possibilities for new
physics and functional layers [264–266]. To summarize, the research of ultrafast light-induced
spin dynamics is still far from reaching saturation and both fundamental research and transfer
of lab observations into new devices remain interesting and challenging.
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