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Introduction

Around 1873 Ernst Abbe improved the understanding of optics, enhancing the spatial
resolution of microscopes. This allowed Robert Koch to identify the relation between
bacteria and disease for tuberculosis, cholera and anthrax a few years later [1]. During
this time one out of seven Germans died from tuberculosis. Probably, Abbe did not
anticipate the impact of the enhanced resolution.
More than 140 years later we are aware of the relation between sophisticated scientific

instruments and new, influential discoveries. The current frontier of time resolution
is attoseconds. As even light travels only 3Å per attosecond and the atomic unit of
time equals 24 as, atoms and especially electron dynamics are of major interest to the
physics on this timescale. As the daily world consists of atoms organized by electron
mediated bonds, pushing the time resolution is very promising. A better understanding
of the breaking and creation of chemical bonds is of paramount importance to chemistry.
Furthermore, optical properties are defined by the electronic structure of a material.
A conventional approach for time resolved experiments is to trigger a process by a

pump pulse and later probe it by a second pulse. The resolution depends on the du-
ration of both pulses so that Ferenc Krausz [2] told the history of time resolution in
terms of the development of (laser) sources. He stresses a number of key technologies
that provide a powerful IR pulse with only few cycles, which can then be used to cre-
ate attosecond pulses by the method of high harmonic generation (HHG). Due to the
restrictions described by the time-bandwidth product, few cycle IR pulses have a large
bandwidth (hundreds of nm), which poses a challenge for the laser: First, the solid state
laser medium has to support the bandwidth: Ti:Sa is widely used for this property.
Second, the cavity modes have to be phase-locked to produce a pulse: This is typically
accomplished by Kerr-lens mode-locking. This effect bases upon a different beam shape
of pulses in comparison to continuous laser fields due to an index of refraction depending
on intensity via the so-called Kerr effect. Third, pulse intensities are limited by the dam-
age thresholds of the used materials: This restriction was eased by reversible elongation
of the pulse during the amplification steps. Forth, the phase of the electric field at the
center of the pulse becomes important for few cycle pulses: Techniques to stabilize and
set this property were developed.
HHG itself bases upon focusing fs (1000 as=1 fs) IR laser pulses into a gas [3]. Elec-

trons are then ionized and accelerated by the field. If they recombine with their parent
ion, XUV photons are emitted [4]. As the process repeats every half IR cycle, gating
techniques were developed that limit the generation to a single half cycle [5, 6, 7].
Plasma mirrors pose the most promising alternative approach to HHG [8] as higher

conversion efficiencies and driving intensities are possible [9]: Created by an intense fs
laser pulse a plasma can oscillate with relativistic speed, which leads to the conversion

7



Introduction

of parts of the fs laser pulse to higher frequencies via the Doppler effect [10]. However,
this strategy is still immature [9].
Until today, neither HHG nor plasma mirrors led to pulses sufficiently strong for

attosecond pump-probe experiments. The concept of pump-probe experiments implies
that the investigated system interacts with both pulses. This interaction requires a
sufficient intensity for both pulses. A low interaction probability reduces the signal-to-
noise ratio or prevents the identification of signals at all. As attosecond XUV pulses with
sufficient strength for XUV-XUV measurements are a current frontier of research [11],
most experiments with resolutions in the attosecond regime avoid the XUV-XUV pump-
probe scheme using a fs pulse to gain an acceptable signal-to-noise ratio. Experimental
approaches exist that use the cycle of a fs IR pulse as clock: E.g. Schultze et al. [12] ionize
neon atoms with an attosecond XUV pulse. The IR field increases or decreases the energy
of the electrons to assign them a "timestamp". The authors deduced a delay of (21± 5) as
in the ionization of electrons from 2p orbitals with respect to 2s orbitals. Hentschel et
al. [13] introduced this approach and isolated attosecond pulses for pioneering time
resolution better than 1 fs in electron dynamic measurements in 2001. Several further
schemes were demonstrated as reviewed for example by Calegari et al. [14].
While XUV-IR pump-probe experiments allow first investigations, the capacity to

perform XUV-XUV pump-probe would severely widen the range of possible experiments.
IR intensities are often not perturbative making their influence on atoms and molecules
an object of research itself. E.g. lowering the IR intensity would result in smaller, less
resolvable energy differences for the time stamps. Alternatively, FELs provide XUV
pulses with sufficient energy but pulse durations are available only down to few fs[15].
E.g. Behrens et al. [16] reconstructed average pulse durations of 3 fs.
No research groups have performed attosecond-attosecond pump-probe experiments so

far. Recent publications from the group of D. Charalambidis [17, 18] at FORTH, Crete,
introduced pump-probe experiments with almost attosecond pulses: An estimated XUV
focus intensity of 1× 1013 W/cm2 to 1× 1014 W/cm2 was sufficient to measure a pulse
duration of 1.5+0.2

−0.8 fs in an autocorrelation experiment. The pulses covered a spectrum
from 16 to 24 eV and were additionally used to investigate molecular dynamics in H2.
Takahashi et al. [3] measured an autocorrelation trace indicating a pulse duration of
375 as but did not perform subsequent experiments.
In both groups the creation and characterization of the pulses were important and

essential achievements indicating that attosecond-attosecond pump-probe experiments
are far from maturity. Consequently, the aim of this thesis is to increase the possible
attosecond pulse energy for attosecond-attosecond pump-probe experiments. To that
end a design is proposed within the thesis.
The first stage of the setup (Chap. 1) is based upon Noncollinear optical parametric

chirped pulse amplification (NOPCPA). It is designed to deliver strong, few-fs IR pulses.
The chapter provides a short theory on intense, ultrashort pulses and nonlinear optical
processes before describing the components of the NOPCPA in detail.
Chap. 2 theoretically analyses the perspectives of different gating techniques for the

XUV pulse generation. A common model suitable for a broad set of attosecond gating
techniques is developed and implemented. The chapter describes an optimization to-
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wards optimal pulse energies and process parameters for all methods that are used in
the technical implementation of the HHG setup.
Chap. 3 discusses further, rather technical aspects of the HHG. The novelty of the

considerations is in the large amount of converted energy. Two end stations for pump-
probe experiments are available. The XUV-XUV station discards the IR and splits,
delays and focuses the XUV pulses into the interaction region, which is situated within
a velocity map imaging (VMI) spectrometer. Additionally, either XUV pulse energy,
spectrum or spatial shape can be characterized. Alternatively, the IR and XUV are
separated, delayed and focused into another interaction region and VMI.
The reason for the existence of the second station is that a high XUV intensity is

projected and experimentally interesting even with fs-long XUV pulses. Chap. 4 reports
pump-probe experiments with Ar using intense, fs long XUV pulses and IR pulses. The
interpretation reveals a process using two XUV and one IR photon to produce Ar2+ . A
quantum mechanical model attributes features in the measurement to the Stark effect
and Rabi oscillations between intermediate states, which have not been time resolved in
the XUV regime before. The experiment was conducted at a different setup because the
described design is being constructed.
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1 Noncollinear Optical Parametric Chirped
Pulse Amplification

The aim of the Noncollinear Optical Parametric Chirped Pulse Amplification (NOPCPA)
is to generate short, intense IR pulses for the HHG section. This design bases upon the
work of Witte and Zinkstok [19] and the main structure is depicted in Fig. 1.1. In the
NOPCPA pulses from a seed oscillator are temporally stretched before and compressed
after the actual amplification in the optical parametric amplification (OPA) stages. The
OPA is pumped by reshaped pump pulses provided by a thin disk laser system. Spectral
phase interferometry for direct electric field reconstruction (SPIDER) characterizes the
pulses and provides data for the fine tuning of the pulse compression to provide the
shortest possible pulses to the HHG section.

The chapter starts with a brief, general theory of ultrashort, intense laser pulses and a
treatment of light conversion processes (Sec. 1.1) before going through all components.
As they are partly built up but not operational, the current chapter presents a design.
The pump and seed sources are outlined in Sec. 1.2 and 1.3. Sec. 1.4 describes the
stretcher and compressor. The next sections outlines the actual amplification (Sec. 1.5),
the synchronization of pump and seed pulse sources (Sec. 1.6) and the SPIDER (Sec. 1.7).
A summary (Sec. 1.8) closes the chapter.

Thin disk 
laser

Seed 
oscillator

Beam 
reshaping

Stretcher 
shaper

OPA stages

Compressor

SPIDER

Data

Output

Figure 1.1: Overview of the NOPCPA setup: Before being amplified in the OPA stages
the seed is stretched. Recompression is enhanced by SPIDER measurements
feed-backing into a shaper within the stretcher. A reshaped pump beam
provides the energy for the amplification.
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1 Noncollinear Optical Parametric Chirped Pulse Amplification

1.1 Theory
1.1.1 Ultrashort, Intense Laser Pulses
The section recalls concepts needed for the understanding of ultrashort, intense laser
pulses. This thesis focuses on very high intensities up to 1× 1016 W/ cm2, where the
wave equation

∆ ~E − 1
c2
∂2 ~E

∂t2
= 1
ε0c2

∂2 ~P

∂t2
(1.1)

can be deduced from the Maxwell equations in media. ~E is the electric field. c is the
vacuum speed of light. t is time. ε0 is the vacuum permittivity and ~P is the polarization.
A simple treatment for the polarization is to develop it in a power series:

~P = ε0
∑
k

χk ~Ek (1.2)

where the tensors χk are the (non-linear) electric susceptibilities of the medium.
The polarization is the origin of numerous effects, which are important for the gener-

ation and propagation of laser pulses. The refractive index n =
√

1 + χ1 is related to
the linear term of the polarization:

∆ ~E − 1
c2
∂2 ~E

∂t2
= 1
c2
∂2

∂t2

(
χ1 ~E

)
(1.3a)

∆ ~E − n2

c2
∂2 ~E

∂t2
= 0 (1.3b)

In isotropic media χn with even n are zero because of the symmetry. Therefore, χ2 is
only non-zero for anisotropic materials. It is essential for second harmonic generation
(SHG), optical parametric amplification (OPA) and sum frequency generation (SFG),
which will be discussed in the next sections. χ3 can be different from zero in isotropic
media and relates to an index of refraction depending on the intensity via the nonlinear
index of refraction n2. This dependence of the index of refraction is called Kerr effect and
eventually leads to the exponential enhancement of transversal modulations in a beam
[20]. This is called light beam modulation or self-focusing instability and can degrade
the quality of the beam and potentially split it. The so-called B-integral is calculated
along the path of the beam and is a measure for the growth of the modulations. It
should be kept low. Typically, the limit is between 2 and 3 [20]:

B =
∫
n2kIds, (1.4)

where k is the wavenumber and I intensity. Before introducing the processes in more
detail, quantities for the description of pulses are defined. Diels and Rudolph [21] guide
this treatment. E(ω) is the Fourier transform of the electric field:

E(ω) =
∫ ∞
−∞

E(t) exp(−iωt)dt (1.5)
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1.1 Theory

where ω is the angular frequency. In order to take advantage of complex notations,
the function ε(t) is defined, which is a complex, analytical function and its real part
equals E(t). ε(t) is called Hilbert transform of E(t) and can be calculated via:

ε(t) = 1
π

∫ ∞
0

E(ω) exp(iωt)dω (1.6a)

= |ε(t)| exp(iφ(t)) (1.6b)

|ε(t)| is called pulse envelop and φ(t) is the temporal phase. The term carrier envelope
phase (CEP) refers to the temporal phase at the maximum of the envelope. The instan-
taneous frequency is defined as ω(t) = dφ(t)/dt. A pulse is called chirped unless its ω(t)
is constant.
ε(ω) is the Fourier transform of ε(t). It can also be decomposed into a (spectral) phase

φ(ω) and an envelope |ε(ω)| with ε(ω) = |ε(ω)| exp(iφ(ω)). The spectral and temporal
phases of a pulse are related. Assume the development using the constants φ0, φ′0 and
φ′′0:

φ(ω) = φ0 + φ′0ω + φ′′0
2 ω2 (1.7a)

ε(t) = exp(iφ0)
2π

∫ ∞
−∞
|ε(ω)| exp

(
i(φ′0 + t)ω + iφ′′0

2 ω2
)
dω (1.7b)

Each of the coefficients represents an aspect of the temporal pulse. φ0 adds to the
temporal phase, so it shifts the CEP. φ′0 shifts the pulse in time. The role of φ′′0 is not
clear from the equation above. It governs the linear chirp. If no higher terms in the
spectral phase are present, the instantaneous frequency is

ω(t) ≈ ω0 − t/φ′′ (1.8)

with an offset ω0 [22]. φ′′ also affects the pulse length. A pulse centered at time zero
obeys

〈t2〉 = 〈t2〉0 + φ′′2〈(ω − 〈ω〉)2〉, (1.9)

where the second order moment of the pulse is 〈t2〉 and a pulse with the same spectrum
but no chirp would have a second order moment 〈t2〉0. It follows that broad band pulses
are especially susceptible to elongation by (second order) dispersion.
Generally, second order duration and bandwidth of a pulse obey:

〈t2〉〈(ω − 〈ω〉)2〉 ≥ 1
4 (1.10)

Therefore, short pulses have a minimum bandwidth. The smallest product is reached
for Gaussian pulses only, whose spectral phase is linear. The Fourier limited duration is
the shortest possible pulse duration for a given spectrum. Fig. 1.2 illustrates the effect
of additional φ′′ on a Fourier limited pulse.
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Figure 1.2: Example of pulse elongation and chirp via quadratic dispersion: a) Gaussian
spectrum with

√
〈(ω − 〈ω〉)2〉 = 0.62/fs centered at a wavelength of 850 nm

b) Time domain representation (Eq. (1.7b)) of the pulse with constant φ and
φ′ but different φ′′, hence with different durations

1.1.2 Sum Frequency Generation
In a birefringent material with χ2 6= 0 the polarization creates a spectral component
with an angular frequency ω1 in the polarization, which is proportional to the product
of two spectral components at ω2 and ω3. They can originate from one or two different
pulses in the medium. This polarization is the source term for a new pulse and hence
energy can be transferred from the incoming, so-called ’fundamental’ pulse(s) to the new
pulse, effectively merging two photons into one. The relation between the frequencies
translates into energy conservation:

~ω1 = ~ω2 + ~ω3 (1.11)

Because of different refractive indices the pulses may change their relative phase,
which then leads to destructive interference between the new pulse and its generating
polarization. The phase mismatch ∆~k is defined in terms of the wave vectors ~k belonging
to the pulses:

∆~k = ~k2 + ~k3 − ~k1 (1.12)

If the product of |~∆k| and the interaction length is small, interference between the new
pulse and its generating polarization is constructive. As |~∆k| is a function of frequency,
phase-matching has a limited bandwidth.
A strategy to minimize |~∆k| is to take advantage of the dependence of the indices

of refraction visible to each of the pulses from the ordinary and extraordinary index of
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1.1 Theory

refraction and the angles between the pulses and the optical axis. The two fundamental
photons can stem from ordinary or, alternatively, extraordinary waves in case of the
so-called type I phase-matching. Both waves contribute as fundamental in case of type
II phase-matching.
Sum frequency generation is an instantaneous effect. Therefore, the pulses also have

to overlap, which restricts the spatial size of the pulses and also the group velocity
mismatch between new and fundamental pulses.

1.1.3 Second Harmonic Generation
Second harmonic generation is a special case of SFG where ω1 = 2ω2 = 2ω3. Diels
and Rudolph [21] give an analytical expression for the complex electric field after a
medium of length L in case of small conversion efficiencies and orthogonal polarization
of fundamental and SHG pulse εSHG. Further, the dispersion is represented only by the
group velocities v1,2 and phase mismatch ∆k at the central angular frequencies ω1,2:

εSHG(ω) = − χ
2ω2

1
4c2k1

exp(ilL)− 1
l

∫
ε(Ω)ε(ω − Ω)dΩ (1.13a)

l : = (v−1
1 − v

−1
2 )(ω − ω1)−∆k (1.13b)

∆k = 2k2(ω2)− k1(ω1) (1.13c)

It uses a coordinate system moving with the fundamental pulse ε. The quantity l rep-
resents the inverse length scale at which phase mismatch and different group velocities
play a role.
Fig. 1.3 shows an example of SHG: For short media, an elongation increases the SHG

field strength. For sufficiently long media the resulting pulse length is increased at
constant field strength.

1.1.4 Noncollinear Optical Chirped Pulse Amplification
OPA also bases on χ2 but splits one pump photon of frequency ωp into a signal photon
of frequency ωs and an idler photon of frequency ωi with

ωp = ωs + ωi. (1.14)

The signal pulse can be seeded, which means an initially weak pulse containing the
frequency ωs controls the final result of the process. Phase-matching plays the same
role as in Sec. 1.1.2 and 1.1.3. The phase mismatch ∆~k (Fig. 1.4) depends on the wave
vectors of the respective pulses:

∆~k = ~kp − ~ks − ~ki. (1.15)

θ is called the phase-matching angle and is used in collinear amplification geometries
to minimize the phase mismatch for a given wavelength. α was coined the noncollinear
angle and is also defined in Fig. 1.4. It allows to increase the bandwidth of the phase-
matching. Fig. 1.5 shows both scenarios to illustrate the additional bandwidth.
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Figure 1.3: Example of SHG, Eq. 1.13: The fundamental pulse and SHG pulses resulting
from generation in media of different length L are shown. The length is
expressed in units of l−1

850nm, the inverse value for l (Eq. (1.13b)) at the
central wavelength of 850 nm.

Noncollinear optical chirped pulse amplification (NOPCPA) [24] bases upon this pro-
cess to amplify a seed pulse with a controlled chirp. As given in Eq. (1.9) the chirp
increases the pulse duration so that the intensity is lowered beneath the damage thresh-
old of the interaction material. After the amplification the chirp is compensated to
obtain a short and intense pulse.

Baumgartner’s Equations Baumgartner et al. [25] give a treatment of optical para-
metric amplification (OPA). Starting with Eq. (1.1) and (1.2) they neglect the optical
density of the interaction medium and take dispersion into account via the index of re-
fraction and the common group velocity vg. They treat plane waves and hence drop the
transversal coordinates and frequency dependences. The resulting system of equations
is

dus
dξ

= −uiup sin Θ (1.16a)

dui
dξ

= −usup sin Θ (1.16b)

dup
dξ

= usui sin Θ (1.16c)

dθ

dξ
= ∆kz

ξ
+
(
usui
up
− uiup

us
− usup

ui

)
cos Θ (1.16d)
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1.1 Theory
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Figure 1.4: The phase-matching angle θ and the noncollinear angle α relate the wave
vectors for the pump, ~kp, and seed pulses, ~ks, with the optical axes of the
crystal. Together with the wave vector of the idler ~ki the phase mismatch
∆~k can be defined.

Where the uk =
√
Ik/ωk/W represent intensities of signal Is, idler Ii and pump Ip and

W = Is(0) + Ii(0) + Ip(0) cos2(β) is the invariant energy flux. A moving coordinate
system (r, τ) with

r = z (1.17a)
τ = t− z/vg (1.17b)

ξ = 2χ2π3/2√W√
ε0λiλsλpninsnp cos2 β

r (1.17c)

[26] is used. The transformation reduces the dependence on z, t to a dependence on
r only and effectively shows the evolution of the pulses while propagating through the
medium. Θ(r) = ∆kr + φp(r) − φi(r) − φs(r) describes the differences between the
phases φp,i,s of the electric fields. The angle β represents the difference between phase
front direction and energy flow for the pump beam.

Discussion of Numerical and Analytical Solutions Baumgartner et al. [25] further
solve the equation for the case of small pump depletion, ui(0) = 0 and us(0)� up(0):

Is(r) = Is(0) cosh2
(
r
√

Γ2
0 − (∆k/2)2

)
(1.18a)

Ii(r) = ωi
ωs
Is(0) sinh2

(
r
√

Γ2
0 − (∆k/2)2

)
(1.18b)

Ip(r) = Ip(0) (1.18c)

Γ2
0 = 2π2(χ2)2Ip(0)

ε0λiλsninsnpc
(1.18d)

As 2 cosh x ≈ expx for large x, Eq. (1.18a) shows that the signal is amplified exponen-
tially (until signal and pump get comparable). The length scale depends on the phase
mismatch ∆k, the pump intensity Ip(0) and the wavelengths. Fig. 1.6 illustrates the
more general equations, Eq. (1.16), by showing a numerical solution and the analytic
equations for small depletion, Eq. (1.18).
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Figure 1.5: Example of phase-matching: The phase-matching function as defined in the
publication of Boeuf et al. [23] is a rough measure for phase-matching. It
is between one for perfect phase-matching and zero for no phase-matching.
a) collinear and b) non-collinear cases for θ = 24.45° are calculated with the
program belonging from Boeuf et al. [23] for a 5mm long BBO crystal with
type I phase-matching at 30 ◦C and a pump wavelength of 515 nm.
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Figure 1.6: Example of OPA described by a numerical solution of the more general or-
dinary differential equations (ODE), Eq. (1.16), and the analytic solution in
the small depletion approximation, Eq. (1.18). The phase mismatch ∆k was
chosen to be ξ/2r. ui is graphically identical to us and therefore not shown.
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1.2 Pump Laser System

The figure also shows the typical behavior: Initially, the signal rises exponentially
and the pump is almost constant. The approximation and differential equation give the
same result until the signal saturates and the assumption of no pump depletion becomes
wrong because the pump loses energy. For even longer media, energy is converted back
to the pump.
As the seed is chirped, its spectral components are separated in time and coincide

with different temporal parts of the pump pulse, which results in different pump inten-
sities relevant for the spectral components of the seed. The length-scale of the gain in
Eq. (1.18) is

√
Γ2

0 − (∆k/2)2, which depends on the phase mismatch, the pump intensity
and the wavelengths directly or via Γ0. As saturation occurs when significant energy
is transferred, it is affected by the same quantities. Both influences can be used for
spectral shaping, which can adapt the spectrum to support shorter Fourier limited and
compressed pulses. Back-converting spectral components reduces the overall energy of
the pulse.[27]
Following ideas fromWitte [19], the phases of the pump φp, signal φs and idler pulses φi

can be calculated from Eq. (1.16) to be

φs(r) = φs(0)− ∆k
2

∫ r

0

f(r′)
f(r′) + ωpIs(0)

ωsIp(0)
dr′ (1.19a)

φi(r) = φp(0)− φs(0) + π

2 −
∆kr

2 (1.19b)

φp(r) = φp(0)− ∆k
2

∫ r

0

f(r′)
1− f(r′)dr

′ (1.19c)

f(r) : = 1− Ip(r)
Ip(0) . (1.19d)

Eq. (1.19a) shows that the final phase of the signal is the sum of the initial phase and
an intensity-dependent term. This is important for the chirped pulse amplification as
the (spectral) phase of the resulting pulse can simply be manipulated via the phase of
the seed. Furthermore, changes in the intensity of the pump pulse result in changes of
the phase. Changes in the phase of the pump pulse on the other side are projected onto
the idler (Eq. (1.19b)).
The remainder of the chapter describes the technical implementation of NOPCPA.

Sec. 1.5 discusses the actual OPA process implementation.

1.2 Pump Laser System

The setup provides the pump pulse for the NOPCPA. It is advantageous to use a spatially
uniform pump as the amplification factor and phase depend on intensity. Because of to
the exponential relation for small pump depletion, slightly lower intensities result in a
substantial energy reduction for the resulting pulse, while at pump depletion the influence
is lower.
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Figure 1.7: Scheme of the pump laser system: Several optics reshape a Gaussian profile
with different widths in both dimensions to a flat top with doubled frequency.

A home build diode pumped chirped-pulse-amplification laser system based on Yb:YAG
thin-disk technology [28] delivers 50 ps long pulses with an energy of 290mJ at a wave-
length of 1030 nm and a repetition rate of 100Hz. It is chosen for its high stability
and energy at adequate pulse durations. However, the beam shape is elliptic Gaus-
sian, which is a Gaussian function with a different width in each dimension. The beam
is reshaped via standard optics and a commercial π-shaper, which converts Gaussian
beams of certain size to flat tops. The pump pulse must have a higher frequency than
the seed (850 nm, Sec.1.3) in order to split pump photons into signal and idler photons
(Eq. (1.14)). Therefore, a SHG process is used to provide 515 nm light.
Several optics (Fig. 1.7) reshape the pump beam to a 515 nm flat top:

1. λ/2 plate: Turns the polarization for the SHG BBO. Due to phase-matching, the
BBO at the end of the pump laser system will only convert one polarization.

2. Spherical and cylindrical telescope: Transforms both axes of the elliptic Gaus-
sian to become a circular Gaussian of the appropriate size for the π-shaper. The
spherical part consists of an f=400mm and a f=−300mm lens. The other part
is constituted by two cylindrical lenses with f=−200mm and f=300mm.

3. Iris: Cuts the outer part of the beam to protect the π-shaper. Diffraction patterns
are controlled by imaging (next point).

4. Imaging telescope: Images the iris onto the SHG BBO to avoid interference pat-
terns from the iris. A vacuum tube prevents self phase modulation (see Eq. (1.4))
and optical breakdown [29] in the focus.

5. π-shaper: converts a Gaussian profile into a flattop profile. It is specified to take
TEM00 or multi-mode with Gaussian or similar intensity profile with an 1/e2 width
of 12.8mm to 13.0mm and redistribute the energy to a 12mm flattop profile with
an uniformity <5% and high edge steepness. Input and output are collimated. It
is a field mapping device without internal focus from MolTech of type π-Shaper
12_12.

6. SHG BBO: converts 1030 nm to 515 nm by second harmonic generation. The phase-
matching angle (Type I) for this transition is θ = 23.4° [30]. The crystal has an
aperture of 20 x 20mm at an cutting angle θ = 23.4° and φ = 0° and a thickness
of 5mm. The material β-Barium borate (BBO) is chosen to limit the number of
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1.3 Seed Oscillator
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Figure 1.8: Concept of the stretcher-shaper: Light is diffracted at the first grating and
follows color-dependent paths (lines in gray) which lead to a spectrally dif-
ferent path length. A Fourier plane is created by the combination of a lens
and a grating. The setup is symmetric with respect to the vertical center
axis.

crystal materials used in the setup. The crystal is mounted on a heated three-
axes rotation stage to adjust the phase-matching angle. The temperature is kept
at 30 ◦C to prevent water from entering the hygroscopic material and sustain a
stable temperature without cooling. Changing the temperature would influence
the refractive index and thus the phase-matching.

1.3 Seed Oscillator

The purpose of the seed oscillator is to provide spectrally broad, sufficiently strong and
CEP-stable pulses as a seed for the NOPCPA.
The seed oscillator is a Rainbow HP from Femtolaser Produktions GmbH, which is

specified to produce a 400mW beam. The pulse duration is <7 fs at a repetition rate of
80MHz and a spectral width of >260 nm (−10 dB). The central wavelength is 850 nm.
It is a Ti:Sapphire oscillator, whose principles of operation are described in [31]. It
contains a CEP4 [32] module from Femtolaser Produktions GmbH device to stabilize
the CEP. The phase error was measured to be 50mrad (rms) over 10 h [32].

1.4 Stretcher-Shaper and Compressor

The purpose of the stretcher is to modulate the spectral phase of the pulse to lengthen
it for the OPA stages. The aim of the compressor and the shaper inside the stretcher is
to ensure minimum pulse duration after amplification.

Stretcher Gratings separate the colors of the pulse such that their geometrical path
length is different (Fig. 1.8). Therefore, running through the stretcher as depicted in
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1 Noncollinear Optical Parametric Chirped Pulse Amplification

Fig. 1.8 adds a phase term φst [21]. It is

φst = −2∆Xω
c cos(Θ) (1 + cos(γ −Θ))− −2π∆X tan(Θ)

dst
(1.20)

Θ = arcsin
( 2πc
ωdst

− sin(γ)
)

(1.21)

and depends on the speed of light c, angular frequency ω, the distance of the gratings
from the foci ∆X, the angle between the grating’s surface normal and the incoming
beam γ, the wavelength-dependent angle between the outgoing beam and the normal to
the grating Θ and the line spacing of the grating dst.

Shaper Fine-tuning of the spectral phase reduces the final pulse duration. The straight-
forward approach to modify the compressed pulse would result in too high intensities
at the used spatial light modulator (SLM) Jenoptik 640-12. However, the amplification
process transfers phase changes from the seed to the signal (Eq. (1.19a)) enabling pre-
compensation. The SLM is placed inside the stretcher, where the intensity is low, and
the principle of operation can be understood as follows: The electric field of the pulse
at the lens and at the focus are related by a Fourier transform with additional phase
factors [33]. As the collimated beam in the stretcher was split by a grating before the
lens, each color has its unique direction. By virtue of the Fourier transform its direction
is mapped to a position. Therefore any color is imaged to a different position in the
so-called Fourier plane. This is depicted in the left half of Fig. 1.8. The symmetrical
right half is used to reunite the spectral components in one beam.
The 640 transmissive pixels of the SLM are placed into the Fourier plane. Each of

them has an effective index of refraction, which can be controlled by a voltage. There-
fore, computer control over the optical path length at each position, and hence narrow
laser pulse frequency ranges, is available. The maximum phase shift is measured ac-
cording to the procedure in the SLM manual to be 10.9 rad and 7.7 rad at 700 nm and
1046 nm respectively. The gratings have 600 grooves per mm and are more efficient
in s-polarization but the SLM influences only the other polarization. Therefore, two
broadband λ/2 plates surround the modulator.
The actual design is folded and the beam passes twice through the setup including

the SLM, such that the phase terms have to be taken into account twice. The resulting
path is shown in Fig. 1.9.

Compressor The compressor (Fig. 1.10) is situated after the amplification stages. It
resembles the stretcher except that the lenses and SLM are absent. The added phase
term reads

φco = Lcoω

c cos(Θ)(1 + cos(γ −Θ))− πLco tan(Θ)
dco

(1.22)

[21]. The main differences are the change of the sign and that ∆X is replaced by Lco,
which is the distance between the gratings. Both are the effect of the missing lenses and
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Figure 1.9: Folded design of the shaper-stretcher, Fig. 1.8: The size of the design is
reduced by two folding mirrors and the SLM requires λ/2 plates to affect the
right polarization. The pulse runs through the setup twice.
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Figure 1.10: Scheme of the compressor consisting of two gratings and a retroreflector

allow to compensate φst by φco by choosing Lco and the compressor’s γ. It would be
experimentally more difficult to change the parameters of the stretcher, as the folded
design with an SLM is more sophisticated.

Parameter Choice for Compressor and Stretcher ∆X = 14mm and the stretcher’s
γ = 14.5 ° are chosen to obtain 15 ps seed pulse duration, which is justified in Sec. 1.6,
and reflect the center wavelength back by the used -1st order reflection of the blazed
grating to simplify the alignment.
The line spacings are chosen differently, dco = 1mm

1200 and dst = 1mm
600 . Therefore, φst and

φco do not compensate each other completely and a net phase contribution is available
to compensate phase terms from e.g. optics and the NOPCPA process. An example for
the compensation of additional phase terms is given in Fig. 1.11: The SLM and the net
phase contribution can compensate the dispersion of 40mm fused silica. Without the
net phase contribution the compensation of the fused silica is outside the range of the
SLM.

B-Integral Sending the beam from the compressor through ambient air to the next
element, the HHG section, is not possible because of a high B-integral (Eq. (1.4)). It
equals a few hundred for a 15mJ pulse with a pulse duration of 7 fs and a diameter of
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Figure 1.11: Example of compensation of additional phase terms: As only the change of
the pulse shape is of interest, linear terms of the form aω+b have been added
to the shown curves to reduce the absolute phase values without changing
the information. The phase term of the stretcher (Eq. (1.20)) is given by
the values from the text. As an example, the phase shift of 40mm fused
silica and the contribution from the stretcher are compensated by selecting
the adequate the compressor’s parameters γco and Lco (Eq. (1.22)). The
resulting phase is shown as ’sum’ and lies within the range of the phase
modulation of the SLM (gray area). Therefore, the remainder phase can be
compensated and the pulse duration is Fourier limited. The SLM does not
have the capacity to compensate the fused silica alone, so it was necessary
to use the difference in the phase curves of stretcher and compressor.

8mm that travels through 10m of air, which roughly represent the distance between the
compressor and the HHG cell. The nonlinear index of refraction is ≈ 12× 10−23 m2/W
for 1 bar air [34]. The pressure needs to be reduced by a factor of at least 100 to reduce
the B-integral sufficiently. Consequently, the beam path is in (rough) vacuum.

1.5 OPA Stages

The purpose of the OPA stages is to transfer energy from the pump pulse (Sec. 1.2) to
the seed pulse. There are three amplification stages OPA1, OPA2 and OPA3, which base
upon the principle of optical parametric amplification as described in Sec. 1.1.4. They
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1.5 OPA Stages
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Figure 1.12: Scheme of the amplification: Telescopes T1-3 and λ/2 plates distribute
the pump energy to the OPA stages OPA1-3, where the stretched seed is
amplified. The delay stages DS1-3 and the distance A, B, a, b and c enable
temporal coincidence of pump and seed pulses. The telescope T4 magnifies
the seed for the bigger OPA3. The output of OPA3 is compressed and
measured by a SPIDER.

are situated between the stretcher-shaper and the compressor to reduce the intensity
under the damage threshold.
BBO was chosen as interaction material for the process because:

• phase-matching is possible over the required bandwidth (700 −1000 nm) for the
chosen parameters α = 2.5° and θ = 24.45° [35] in case the seed’s polarization is
orthogonal to the optical axis and the pump is orthogonal to the seed.

• The damage threshold is high. For 50 ps pulses it is about 20GW/cm2 [36, 37].

• The nonlinearity is high compared to other nonlinear crystals for OPA [38].

The first two OPA stages are intended to amplify 1000 times and OPA3 100 times.
The absolute energy transfer in the last stage is by far the biggest. Therefore, a higher
pump energy is used in the last stage to allow more conversion. The energy is distributed
by a combination of two λ/2 plates and two polarizing beam splitters as 10mJ, 10mJ
and 160mJ, respectively. Pump and seed are magnified for the last pass in order to
provide a safe intensity. The BBOs have an aperture of 5mm× 5mm (OPA1-2) and
20mm× 20mm (OPA 3) at a cut angle of θ = 21.9° and φ = 0° (Type I phase-matching)
and a thickness of 5mm. They are mounted and temperature-stabilized similar to the
SHG BBO in the pump laser system (p. 21).
The constraints for each stage are the same and lead to the setup depicted in Fig. 1.12:
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1. Pump and seed must coincide temporally (and spatially). This is accomplished by
the relation of the distances between the OPA stages (A=120 cm and B=140 cm)
and the distances from the SHG BBO to the respective stage (a=240 cm, b=360 cm
and c=500 cm) and by synchronizing the pump laser and seed oscillator to be
described in the Sec. 1.6. The translation stages DS1-3 can fine-tune the temporal
overlaps in their respective OPA stage.

2. The geometry and polarization of pump and seed beam relative to the crystal axis
must match broadband phase-matching conditions. The optical axis of the BBO
is turned in the horizontal plane. The seed is polarized vertically and the pump
horizontally. Because of refraction the phase-matching angle α = 2.5° between
pump and seed is 4° in air. Due to the high sensitivity of the phase-matching
to the angles, they require fine-tuning to achieve the desired bandwidth of the
amplification.

3. Any part of the pump and seed beam must have the same relative angle for phase-
matching. Hence the beams have to be collimated.

4. Efficient conversion requires a high pump intensity but the damage threshold limits
the possible maximum. Telescopes T1-3 (Fig. 1.12) set the appropriate intensities
for the pump in each stage. Their lenses’ focal lengths are 20 cm/1m, 30 cm/1.5m
and 1m/1.5m respectively. T4 (Fig. 1.12) magnifies the seed for the bigger OPA3.
The assumed pump energies give intensities of 4 (OPA1, 2) and 6GW/cm2 (OPA3),
which is under the damage threshold of 20GW/cm2.

5. In order to maintain the flattop profile of the pump, each crystal has to be in the
image plane of the SHG BBO. This is the second purpose of T1-3. In all cases
the first lens in the beam images the SHG BBO to infinity and the second images
infinity to the OPA stage. A vacuum tube prevents self phase modulation (see
Eq. (1.4)) and optical breakdown [29] in the focus.

An estimate of the possible signal pulse energy can be generated by comparison to
the similar design from Witte [19]. Their pump laser produces 250mJ, while the pump
laser of the current design returns 290mJ. Their compressed pulse contained an energy
of 15.5mJ, the spectrum reached from 700 nm to 1000 nm and had a Fourier limited
pulse duration of 7.3 fs (FWHM). As the pump power here is slightly higher, further
calculations can safely assume 15mJ in 7 fs.

1.6 Synchronization
Synchronization System The purpose of the synchronization is to ensure that the
pump and the seed pulses are coincident in the OPA stages. To this end, the repetition
rate and relative phase of seed and pump laser are controlled by a system of five feedback
loops (Fig. 1.13), which was developed at the MBI by Ingo Will, Ingo Templin and Mark
Fiedler. There are 4 main loops L1-4. Each of them is fed by the signal of a photo diode
and changes the length of the respective oscillator cavity by a piezo actuator.
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Figure 1.13: Scheme of the synchronization: The pump’s seed oscillator and the
NOPCPA’s seed oscillator are phase locked to a quarz oscillator via the
feedback loops L1-4. L5 additionally corrects slow drifts in the pump laser
through I/Q modulators.

Initially, the pump seed oscillator and NOPCPA seed oscillator are phase-locked by
the loops L1 and L3 to an 80MHz signal from a clock divider fed by a 1280MHz quartz
oscillator. As the laser oscillators have a repetition rate of 80MHz controlling their
relative phase at the same frequency always allows coincidence at the OPA stages for
a phase 0..2π. Control is switched from L1 and L3 to L2 and L4 while maintaining
this rough synchronization. Using the 16 times higher frequency of 1280MHz in L2 and
L4 results in smaller temporal fluctuations at the same phase error but depends on the
previous synchronization via L1 and L3 as the maximum time shift is now 16 times
smaller. The pathway through the pump amplifier chain is on the order of 400m. To
compensate slow (thermal) fluctuations the loop L5 uses I/Q modulators within L3 and
L4 to correct the phase of the quartz oscillator. The color of the signal, which depends
on the overlap as the pulse is chirped, provides feedback for L5. The pump laser uses a
Pockels cell to pick any 800,000th pulse of its oscillator and amplify it. Therefore only
any 800,000th seed pulse can be amplified.

Pulse Durations The Jitter of 0.3 ps for the operation of L2 and L4 is the last fact
needed for the discussion of the pulse durations of pump (50 ps) and seed (15 ps):

• The compressor and stretcher can elongate the seed pulse to the few ps regime.
Much longer pulses would require large setups (Sec. 1.4).

• Damage thresholds must be kept for the pump energy and available crystal aperture
sizes (Sec. 1.5).

• The seed is chirped which means that different colors are present at different times.
As all colors need to be amplified, a rather constant intensity is favorable. On the
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Figure 1.14: Scheme of the relative length of pump and seed: The hue of gray in the
seed represents chirp. The pump’s energy before and after the seed is lost.

Spectrometer

t

Prism 
stretcher

BBO for sum 
frequency 
generation

ω

Ω

τ
Pump

Test pulse replicas E(ω+Ω)

E(ω)

Figure 1.15: Scheme of the SPIDER setup: Beam splitters create 3 replicas of the test
pulse. One of them is stretched and pumps the sum frequency generation
of the others. As the others are delayed with respect to each other and the
pump is chirped, both experience different frequency shifts. A spectrometer
records their interference.

other hand, the energy at the ends of the pump pulse is wasted. As a compromise
the pump is chosen to be three times longer than the seed. This trade of is
illustrated in Fig. 1.14.

• The pump pulse is so long that the synchronization jitter is negligible.

1.7 SPIDER
The SPIDER characterizes the spectral phase of the amplified pulses and provides this
information to an algorithm that controls the SLM in the compressor (Sec. 1.4) to reduce
the pulse duration to the Fourier limit.
SPIDER stands for spectral phase interferometry for direct electric field reconstruc-

tion and is a method to extract the spectral phase φ(ω) of a laser pulse by measuring
interference patterns between spectrally offset replicas of the pulse. It was developed by
Chris Iaconis and Ian Walmsley whose publication [39] guides this description.
The principle is depicted in Fig. 1.15. Two beam splitters generate three pulses: Two
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test pulses E, which are delayed by a duration τ with respect to each other, and a
pump pulse which chirped by a prism stretcher. A BBO is used for sum frequency
generation (refer to Sec. 1.1.2) of both test pulses and the stretched pump pulse. A
spectrometer observes the resulting spectrum. Because of the chirp of the pump pulse
the test pulses experience pumps with a difference in angular frequency Ω. Therefore,
they are spectrally offset with respect to each other after the sum frequency generation
in the BBO. This results in a spectral intensity containing a beat term and the phase φ
of the test pulse:

I(ω) ∝ |E(ω) + E(ω + Ω)|2 (1.23)
∝ |E(ω)|2 + |E(ω − Ω)|2

+ 2|E(ω)E(ω − Ω)| cos(φ(ω − Ω)− φ(ω)− τω)

After a Fourier transformation the first two terms are close to 0 while the last one is
centered on −τ and τ as cosφ = 0.5 exp(iφ) + 0.5 exp(−iφ). Therefore, a Fourier filter
can isolate |E(ω)E(ω − Ω)| exp(i(φ(ω) − φ(ω − Ω) + τω)). τω can be found by setting
Ω experimentally to zero or by observing the SHG of the test pulses [19]. After using
the complex arg function and subtracting ωτ , θ(ω) := φ(ω)− φ(ω −Ω) is known. After
setting the phase at frequency ω0 to zero, the phase can be reconstructed:

φrecon(ω0 − 2Ω) = −θ(ω0 − Ω)− θ(ω0)
φrecon(ω0 − Ω) = −θ(ω0)

φrecon(ω0) : = 0 (1.24)
φrecon(ω0 + Ω) = θ(ω0 + Ω)
φrecon(ω0 + 2Ω) = θ(ω0 + 2Ω) + θ(ω0 + Ω)

The choice of τ and Ω was discussed by Anderson et al. [40]: Both values have broad
optima. A too large delay τ creates a too strongly modulated spectrum which can no
longer be sampled by the spectrometer’s pixels. According to the Nyquist–Shannon
sampling theorem at least two points per fringe are required. In case of too small delays,
the Fourier filtering of Eq. (1.23) fails because the contributions of the different terms
are not separated. Anderson et al. [40] suggest 15 pixel per fringe. The CCD camera of
the spectrometer has 1920 pixels, hence τ=900 fs for the given spectrum1.
According to the Nyquist–Shannon sampling theorem only pulses up to a duration

Tmax = 2π/Ω can be sampled, which puts a boundary on the choice of Ω. As the phase
is reconstructed iteratively on a grid with spacing Ω, a large Ω sacrifices resolution while
small Ω lead to the accumulation of large errors Anderson et al. [40] suggest a Tmax 10
times greater than the pulse duration. This results in Ω = 90/ps.
Both values determine the second order dispersion φ′′ of the prism stretcher by their

relation (1.8) φ′′ = −τ/Ω, giving −10 000 fs2. As the test pulses are equal the sign of τ
is not important and a dispersion of 10 000 fs2 is appropriate.

11920/15 gives 128 fringes. Therefore, ωτ should cover 2π · 128, which for the spectrum from
700 −1000 nm gives τ=900 fs

29



1 Noncollinear Optical Parametric Chirped Pulse Amplification

θ0
a

t

s

α

b

u

α
B'

B

A' D'

θ1 θ3θ2

O'

Figure 1.16: Scheme of a stretcher consisting of two prisms and defining geometrical
quantities [21]

Fig. 1.16 shows a prism stretcher and the variables defining its geometry. The pump
pulse for SFG is running twice through such an stretcher and hence gets an additive
phase term φprism:

φprism = 2nLg +BB′ +A′D

k
(1.25)

The refractive index n for the material of the prism, BK7, can be calculated via Sellmeier
coefficients [41]. The lengths a, t and s and the angle θ0 define the geometry. When
also determining the reference plane D by setting u, the variables in Eq. (1.25) can be
calculated:

n2 − 1 =
1.03961212λ2

µm

λ2
µm − 0.00600069867 +

0.231792344λ2
µm

λ2
µm − 0.0200179144 +

1.01046945λ2
µm

λ2
µm − 103.560653 (1.26a)

θ1 = arcsin(sin(θ0)/n) (1.26b)
θ2 = α− θ1 (1.26c)
θ3 = arcsin(sin(θ2)n) (1.26d)
Lg = (t− s tan(θ3)) sin(α)/ cos(θ1) (1.26e)

BB′ = s/ cos(θ3) (1.26f)
O′A′ = (t− s tan(θ3))(cos(α) +− sin(α) tan(θ1))− a (1.26g)
A′D = u−O′A′ sin(θ0) (1.26h)

[21] Taking a = 10mm, θ0 = 60°, t = 32mm and s = 20mm results in an average
dispersion d2φ

dω2 = 5000 fs2 for each of the two passes and hence the proposed amount of
Ω.
A computer reads the spectrometer and processes the SPIDER measurement. After

the voltages required for the correction of the phase at the SLM are calculated and
forwarded to the device, the procedure is repeated to keep the pulse duration close to
the Fourier limit.
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In the course of the thesis the optical setup was constructed. The parameters of the
optics were calculated and the actual setup built. Software was written to fine tune the
compression of the pulse after the compressor. The implemented steps are

1. Read the CCD camera image and compute I(ω).

2. Perform the algorithm described above to obtain φrecon.

3. Compute a set of voltages for the SLM to minimize the pulse duration.

4. Write the voltages and continue with step 1.

Additionally, the steps are visualized.

1.8 Summary
Due to the prospective to deliver short, multi-TW pulses the chapter proposes an
NOPCPA based setup following the work of Witte and Zinkstok [19] but with a stronger
pump laser on the basis of thin disk technology. NOPCPA transfers energy from a pump
pulse to a seed pulse without storing the energy. The nonlinear nature of the process
implies that a constant intensity is highly beneficial. Furthermore, short pulses require
a large bandwidth, which must be covered by the amplification process.
These properties lead to a design centered on three BBO crystals, which perform

the actual amplification of the CEP stable seed pulses. The large required bandwidth
needs a precise tuning of the phase-matching angles. A stretcher before the crystals
increases the pulse duration to lower the intensity under the damage threshold. After
the amplification a grating compressor reduces the duration. The combination of an SLM
and a SPIDER allows automatized fine-tuning of the compression to ensure the lowest
possible duration of the resulting pulse. The process benefits from the spatially constant
intensity of the pump pulse provided by the pump laser system, which forms a flat top
profile from an elliptic Gaussian beam. The influence of intensity gradients in time is
reduced by using a pump that is three times longer than the seed. A synchronization
scheme and appropriate path lengths for the pump and seed laser forces both pulses
to coincide at the BBO crystals, which is required by the instantaneous nature of the
amplification process.
The expected pulse parameters, 15mJ in a 7 fs long pulse, are used in the next chapter,

which calculates the optimal conversion to XUV via high harmonic generation.
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2 Theoretical Comparison of Different
HHG Gating Techniques

2.1 Introduction

The chapter is devoted to the last conversion process of the setup: High harmonic
generation. The technical aspects are discussed in Chap. 3. Here, the optimal parameters
will be calculated. In order to allow as-as XUV-XUV pump-probe experiments, the
intensity should be as high as possible and the pulse duration in the attosecond regime.
The parameters for the input pulses are taken from the last chapter (7 fs duration and an
energy of 15mJ). As the XUV pulses without gating techniques are too long for pump-
probe attosecond-attosecond experiments, these methods are mandatory. The efficiency
of the conversion should be as high as possible.
The simplest explanation of the HHG process is the three step model by Corkum [4].

Within each maximum of a cycle of a laser field atoms are ionized. The electric field
accelerates the resulting electron. After the inversion of the direction of the field the
electron is accelerated back and electron and parent ion can recombine and emit an XUV
photon. This single atom process requires phase-matching to give macroscopic amounts
of XUV and repeats at every cycle of the driving IR pulse.
Gating methods reduce the XUV pulse duration by allowing only one cycle to effi-

ciently produce the XUV:

• Polarization gating: Prevents the re-collision for all but one cycle by using an
elliptically polarized pulse with only a short time window with linear polarization
[5].

• Two-color gating: The HHG process is highly nonlinear [42]. The superposition
of two IR laser pulses of different frequencies can result in interference patterns
that exhibit only one pronounced peak [43]. As extensive modifications to the
NOPCPA setup would be necessary to obtain a second IR pulse with a different
spectrum, this approach will not be simulated.

• Double optical gating (DOG): Polarization gating can be assisted by the second
harmonic of the fundamental to combine the last two ideas [7].

• Ionization gating: The phase-matching depends on the concentration of electrons
which originate from ionization by the driving pulse. The phase-matching can be
chosen to be balanced only for a finite concentration and hence a narrow, temporal
part of the pulse [6].
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Table 2.1: Overview of the best achieved HHG efficiencies and each gating method
Method Publication Efficiency
Ionization gating Ferrari et al. [6] 2.6× 10−5

Polarization gating Sansone et al. [5] 3.5× 10−7

DOG Mashiko et al. [7] 6× 10−6

• Attosecond lighthouse effect [44, 45]: The IR pulse front in the HHG medium
can have different directions for different half cycles of the driving IR pulse. The
resulting XUV pulses from each cycle propagate into different directions which
allows to block all but one by an aperture. This method does not work in the
given parameter regime: Following Kim et al. [45], the angle between two XUV
bursts from an IR spectrum from 700 nm to 1000 nm and beam waist of 700 µm
(see Tab. 2.3) can be at most 300 nm

2·700 µm = 0.2mrad. Judging from Midorikawa et
al. [42], the beam divergence is about 0.5mrad. Hence separation is not possible.

High harmonics generation is often done in gaseous media. However, relativistic
plasma mirrors are a very promising source for as-as pump-probe experiments [46] as
well. Basically, the atom in Corkum’s model is replaced by plasma. This new regime is
far from the chosen techniques, ionization gating, polarization gating and DOG, and is
therefore omitted.
A historical account of achieved parameters is given in the article by Takahashi et

al. [3]. Tab. 2.1 lists the selected methods with the publications reporting the highest
efficiencies. Ferrari et al. [6] implemented the best efficiency of 2.6× 10−5 for ionization
gating, which cannot easily be compared to the parameters from the NOPCPA chapter
as the relation of pulse duration and a single half cycle is a very important parameter.
It does not only set requirements for the phase-matching but also directly influences the
conversion efficiency as the energy of all but one half cycles is discarded. Therefore, the
relation of the fundamental pulse length and half cycle duration (≈ 1.3 fs) is important.
Ferrari et al. work with a 5 fs pulse, which is - in this sense - much shorter than the
7 fs assumed in this chapter. Values from literature for the IR intensity differ by almost
an order of magnitude: Ferrari et al. [6] used 2.3× 1015 W/cm2, while Abel et al. [47]
worked at 5× 1014 W/cm2. The difference is unexplained and the pulse durations are
similar (5 and 7 fs).
Sansone et al. [5] published the best efficiency for polarization gating . It is markedly

lower (3.5× 10−7) but comparability for the parameter from the NOPCPA chapter suf-
fers from the short pulse duration of 5 fs as it is not obvious whether the efficiency of
both methods scale similar with pulse duration.
Mashiko et al. [7] demonstrated the highest efficiency for DOG, 6× 10−6, using an IR

pulse duration of 9.1 fs. Their energies are also in a different regime: They are using
150 µJ for the fundamental and 30 µJ for the second harmonic, which is 2 orders of
magnitude beneath the given 15mJ.
No experimental or theoretical work dedicated to the comparison of different gating

techniques was found by the author. Composing an experimental comparison from
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existing literature would be challenging due to the unknown scaling of the efficiency with
the parameters, different objectives of the authors and discrepancies like the mentioned,
different intensities for ionization gating.
Calculating HHG is not trivial and an active field of research [48, 49, 50]. Single

gating techniques have been reproduced: Ferrari et al. [6] use a numerical computation
to understand their ionization gating. Polarization gating was reproduced by Shan et
al. [51] numerically and experimentally. Lan et al. [52] demonstrate DOG theoretically.
The chapter complements these calculations by a comparison of all techniques with
constant input parameters. Furthermore, parameters for the design of the HHG system
in the next chapter will be calculated.
To this end, Sec. 2.2 explains the gating techniques in more detail and lays theoretical

foundations for the calculation of HHG. The corresponding model is described in Sec. 2.3.
Optimal conditions and the corresponding energies and durations of the XUV pulses are
presented in Sec. 2.4. A reference optimization without gating and the combination
of DOG and ionization gating complements ionization gating, polarization gating and
DOG. A review of the assumptions and a summary conclude the chapter.

2.2 Theory
The section introduces the models necessary for the chapter. High Harmonic Generation
(HHG) is a nonlinear process that is possible at high intensities (order of magnitude:
1× 1013 W/cm2 or above [42]). Therein, single atoms produce XUV radiation. This is
described qualitatively by the simple Corkum model [4] (Sec. 2.2.1). The more sophisti-
cated Lewenstein model [53] (Sec. 2.2.2) and the wave equation (Sec. 2.2.3) are used for
quantitative calculations in the chapter. The next paragraph observes general features
of the HHG radiation of single atoms (Sec. 2.2.4). For a macroscopic effect they have
to interfere constructively. Constant’s simple model [54] (Sec. 2.2.5) shows the effect
of phase mismatch and reabsorption of the XUV in the generating gas. The section
concludes with a list of parameters which influence the phase-match (Sec. 2.2.6) and a
description of gating methods (Sec. 2.2.7).

2.2.1 Corkum’s Model
A simple explanation of laser radiation driven HHG is the three-step model by Corkum [4].
It can be described within the single active electron approximation, where the wave func-
tions of all but one electron are held constant [55]. First, an atom is ionized (modeled
by the ADK rate [56]), then the electron is accelerated within the continuum by the
laser field. The electron is considered to move on a classical trajectory which neglects
the ion’s field. Depending on the path it can recombine with the parent ion and emit
the gained energy. The trajectories of such a model for a continuous wave are shown in
Figure 2.1.
The relevance of a trajectory is given by its population weight (gray level), which

is governed by the ionization efficiency. Therefore, trajectories starting when the in-
tensity is low are not important. Most electrons arrive at the core at the second field
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Figure 2.1: Illustration of the electron trajectories in the Corkum model [4]: Calculated
classical electron trajectories and impact energies emerging for a continuous,
linearly polarized 850 nm wave. The darker the color of the trajectory the
higher is the ionization probability (i.e. driving intensity) at the origin of
the trajectory. Trajectories from other half cycles than shown are analogous.

reversal after ionization. The most energetic trajectories determine the so-called cut-off
energy Ecut-off:

Ecut-off = IP + 3.17 Up (2.1)

Up = e2λ2I

8π2ε0c3me
(2.2)

where IP is the ionization potential of the atom, Up is the ponderomotive potential
(average kinetic energy of a free electron). For monochromatic light it is given by
Eq. (2.2) and depends on the wavelength λ, intensity I and the mass of the electron me.
For example an intensity of 2.3× 1014 W/cm2 and a wavelength of 850 nm leads to
Up = 15.76 eV, the ionization potential of Ar.

2.2.2 Lewensteins’s Model

Lewenstein et al. [53] present a quantum mechanical treatment of HHG. They calculate
the atomic dipole matrix element ~d, which relates to (the macroscopic) polarization via
the particle number density N :

~P = N ~d (2.3)

They are assuming that
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Table 2.2: Values of the units of Lewenstein et al. [53] in SI units: They are deduced
from comparing formulas in the publication with their respective SI versions.

Name Unit in [53] and Eq. (2.4)
Electric field

√
~ω3

0mee−2

Time ω−1
0

Energy ~ω0

Dipole moment e
√
~ω−1

0 m−1
e

• many photons are necessary to ionize and

• the ponderomotive energy is at least comparable to the ionization potential IP
but the corresponding intensity is not sufficient to ionize all atoms during the
interaction.

Their conclusions from that are:

• Only the evolution of the ground state of the atom is important, it is not depleted.

• In the continuum, the electron is a free particle in an electric field.

• Their theory does not model slow electrons.

Lewenstein et al. [53] then calculate the dipole moment as their Eq. 13, which can be
extended to two dimensions and generalized to the electric field ~E(t):

~d(t) =i
∫ ∞

0
dτ

(
π

ε+ iτ/2

)3/2
exp(−iS(~pst, t, τ)) (2.4a)

·~d∗H(~pst(t, τ)− ~A(t))
[
~dH(~pst(t, τ)− ~A(t− τ)) · ~E(t− τ)

]
+ c.c.

where

~dH(~p) = i
27/2(2IP )5/4

π

~p

(~p2 + [2IP ])3 (2.4b)

~pst(t, τ) = 1
τ

∫ t

t−τ
~A(t′)dt′ (2.4c)

S(p, t, t′) =
∫ t

t′

[~p− ~A(t′′)]2
2 + IP dt′′. (2.4d)

~A is the vector potential of the laser field. ε is a regularization parameter, which is a
small number to evade a singularity in the numerical calculation. The expression for the
dipole moment ~dH for hydrogen-like atoms is used as a standard approach. S can be
interpreted as quasi-classical action and ~p = ~v + ~A is a canonical momentum depending
on the speed of the electron ~v. The stationary momentum ~pst stems from the application
of a saddle point method to solve an integral over canonical momentum. It also leads to a
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physical interpretation of the equation: ~pst belongs to electrons that are created at time
τ and return at time t. The ~d · ~E term hence represents their production, ~d∗ the effect
of their recombination and

(
π

ε+iτ/2

)3/2
the quantum diffusion in between. All quantities

in Eq. (2.4) are in atomic units except the time, which uses the inverted central angular
frequency ω0 of the driving electric field as unit. Tab. 2.2 lists the relevant conversions.
The model is only valid for XUV frequencies beyond the ionization threshold as an

electron with less energy cannot be assumed to be a free particle. E.g. An monochro-
matic E field with a wavelength of 850 nm and an intensity of 2.3× 1014 W/cm2 in Ar
(IP = 15.76 eV) would result in a XUV spectrum modeled only above 15.76 eV and
reaching till Ecut-off = 66 eV (Eq. (2.1)).

2.2.3 Wave Equation
Husakou and Herrmann [57] reformulated the wave equation Eq. (1.1). They express the
relation between a nonlinear polarization ~PNL and the resulting electric field ~E using a
moving frame of reference (ξ, η):

∂ ~E(~r, ω)
∂ξ

= − 1
2Labs

~E(~r, ω) + i
1− n(ω)

c
ω ~E(~r, ω)− iω

2cε0n(ω)PNL(~r, ω) (2.5a)

ξ = z (2.5b)
η = t− z/vg (2.5c)

They neglect back reflection and the term − 1
2Labs

~E(z, ω) was added to account for ab-
sorption. As the index of refraction is very close to unity in the XUV [58] the second
term on the right side of the main equation is zero for XUV radiation. The source term
− iω

2cε0n(ω)PNL(~r, ω) is proportional to the number density N and includes the nonlinear
polarization PNL from Lewenstein’s dipole moment and Eq. (2.3). The quantity Ar is
defined as

Ar = − 1
N

iω

2cε0n(ω)PNL(~r, ω). (2.6)

It is called atomic response because it is only a function of the gas species and the
fundamental field and is the source term for the XUV field (Eq. (2.5)).

2.2.4 General Features of the Atom Response
Fig. 2.2 shows examples of single atom HHG radiation for a monochromatic fundamental
pulse. The simple model of Corkum predicts the highest frequencies of light to be
generated shortly before the fundamental electric field is zero (Fig. 2.1). The same effect
is present in Lewenstein’s model. Corkum’s model also predicts a highest frequency, the
cut-off, which is shown in the graph and marks the end of the plateau of the spectral
intensity.
The process is periodic in the fundamental’s frequency. This translates into a spectrum

that consists of contributions around harmonics of the fundamental laser cycle and leads
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Figure 2.2: Example of the single atom response Ar for a long, monochromatic pulse
centered on a wavelength of 850 nm with a peak field strength of 70GV/m
in Ar calculated by Eq. (2.3), (2.4) and (2.6). The cut-off is calculated by
Eq. (2.1).

to the term high harmonic generation. Both half cycles of the pulse generate the same
radiation but with opposite sign. Spectral components around even multiples of the
fundamental frequency would result in identical half cycles and are therefore not present
for long pulses. Fig. 2.2b shows the spectrum of the example pulse to consists of odd
harmonics.
The spectral contributions broaden with falling periodicity. For few cycle XUV pulses,

they merge into a continuum (Fig. 2.3).

2.2.5 Constant’s Model

Despite originating in a single atom effect, HHG in a medium is more complicated.
phase-matching and reabsorption in the generating gas are important. Analogous to
Constant et al. [54] the calculation is restricted to one dimension z and one harmonic,
models Ar by |Ar| exp(iφ(z)), where φ(z) is governed by a phase mismatch ∆k, and
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Figure 2.3: As Fig. 2.2 but for a few cycle IR pulse
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Figure 2.5: Scheme of the geometry for HHG and declaration of the variables beam
waist w0, focus position z0, pressure p, medium length Lmed and the coordi-
nate z

calculates the intensity on axis I:

I ∝
∣∣∣∣∣
∫ Lmed

0
N |Ar| exp

(
−Lmed − z2Labs

)
exp(iφ(z))dz

∣∣∣∣∣
2

(2.7a)

I ∝N2A2 4L2
abs

1 + 4L2
abs∆k2

[
1 + exp

(
−Lmed
Labs

)
+ 2 cos(Lmed∆k) exp

(
−Lmed2Labs

)]
(2.7b)

It is depicted in Fig.2.4. The lower the phase mismatch ∆k, the higher I at any
medium length becomes. For ∆k = 0, I builds up quadratically with medium length until
the gas absorption through the longer medium cancels the effect of more contributing
atoms. For high phase mismatches back conversion reduces the yield stronger than the
gas absorption. Constant et al. conclude that ∆k has to be small compared to the
inverse absorption length and the medium length has to be long enough compared to
the absorption length in order to produce a high yield.

2.2.6 Phase-Matching
To provide high intensities HHG is usually conducted close to the focus of a laser
(Fig. 2.5). This results in a strongly position-dependent intensity and influences the
phase-matching. There are several effects on the phase-matching between the funda-
mental and its qth-harmonic:

• Dispersion in Gas

• Kerr effect in Gas: The change in the refractive index due to the intensity is
relatively small. For example the n2 for Ar at 1 bar is in the order of magnitude
of 1× 10−23 W/cm2 [59].

• Plasma phase: The dispersion due to free electrons is large. Even a small percent-
age of ionization can break the phase-matching [60]. The ionization depends on
the intensity via the ionization rate.

• Dipole phase: The single atom response’s phase depends on the intensity. It has
been shown to be not important in the regime of this work [47].
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Figure 2.6: Scheme of ionization gating: A laser pulse ionizes the HHG mediums. Only
a short time interval has a ionization fraction that allows phase-matching
(shaded area). The data stems from an intermediate result from the opti-
mization of ionization gating Sec. 2.4.2.

• Gouy phase: It is a geometrical phase shift within the focus and produces a phase
mismatch contribution ∆k = q/(b + z2/b) [61], which depends on position z and
Rayleigh length b = πw2

0/λ. It is modeled in the theory of the Gaussian pulse.

Phase-matching requires all these effects to cancel out for the relevant spectral range
and volume. According to Constant’s model this is crucial for efficient HHG.

2.2.7 Gating Techniques
Gating techniques aim to reduce the duration of the XUV radiation from HHG. This
section gives a brief overview. Sec. 2.4 describes the calculations using the techniques
and gives more insight.

Ionization Gating Jullien et al. [62] suggest to use the dispersion of the free electrons
to gate. The process parameters are chosen such that a certain amount of electrons is
required for phase-matching. It is only present during the center of the pulse. Fig. 2.6
illustrates this. The ionization jumps can be controlled by the intensity such that the
phase-matching is present long enough for only one half cycle of the driving field.

Polarization Gating According to Corkum’s model HHG requires the electron to hit
its parent ion. For linear polarized light there are times where the classical electron
trajectories approach the ion (refer to Fig. 2.1). The idea of polarization gating is to
remove contributions of IR half cycles by adding a second polarization that displaces
the electron trajectory in one dimension at these moments. Hence the light should be
circular polarized to prevent HHG and linear to allow it [63].
The pulse is prepared by a set of optics: A linear polarized pulse is split into two

when propagating through a birefringent material when the polarization of the pulse
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Figure 2.7: Illustration of polarization gating and DOG: Both components of the field
are shown at different stages of the DOG optics. The figure reuses the code
that will be described in Sec. 2.3.3.

and the optical axis of the material are offset by 45°. The center of gravity of both
pulses is displaced because of the different group velocities belonging to the ordinary
and extraordinary index of refraction of the material. Fig. 2.7 displays the pulse after
this step. In this case the polarization in the front of the pulse points in x direction and
the end in y direction. The central part varies between x and y and hence covers any
possible angle.
Fig. 2.7 also shows the field after a λ/4 plate. The polarization in the center of the

pulse has to coincide with the direction of the optical axis of the phase plate at one time
and is linear at that time after the λ/4 plate. The outer parts were linearly polarized
at an angle of 45° to the λ/4 plate before it and hence become circular. This leads to a
small time window where the pulse performs HHG.

Double Optical Gating (DOG) DOG is an extension to polarization gating. The
polarization gating mechanism is used to prevent all but the three highest peaks from
producing XUV, which is easier than preventing all but one in the classical polarization
gating. Adding a second harmonic to a pulse can increase the maximum field strength of
one half cycle while reducing the field strength for its neighboring half cycles (Fig. 2.7).
As the XUV intensity resulting from HHG scales with a high power of the driving
intensity, small differences are important and can increase the efficiency. Therefore, only
the highest of the three remaining peaks is relevant.
When Mashiko et al. [7] suggested this approach, they synthesized the SHG field and

recombined it with the main driving IR pulse. Feng et al. [64] replace the λ/4 wave plate
by a combination of a BBO and a quartz plate with the same overall phase shift. This
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Figure 2.8: Scheme of the calculation approach: See text for an overview and Sec. 2.3
for details.

approach eliminates the need to recombine pulses.

2.3 Simulation Techniques
A method for the evaluation of the three gating techniques is required. This section first
describes the requirements and then the general approach and the detailed method.

Requirements The expectation of pulses from the NOPCPA with 15mJ in 7 fs with
a central wavelength of 850 nm sets the input parameters. The resulting XUV pulses
should be as energetic as possible to increase the experimental signal strength and short
to allow attosecond experiments. Both qualities need to be quantified and compared.
The latter favors a common method for all gating techniques. In order to set the pa-
rameters of the gating techniques meaningfully, an optimization is necessary. Especially
for a high number of parameters, this is only feasible if the computation time is not too
long.
The XUV originates from the volume of space that is illuminated by an IR pulse.

In the simplest case, no gating, the input pulse is to be calculated from the NOPCPA
parameters. Propagation effects and focusing in the medium need to be considered
for high intensities to calculate the IR field at any point in space. There, the atomic
response needs to be estimated. As the XUV is very weak, it does not influence the
IR propagation, which can therefore be treated independently from the HHG. The final
XUV pulse can then be calculated from the atomic response and propagation in the
entire medium.
Ionization gating requires a model for ionization effects and high intensities. E.g.

Ferrari et al. [6] used an IR intensity of 2.3× 1015 W/cm2. Polarization gating requires
including both transversal dimensions of the electric field. The effect of the corresponding
optical elements on the initial pulse needs to be calculated. DOG adds an SHG process
to this evaluation.

Approach The approach is the same for all gating techniques and summarized in
Fig. 2.8. First, a Gaussian spectrum is calculated. Then different optics affect the
pulse. A program of Usman Sapaev [65, 66] is then used to calculate the IR field on
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the axis of propagation. The Lewenstein model returns the polarization for all points
in space. The XUV propagator converts these into the final XUV pulse, which is then
evaluated in terms of energy and duration. The restriction to one spatial dimension
greatly reduces the computation time.

2.3.1 IR Pulse Model
The simulation relies on a representation of the IR pulse, which is outlined in this section.
The pulse propagates along the z-axis. It is represented by values for the two transversal
polarizations at time t on the axis of propagation ~r = (0, 0, z).

~E(t, x, y, z)→ ~exEx(t, z) + ~eyEy(t, z) (2.8)

The first part of the simulation calculates the pulse that results from the gating optics.
Here, the beam is collimated and hence approximated by a plane wave. Focusing is
essential for HHG. To represent the x- and y-dependence of the electric field, the spatial
dependence of the pulse is modeled by a monochromatic Gaussian pulse.
The Gaussian beam [67] is a solution of the wave equation Eq. (1.1) in paraxial ap-

proximation around the direction z and given by

ε(x, y, z) = E0
w0
w(z) exp

[
i arctan

(
z

b

)
− iθ + −ikr

2

2R(z) −
r2

w(z)2 + iωt− ikz
]

(2.9a)

b = πw2
0

λ
(2.9b)

w(z) = w0

√
1 +

(
z

b

)2
(2.9c)

R(z) = z

(
1 +

(
b

z

)2)
(2.9d)

in complex notation (see Eq (1.6a)). E0 is the amplitude of the electric field, θ is
a free phase parameter, w0 is called beam waist and b was coined Rayleigh length.
r =

√
x2 + y2 is the transverse coordinate. The term arctan(z/b) is called Gouy phase.

If a collimated Gaussian beam with a beam waist w1 is focused over a distance f , the
Gaussian beam describing the focus has a beam waist w0 with

w0 = λf

πw1
. (2.10)

The power P of a Gaussian beam is

P (z) =
∫ ∫

ε0c

2 |ε(x, y, z)|
2dxdy (2.11a)

= ε0cπ

4 w2
0E

2
0 . (2.11b)

The elements of the simulation use moving coordinate systems to reduce the necessary
number of points in time. The remainder of the section discusses the elements of the
simulation in the order of the computation, which is given in Fig. 2.8.
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Figure 2.9: Scheme of the gating optics calculation: Several steps require the given pa-
rameters and rotations of the coordinate system.

2.3.2 NOPCPA Spectrum

The spectrum is assumed to be Gaussian in frequency. Its FWHM is calculated from the
duration of τFWHM = 7 fs via Eq. (1.10) and the assumption of being Fourier-limited.
The center of the spectrum is 850 nm and the phase is a constant ϕCEP . E0 from the
last equation then is time dependent:

E0(t) = E00 exp
(
−t2

4τ2

)
(2.12)

τ = τFWHM√
8 log 2 (2.13)

The input energy of E = 15mJ relates to the field strength via the integral over the
power P of the pulse:

E =
∫
Pdt (2.14a)

= ε0cπ

4 w2
0E

2
00
√

2πτ (2.14b)

The model uses this relation to initially normalize the pulse. E0(t) is plotted in the
chapter. This is straightforward within the HHG cell where a well-defined beam size w(z)
is available. The beam waist of the focus before the HHG cell w0 is used in the same
role within the gating optics before . The advantage of this simple approach is that it
produces values close to the situation in the HHG medium.

2.3.3 Gating Optics

No gating and ionization gating require no additional optics. The steps for the other
two methods are depicted in Fig. 2.9.
Polarization gating requires a first phase plate to create temporally offset pulses. The

thesis follows Feng et al. [64] and uses a Quarz plate of length dSiO2 . The corresponding
spectral phase is calculated and applied to the pulse. The refractive index is modeled
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by the corresponding Sellmeier coefficients:

n2
o − 1 = 0.28604141 +

1.07044083λ2
µm

λ2
µm − 1.00585997×10−2 +

1.10202242λ2
µm

λ2
µm − 100 (2.15a)

n2
a − 1 = 0.28851804 +

1.09509924λ2
µm

λ2
µm − 1.02101864×10−2 +

1.15662475λ2
µm

λ2
µm − 100 (2.15b)

where λµm is the wavelength in µm [68]. After a rotation of the coordinate system by
45°, an ideal λ/4 plate is applied. It follows a rotation of the coordinate system by the
angle αBBO.
DOG requires an additional SHG of the pulse. It is calculated according to Eq. (1.13).

The formula neglects higher order dispersion and assumes phase-matching. In accor-
dance to Feng et al. [64] the crystal with length dBBO consists of BBO. The material
parameters are χ2=4× 10−12 m/V [19] and v−1

1 − v−1
2 = 1.644× 10−10 s/m [30] for the

group velocity mismatch. The process is calculated for the electric field at the center of
the pulse, E0

w0
w(z) . As this is a nonlinear process, the field strength must be controlled.

It is parametrized via the beam waist w0,BBO. The fundamental of the SHG will be
plotted as Ex. The resulting new electric field will be added to Ey. The analytic for-
mula neglects the depletion of the fundamental and is therefore only valid for small total
conversion efficiencies and can change the total pulse energy. As later optimizations are
intended to use a fixed pulse energy, this gain is compensated.

2.3.4 IR Field Propagation
Model An existing code was modified within the thesis. The author, Usman Sapaev,
used it for publications [65, 66].
The code calculates the propagation of an IR field in an Ar medium in one dimen-

sion. It effectively calculates the field E(t, z)|x=y=0 on the axis of the Gaussian beam
(Eq. (2.9)). The method is based on a split-step Fourier algorithm: For each step in
the propagation direction effects are calculated in the time domain and in the frequency
domain. These are:
Frequency domain:

• Gas dispersion

• Gas absorption

• Gouy phase shift

• Intensity change due to focusing

Time domain:

• Kerr effect

• Ionization loss: The field ionizes atoms (calculated via the ADK rate [56]). The
required energy is subtracted from the field.
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• Brunel harmonics and electron plasma dispersion: Tunneling current is localized
around the field maxima. The quick oscillations produces low order harmonics
[69].

Beam Reshaping Estimation Gouy phase shift and focusing assume a monochromatic
Gaussian pulse (Eq. (2.9)). The Kerr effect and the dispersion of the electrons can
change the divergence of the beam [21], as they affect the refractive index and are
position dependent via the intensity.
The next paragraph will assess the difference: Within the derivation of the Gaussian

beam [67, 70], the complex beam parameter

q(z) =
(
R(z)−1 +− iλ

πw2(z)

)−1
(2.16)

follows from the differential equation

dq(z)
dz

= 1. (2.17)

The numerical calculation splits the medium into small steps. Each slice will be treated
as a lens and follow Eq. (2.17). The effect of a thin lens on a Gaussian beam is described
by

w2 = w1 (2.18a)
1
R2

= 1
R1
− 1
f

(2.18b)

[67] where R2 is the radius of curvature after the lens and R1 before and w1,2 the beam
waists, respectively. After each slice this equation is used to update q(z). The focal
length for the Kerr lensing is

fKerr = w2
0

4n2dzI0
(2.19)

[21]. The nonlinear index of refraction n2 is proportional to pressure. At 1 bar Ar it is
1.08× 10−19 cm2 /W [71]. dz is the length of the step. Eq. (2.19) assumes a constant
intensity in time. For simplicity, it is replaced by an effective intensity of the pulse here:

Ieff =
∫
I2dt∫
Idt

(2.20)

It is the intensity average over the pulse.
The electron lens is calculated by fitting the electron dispersion’s phase change over

space with the spatial phase dependence of a thin lens. The phase is modeled via a
Gaussian beam, the ADK rate and the dielectric function of the plasma. An effective
ionization is defined in analogy to Eq. (2.20).
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Figure 2.10: Corrections to the Gaussian beam defined by the radius of curvature R and
the beam waist w for any point on the propagation axis z by Kerr (fKerr)
and electron lensing (felectron): See text for calculation details. The focal
lengths vary within the medium. To clarify its importance, the focal length
is expressed by the focal length that the entire medium under the local
conditions would produce: f ′ := fLmed/dz.

It is not necessary to go into detail for those two calculations. As an example for high
intensity the focal lengths are shown in Fig. 2.10 anticipating the optimal parameters
for ionization gating. The Kerr lens results in focal lengths which are much longer than
the medium and hence not important. The electron lens is much weaker. The graph
validates this by comparing the analytical solutions (Eq. (2.9)) without corrections with
the corrected version. The radius of curvature is reduced by the focusing. The maximum
deviation is small, 1% of the typical values. The difference is even smaller for the beam
radius w, 2× 10−4 of the typical value. As the correction does not matter, it is omitted
for the rest of the chapter.

Model Extensions The code was extended for this thesis. The input pulse is arbitrary
instead of Gaussian, a second, orthogonal polarization was added and the field within
the medium can be saved at a set of points on the propagation axis. Before, output was
limited to the end of the medium.

2.3.5 Lewenstein Model

Eq. (2.4) calculates the HHG polarization ~PNL from the IR field at different points on
the propagation axis. The conversions from Tab. 2.2 are used.

49



2 Theoretical Comparison of Different HHG Gating Techniques

2.3.6 XUV Propagation
The origin of the XUV field is the HHG polarization. The XUV field can be calculated
by the modified Maxwell equation, Eq. (2.5). The changing beam waist of the generating
IR must be accounted for. L’Huillier et al. [72] discuss that a power law cannot describe
the intensity dependence of HHG. However, they suggest PNL ∝ E5 as a simple model
for the plateau harmonics.
The effect of driving intensity on the XUV spectrum and phase is neglected. This

assumption is supported by the quick decay in conversion efficiency with intensity, which
reduces the influence of regions with lower intensities. This approach allows integrating
the polarization of areas z = const.:∫

PNLπrdr =
∫
P0
(
exp−r2/w(z)2

)5
πrdr (2.21a)

= P0π

2

(
w(z)√

5

)2
(2.21b)

This statement is compared to the calculation of the power of a Gaussian beam,
Eq. (2.11): The only effect of the power 5 is a factor, which can be included as an effective
radius w(z)/

√
5 for HHG. To avoid working with such area integrated quantities and

compute meaningful XUV fields the XUV field is held to be Gaussian with the constant
beam radius w0. For the correct energy in terms of Eq. (2.11) a modification of Eq. (2.5)
by the factor w(z)√

5w0
to the nonlinear polarization PNL is then necessary:

∂ ~E(z, ω)
∂ξ

= − 1
2Labs

~E(z, ω)− iω

2cε0
~PNL(z, ω) w(z)√

5w0
(2.22)

The gas absorption length Labs is computed from Henke et al. [73].
The spectral transmission of a thin metal filter [73] is multiplied to the XUV field at

the end of the medium as those are typically used to remove the IR from the XUV beam
in experiments. Further, the factor

FL = 1− exp
(
−
( 12λ

850 nm

)16)
(2.23)

removes contributions to the XUV field at frequencies too low to conform to the assump-
tion of the Lewenstein model that electrons are free particles. FL is chosen because of
its step transition at the frequencies belonging to the first calculated harmonic.

Calculation of Energy and Duration As discussed for Eq. (2.22) the calculation of the
energy is done via Eq. (2.11).
The evaluation of the pulse duration is less straightforward. The chosen definition

should be relevant for pump-probe experiments, which show a signal that is the auto-
correlation of the input pulse’s intensity in the simplest case. The left part of Fig. 2.11a
shows a typical pulse and its autocorrelation I ⊗ I.
Classical time measures fail to represent the duration of the autocorrelation:
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Figure 2.11: Illustration to the justification of τA: a) The duration is a function of the
autocorrelation I⊗ I of the intensity I to represent the resolution in pump-
probe experiments. The standard deviation duration (dotted line) are in-
adequate for XUV intensity functions typical for the HHG simulation as
a Gaussian pulse with the same standard deviation duration is too long.
b) consequently a new measure τA is defined. The images show autocor-
relations of typical XUV intensities encountered during the optimization
process and autocorrelations of Gaussian pulses with equal τA. The cases
are chosen to cover a range of different values for τA.

• Full width half maximum (FWHM) neglects pedestals.

• Standard deviation gives inadequate results. As an example the standard devia-
tion duration τ is calculated and a Gaussian pulse with the same τ is drawn in
Fig. 2.11a). A reasonable representation should be similar to the main peak and
account for the side peaks with additional width. In contrast, the curve is wider
than the side peaks. The reason is that the tail of the pulse is not falling fast
enough.

Fig. 2.11b shows typical XUV intensities encountered during the optimization process
and Gaussian curves with equal τA defined by

τA := 1√
2

∫
(I ⊗ I)2(t)t2dt∫
(I ⊗ I)2(t)dt (2.24)

Its only justification is that the Gauss functions are, as judged by eye, adequate represen-
tations of the autocorrelations. This is less the case for the example with τA = 1665 as,
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Figure 2.12: Scheme of the optimization approach as described in the text

which can be neglected as the chapter seeks short pulses and the pulse is not short.
Instead, it shows considerable side peaks.
Tzallas et al. [74] pioneered pump-probe experiments close to the attosecond regime.

Their autocorrelation measurement revealed a pulse length of τ = 1.5 fs. In order to
be truly in the as regime the chapter aims for pulses of at most half that length. This
corresponds to τA = 600 as or less.

2.4 Results
The aim of the section is to find sets of optimal parameters for each gating method and to
compare their performance. First, the general optimization approach is described. Then
each of the methods is discussed in a similar way. The order is chosen to work with a
slowly incrementing number of parameters: No gating, ionization gating, polarization
gating, DOG and hybrid DOG. Each discussion starts with the introduction and expla-
nation of the new parameters. Then the optimization strategy is adapted and the result
examined. The section concludes with a synopsis of the gating method’s parameters.
The approach is depicted in Fig. 2.12. For each parameter a rough understanding

is developed to guide a manual optimization of the initial parameters, which are then
fine-tuned by an automatic algorithm [75], which tries to maximize a figure of merit
(FOM), that is defined for each method. Starting from the initial parameters it runs the
simulation, calculates the FOM from the results and varies the parameters and repeats
until optimal parameters are found. Typically 1000 steps are necessary.

2.4.1 No Gating
No gating is intended as a reference without any form of gating. It is separated from
ionization gating by a lower intensity.

Parameters The initial parameters and their main influences on the simulation are:

w0 The beam waist (Fig. 2.5) relates to the focal length of the lens before the HHG
focus f and the radius w of a collimated beam as w0 = λf

wπ (Eq. (2.10)). Therefore,
both experimental parameters are encoded in one relevant parameter.
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Figure 2.13: Transmissions through 100 µm Al [73] and the filter FL (Eq. (2.23)), which
removes frequencies not modeled by the Lewenstein equations.

z0 The size of the beam translates the power of the pulse into an intensity. As the
energy and duration of the pulse are fixed, w0 sets the intensity. There are two
major restrictions to that statement: First, z0, the distance between focus and
beginning of the medium (Fig. 2.5), can reduce the intensity by displacing the
medium from the focus. Second, the pulse can be deformed during propagation in
the medium.
The Gouy phase is arctan

(
zλ
πw2

0

)
and therefore governed by w0 and z0.

Lmed Increasing the medium length Lmed (Fig. 2.5) adds XUV contributions from the
new volume. If the medium is behind the focus the lower IR intensity reduces
the XUV production. Additionally, all XUV contributions from old volumes suffer
more absorption due to a longer path through the medium.

p The pressure p sets the amount of IR pulse propagation effects by interaction
with the medium like gas dispersion. It governs the number density of atoms and
thereby the strength of the generated XUV. The absorption of XUV increases with
pressure.

ϕCEP The CEP ϕCEP of the IR pulse influences the height of the actual electric field
peaks within the envelope.

The gas species is Ar as Ar and Xe were used by the most effective gating techniques
(Sec. 2.1) and Ar is inexpensive making it a good starting point. However, as the
efficiency of HHG in rare gases raises with higher atomic numbers [76], Xe should be
investigated at a later stage too.
The metal filter is not optimized but always an Al foil with a thickness of 100 µm, as

more filtering will reduce the energy and such a filter worked well in the experiments
described in Chap. 4. Thinner filters would be more likely to break. Furthermore the
choice of the material Al poses a small restriction: Fig. 2.13 shows the Al transmission
curve together with FL (Eq. (2.23)). The Al filter transmits about 82% at the frequencies
from about 18 eV to 70 eV. The lower border is not relevant because the Lewenstein
model is not adequate there. The high harmonics at the upper border are deeper in the
plateau and typically not more intense (Sec. 2.2.4).
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Rough Understanding Several statements on the position of the optimum are possi-
ble. They lead, together with the information of the previous paragraphs to a rough
understanding of the parameter space.

• Salières et al. [77] discussed that the focus should be before the medium to create
a Gauss like XUV beam.

• As argued for Eq. (2.22), the single atom response efficiency is rising with intensity.
So it should be high. Sec. 2.2.7 discuss ionization gating: If the ionization is
too high, phase-matching is destroyed. Hence the intensity should be as high as
possible without ionizing too much.

• Constant’s model (Sec. 2.2.5) discusses that phase-matching is crucial but the
medium has to be long enough. Typically a few absorption lengths are sufficient.

• Midorikawa et al. [42] state that the phase-matching is typically achieved by com-
pensating gas dispersion and Gouy phase shift. As the single atom response is
proportional to the number density, the pressure should be high. To compensate
the resulting high gas dispersion, the Gouy phase shift should be constant and
strong. Experimental studies [78, 76] investigate the dependence of HHG yield of
zwaist. Optimal parameters were in the order of the Rayleigh length.

• The CEP can favor one peak of the electric field by making it higher than its
neighbors.

• The pressure is used to fine-tune the phase-match. The alternatives, w0 and z0,
would tune the phase-matching via the Gouy phase but also affect the intensity.

FOM and Optimization The figure of merit should represent the quality of the param-
eter set. As gating is not intended the efficiency ηHHG is the only relevant quantity. It
is the XUV pulse energy divided by IR pulse energy.

FOMNo Gating := ηHHG (2.25)

The intensity is limited by setting w0 to a fixed value. The aim is to prevent ionization
gating but still work in the same intensity regime as ionization gating. CEP, p, z0 and
Lmed are optimized by hand and then automatically fine-tuned.

Results Fig. 2.14 shows the driving field and the new quantity ~C for the numerical
optimum. ~C is introduced to visualize the contributions along the propagation axis to
the XUV field. It is defined as

~C := F (ω)
(
− iω

2cε0
~PNL(z, ω) w(z)√

5w0
exp

(
−Lmed − z2Labs

))
. (2.26)

The quantity encodes the polarization ~PNL from the Lewenstein model. The factor F (ω)
is the product of FL (Eq. (2.23)) and the transmission of the Al filter. ~C takes all factors
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Figure 2.14: Visualization of the calculation for the optimal parameters for no gating:
The initial IR pulse Ey results in the contribution Cy, which accumulates
over the propagation coordinate z to the final XUV intensity. IXUV ’s du-
ration is evaluated via τA (see Fig. 2.11). The vertical lines mark the time
of the main XUV bursts.
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from Eq. (2.22) into account such that the relation of local XUV generation and final
pulse becomes as intended: ∫

~Cdz = ~EXUV (2.27)

The image shows three similar, vertical stripes in the time representation of ~C. The
strongest is shown as a zoom in the inset. It consists of oscillating contributions changing
quickly with time and very slowly with z. As the integration of ~C over z results in the
XUV field and different phases would reduce the final field strength the change of ~C
over z is a measure of phase-matching. As it is almost constant here phase-matching is
present and leads to the three shown XUV bursts. According to Corkum’s model the
highest E field peaks should result in XUV bursts 3/4 of an IR cycle later. The gray
lines mark the times of the strongest two stripes. They agree with Corkum’s prediction.
Additional structures are present at the end of the cell (z > 1700mm). They are present
between the stripes and later. As their accumulated influence on the XUV pulse is small,
they will be neglected in the discussion. A possible explanation is that the corresponding
polarization is present throughout the medium but they have a spectrum different from
the main stripes. The gas attenuates it unless the remaining medium is too short.
As no gating is intended, the pulse’s τA is longer than the target and the temporal

structure of the final XUV intensity contains four XUV bursts. As mentioned for Cy
the XUV bursts are present at the expected times and the two largest peaks originate
from the two highest peaks of the driving IR field, while the neighboring XUV bursts
are much smaller and originate from weaker IR half cycles.
The efficiency of the HHG process is nonlinear in intensity, which is intentionally set

to a low value for this reference optimum. Therefore, the efficiency is low, 2.69× 10−8,
compared to later optimization aiming for efficiency.
Later, a number to quantify phase-matching will be necessary. ~EXUV,pm is used to

represents the XUV pulse for ideal phase-matching:

~EXUV,pm :=
∫
|~C(t)|dz (2.28)

The quantity Φ is the actual XUV pulse energy divided by the energy of ~EXUV,pm. 0
indicates completely destructive interference and 1 perfect phase-matching. The result
is Φ = 0.62 for the given parameters. This relative low value indicates that the optimal
solution contains contributions that are close to being out of phase. Such Cy are visible
for z < 200mm in the inset in Fig. 2.14. As the solution is optimal the contributions
are still slightly beneficial. Otherwise the front of the medium would be removed by
increasing z0 and reducing Lmed. Another reason is the structure that appears at the
end of the medium.

2.4.2 Ionization Gating

The parameters from no gating are sufficient for this method.
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Figure 2.15: Illustration for the required ionization: a) Ionized fraction ηe, and electric
field. The expected height for the ionization jump that switches phase-
matching is calculated from Eq. (2.29). The base of the arrow is placed
arbitrarily. b) Spectrum of the XUV radiation. Harmonic 31 is roughly in
the middle. The optimal parameters for ionization gating are used.

Rough Understanding Ionization gating uses the dispersion of the electrons to limit
the phase-matching to one cycle. The required extra amount of ionization fraction ∆ηe
can be roughly estimated. The problem shall be restricted to one harmonic h: The
additional phase mismatch

∆k = π

hLmed
(2.29a)

is required to switch between perfect phase-matching and destructive interference. It
translates to refractive index changes ∆n as

∆n
c

= ∆k
ωIR

(2.29b)

The electrons cause a change in the refractive index at the IR frequency ωIR according
to

∆n = ∆ηe
(
ωp
ωIR

)2
(2.29c)

ωp =
√
Ne2

ε0me
(2.29d)

[79]. As the XUV has a much higher frequency it is not significantly affected by the
plasma. Fig. 2.15 shows an IR pulse, the respective ionization and the expectation

57



2 Theoretical Comparison of Different HHG Gating Techniques

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
t (fs)

0
20
40
60
80

100
120z (

m
m

)

2400
1800
1200
600

0
600
1200
1800
2400

C y
 (M

V/
m

2
)

0
20
40
60
80

100
120

45
30
15

0
15
30
45

E y
 (G

V/
m

)

Figure 2.16: Illustration for field (Ey) deformations via high intensities and resulting
contributions Cy: The optimal parameters for ionization gating (Tab. 2.3)
are used and the normally fixed energy doubled to increase the intensity
without additional changes to the phase-matching.
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Figure 2.17: Illustration of the FOM, Eq. (2.30)

according to Eq. (2.29), 0.4%. At each field maximum the ionization is rising. The
expectation has a comparable height.
Fig. 2.16 illustrates the effect of very high intensities. At the beginning of the medium

the pulse is very strong so that Kerr effect and electron plasma dispersion are important
and deform the pulse. These changes translate into a complex pattern in the contri-
bution Cy. They appear to be too unsystematic to be phase-matched, which prevents
efficient generation of HHG and the gating mechanism.
This leads to the understanding that the intensity should at least lead to the ionization

as expected according to Eq. (2.29) but not much higher as the arising beam distortions
are detrimental.
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FOM and Optimization The aim of the optimization are intense pulses with a duration
of at most τA = 600 as. The FOM is therefore chosen to be slightly higher for shorter
pulses and to fall quickly for pulses longer than τtarget = 600 as:

FOMIonzation := ηHHG ·

1− 0.1
(

τA
τtarget

)8
 (2.30)

The duration dependence of the FOM is depicted in Fig. 2.17.
The rough understanding from no gating and the previous paragraph is used to find

parameters that lead to ionization gating. They are then automatically fine-tuned.

Result The gating is reproduced and the pulse duration τA = 457 as is under the
threshold of 600 as. In contrast to the expectation, the optimization leads to an input
parameter of the initial pulse φCEP resulting in two IR peaks of comparable strength
in the HHG medium (Fig. 2.18). The main XUV burst is marked by a gray line and is
3/4 of an IR cycle after the second maximum. This indicates phase-matching after the
maximum of the IR.
Cy shows the same characteristics as the no gating case (Fig. 2.14) with the exception

that the picture is dominated by five stripes, which have an absolute maximum outside
the structure at the end of the cell of 150, 450, 600, 550 and 350MV/m2, respectively.
The last stripe grows over z more than the others and is therefore overestimated by
its maximum. A zoom shows the inner stripes. The first two stripes show significant
z dependences of the phase of the contributions. This and the low maximum intensities
in IXUV of 1.4, 17, 47, 494 and 78MW/cm2 for the respective burst indicate missing
phase-matching. The phase-matching at the marked stripe is confirmed by the resulting
peak in IXUV : Despite a comparable magnitude of Cy, the last stripe of Cy results in
the by far largest XUV intensity. This can be expressed as the stated peak heights of the
intensity divided by the number for the mentioned contributions: 0.009, 0.04, 0.08, 0.9
and 0.2, where the main XUV peak belongs to the highest ratio. Φ = 0.25 also indicates
large amounts of non phase-matched contributions. Fig. 2.15 already confirmed that the
jumps in the ionization are comparable to the expectation for these parameters.
In contrast to the no gating scenario the beam waist w0 became a free parameter

for this optimization, which reduced w0 from 1000 to 696 µm in order to increase the
maximum IR intensity in the HHG cell from 0.13 to 2.03W/cm2. Consequently, the
efficiency is higher by a factor of 6, 1.75× 10−7. The phase-matching in ionization
gating is of a different nature. Within the no gating solution the phase-matching is
provided by a balance of Gouy phase shift and gas dispersion. The electron dispersion
is additionally crucial for ionization gating. As the generation of electrons depends on
intensity, and phase-matching is necessary in the entire cell, the optimization reduces
variations of the IR intensity by a short (137 instead of 2097mm) cell further away from
the focus (1931 instead of 952mm). The shorter cell allows higher pressures at the same
absorption (139.1 instead of 10.4Pa).
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Figure 2.18: Visualization of the calculation for the optimal parameters for ionization
gating: The initial IR pulse Ey results in the contribution Cy, which ac-
cumulates over the propagation coordinate z to the final XUV intensity.
IXUV ’s duration is evaluated via τA (see Fig. 2.11). The vertical line marks
the time of the main XUV burst.
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Figure 2.20: The IR field for polarization gating resulting from a thin and a thick SiO2
plate: The constant αBBO is chosen to show gating and driving fields.

2.4.3 Polarization Gating

Rough Understanding Polarization gating bases upon the use of Ex and Ey of the IR
field. To illustrate options for plotting them Fig. 2.19 shows one pulse in two differently
rotated coordinate systems. As required by polarization gating the pulses are elliptically
polarized except for the linear middle. However, the Fig. 2.19a shows this using both
polarizations. They have to be in phase. Fig. 2.19b shows linearity by a vanishing Ey.
The latter description is used by Feng et al. [64]. They give the polarizations names
according to their function: Ex is driving field and Ey gating field.
This way of presenting the pulses is also chosen in Fig. 2.20. It shows the result of

small (Fig. 2.20a) and large values (Fig. 2.20b) of dSiO2 , the thickness of the SiO2 plate.
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Figure 2.21: Illustration of the FOM, Eq. (2.31) for τA → 0 and Φmin = 0.62

The first produces a weak gating field and a strong driving field. The second produces
almost separate pulses with a lower intensity. The optimum is in between: A parameter
set that has a gating field strong enough to reduce the pulse duration but does not waste
intensity.

FOM and Optimization In principle the previous figure of merit (Eq. (2.30)) can be
used for optimization. However, this will raise the efficiency by increasing the intensity.
As demonstrated in the previous section more intensity can lead to shorter pulses. The
optimization will either gravitate towards ionization gating without the polarization
gating mechanism or into a hybrid of ionization gating and polarization gating.
As this is not the purpose of this section the ionization gating mechanism has to

be specifically penalized. Φ measures the average phase-matching, which is beneficial
at any position of time for no gating, polarization gating and DOG. The optimal no
gating solution achieves Φ = 0.62. For ionization gating the number is lower (optimum:
Φ = 0.25) because all but one XUV bursts are suppressed by low phase-matching.
This difference is used to refine the FOM

FOMIonzation := ηHHG ·

1− 0.1
(

τA
τtarget

)8

− 1000
(Φmin

Φ − 1
)2
χ[0,Φmin](Φ)


(2.31)

with a term that reduces the FOM severely if Φ is less than Φmin (Fig. 2.21). χ[0,Φmin](Φ)
denotes the characteristic function being one if Φ is in the interval [0,Φmin] and zero
otherwise. Φmin is the lowest accepted Φ. The optimal no gating solution has shown
that optimizing for intensity leads to Φ less than 1. Its value is chosen as minimum:
Φmin = 0.62. This choice limits the ionization gating mechanism.
A solution with adequate Φ and a SiO2 thickness that is sufficient to deliver shorter

pulses than 600 as is found manually. The result is then automatically optimized.

Result Fig. 2.22 shows the result in a coordinate system chosen such that the gating
field is Ey. Its maximum is lower than the driving field’s Ex by a factor of three. The
main burst (gray line) is 3/4 of an IR cycle after the center of the pulse. As expected
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Figure 2.22: Visualization of the calculation for the optimal parameters for polarization
gating: The initial IR pulse ~E results in the contributions Cx and Cy, which
accumulate over the propagation coordinate z to the final XUV intensity.
IXUV ’s duration is evaluated via τA (see Fig. 2.11). The vertical line marks
the time of the main XUV burst.
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the CEP is selected in a way that the peak generating the XUV burst is at the center
of the pulse. As the pulse is linear only there, all other XUV bursts are suppressed.
In contrast to ionization gating, both polarizations of the driving IR field are present

and result in contributions Cx and Cy. Cy belongs to the gating field and is much weaker
than Cx, which is dominated by vertical stripes with the same characteristics as in the
no gating scenario except that the middle stripe is much stronger than the satellites.
This indicates the success of the gating method.
The Gaussian representing the duration τA appears to be too short to express the

autocorrelation’s pedestals. This is not relevant for the validity of the solution as it is
short and that is the only purpose of using τA in the optimization.
The Φ of the solution is 0.62. This indicates that the anti-ionization gating punish-

ment of the FOM is necessary and effective. As expected the maximum IR intensity
is lower than for ionization gating (1.79 instead of 2.03× 1014 W/cm2), which should
contribute to the lower efficiency in comparison to ionization gating (1.08 instead of
1.75× 10−7 ) and is needed to avoid low Φ. The intensity reduction is influenced by
the pulse elongation through the gating optics, the large beam waist (746.5 instead of
696.1 µm) and the smaller distance between focus and cell (749 instead of 1931mm). As
the gating methods base upon different, intensity independent mechanisms, the XUV
pulse duration cannot be compared and the HHG cell length can be longer than for ion-
ization gating (502 instead of 137mm). Correspondingly, the pressure is lower to reduce
XUV reabsorption (36.0 instead of 139.1Pa).

2.4.4 DOG

New Parameters A BBO has to be added to the polarization gating. Its description
requires three new parameters (Fig. 2.9):

w0,BBO The SHG field strength is indirectly proportional to the square of the beam waist
at the BBO, w0,BBO. The damage threshold of a BBO is about 1400GW/cm2 for
10 fs pulses [36, 37] giving a safe diameter of 10mm.

dBBO Fig. 1.3 discusses that for a small BBO thickness dBBO the conversion efficiency is
rising with length. Due to the group velocity mismatch between fundamental and
SHG long crystals result in pulse elongation. Additionally, the BBO is a phase
plate for the IR pulse. Fig. 2.23 illustrates that. As shown, the gate’s position
changes with dBBO.

αBBO Ex is the fundamental of SHG (Sec. 2.3.3) and the SHG field is added to Ey.
The BBO angle αBBO changes the shape of both fields and thereby the result
of the SHG. Fig. 2.24 shows two extreme cases. For αBBO = 296° the SHG
fundamental is likely to a Gaussian pulse. The resulting SHG field is also similar
to a Gaussian but the lower group velocity of the SHG field displaces it with respect
to its fundamental. αBBO = 255° results in a gating field. The central hole of Ex
induces a hole in the SHG field, which is blurred by the group velocity mismatch.
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Figure 2.25: Illustration of the phase mismatch of a fundamental and its SHG: Calculated
according to Eq. (1.13) for a negligibly thin crystal.

Rough Understanding The SHG should enhance only one polarization-gated IR field
peak. The BBO angle is used to prevent a hole at that position. The beam waist at the
BBO, w0,BBO, controls the strength of the SHG. The BBO thickness fulfills three roles:

• It matches the phase of Ey and the SHG field. Because of the polarization gating
Ex and Ey have the same phase in the gated cycles. The SHG and the fundamental
Ex have a phase offset of λ850 nm/8 (refer to Fig. 2.25). Hence Ey and the SHG
field have a phase offset. The phase plate property of the BBO is used to match
both phases.

• As a side effect the polarization gated time is shifted. This shift must be small in
order to gate the most intense part of the pulse.

• The BBO thickness allows sufficient SHG efficiency without forcing to increase the
intensity via w0,BBO beyond the damage threshold.

The first argument limits the choice of the thickness to a periodically distributed set of
values. The other two arguments result in a minimum and maximum value.
Fig. 2.26 illustrates the understanding of the BBO thickness. The efficiency and the

duration are roughly periodic. The peak in efficiency occurs when the BBO compensates
the SHG - Ey phase mismatch. The plot anticipates the optimal parameters for DOG.
There, the BBO is a multi-order plate. The slightly higher efficiencies for thicker BBOs
do not challenge the optimization as the SHG conversion efficiency is too high for larger
values and the duration is increasing as well.

FOM and Optimization The SHG is only intended to differentiate the main peak from
its neighbors. The chosen calculation method is limited to small conversions. Therefore,
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the FOM receives a new punishment if the SHG conversion is larger than 10%:

FOMDOG := ηHHG ·
(

1− 0.1
(

τA
τtarget

)8

−1000
(Φmin

Φ − 1
)2
χ[0,Φmin](Φ) (2.32)

−1000
(
ηSHG
0.1 − 1

)2
χ[0.1,1](ηSHG)

)

The optimal parameter set for polarization gating is amended with BBO parameters.
They are chosen according to the rough understanding and such that the SHG efficiency
remains under 10%. The result is then automatically optimized.

Result DOG is reproduced. Fig. 2.27 illustrates the calculation. It shows that 3/4 of
an IR cycle before the main XUV burst the IR pulse is linearly polarized and the SHG
interferes constructively. The neighboring half cycles experience destructive interference.
~C shows the same characteristics as the polarization gating except that the middle pulse
is even more pronounced and both polarizations of ~C are of comparable strength. The
first stripe indicates that the SHG field is working as intended. The Gaussian represen-
tation of the duration τA is very close to the actual autocorrelation as the pedestals are
weak.
The SHG efficiency of the solution is 10% and Φ = 0.62. This indicates that SHG

and the anti-ionization gating punishment of the FOM are necessary and effective.
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Figure 2.27: Visualization of the calculation for the optimal parameters for DOG: The
initial IR pulse ~E results in the contributions Cx and Cy, which accumu-
late over the propagation coordinate z to the final XUV intensity. IXUV ’s
duration is evaluated via τA (see Fig. 2.11). Ey already contains the SHG
amendment. The vertical line marks the time of the main XUV burst.
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A smaller ionization gating effect does not necessarily imply that the maximum IR
intensity in the HHG cell is less than for ionization gating as the BBO increases the
intensity for a short time only. Indeed the maximum intensity is higher (2.16 compared
to 2.03× 1014 W/cm2 for ionization gating). The thickness of the SiO2 plate is slightly
different from polarization gating because of its new function to assist in the phase-
matching of the SHG to Ex. The corresponding loss of intensity due to the longer IR
pulse duration is compensated by focusing harder (716.4 instead of 746.5 µm). It is not
clear why the medium length is shorter (311 instead of 502mm) and the cell is farther
away from the focus (844 instead of 749mm) than for polarization gating. However,
the relation of pressure (53.2Pa) and medium length is the same as for all previous
methods. The efficiency (1.22× 10−7 ) is lower than for ionization gating (1.75× 10−7 ),
which possess an interesting result. The efficiency is higher than the 1.08× 10−7 of
polarization gating. This is necessary as polarization gating is a special case of DOG: If
the BBO is not an advantage for the efficiency, the optimization will set the BBO length
to zero and achieve the polarization gating efficiency. Because of the presence of two
polarizations and the SHG field, it is not straightforward to define whether the CEP
resulted in an XUV producing half cycle that is at the center of the pulse. However, the
productive peak is the highest (34.5GV/m).

2.4.5 Hybrid DOG

The previous two sections avoided ionization gating. This can be detrimental for the
actual aim to maximize intensity for short pulses. Therefore, this section introduces
hybrid DOG, which is a combination of DOG and ionization gating. This solution is
of experimental relevance as optimization in the laboratory will optimize for signal and
not against ionization gating effects. Investigating hybrid polarization gating is less
interesting as the achieved efficiency is slightly lower.

FOM and Optimization The Φ term in DOG’s FOM (Eq. (2.32)) is removed to allow
ionization gating:

FOMHygridDOG := ηHHG ·
(

1− 0.1
(

τA
τtarget

)8

− 1000
(
ηSHG
0.1 − 1

)2
χ[0.1,1](ηSHG)

)
(2.33)

The DOG optimum is a sufficient starting point for the automatic optimization. This
procedure simply finds ionization gating assisted DOG. It may neglect a parameters set
that lead to ionization gating with small contributions from DOG.

Result Fig. 2.28 shows the result of the optimization. The time difference between the
XUV burst and the point where Ex, Ey and SHG have the same phase is 3/4 of an IR
cycle. In the neighboring peaks the SHG interferes destructively. The following peak
shows linear polarization and constructive SHG-Ey interference. ~C shows three stripes.
They are present on both dimensions but Cy is much stronger due to a stronger driving
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Figure 2.28: Visualization of the calculation for the optimal parameters for hybrid DOG:
The initial IR pulse ~E results in the contributions Cx and Cy, which ac-
cumulate over the propagation coordinate z to the final XUV intensity.
IXUV ’s duration is evaluated via τA (see Fig. 2.11). Ey already contains
the SHG amendment. The vertical line marks the time of the main XUV
burst.
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field strength in the y-polarization. Only the contributions in the first of the three stripes
are phase-matched. The middle stripe is also weak due to the destructive interference
of the SHG. Φ = 0.33 is between 0.25 for ionization gating and 0.62 for the no gating
optimum. This affirms the hybrid nature of the optimum. ηSHG = 0.10 indicates the
necessity for the FOM punishment.
As DOG and ionization gating are special cases of hybrid DOG, it must have the

highest efficiency. This is indeed the case (2.25 compared to 1.75 and 1.22× 10−7 ,
respectively). As expected from the lower Φ, the maximum IR intensity in the HHG cell
is higher than for DOG (2.19 instead of 2.16W/cm2). Correspondingly, the beam waist
is smaller (684.9 instead of 716.4 µm) and the cell is closer to the focus (701 instead
of 844mm) than for DOG. The SiO2 thickness is almost the same as for DOG (149.9
instead of 151.3 µm). The BBO angle differs by 15°, which results in a different curve
shape of Ex and Ey. To compensate the smaller driving field of the SHG the beam
size at the BBO is smaller (9.2 instead of 15.5mm). Pressure (42.3Pa) and medium
length (599mm) are not between the values for ionization gating (139.1Pa, 137mm)
and DOG (53.2Pa, 311mm). The reason is unknown due to the complexity of this new
method originating from the two gating mechanisms and the high number of parameters.
Because of the presence of two polarizations and the SHG field, it is not straightforward
to define whether the CEP resulted in an XUV producing half cycle that is at the center
of the pulse. However, the productive peak is the highest (38.1GV/m).

2.4.6 Comparison

Tab. 2.3 shows all input parameters and important properties of the calculation results.
They will mainly be discussed in the same order as in table.

p, Lmed Constant’s model resulted in the statement that the medium length should be few
times the absorption length Labs. Its frequency dependence would complicate the
analysis. Instead, it is noted that Labs ∝ p−1 so that the product pLmed should be
constant to keep the transmission through the HHG medium constant. It is about
20Pam for all parameter sets.

ϕCEP ϕCEP defines the initial CEP. Because of the influence of the optical elements
before the HHG medium, the phase relevant for the medium is discussed along the
pictures of each gating method and not via this variable.

w0, z0,
IIRmax

The beam waist w0 for no gating is set to 1000 µm to reduce the intensity. The
others have values around 700 µm. w0, focus positions z0 and the IR pulse length
in the medium are the main parameters for the intensity. The long z0 of ionization
gating and the increased IR pulse durations of pure and hybrid DOG reduce the
IR intensity IIRmax.
The highest intensities belong to DOG and hybrid DOG. The value for ionization
gating does not need to be higher. Due to the SHG the maximum of DOG is only
higher for a single cycle and therefore breaks comparability into two groups. With
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2 Theoretical Comparison of Different HHG Gating Techniques

Table 2.3: All input parameters and output quantifiers for the five types of gating. The
literature efficiencies stem from [5, 6, 7]. IIRmax is the highest intensity occurring
in the medium.

Method No gating Ionization Polarization DOG Hybrid
gating gating DOG

Input
p (Pa) 10.4 139.1 36.0 53.2 42.3
Lmed (mm) 2097 137 502 311 599
ϕCEP (°) 26.4 161.1 85.6 284.2 238.7
w0 (µm) 1000.0 696.1 746.5 716.4 684.9
z0 (mm) 952 1931 749 844 701
dSiO2 (µm) 128.7 151.3 149.9
dBBO (µm) 44.4 42.1
w0,BBO (mm) 15.5 9.2
αBBO (°) 295.8 281.0

Output
ηHHG 2.69× 10−8 1.75× 10−7 1.08× 10−7 1.22× 10−7 2.25× 10−7

lit. ηHHG 2.6× 10−5 3.5× 10−7 6× 10−6

τA (as) 823 457 400 294 518
IIRmax (W/cm2) 1.25× 1014 2.03× 1014 1.79× 1014 2.16× 1014 2.19× 1014

ηSHG 0.100 0.100
Φ 0.62 0.25 0.62 0.62 0.33

SHG: hybrid DOG is expected and observed to have a higher maximum intensity
than pure DOG. Without SHG: ionization gating should have a higher maximum
IR intensity than no gating and polarization gating. This is fulfilled too.
A possible reason for the high z0 for ionization gating is its different kind of phase-
matching. Usually, the main contributions stem from the Gouy phase and gas
dispersion. The Gouy phase’s influence is weaker far from the focus. The phase-
matching of ionization gating depends on the intensity via the electron dispersion.
As the phase-matching must be present for the entire cell, a rather constant inten-
sity can be beneficial and is achieved by the short cell far from the focus.

dSiO2 The thickness of the birefringent material is similar for all applying methods. The
plate fills an additional role, phase-matching for SHG and driving field, for DOG
and hybrid DOG, which leads to a new optimum.

BBO dBBO, the thickness of the BBO, is about the same for DOG and hybrid DOG.
The beam waist at the BBO, w0,BBO, is close to the damage threshold identified to
occur around a w0,BBO = 10mm and much smaller for hybrid DOG than for DOG.
The reason is a difference in the BBO angle αBBO, which leads to another field
strength in the fundamental of the BBO and is compensated. The SHG conversion
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efficiency ηSHG is always at 10%.

ηHHG The efficiency of the HHG ηHHG is lowest for no gating because the intensity is set
to a low value. Polarization gating is less efficient than DOG. This is mandatory
as DOG contains polarization gating: If the additional BBO would not result in
additional benefits, setting the BBO length to zero would increase the FOM and
degenerate DOG to polarization gating. For the same reason hybrid DOG is the
most efficient method: Ionization gating and DOG cannot be more efficient than
hybrid DOG as they are special cases too.

Compared to the literature values the calculated efficiencies are more similar. Their
similarity is not astonishing: Basically, the XUV energy stems from the 3/4 of an
IR field cycle between the ionization of the electrons and the recombination with
its parent ion. The driving IR pulse energy and duration are fixed up to the
elongation by the gating optics, which add only a small factor (compare the SiO2
length to the cases in Fig. 2.20), and the BBO, which does not convert more than
10% of energy. Therefore, the available energy for conversion is also fixed up to
a small factor and large changes in the XUV energy require different conversion
efficiencies. As the phase-matching has a similar quality for all productive cycles
(refer to the figure showing ~C for each method), only the amount of absorption or
nonlinear polarization PNL are left for discussion. As mentioned for the product
of p and Lmed the transmission through the gas is similar for all methods. PNL is
calculated via the Lewenstein model from the laser field. The actual dependence
is complicated but the field before the emission of the XUV is most important and
always roughly similar to a sinus wave. The scaling with the E-field strength is left
and simplistically described by PNL ∝ E5 in Sec. 2.3.6. This E-field strength is
represented by IIRmax in Tab 2.3. The values are different, but not enough to change
the efficiencies by orders of magnitude.

The difference between the lowest and the highest efficiencies is a factor of 2.1.
Therefore, technical difficulties play an important role in the choice of the method.
These aspects are discussed in Chap. 3. The comparison between experimental
and calculated efficiencies can be found at the end of Sec. 2.5.

τA The τA durations for all methods except no gating are beneath the targeted dura-
tion of 600 as. This indicates the successful reproduction of the gating methods.
Optimizing the time resolution would require additional optimizations with a new
FOM and benefit from the specification of an experiment, which may led to a new,
specialized quantity for the XUV pulse duration.

Φ As expected, the phase-matching parameter Φ is lower for the methods using
ionization gating. The polarization gating and DOG are forced to 0.62 using the
FOMs. hybrid DOG does - in contrast to ionization gating - not have a large z0.
Together with the larger Φ this put the influence of ionization gating for hybrid
DOG into perspective.
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2.5 Assumptions and Accuracy
The section reviews assumptions in order to evaluate the accuracy of the results. There
are two groups. The first is concerned with the simulation for a given parameter set:

• The XUV does not influence IR propagation: The low XUV intensities justify this.

• The spectrum of the laser is Gaussian.

• The effect of the gating optics is calculated in plane wave approximation, which
includes the SHG. Only the SiO2 plate’s higher moments of dispersion are taken
into account: Due to the shortness of the optics this is not important and the SHG
is only a small amendment to the pulse.

• The validity of the model belonging to the code of Usman Sapaev is assumed. This
is backed by its prior usage including peer reviewed publications. The model’s
assumption of Gaussian pulses in space was checked by calculating that focusing
because of the Kerr effect and electron dispersion are negligible (Sec. 2.3.4).

• The simple Lewenstein model is used. Explicit knowledge on its quantitative ac-
curacy is not available. However, other groups (e.g. [80]) use much slower TDSE
calculations, which indicates a limited accuracy. Due to its assumptions it does
not correctly predict low XUV frequencies. Experimentally, they are removed by
the Al filter and do not matter.

• A simple effective area model is used to take the volume into account that produces
XUV: This approach neglects any off-axis propagation effects and bases upon a
power law, which is taken from L’Huillier et al. [72]. They discuss the limitations
of the power law. According to Platonenko et Strelkov [76] the power law has also
been accessed to be 8 and 12 instead of the used 5, which would change the XUV
energy by a factor of 1.6 or 2.4 correspondingly.

• The pressure in the HHG cell is assumed to be a constant. Usually, gas is flowing
out of the cell through the entry and exit holes. This leads to pressure gradients.
HHG cells with a diameter that is much bigger than the hole diameter are better
modeled by this assumption.

The second set is concerned with choosing the optimal parameter sets:

• The automatic optimization mimics the fine-tuning of the signal in the lab. All
parameters are chosen freely, which is adequate for e.g. p which can be continuously
tuned by a valve. It is limited for e.g. the BBO which has a fixed length and can
only be tuned by tilting or replacing the crystal.

• A rough understanding guided the manual optimization of parameters. However,
for DOG and hybrid DOG there are nine parameters, which may overstretch the
concept and lead to initial (and final) parameters in a local optimum.
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In summary, the approach is only sufficient to make semiquantitative predictions for
the resulting XUV because of the Lewenstein model and the effective area approach.
The chosen parameters are justified but not rigorous.
This makes a direct comparison of the efficiency to experimental data difficult. A

problem of the optimization for polarization gating and DOG is to avoid the ionization
gating mechanism. Only ionization gating is straightforward but the calculated value,
1.75× 10−7 is much lower than the experimental, 2.6× 10−5 [6]. This may indicate that
the calculated values are generally too low by two orders of magnitude. The shorter pulse
duration of 5 instead of 7 fs may contribute to the difference, but it is difficult to believe
that simpler gating and less discarded half cycles explain both orders of magnitude.
The efficiencies for polarization gating (theory 1.08× 10−7, experiment 3.5× 10−7 [5])
and DOG (theory 1.22× 10−7, experiment 6× 10−6 [7]) are lower by a factor of 3 and
50, respectively. This may have two origins: First, as discussed above experimental
setups do not offer the same flexibility as the parameters of the simulation so that
the optimal parameters were potentially not reached which causes that the experimental
values should be much higher than the actually reported values. Second, as the ionization
gating mechanism is intensity susceptible, the effective area approach is coarse.
Nevertheless, the literature values for the efficiencies have the same order as the cal-

culated representations.
Future projects may extend the simulation to calculate the fields over the radial coordi-

nate. The impact of the effective area approach on ionization gating would be accessible
by comparing the results from the present and the extended simulation. The extended
simulation would be less useful for optimization because of a higher computation time.
The presented optimizations typically took about 100 manual and 1000 automatic runs
with a duration in the order of one minute each. A pre-optimization using the present
simulation would help to identify interesting parameters faster. Additionally, the XUV
divergence would become directly accessible.
Another approach to the difference between experiment and theory is to directly re-

produce the efficiencies by simulating for the parameters of the experiments.

2.6 Summary

The aim of the chapter is to guide the construction of the high harmonic generation
(HHG) cell. It is intended to produce a short XUV pulse with the highest possible
energy. To this end, gating techniques are required. Three techniques, ionization gating,
polarization gating and double optical gating(DOG) are chosen and complemented with
no gating (for reference) and hybrid DOG, which is introduced within this thesis. In
order to compare the potential of the gating methods a model is developed that calculates
the ratio of resulting XUV energy and initial IR energy and the duration of the XUV
pulse for each gating method.
The model assumes the input pulse as expected from the NOPCPA setup in Chap. 1,

applies optical components as necessary for the gating technique in plane wave approx-
imation. Then, an upgraded version of a model by Usman Sapaev is used to calculate
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the IR field on the axis of propagation within the HHG cell. A Gaussian beam repre-
sents the focusing. The Lewenstein model returns XUV polarizations on the propagation
axis, which are converted via an approximation of the Maxwell equations and an effective
area approach to the XUV field. The XUV pulse’s energy and a measure of duration are
calculated. The latter is defined and validated in the thesis.
With respect to the chosen parameters each gating method has a different optimum.

Finding it allows to compare the maximum performance of the gating techniques. An
understanding of the parameter space is developed and guides a manual search for initial
parameters, which are then automatically fine-tuned. All gating methods are reproduced
and optimal parameter sets are found. However, a conceptual challenge is identified:
High intensities lead to more single atom efficiency and, via the ionization gating mech-
anism, to shorter pulses. Both features are beneficial in terms of pulse duration and
energy for polarization gating and DOG. Therefore, simple optimization leads to a com-
bination of them and ionization gating. Consequently, the concept of hybrid DOG is
introduced and evaluated within the thesis. Alternatively, a criterion to limit this effect
is found and polarization gating and DOG are optimized. Parameters describing the
process and its performance are compared.
Finally, to analyze the accuracy of the numerical approach the assumptions are re-

viewed.
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3 High Harmonic Generation Setup, End
Stations
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Figure 3.1: Overview of the setup after the NOPCPA

The chapter suggests a setup using the optimization results from Chap. 2 to reach
optimal conditions for the HHG. It introduces rather technical aspects for the process
and describes the end stations for experiments. Fig. 3.1 summarizes the setup.
Sec. 3.1 introduces a concept for the spatial separation of the IR and the XUV after

the HHG cell and discusses technical aspects of the gating optics and focusing. A sophis-
ticated pressure control around the HHG cell is required and designed (Sec. 3.2). Sec. 3.3
describes the XUV-IR end station intended for XUV-IR pump-probe experiments, which
reuses the driving pulse of the HHG. An iris and a filter prepare the pulses for the optical
delay unit, which delays and focuses them into the interaction region in a VMI. Alterna-
tively, the XUV-XUV end station discards the IR and splits and focuses the XUV pulse
into the VMI. A XUV characterization unit is available. Sec. 3.5 summarizes the setup.
Beyond several smaller contributions to other parts the gating and HHG cell including

the pressure control system was designed within the thesis. The latter was also built
completely.
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Figure 3.2: Transmission as a function of photon energy for 100 nm thick Zr, Al and Si
[73]

3.1 IR Preparation

The HHG produces a weak XUV beam from an IR beam. The end stations use metal
filters to isolate the XUV. However, the thermal power of the IR is problematic:
Assuming that the entire power of the NOPCPA (given by a pulse energy of 15mJ

at a repetition rate of 100Hz) is only dissipated via radiation. According to the Ste-
fan–Boltzmann law, the temperatures would be 1170K or 641K for the diameter of 3mm
or 10mm for the used commercial filters, respectively. The melting points of 933K (Al),
1687K (Si) and 2128K (Zr) are high but the filter lifetime is falling with power.
These materials have been chosen because of their transmission curves (Fig. 3.2).

• Zr: High transmission from 70 eV

• Al: High transmission from 18 eV to 70 eV

• Si: High transmission from 15 eV to 100 eV

Beyond covering different spectral ranges, sharp absorption edges can be used for the
calibration of the energy scale of the VMI. These filters are mounted in a motorized filter
wheel to allow switching in vacuum.
An energy reduction is accomplished by a piece of copper in the beam, which is

mounted by thin wires and placed before the compressor to create a hole in the intensity
distribution. This donut mode is imaged to the IR filter. The XUV has a lower divergence
[42] and is therefore present in the region in the center of the beam. This approach for
separation was used for a publication by Peatross et al. [81]. A motorized iris is used to
block the IR in the outer region. Another application of this iris is to reduce the amount
of IR in the XUV-IR mode. The solution is summarized in Fig. 3.3.
The filter’s thicknesses 100, 200 and 300 nm are available to experimentally balance

filter lifetime and absorption loss, which both rises with the thickness of the foils.
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Figure 3.3: Summary of the XUV-IR separation concept: A shadow is created by a
piece of copper and imaged through the HHG system with its lens to a thin
metal filter. Its central region is illuminated by XUV only, which allows the
separation by filters and an iris.

The output of the compressor is sent to the gating optics, which are already described
in Fig. 2.9, and then focused. Parts of the design discussed later1 require a certain
polarization of the pulses. As e.g. DOG includes rotations of the polarization the
capacity to turn the VMI or the polarization of the pulses is advantageous to match the
requirements. The latter is chosen via implementing an additional λ/2 plate before the
gating optics and the option to turn all following gating optics.
The focal length of the curved focusing mirror into the HHG cell relates the collimated

beam diameter to the focal beam waist. All gating techniques have an optimal w0 ≈
700 µm (Tab. 2.3). As the input beam is 2w1 = 8mm in diameter, the focal length is

fHHG = w0w1π

λ
(3.1)

= 10.3m

[67]. Shorter focal lengths, which would reduce lab space constraints, are difficult to
reach. The only free parameter is the size of the beam at the curved mirror. Telescoping
the beam to half the diameter would reduce the focal length to 5m. The flux would
rise to 0.09 J/cm2, which is close to 0.1 J/cm2, the damage threshold judged from the
focusing mirror’s manufacturer’s catalog [82]. Therefore, much shorter focal lengths are
challenging.

3.2 HHG Cell
Requirements The HHG cell itself is optimized in Chap. 2. Therefore, the resulting
parameters (Tab. 2.3) for the beam waist w0, the distance from focus to beginning of
the cell z0, its length Lmed and pressure p are known. However, the design should be
flexible enough to react to changes and differences between experimental and theoretical
optima.

1The VMIs (page 87) and grazing incidence XUV optics (Sec. 3.4)
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The radiation has to pass the cell. Therefore, holes for entry and exit are necessary
and gas can flow out of these holes. Outside the HHG cell the gas has detrimental
effects, which are not modeled in Chap. 2. The remainder of the section describes and
minimizes them:

• Because of the high intensities close to the focus, the B-integral (Eq. (1.4)) reaches
high values. As explained on page 12 the value has to be smaller than 2. . . 3 to
prevent the degradation of the IR beam. For simplicity the integral is calculated
from infinity.

B =
∫ z0

−∞
n2kIdz (3.2a)

= bn2kI0[arctan(z0/b) + π/2] (3.2b)

The computation assumes a Gaussian beam (Eq.(2.9)) and the nonlinear index
of refraction n2≈ 12× 10−23 m2/W [34] for a pressure of 1 bar of Ar. B reaches
comparable values for the different gating techniques. The highest value of 10,000
belongs to ionization gating. In order to reduce the values, the pressure should be
reduced by a factor of 100,000. Therefore, pressure before the cell beneath 1Pa
are safe.

• VMI operation suffers from high pressures, because the measured particles must
not collide with ambient gas and the micro channel plates (MCP) experience more
noise and faster degradation [83]. The manufacturer of the MCP states a limit of
1.3× 10−4 Pa [84], the measurement in Chap. 4 worked at 1× 10−5 Pa so that the
MCP lifetime can be enhanced by restricting to 1× 10−6 Pa as a safe value.

• Any gas after the HHG cell absorbs XUV. The pressure must drop sufficiently
fast to limit the energy loss. For reasons stated later in the chapter the relevant
path is 25mm. Fig. 3.4 shows the transmission of XUV through 25mm of Ar at
150Pa. For harmonics higher than 29 the transmission is close to 90%, which is
used as the threshold for maximum accepted loss. Therefore, the pressure there
must stay lower than 150Pa to maintain the transmission threshold. The frequency
regime beyond harmonic 29 is favorable for its low absorption and it is used in the
theoretical calculations (see. Fig. 2.15).

Design In order to maintain a given pressure in the HHG cell and sufficiently low
pressures anywhere else constant pumping and gas flow into the cell are necessary. As
the large diameter of the beam requires large holes resulting in large flows, an elaborate
pumping system is necessary. The corresponding theory of flow in vacuum is given
in textbooks [85] and only the required relations will be given. The actual design and
variable definitions are given in Fig. 3.5. For better adaptability it is built from pipes with
the nominal standard diameter of 100mm with ISO-K 100 and ISO-CF 100 connectors.
The strategy to bridge the pressure difference from 1× 102 Pa in the cell to 1× 10−6 Pa

in the experimental chamber is to use multiple differential pumping stages. A differential
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Figure 3.4: Transmission of XUV through 25mm of Ar at 150Pa for different energies
expressed in harmonic order (multiples of 850 nm) [73]
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Figure 3.5: Setup of the vacuum system of the HHG cell: All elements inside the hori-
zontal main tubes are rotationally symmetric with respect to the center axis
of the tubes. q and p denote flow and pressure. The indices A,B,C,D,E, F
are given according to the pumps. a and b refer to choked flows. 1 and 2
label the remnant flows. See text for details on the setup.

pumping stage is a volume with an entrance and an exit (here for the laser beams) and
a pump and designed such that most entering gas leaves through the pump and not
through the exit. This is achieved by using the smallest exit diameters possible for the
beam and a pump with a pumping speed that results in a much larger flow than the
exit.
The center of the setup is the HHG cell. Its pressure is maintained by a feedback loop

consisting of a pressure gauge and a gas inlet with an electronic valve.
The cell is surrounded by differential pumping stages. The chamber to the right side

(in Fig. 3.5) has a special geometry. The laser path is kept to 25mm to reduce the
reabsorption of XUV by the gas. Reducing the length to the order of magnitude of the
hole diameter would allow gas particles to simply pass the stage. The volume between
the entrance and exit holes must be open towards Pump C. Obstacles would reduce the
effective pumping speed.
There are two more differential pumping stages to the right. Both have exits with

60mm long tubes that reduce the flow despite a relatively large diameter and are pumped
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by Pump D or E respectively. Behind the stages is the XUV chamber. The VMI inside
results in gas load which will require a share of the chamber’s pump’s pumping speed. It
is assumed that 150 l/s are available to keep the pressure pF at 1× 10−6 Pa (safe value
from above), which defines a maximum flow from the differential pumping chamber of
Pump E. More flow results in a higher pressure pF .
The differential pumping stage of Pump B is symmetric to the stage of Pump C.

Model Checking the above criteria requires calculating all pressures by a system of
equations constructed from the equation of choked flow, flow conservation, pumping
speeds and conductances. All flows and pressures are defined in Fig. 3.5.
The two holes of the cell results in a flow out of the HHG cell that is choked for the

parameters of each gating method as the pressures in the neighboring chambers pB,C is
less than

(
2

κ+1

) κ
κ−1 p, where κ is the heat capacity ratio and the term equals 0.487p for

single atomic gases. Therefore, the flows qa,b do not depend on pB,C [85]:

qa,b = 0.51p
√
π

4 v̄Ahole a,b

√√√√κ

2 ·
( 2
κ+ 1

)κ+1
κ−1

(3.3)

v̄ is the average speed of the atoms in the cell and Ahole is the area of the hole. The
factor 0.51 in the last equation represents the geometry of the hole [86], which is shown
in Fig. 3.5. In vacuum technology flow q is formulated with the product of pressure
and volume as conserved quantity, which is equivalent to particle number at constant
temperature, because of the ideal gas law. If the incoming and outgoing flows a volume V
differ by ∆q, its pressure is changing as V dp/dt = ∆q.
The system is intended to work with constant pressures so that the flows are conserved:

qa = qA + qB (3.4a)
qb = qC + q1 (3.4b)
q1 = qD + q2 (3.4c)
q2 = qE + qF . (3.4d)

As there are no gas sources in the gating chamber and the compressor has its own pump
it is assumed that there is no gas flow through the entrance of the setup in Fig. 3.5 and
the flow escaping the differential pumping stage of Pump B qA leaves the system via
Pump A. The pumping speed S relates the pressure in front of the pump to the flow
through it:

qi = Sipi i = A,B,C,D,E, F (3.5)
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Table 3.1: Calculation of 4w(z), the estimation for minimum necessary orifice and tube
diameter. The geometry of the beam and HHG cell stems from the theoretical
calculation of HHG parameters for different gating methods in Chap. 2 as
summarized in Tab. 2.3. The names of the holes match the indices of the flows
in Fig. 3.5. A set of rounded, smallest diameters matching all gating methods
is given as ’Choice’. Manufactured denotes values describing machined parts
that base upon outdated calculations.

Gating
technique

Minimum hole diameter (mm)
A a b 1 2 F

Ionization gating 4.06 4.10 4.25 4.29 4.55 5.14
Polarization gating 3.16 3.18 3.49 3.52 3.69 4.12
DOG 3.12 3.14 3.36 3.38 3.57 4.02
HDOG 2.94 2.95 3.42 3.45 3.67 4.19
Choice 4.10 4.10 4.30 4.30 4.60 5.20
Manufactured 2.00 2.00 2.00 2.00 4.00 5.00

for the respective pump. The conductances relate pressure gradients and flows:

qA = CA(pB − pA) (3.6a)
q1 = C1(pC − pD) (3.6b)
q2 = C2(pD − pE) (3.6c)
qF = CF (pE − pF ) (3.6d)

[85]. They are calculated from the geometry of the linking orifice and tube. Their naming
is according to the affected flow. The conductance Chole of an orifice of diameter D is
D2πv̄/16. A tube of length L and diameterD provides a conductance Ctube = D3v̄π/12L.
The orifice conductances CA and C1 are calculated from the respective diameters. C2
and CF additionally take the tubes into account via C−1 = C−1

hole +C−1
tube . The tubes of

60mm length are added to reduce the conductance of the orifices.
The orifices have to be large enough to let the laser pulses pass. The beam parame-

ters from the theoretical optimization define a beam radius w(z) for any hole position.
Integrating the equation of the Gaussian pulse, Eq. (2.9), reveals that 99% of the energy
are located within a radius of 1.5w(z):∫ 1.5w0

0 exp(−2r2

w2
0

)rdr∫∞
0 exp(−2r2

w2
0

)rdr
= 1− exp(−2 · 1.52) (3.7)

= 99%

A diameter of 4w(z) is chosen adding a buffer for the alignment of the holes.
Tab. 3.1 shows the required hole sizes. They are calculated from the optimal geometry

for each gating method. The table also gives a choice, which is the rounded largest hole
diameter and values for manufactured parts.
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Table 3.2: Evaluation of the design criteria for three scenarios: The first three double
rows evaluate the criteria on page 80 (Low B-integral, low XUV absorption,
VMI at safe operation pressure). The high vacuum pressures of the pumps
are given too.

All values are pressure in Pa
Value Chosen hole size Double chosen hole size Manufactured,
Condition p=139, Ar p=347, Ar p=2000, N2

pA 8.6e-03 2.5e-01 1.9e-02
pA < 1 OK OK
pC 3.7e-01 2.9e+00 1.8e+00
pC < 150 OK OK
pF 5.1e-09 8.1e-06 1.6e-08
pF < 1e− 6 OK Failed
Pump Pressure in front of the pump
Pump A 8.6e-03 2.5e-01 1.9e-02
Pump B 3.4e-01 2.7e+00 1.8e+00
Pump C 3.7e-01 2.9e+00 1.8e+00
Pump D 3.5e-03 1.1e-01 6.3e-03
Pump E 3.5e-06 7.7e-04 7.2e-06

Theoretical and Experimental Evaluation The system of equations is solved for the
chosen hole sizes and the optimal pressure for ionization gating. The other methods
require less pressure.
By solving the equations for different vacuum pumps from the market and comparing

the results to the requirements a set of pumps was chosen and procured. Their pumping
speeds are SA = 50 l/s, SB = SC = 500 l/s and SD = SE = 151 l/s. Choosing larger
pumps presents a reserve for later modifications.
The pressures resulting for these pumps are shown in Tab. 3.2’s second column. It

passes all criteria. As the hole diameters and the cell pressure are compatible with all
gating techniques this design supports all simulated gating methods. The pressures in
front of the HHG cell, pA, after the cell, pC and in the VMI chamber, pF , are much
lower than required.
However, the solution is not technically exaggerated with respect to the requirements.

The next column of Tab. 3.2 uses diameters and a HHG pressure that are larger by a
factor of 2. pA is only a factor of 4 beneath the maximum and the pressure in the VMI
chamber is too high by factor of 7.
In both cases the pressure pC still seems safe regarding XUV reabsorption but the

choice of commercially available vacuum pumps in this pressure regime is limited. A
few Pa are too low for rough pumps to operate effectively and too high for high vacuum
pump operation. The chosen solution is to compose a pumping block of an adapter
from 100 to 160mm nominal tube diameter and a turbomolecular pump. The limited
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Figure 3.6: Vendor specified pumping speed as a function of high vacuum pressure for
the used Leybold MAG W 600 iP (Pump B and C) in connection with its
tube diameter reduction and protective mesh

conductance of the adapter reduces the pressure at the inlet of the actual pump. Fig. 3.6
shows that it provides adequate pumping unless the pressure is higher than a few Pa.
The graph also show an instantaneous drop in pumping speed at 20Pa, which reflects
the end of the operation range because of gas friction based heating of the pump. All
turbomolecular pumps use water cooling to reduce this effect.
The lower part of the table shows the pressure on the high vacuum side of the pumps.

As discussed, pump B and C are close to the highest pressure feasible for operation. All
other pumps are safe.
The last column of Tab. 3.2 shows the result of the same calculation but for the

manufactured part’s hole diameters and 2000Pa of N2 in the HHG cell. To validate the
model pE was measured. After 6 h of operation it was 4.0× 10−5 Pa without gas inlet
and increased to 5.8× 10−5 Pa if the N2 supply was opened. The calculation does not
take the desorption of gas from the surfaces or leakage into account. However, it predicts
the effect of the flow from the HHG cell to be 7.2× 10−6 Pa. The measured difference is
2 times higher, 1.8× 10−5 Pa. The error is acceptable as the calculation is very simple
and the position is far from the HHG cell with a defined pressure. The base pressure
and the difference indicate the need for a surplus in pumping capacity.

3.3 XUV-IR Station
This end station uses the driving IR and the generated XUV pulses. Using the spatial
separation concept from Sec. 3.1 the pulses are separated, delayed and focused into a
spectrometer. Fig. 3.7 illustrates the setup and the section describes it. As the driving IR
of the HHG is reused, the section assumes ionization gating. The additional structures
in the IR in all other cases elongate the pulse and can influence an experiment.

Filtering The pulses arriving from the HHG are spatially separated: The IR forms a
donut mode with the XUV in its center (Sec. 3.1). In order to remove the IR from the
XUV beam completely a metal filter is mounted on a 0.15mm thick cover glass or on

85



3 High Harmonic Generation Setup, End Stations

FilterMotorized
iris

XUV
IR

IR

VMI

Split 
mirror

Figure 3.7: XUV-IR station: The metal filter removes the IR from the XUV pulse af-
ter a motorized iris reduces the IR intensity. The pulses are then delayed
with respect to each other and focused into the interaction region of the
schematically depicted VMI.

7.5 µm thick Kapton wires so that the inner part is cleaned from IR but the outer IR
can pass. Before the filter, a motorized aperture removes the energy from the IR.

Optical Delay Unit The commercial optical delay unit is designed to mount two con-
centric on-axis focusing mirrors. The outer annular mirror focuses the IR over 13 cm
into the interaction zone of a velocity map imaging spectrometer (VMI). The XUV is
focused to the same position by a round mirror set into the center of the IR mirror.
These two mirrors are moved by pico-motors, which control the focusing angles as well
as the time delay between both pulses, which can be up to 300 fs with a resolution of
3 as.
The maximum delay shifts the focal position by 90 µm in the propagation direction.

However, the IR’s focus is much longer: Using the NOPCPA beam diameter of 8mm,
the focal length and the position of the mirrors ≈ 2.5m after the HHG cell the Rayleigh
length, b , can be calculated to be 5mm (Eq. (2.9), (2.10)). Therefore, the shift can be
neglected.

Intensity Estimation The theoretical optimization in Sec. 2.4.2 returns an IR and XUV
pulse (Fig. 2.18) at the end of the HHG cell for ionization gating. The reflectivity of the
mirrors in the optical delay unit and sizes of the focuses are used to rescale the pulse
intensities and predict an intensity in the interaction region.
Condensed matter typically has a reflectivity in the XUV below 1× 10−4 for normal

incidence [87]. Exceptions are specially designed multilayer mirrors, which need to be
specially designed for each HHG spectrum. The design of multilayer mirrors is still
challenging. Bandwidth, added chirp and maximum reflectance must be optimized [88].
The spectrum of the theoretical XUV pulse from ionization gating ranges from harmonic
number 28 to 34 (Fig. 2.15). As a rough measure for possible reflectivity the value of
12% for the mirror XUV41BW17 from Ultrafast-Innovations GmbH is taken, because
of its bandwidth.
The size of the XUV mirror is assessed from the divergence for the 137mm long HHG
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Figure 3.8: XUV and IR intensity as a function of time: Pulses from the theoretical
ionization gating (Sec. 2.4.2) at the end of the medium are taken and rescaled
for the calculated focal size and loss at the XUV multilayer mirror.

gas cell from Midorikawa et al. [42], 0.7mrad, the HHG cell-mirror distance of 2.5m
and the mean wavelength of the XUV pulse (harmonic 31, Fig. 2.15). Eq. (2.10) then
returns a beam waist of 0.65 µm. The same formula gives an IR beam waist of 35 µm.
The IR mirror’s reflectivity is assumed to be one.
Fig. 3.8, the result of the rescaling, shows the peak XUV and IR intensities to be

7× 1013 W/cm2 and 1.5× 1017 W/cm2, respectively. Both intensities are the result of a
large setup. Consequently, there are many sources for deviations:

• The HHG simulation is semiquantitative and the predicted efficiencies lower than
the literature references. Furthermore, it bases upon assumed NOPCPA output
specifications.

• The focus is smaller if the beam at the mirror is larger. This can be achieved by
a larger distance between HHG cell and mirror.

• The focal size is calculated from the Gaussian beam. Beam distortions increase
the size.

• The loss of energy by forming the donut mode of the IR is not included in the
calculation but will reduce the intensity.

Velocity Map Imaging The actual experiment takes place in a VMI [89]. This para-
graph summarizes its principles as introduced by Eppink and Parker [90]. The device uses
an inhomogeneous field from three annular plates: The repeller, extractor and ground
electrode. By adjustment of the relative voltages at repeller and extractor the field shape
can focus charged particles from an interaction zone to the micro channel plate (MCP).
The amplified electrons are observed using an acceleration field, a phosphorus screen and
a CCD camera. The position is almost independent of the position of creation and the
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Figure 3.9: Summary of the setup for the XUV-XUV station: The section goes through
all details of the image. The dashed lines show the shape of the second XUV
pulse.

initial momentum is ’pancaked’ along the extraction field. If the velocity distribution
of the investigated process is symmetric with respect to an axis perpendicular to the
extraction field, the entire 3d velocity distribution can be reconstruction by an inverse
Abel transformation [91]. The energy distribution of the particles can be calculated
from the result. Alternatively, the same setup is a TOF spectrometer when grounding
the extractor electrode. The VMI is linked to the setup only by an ISO-CF 250 flange
and can therefore easily be replaced to vary gas source, maximum detectable energy and
resolution. The advantage of the current VMI [92] is the integration of the gas source
in the repeller, which maximizes the possible gas density in the interaction zone.

3.4 XUV-XUV Station
Alternatively, the XUV and IR pulses can be co-propagated towards the XUV-XUV
station, which discards the IR pulse, splits the XUV pulse into two and focuses them
into another VMI. Advanced data processing is enabled by the option to record XUV
characterization data and VMI images for each laser shot. The steps are described in
the following paragraphs and are depicted in Fig. 3.9.

Filtering The first step is to remove the majority of IR with the motorized iris. As the
IR is only in the outer parts simple blocking is possible. Metal filters (Sec. 3.1) remove
any remaining IR.

XUV Optics Another strategy to circumvent the low reflectance for normal incidence
in the XUV regime is using optics in grazing incidence. Fig. 3.10 shows the energy
dependence for different grazing incidence angles of B4C, a material widely used for its
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Figure 3.10: Spectral reflectivity of B4C in s or p-polarization and different grazing in-
cidence angles as a function of photon energy [73]

high reflectance [93]. The smaller the angle is, the higher the reflectivity becomes. On
the other hand smaller angle also require larger surfaces for the same beam diameter.
Using the 0.7mrad beam divergence from p. 87, the distance from the HHG cell to the
collimation mirror of 3m and the 3w criterion from Eq. (3.7) for the diameter containing
99% of the energy, the necessary lengths of the mirrors for each angle can be calculated to
be 18, 9 or 6 cm for 2, 4 and 6°, respectively. A grazing incidence angle of 4° is chosen as
a compromise. s-polarization offers more reflectivity than p-polarization. Consequently,
the HHG has to produce vertical polarization and the VMI must be oriented to have a
MCP with a vertical surface.
Due to the size of the VMI the focal length is chosen to be 30 cm. Reusing the beam

size at the collimation mirror and harmonic 31’s wavelength from the previous section,
Eq. (2.10) returns a focal beam waist of 1.2 µm and a Rayleigh length for the XUV of
180 µm. 180 µm corresponds to a delay of only 600 fs. As the limitation to much smaller
delays is not adequate, the moving of the foci is avoided by collimation:
A first toroidal mirror collimates the beam. The mirror has −86 020mm and −418mm

radii of curvature in the tangential and sagittal plane. The focal length is 3m. Two plane
mirrors, which can be moved independently, split XUV pulse into two delayed pulses.
They are as close as possible to each other to minimize the loss of XUV. The last toroidal
mirror focuses both pulses over 30 cm into the interaction region of a VMI. The radii of
curvature are −8680mm and −41.97mm2.
Each mirror is mounted on a five axis stage. To enhance the interferometric stability

of the two XUV pulses vibrations of the plane mirrors with respect to each other are
reduced: The turbo pump of the chamber is not attached directly but via vibration
damping. The optical breadboard is decoupled via spacers from the chamber. A heavy

2The relation of radii of curvature for a focal size of 3m and 30 cm do not follow the simple expectation
of the a factor of exactly 10 because they were optimized by the manufacturer.
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Figure 3.11: Camera setup for synchronized single shot recording of VMI and XUV char-
acterization images: Laser shots at 100Hz trigger the cameras that record
VMI and XUV characterization. Both images are mated in a computer that
can save any image or average subsets of them.

metal block is bolted to the bread board and holds a combined optomechanical compo-
nent mounting both plane XUV mirrors. During his internship Iason Katechis built and
described an interferometric setup that confirmed the stability to a level of 30 as over
short durations. The maximum XUV-XUV delay is 80 fs.

XUV Characterization The XUV characterization unit (Fig. 3.9) has three modes of
operation and bases upon the design from Kornilov et al. [94]. Mode A measures the XUV
pulse energy by a calibrated XUV diode. Mode B represents a spectrometer consisting
of a 100 nm transmission grating, a camera, a MCP and a phosphorus screen. Mode C
attenuates the beam with a filter before it images its spatial properties with the MCP.

Data Acquisition The VMI and gas source are linked only via ISO-CF 160 flanges
to easily adapt them to future experimental conditions. The advantage of the current
implementation is the presence of a gas source with a supersonic expansion, which cools
the gas particles to allow e.g. cluster formation or reduce the internal energy of the
particles.
More sophisticated data processing techniques are possible due to the ability of record-

ing synchronized camera images from the VMI and the XUV characterization unit. To
this end a computer with a camera for the XUV VMI and for the XUV characteriza-
tion unit is set up and a program was written within the thesis to synchronize both
sources. It is tested to write both images at the full repetition rate of 100Hz to hard
disk. Additionally, real time processing of the images is possible. For example, in case
the stability is insufficient for a specific task and an algorithm is known that can select
adequate laser shots, the corresponding VMI pictures can be averaged immediately to
guide the adjustments. Fig. 3.11 illustrates this concept.
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Figure 3.12: XUV intensity as a function of time: Pulses from theoretical ionization
gating (Sec. 2.4.2) at the end of the medium are rescaled for the calculated
focal size and loss at the three reflections at B4C mirrors.

Intensity Estimation Finally, the calculated XUV focus size is used to predict an in-
tensity under the assumption of the theoretical intensity from Sec. 2.4.2, the numer-
ical optimization for ionization gating. It is shown in Fig. 3.12 to have a maximum
of 1.3× 1014 W/cm2. The splitting is not accounted for so that the value reflects the
situation without delay. As for the XUV-IR station, the number may deviate:

• An additional uncertainty is the loss of XUV in the region between the plane B4C
mirrors intended for splitting.

• As the end station discards the IR, all gating methods become available. Other
methods result in different XUV energies and longer HHG media, which result in
lower divergence and large foci in the interaction zone unless the distance between
HHG cell and collimation mirror is adapted.

3.5 Summary

The last part of the experimental setup provides the radiation and instruments to con-
duct pump-probe experiments with intense and short XUV radiation.
To this end, using the results from the theoretical optimization of HHG in Chap. 2 a

flexible design is introduced, which covers a strategy to spatially separate the driving IR
radiation from the generated XUV by a donut mode in the IR beam and rather technical
aspects of the process. The most important solutions are an elaborated, experimentally
tested vacuum design to prevent XUV reabsorption, IR beam degradation via the self-
focusing instability and a too high pressure in the VMI. The solution enables all simulated
gating techniques, which allows to test and compare them experimentally. Alternatively,
running hybrid DOG is calculated to yield the highest conversion efficiency.
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The end stations allows XUV-IR pump-probe experiments in the interaction region
of one VMI with a maximum delay of 300 fs. The XUV-XUV station uses another VMI
and can observe the pulses through an XUV spectrometer, spatial profiler or measure
its energy though a diode. A computer is tested to record synchronized VMI images and
XUV characterization data at up to 100Hz. The XUV intensity of 1× 1014 W/cm2 of
both setups is about as high as the 1× 1013 W/cm2 to 1× 1014 W/cm2 successfully used
by Tzallas et al. [17] for an autocorrelation with XUV. The maximum delay is 80 fs.
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4 Multiphoton Sequential XUV Double
Ionization of Argon

4.1 Introduction

This thesis paves the way to as-as XUV-XUV pump-probe-experiments, which are de-
manding in terms of intensity and pulse duration. High intensities in the XUV alone are
interesting even without short pulse durations. The attention is related to the develop-
ment of ultrashort XUV/X-ray free electron lasers (FELs) in the last decades [95, 96].
FELs produce intense and ultrashort XUV/X-ray pulses. Neutze et al. [97] suggest to
use ultrashort pulses to dramatically reduce damage to biological samples and to create a
powerful device for diffractive imaging. For the successful development of these methods,
it is essential to be able to observe and understand changes of the electronic structure
while the sample is illuminated by the FEL pulses. Therefore, it is important to unravel
the multi-photon, multi-electron ionization dynamics of model systems in XUV/X-ray
laser fields.
Without covering all fields a few example should be given to illustrate the width of

systems where multi-photon, multi-electron ionization dynamics occur: Clusters are one
interesting model system. They show a complex ionization scheme: Atoms in a cluster
are ionized. The escaping electrons create a potential that reduces further ionization.
Schütte et al. [98] used the setup described in this chapter to measure energy-resolved
photoelectron yields at different cluster sizes and XUV intensities. Their results suggest
the excitation of Rydberg states in the plasma. Noble gas atoms provide a well-studied
and fundamental model system. Therein, single-electron multi-photon ionization via
intermediate states was observed by Hikosaka et al. [99]. The authors analyzed the
electron energy resolved photoelectron yield of Ar for different pulse wavelengths to
unravel multiple ionization pathways. The studies take advantage of power laws. For
example the energy of electrons stemming from autoionization is constant. In contrast,
Heissler et al. [100] observed single-electron two-photon ionization without intermediate
states. The second ionization of Ar required two of their XUV photons. At intensities of
at least 5× 1011 W/cm2 the corresponding photoelectrons were measured. Their overall
yield was proportional to the approximately second power of the XUV energy, which
also indicated a two-photon process. The authors suggested to use this nonlinearity for
pulse characterization. Xenakis et al. [101] also investigated a power law using the third
harmonic of 248.6 nm light at 15 eV. They used one photon to excite a state in Ar which
was then ionized by a further photon. As the third harmonic’s energy depends on laser
power to the power of three, they expected a power of 6 in laser energy. Their yield was
proportional to the third power of the fundamental laser energy because the first step
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was saturated, effectively resulting in a single photon process.
Nonlinearities are not limited to simple power laws. Rabi oscillations add a further

effect: Stimulated emission. The Rabi oscillation is a general effect and occurs in quan-
tum mechanical two-level systems that are driven by an oscillatory field. Photons are
periodically absorbed and emitted so that the system oscillates between both states.
The phenomenon is formulated for a general system and the original publication by
Rabi [102] covers a general system in a rotating magnetic field. Rabi oscillations are of
a fundamental nature in physics and are therefore present in many fields.
Examples include research in quantum computing such as Li et al. [103]. They investi-

gated quantum dots with few states and demonstrated a quantum gate with a quantum
dot that contains two electron-hole pairs that exhibited Rabi-like oscillations. They pro-
posed its usage for information processing. Experiments closer to the scope of the thesis
were conducted too. Vasa et al. [104] used 700 nm-700 nm pump-probe and found Rabi
oscillations in surface plasmons.
Rabi oscillations were not time resolved in the XUV so far. Sato et al. [105] measured

the intensity dependence of the two-photon ionization in He at a free electron laser
facility. The power law contradicted the lowest-order perturbation theory. Sako et
al. [106] identified Rabi oscillations as the reason for the deviation.
Further theoretical studies confirmed promising research opportunities within the

XUV regime: Gaarde et al. [107] studied transient absorption and reshaping of XUV
pulses in He, which were dressed by a moderately strong IR field. Their cross section
was reduced by Rabi oscillations between 2s and 2p states driven by the IR as it pe-
riodically removes population from the states responsible for the absorption. Kaiser et
al. [108] modeled two states resonantly coupled by an XUV field and a high intensity
photo-ionization of one of these states. The resonant coupling lead to Rabi oscillations
that changed the relation of XUV intensity and ionization probability, because the state
coupled to the continuum has varying populations. Additionally, the model predicts a
shift of the Rabi frequency originating in the ionization.
In summary, Rabi oscillations are abundant in a wide range of problems but there is

only one, indirect measurement in the XUV range. The aim of this chapter is to add
a more direct observation of Rabi oscillations in the XUV to the knowledge about this
fundamental phenomenon.
Next, the experimental setup is briefly described (Sec. 4.2). The measured data of

pump-probe XUV-IR experiments in Ar reveal the delay dependent presence of Ar1+ ,
Ar2+ and electrons. The main ionization process and the relevant states are identified in
Sec. 4.3. The following Sec. 4.4 develops a deeper understanding based upon a quantum
mechanical model to reproduces non-trivial features in the delay dependences. Sec. 4.5
critically reviews the model. Sec. 4.6 summarizes the chapter.
The measurement were conducted together with Judith Dura, who also participated in

discussions on the analysis of the data. The other parts base upon the work of the author.
The paper mentioned in the list of publications (page 157) as item no. 2 represents a
short version of this chapter.
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Figure 4.1: Experimental setup: The setup consists of an pump (lower) and probe (up-
per) arm fed by the same laser. XUV is generated via HHG and the IR is
filtered out. The IR in the probe arm is delayed and its intensity attenuated.
Both arms are reunited by an annular mirror before being focused into the
VMI.

4.2 Experimental Setup

For the experiment a fs laser system, a HHG system and a VMI end station located
at the Max-Born-Institute, Berlin were used. This section is dedicated to describe the
experimental setup (Fig. 4.1).
A Ti:sapphire laser amplifier delivered pulses centered at 790 nm with 35 fs (FWHM)

pulse duration and 35mJ pulse energy at 50Hz repetition rate. The output was split
into two beams. 90% of the energy was compressed and loosely focused over 5m into
a 15 cm long HHG cell, which was statically filled with Xe at a pressure of 1.3mbar.
The IR and resulting XUV collinearly propagated until the point where an iris and a
100 nm thick Al foil filtered the IR out. The XUV passed an annular mirror with an
open diameter of 6mm and was focused by a boron carbide coated, on-axis mirror into
the interaction region of a VMI over 75mm. The target was an Ar gas beam formed by
expanding 1 bar of Ar into vacuum through a nozzle with a diameter of 500 µm. The
other arm of the initial IR received 10% of the pulse energy. The beam was compressed,
sent through a delay stage and attenuated using a λ/2 plate and a polarizer. After
passing a telescope the IR is recombined with the XUV pulse by the annular mirror. In
the experiment, the XUV was used as pump pulse and the IR as probe pulse.
The resulting experimental conditions were:

XUV The XUV spectrum in the interaction region consisted of the harmonics 11, 13,
15 and 17 of the 790 nm fundamental pulse. Fig. 4.2 shows a typical photoelectron
spectrum of Ar atoms (ionization potential: 15.76 eV) ionized by XUV together with
the respective photoionization cross section. The positions of the harmonics were used
to calibrate the energy scale, where the energy of a harmonic h was 1.57 eV · h. Their
relative intensity could be evaluated by observing how many electrons they generated
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Figure 4.2: Photoionization cross section for the first ionization of Ar [109] (dashed line)
and electron yield as a function of photon energy (solid line): Dotted lines
mark the center of the harmonics. Harmonic 17’s position is slightly off
because of imaging aberrations.

by ionization of Ar atoms at a given cross section. In recent experiments, about 10 nJ of
XUV were available and a focus intensity of 2× 1012 W/cm2 [110]. XUV pulse durations
were estimated to be (20± 3) fs [111] and the focal size was 3 µm [98].

IR The IR intensity was up to 1× 1014 W/cm2 and could be selected by the angle of
the λ/2 plate in front of the polarizer in the IR arm. The relation between the angle
of the λ/2 plate and the transmission was calibrated using a power meter and used to
access the relative IR intensities in the chapter. The IR focus measured about 10 µm in
diameter.
The IR pulse duration could be estimated by a so-called sideband scan [112]. When the

harmonics of the IR ionize an atom, an additional, temporally overlapping IR pulse can
shift the energy of the resulting photoelectrons. The HHG spectrum only contains odd
harmonics. The additional photon changes the energy of the original photoelectrons by
the energy of one IR photon. Thus the electron yield for energies corresponding to odd
harmonics drops and contributions at energies corresponding to even harmonics appear.
Fig. 4.3a shows this delay-dependent redistribution. As the energy shift requires the
presence of one photon of each pulse, the yield reduction of the harmonics and the yield
between the harmonics is proportional to the cross-correlation of both pulses [112].
It was assumed that both pulses have a Gaussian dependence on time. The cross-

correlation is then a Gaussian function with the FWHM τFWHM,cc, which was fitted to
the data. The FWHMs fulfill

τ2
FWHM,cc = τ2

FWHM,IR + τ2
FWHM,XUV . (4.1)
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Figure 4.3: Sideband scan (see text for details): a) shows the electron yield as a function
of electron energy and delay. Black (white) horizontal lines mark odd (even)
harmonics. b) The dots show the average over the energy interval marked in
a). They are offset to match the height to the a) side and fitted by Gaussian
functions with a common FWHM duration.

Fig. 4.3b presents a Gaussian fit to the averaged electron yields of these features. Using
the fitted τFWHM,cc and τFWHM,XUV =(20± 3) fs Eq. (4.1) predicts an IR duration of
(71± 3) fs, which is much more than expected from the previous 35 fs pulse duration of
the Ti:sapphire amplifier. Optical elements in the probe arm are unlikely to cause the
elongation as an independent IR compressor is available. Therefore, the reason for the
discrepancy is unknown. The center time was used to define the temporal overlap of the
XUV and IR pulse as 0 fs. The fit returns an error of 2 fs for time zero.

4.3 Experimental Results

4.3.1 Time of Flight and Velocity Map Imaging Experiments

This section describes measurements, while the analysis is shown in Sec. 4.3.2.
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Figure 4.4: Example of the time-of-flight dependence of the ion yield in TOF mode for
XUV only and a combination of XUV and IR at a delay of about 800 fs. The
abscissae are calibrated using the peaks for Ar1+ and Ar2+ .

The influence of IR and XUV was investigated using the setup described in Sec. 4.2
with an atomic jet of Ar as target. For this chapter the intensity of the IR was chosen
so low that no ionization was detected from IR alone. Fig. 4.4 shows an example of the
TOF ion yield measurements. XUV alone resulted in a peak (with electronic ringing)
identified as Ar1+ . Additional IR lead to a small peak related to Ar2+ .
In the course of the chapter only the total amount of both ions is analyzed. It equals

the integral over the respective peak and is typically averaged over 256 laser shots.
Fig. 4.5 shows the Ar2+ yield as a function of delay between XUV and IR for 6 repre-

sentative of 16 measured IR intensities. If the IR arrived before the XUV, the Ar2+ yield
equaled the XUV-only yield. In case the IR arrived after the XUV, the maximum amount
of Ar2+ was generated. The Ar2+ yield for delays with overlapping XUV and IR pulses
was generally increasing but its dependence deviated from a simple step function. The
difference can be described by a feature at overlap, which reduces the yield for high IR
intensities, and a reduction at a delay of 50 fs, which is present for all IR intensities.
Fig. 4.5 uses the sum of a Boltzmann sigmoid

Y = BBS + DBS

1 + exp tBS−t
τBS

(4.2)

and Gaussian functions as an eye guiding fit for this dependence. The Boltzmann sigmoid
represents a step function starting from a base value BBS . It increases by DBS over a
length given by the slope τBS . Its center is at tBS .
To eliminate the possibility that the nonmonotonous behavior originated from laser

fluctuations a scan with rising delays and a scan with falling delays was conducted
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Figure 4.5: Experimental Ar2+ yield as a function of pump-probe time delay and cali-
brated, relative IR intensity IIR/ImaxIR (dots). The experimental data is fitted
with a superposition (continuous lines) of a Boltzmann sigmoid (Eq. (4.2))
and two Gaussian functions. The FWHM of the sidebands (Fig. 4.3) is given
(shadow area) as an indication of the temporal overlap of the XUV and IR
pulses. Two features at 0 and 50 fs are marked by vertical dashed lines.

at every IR intensity. Additionally, the IR intensities were examined in a randomized
order. Further measurements were necessary to understand the underlying process and
the nonmonotonous behavior. They are descried in the following.
Fig. 4.6 is similar to Fig. 4.5 but shows longer delays. The yield was fitted by an

exponential decay with offsets

Y = Ak exp τ/τ21 +Bk. (4.3)

A single decay time of τ21 = (168± 7) ps was applied to fit all IR intensities. Different
heights Ak were necessary because the maximum Ar2+ yield depended on IR intensity k.
The baselines Bk compensated changing baselines, which can originate from fluctuations
in the laser leading to different XUV pulses.
Fig. 4.7 and 4.8 compare Ar1+ and Ar2+ yields as a function of delay. Under the

given experimental conditions the yields can be directly compared1. Fig. 4.7 shows
1The extractor and repeller voltages were 0 keV and 6 keV. As the interaction zone was in the middle of
both electrodes the kinetic energies of Ar1+ and Ar2+ were 3 and 6 keV respectively. Yagi et al. [113]
found that for this regime the detection probability is almost the same for Ar1+ and Ar2+ . It was
assumed that the MCP gain was constant.
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Figure 4.6: Ar2+ yield Y as a function of XUV-IR delay τ and IR intensity. The experi-
mental data is normalized independently for each IR intensity. The exponen-
tial fit (4.3) uses a common decay time τ21 but its height Ak and baseline Bk
are independent for each IR intensity.
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Figure 4.7: Ar2+ and Ar1+ yield as a function of delay for an IR intensity of 0.46 ImaxIR :
The error bars represent standard deviations from multiple measurements.
The arb. units of both y-axes can be directly compared (see text). The
fittings for Ar1+ and Ar2+ follow a Boltzmann sigmoid (Eq. (4.2)).
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Figure 4.8: Ar2+ and Ar1+ yield as a function of delay for an IR intensity of 0.46 ImaxIR :
The error bars represent standard deviations from 9 measurements. The
arb. units of both y-axes can be directly compared (see text). The fitting
for Ar2+ is an exponential decay. The Ar1+ yield is fitted by using a single
constant. The Ar1+ line is the difference of the Ar2+ fit and this constant.
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Figure 4.9: Ar2+ yield as a function of the sum of the Ar1+ and the Ar2+ yield: Ar1+ and
Ar2+ were simultaneously measured for single laser shots. 1000 pairs were
fitted by a power law using a least square algorithm. The points are grouped
according to their yield of Ar1+ and Ar2+ . For each group, the number
of contained points (dotted line), Ar2+ yield’s mean and standard deviation
(error bars) are plotted.

the Ar1+ and Ar2+ ion yield for short delays. The Ar1+ yield declined by 7% between
positive and negative delays. The Ar2+ yield rose by the same absolute amount. The
plot also shows the sum of both yields to be constant within the error bars. Fig.4.8 is
the counterpart of Fig. 4.7 for long delays: The Ar1+ yield rose for ps-delay. Again, the
sum of the Ar1+ and Ar2+ yield was constant within error bars.
To find the number of XUV photons involved in the formation of Ar2+ the relation

between the Ar2+ yield and XUV intensity was investigated within single laser shots.
The laser and hence the XUV pulses were fluctuating over time resulting in different
yields of both ions. The single shot Ar2+ yield was shown to be approximately quadratic
in the sum yield of Ar1+ and Ar2+ (Fig. 4.9), which is proportional to the XUV intensity.
VMI measurements complemented the TOF measurements of this section. The VMI

recorded a new contribution of electrons at kinetic energies from 0.53 eV to 0.96 eV
(Fig. 4.10) when the IR was later than the XUV. At lower kinetic energies weaker con-
tributions emerged at 0 and 0.13 eV (Fig. 4.10b). Their origin is unknown. Fig. 4.11
shows that the delay-dependence of the integrated electron yield from 0.53 to 0.96 eV
reproduced the delay dependent Ar2+ yield from TOF measurements in shape and du-
ration.

4.3.2 Ionization Mechanism

Using the measurements from Sec. 4.3.1 this section deduces the mechanism behind the
ionization. Fig. 4.12 summarizes the resulting process.
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Figure 4.10: a) and b) Normalized 2d photoelectron momentum distributions for ioniza-
tion of Ar atoms with XUV pump and IR probe at delays of (a) −148 fs
and (b) 753 fs; c) Corresponding angle integrated photoelectron spectra

For each IR intensity the Ar2+ yield is largest when the IR pulse is coming after the
XUV pulse. As the yield decreases again for delays on the ps time scale the XUV pulse
must prepare a (set of) state(s) in Ar or Ar1+ that can be ionized to Ar2+ by the IR and
decays otherwise. These states shall be referred to as Ar+∗ . As the sum of Ar1+ and
Ar2+ is constant for all delays the state decays to Ar1+ for ps delays. The identification
of Ar+∗ as a singly ionized state originates from considerations involving energies and
the number of XUV and IR photons:
In order to quantify the influence of the IR intensity on the maximum yield of Ar2+ ,

Boltzmann sigmoids are fitted to a series of TOF Ar2+ yield measurement as in Fig. 4.7.
Each element of the series was recorded at a different IR intensity. Fig.4.13 shows the
dependence of the rise DBS on the IR intensity. It rises linearly for small IR intensities
and saturates for larger IR intensities. The dependence of DBS on the IR intensity can
be modeled without insight into the influence of the XUV, because for large delays XUV
prepares a finite Ar+∗ population |C∞Ar+∗ |2, which is independent from the properties of
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Figure 4.12: Scheme of Ar2+ generation: First, an XUV photon ionizes Ar to Ar1+ .
Then, a second photon from harmonic 17 excites Ar1+ to Ar+∗ . Ar+∗ can
either decay to Ar1+ or is ionized by an IR photon.
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Figure 4.13: DBS , the Ar2+ yield difference between large positive and large negative
delays, as a function of IR intensity. DBS results from a fit of a Boltzmann
sigmoid (Eq. (4.2)) to the experimental data as in Fig. 4.5. The error bars
represent fit uncertainties. The fit of DBS follows Eq. (4.5a).

the IR. The ps decay of Ar+∗ can be neglected on the fs time scale. Then Ar+∗ is ionized
to Ar2+ according to

d

dt
|CAr+∗ |2 = −σI

n
0 f

2n
IR

~ωIR
|CAr+∗ |2 (4.4a)

d

dt
|CAr2+ |2 = σIn0 f

2n
IR

~ωIR
|CAr+∗ |2 (4.4b)

where the Ar2+ population |CAr2+ |2 is 0 before the IR pulse, σ is the IR photoionization
cross section, I0 the maximum IR intensity and fIR the relative field envelope. n is the
number of IR photons involved in the process. As DBS is |CAr2+ |2 for large delays, it
satisfies

DBS ∝ |C∞Ar+∗ |2(1− exp(−σ′In0 )) (4.5a)

σ′ := σ

~ωIR

∫
f2n
IRdt (4.5b)

Fig.4.13 shows a fit of the experimental data by this equation. As n is close to one, one
IR photon is involved in the process.
In order to evaluate the number of involved XUV photons, it is observed that the first

ionization energy of Ar is lower than the photon energy of the harmonics. Furthermore,
VMI spectra contain electrons with energies corresponding to the difference of the first
ionization potential of Ar and the photon energy of the harmonics. Hence, Ar is ionized
by them and the Ar1+ yield can be used as a measure for the XUV intensity. Fig. 4.2
reads an average cross section σ for this ionization of about 30Mb. At the assumed XUV
intensity of 2× 1012 W/cm2 and pulse duration of 20 fs 89% of the Ar will remain neutral.
This shows that the Ar1+ yield was far from saturation and linear in XUV intensity. As
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later processes can further ionize Ar1+ , the sum of Ar1+ and Ar2+ is proportional to the
XUV energy. Fig. 4.9 shows the Ar2+ yield to depend approximately quadratic on this
sum. Therefore, two XUV photons are involved in the generation of Ar2+ .
One of them is already known to ionize Ar so that only one is left to prepare Ar+∗ .

The second ionization energy of Ar is 27.63 eV. The energies of the IR photon plus
one photon from the harmonics 11-17 harmonics are 18.9, 22.05, 25.2 and 28.35 eV,
respectively. Only harmonic 17 has sufficient energy to lead to ionization. This completes
the justification of the ionization process as summarized in Fig. 4.12.
Assuming that the excitation to Ar+∗ is almost resonant, the model predicts electrons

with an energy of 0.7 eV to be produced along with Ar2+ . The VMI measurements (see
Fig. 4.10 and 4.11) validate the model by showing the correlation between such electrons
and the Ar2+ yield.

4.3.3 Ar+∗ States

The last section introduced the Ar+∗ state(s). To test the above model this section tries
to identify them. The second purpose is to provide literature values for the properties
of the Ar+∗ states for later use.

Identification The Ar1+ states listed in the NIST atomic database [114] are used as
candidates for Ar+∗ states, which must be accessible from one of the ground states of
Ar1+ via harmonic 17 and the IR must be able to ionize them. The criteria are repre-
sented in Fig. 4.14:

1. The cross section for the ionization of Ar to the lower Ar1+ ground state is 21.5Mb
while the higher state has 10.7Mb [115]. Hence both Ar1+ states are expected to
be relevant. The highest possible energy of Ar+∗ is assumed to be the energy of the
higher ground state plus the central energy of harmonic 17 plus half its FWHM
(0.9 eV) and accordingly for the lower bound.

2. The selection rules for dipole transitions must be obeyed [116].

3. The energy conservation for the ionization of Ar+∗ by an IR photon must be satis-
fied. For an energy of an IR photon and Ar+∗ state the three different Ar2+ ground
states can lead to three photoelectron energies separated by 195meV, the max-
imum energy difference of the Ar2+ ground states. The finite IR bandwidth of
60meV(FWHM) broadens these lines. An Ar+∗ energy of 730meV under the ion-
ization potential hence explains electron kinetic energies from 620meV to 875meV,
which is centered on the broader, measured interval from 530meV to 960meV and
therefore the most likely binding energy of Ar+∗ states.

Five different states suit the selection rules and energy conservation. The last criterion
favors 3s2 3p4(1D)5d 2S1/2. It is also close to the center of the energy interval accessible
by harmonic 17. This indicates a higher spectral intensity than the four other possible
states.
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Figure 4.14: Search for Ar+∗ as described in the text: Criterion 1, being accessible from
Ar1+ ground states, is represented by dashed horizontal lines. Excited
Ar1+ states that fail criterion 2, the selection rules, are not drawn. The
dotted horizontal line shows the energy that best suits criterion 3, explain-
ing the observed photoelectrons. They are drawn as well.

Table 4.1: Literature values from Verner et al. [117] and Storey and Taylor [118] for
weighted oscillator strength for the transition from both Ar1+ ground states
to the Ar+∗ states. The additional calculation is described by Eq. (4.7). ’-’
indicates a forbidden transition. N.A. denotes missing values.

State [114] Excitation from Ar1+ : gf
Configuration J Energy both J=3/2 J=1/2

and term (eV) [118] [117] calc. [117] calc.

3s2 3p4(1D)6s 2D
all 0.132
3/2 26.40024 0.00856 0.00857 0.0426 0.0431
5/2 26.40040 0.0772 0.0772 N.A. -

3s2 3p4(1D)5d 2D
all 0.0691
5/2 26.61537 0.0404 0.0404 N.A. -

3s2 3p4(1S)5s 2S 1/2 26.66475 0.0601 0.03888 0.0389 0.0193 0.0196
3s2 3p4(1D)5d 2S 1/2 26.88995 0.230 N.A. 0.149 N.A. 0.0749
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Table 4.2: Literature values for the Einstein A coefficients: The values are calculated
from Tab. 4.1 via Eq. (4.8).

State [114] Decay to Ar1+ : A21 ( µs−1)
Configuration J Energy J=3/2 J=1/2 Sum
and term (eV) [117] calc. [117] calc. calc.

3s2 3p4(1D)6s 2D
3/2 26.40024 64.7 64.8 318 326 391
5/2 26.40040 389 388 N.A. - 388

3s2 3p4(1D)5d 2D 5/2 26.61537 207 206 N.A. - 206
3s2 3p4(1S)5s 2S 1/2 26.66475 600 601 294 302 903
3s2 3p4(1D)5d 2S 1/2 26.88995 N.A. 2334 N.A. 1175 3509

XUV Excitation to Ar+∗ The likelihood of transition by excitation or emission can
be expressed by weighted oscillator strengths gf . They represent the relation of the
absorption/emission rate of the atom to a classical model. Higher values indicate stronger
interaction [119].
Verner et al. [117] published extensive data including transitions between the ground

states of Ar1+ and all except the most important of the five Ar+∗ states, 3s2 3p4(1D)5d
2S1/2. Within the Opacity project Storey and Taylor [118] calculated gf values to all
Ar+∗ candidates’ configurations and terms. In order to apply the information to the
Ar+∗ states the gf values for the levels with their specific J quantum number need to be
calculated. The relation between dipole moments and gf values is

µ2 = 3
2g2

~e2

meω21
gf (4.6)

[119]. g2 is the degeneracy of the excited state and ω21 is the transition frequency.
Within LS coupling the contributions of the states to the overall dipole moments µ of
the configuration can be calculated. If the total orbital momentum of the respective
states are L and L − 1 with total spin angular momentum S then the dipole moments
of the term µconfi and of the state µstate relate as

µstate =µconfi

·


(J+L−S−1)(J+L−S)(J+L+S+1)(J+L+S)

4JL(4L2−1)(2S+1) if ∆J = ∆L
(2J+1)(J+L−S)(J−L+S+1)(J+L+S+1)(−J+L+S)

4J(J+1)L(4L2−1)(2S+1) if ∆J = 0
(J−L+S+1)(−J+L+S)(J−L+S+2)(−J+L+S−1)

4(J+1)L(4L2−1)(2S+1 if ∆J = −∆L
(4.7)

[120, 121] The respective number from both sources and the result of Eq. (4.7) are given
in Tab. 4.1. Verner et al. and the calculation agree in any value given by both sources.
As 3s2 3p4(1D)5d 2S1/2 has the highest gf value of all states in the table, the previously
described ionization model is not challenged.
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Figure 4.15: Photoionization cross sections [118] (solid line) for the Ar+∗ states’ config-
urations. Each plot gives the electron energy distribution (dashed line)
for the IR spectrum and averages the spectrum over this quantity to gen-
erate an effective number for the IR photoionization cross section. Only
3s2 3p4(1D)6s 2D represents two Ar+∗ states.

Decay of Ar+∗ The next property that is expected from the Ar+∗ states is spontaneous
decay. The Einstein A coefficient of a transition is the probability per time that an
electron decays spontaneously from the energetically higher state to the lower state. It
can be calculated from the gf values by

A21 =gf
g2

ω2
21e

2

2πε0mec3 (4.8)

[119]. Tab. 4.2 shows the coefficients resulting from the equation and Tab. 4.1.
Generally, the decay time of a state i, τ21, is related to the Einstein coefficients Aik to

all accessible states k as

τ−1
21 =

∑
k

Aik. (4.9)

For a decay time of (168± 6) ps (Fig. 4.6), the Einstein A coefficients have to sum up to
5952 µs−1. This is larger than the sum of the A21 of 3s2 3p4(1D)5d 2S1/2, 3509 µs−1. All
other Ar+∗ states are even lower. The difference may be attributed to the contribution
of decay channels beyond the available literature data.

IR ionization of Ar+∗ The last property that presents a test to the Ar+∗ states is the
ionization cross section. Within the Opacity project Storey and Taylor [118] also cal-
culated photoionization cross sections for the configuration belonging to the Ar+∗ states
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Figure 4.16: Quantum states and interactions involved in the model: One Ar1+ state
and n Ar+∗ states are linked via XUV excitation at a detuning of ∆n. The
IR couples each of these states to the continuum of Ar2+ and an emitted
electron with total energy of E. The ground state of Ar and the first
ionization are neglected.

(see Fig. 4.15). The Ar+∗ states only have one excited electron with a principal quantum
number of 5 or 6. This indicates relatively separated cores and valence electrons with
low interaction. Assuming that J does not matter is therefore a simple approximation.
The calculation also returns energies for the Ar+∗ states. They differ from the energies
from the NIST atomic database. For example the 3s2 3p4(1D)5d 2S1/2 is 0.740 eV (NIST
atomic database) or 0.639 eV(Opacity project) beneath the ionization threshold. This
difference of 101meV is relevant as the cross sections are dominated by a pattern of
spikes on the same length scale (Fig. 4.15). For consistency the energy scale of Storey
and Taylor is used for this plot. Nevertheless the NIST data is preferred for all other
issues as it is experimental.
The favored 3s2 3p4(1D)5d 2S1/2 state has the highest cross section. Therefore, IR

photoionization of this state is more efficient than for the other Ar+∗ states. A lower
value than the other Ar+∗ candidates would challenge the ionization mechanism.

4.4 Qualitative Model of Ar2+ Generation

This section introduces a quantum mechanical model. It bases upon the ionization
mechanism from the last section and is intended to shed light on the jet unexplained
behavior of the Ar2+ yield for fs delays.

4.4.1 Fedorov-Kazakov Model

One of the ground states of Ar1+ and an arbitrary number of Ar+∗ states are included.
A continuum of states describes Ar2+ and the freed electron. The different ground states
and the first ionization of Ar are neglected. The treatment is based upon the work of
Fedorov and Kazakov [122] and extensions from [123, 124].
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The quantum state of the system can be written as

|Ψ(t)〉 = |Ar1+ 〉 CAr1+ (t) exp(−i/~EAr1+ t)

+
∑
n

|Ar+∗ n〉 Cn(t) exp
(
−i/~

∫ t

0
EAr+∗ n(t′)dt′

)
(4.10)

+
∫

|Ar2+E〉 CAr2+ E(t) exp(−i/~Et)dE

where the E are the respective energies of the states and the functions C describe the
evolution of the system.
The Schrödinger equation (Ĥ + V̂ )|Ψ〉 = i~ ∂

∂t |Ψ〉 uses the Hamilton operator of the
unperturbed system Ĥ and the perturbative contribution from an electric field V̂ , which
couples Ar1+ to the |Ar+∗ n〉 via the XUV field and |Ar+∗ n〉 to the continuum states by
the IR field. Fig. 4.16 illustrates the states and their interaction.
The assumptions of Fedorov and Kazakov are:

• The electric field envelopes are smooth and the pulses are Fourier-limited. The
spectrum is narrow compared to the energy differences of the states.

• The rotating wave approximation is valid.

• There are no transitions within the continuum.

• The continuum states CAr2+ E(t) do not have population at the ionization threshold
at any time.

• The transition dipole moment is smooth for the ionization of Ar+∗ .

• The XUV produces a negligible Stark shift.

The model incorporates the IR-induced Stark shift for the energies EAr+∗ n. As these
are Rydberg states the effect increases the energy by the ponderomotive energy Up =
e2λ2I

8π2ε0c3me
(Eq. (2.2)) [125]. At an IR intensity of 1× 1014 W/cm2 and a wavelength

of 790 nm Up equals 5.7 eV. The Stark shift changes the energy of the Ar1+ state by
−1/4αE2 where α is the polarizability and E the IR field strength. The reduction of
energy is 130meV at the same IR intensity [126, 127]. The energy shifts for both groups
are proportional to the IR intensity and are different by factor of 44. Hence, the field
dependence of EAr1+ is neglected and EAr+∗ n =: En + Up(t) is set, where En is the
energy of the state in the absence of the ponderomotive shift. Up is included via the
energy detuning ∆n:

∆n =EAr1+ + ~ωXUV − En − Up(t) (4.11a)

=EAr1+ + ~ωXUV − En −
e2λ2IIR

8π2ε0c3me
f2
IR(t) (4.11b)

where the fields are written with a time dependent function f(t) and the maximum field
F . This gives E = Ff(t) for the electric field and is used throughout the model for the
IR and XUV field.
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Evaluation of the Schrödinger equation results in

ĊAr1+ (t) = + ifXUV (t) ·
∑
n

VAr1+ n

~
· exp

(
i

~

∫ t

0
∆n(t′)dt′

)
· Cn(t) (4.12a)

Ċn(t) =− ifXUV (t) · VnAr1+

~
· exp

(−i
~

∫ t

0
∆n(t′)dt′

)
· CAr1+ (t)

− f2
IR(t) · π

~
VnE

∑
k

VEk · exp
(
it

~
(En − Ek)

)
· Ck(t) (4.12b)

[122, 124, 123] The coupling terms Vmn of two states coupled by an electric field
reduce to f(t)Vmn = −1/2µmnf(t)F where µmn is transition dipole moment and ω is
the angular frequency of the electric field.
As 〈Ψ(t)|Ψ(t)〉 = 1 the Ar2+ population can be calculated from CAr1+ and Cn. The

initial condition is that before XUV interaction all population is in state |ΨAr1+ 〉.
The physical quantities can be reformulated into a few rates:

• Ar1+ - Ar+∗ coupling via XUV: µAr1+ nFXUV
~ =: Ωn. Ωn is the maximum Rabi

frequency of the XUV excitations to a state n. This interpretation is discussed
later.

• Ar1+ - Ar+∗ energy detuning via constant difference and an Up dependent term:
1
~∆n(t) =: ∆en − upf2

IR(t). ∆en = 1
~(EAr1+ + ~ωXUV − En) is the detuning rate

of the XUV excitation to a state n. up = 1
~

e2λ2IIR
8π2ε0c3me

is the maximum Up-related
detuning rate.

• Ar+∗ ionization: |VEn|2/~ = IIR csn
2πωIR~ =: Γn where csn is the cross of state n. Γn is

IR ionization rate of a state n.

The constants Ωn, ∆en, up and Γn are sufficient to calculate the model for any given en-
velopes fIR(t) and fXUV (t). The relation |VnE |2 = IIR csn

2πωIR originates from a comparison
of Eq. (4.4), which describes the classical ionization rate, and Eq. (4.12) for fXUV = 0.
Using these substitutions Eq. (4.12) simplify2 to

ĊAr1+ (t) = + ifXUV (t) ·
∑
n

Ωn/2 · exp
(
i∆ent− iup

∫ t

0
f2
IR(t′)dt′

)
· Cn(t) (4.13a)

Ċn(t) =− ifXUV (t) · Ωn/2 · exp
(
−i∆ent+ iup

∫ t

0
f2
IR(t′)dt′

)
· CAr1+ (t)

− f2
IR(t) · π

√
Γn
∑
k

√
Γk · exp (it(∆ek −∆en)) · Ck(t). (4.13b)

2It is additionally assumed that the VnE are real and positive. The assumption only matters in Sec. 4.5.1
and 4.5.3.
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Figure 4.17: Rabi oscillations: Population of |Ar1+ 〉 and |Ar+∗ 0〉 according to Eq. (4.16).
Extrema are marked by their φRabi for later reference.

The calculations take advantage of the finite length of cos2 pulses. They are:

fXUV (t) :=
{

cos2 t+τ
2τXUV π if −τXUV < t+ τ < τXUV

0 else
(4.14a)

fIR(t) :=
{

cos2 t
2τIRπ if −τIR < t < τIR

0 else
(4.14b)

for the respective fields. τ is the delay between the peaks of the relative envelopes.
τIR/XUV are the corresponding FWHM time durations.
For later reference the simplest solution of this model is calculated analytically. As-

suming only two states, |Ar1+ 〉 and |Ar+∗ 0〉, no detuning and no IR field the equa-
tions (4.12) reduce to:

ĊAr1+ (t) = + ifXUV (t)Ω0/2C0(t) (4.15a)
Ċ0(t) =− ifXUV (t)Ω∗0/2CAr1+ (t) (4.15b)

with the solution:

CAr1+ (t) = cos(φRabi(t)/2) (4.16a)

C0(t) = Ω0
|Ω0|

· sin(φRabi(t)/2) (4.16b)

φRabi(t) = |Ω0|
∫ t

−∞
fXUV (t′)dt′ (4.16c)

This solution (Fig. 4.17) is the so-called Rabi-oscillation [102] with a maximum Rabi
frequency |Ω0|: The frequency of the change of the populations is φRabi(t)

dt = |Ω0|fXUV (t).
The Rabi phase φRabi governs the number of cycles and its value at the end of the XUV
pulse is used throughout the chapter to describe the structure of the time dependence
of the population of the Ar1+ and Ar+∗ states.
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4.4.2 Effective State Model
The model is first applied to predict the ion yields from the experimental conditions
and the literature values for the five Ar+∗ states. It is then used to fit the experimen-
tal Ar2+ yield. The model defined in Sec. 4.4.1 is used with the lower ground state
of Ar1+ and one effective state formulated to represent the five previously discussed
Ar+∗ states. The first paragraph defines the effective state:

Effective State The parameters of the effective state are chosen such that the new state
has the same effect on the Ar2+ and Ar1+ populations as the five Ar+∗ states together.
The values for the properties of the states are taken from Tab. 4.1 and Fig. 4.15. The
intensities3 IXUV = 2× 1012 W/cm2 and IIR = 1× 1014 W/cm2 stem from Sec. 4.2:

• Parameter Ωeff = 0.132 fs−1: The squared dipole moment of a set of transitions
is equal to the sum of the squared dipole moments of the single transitions [119].
As µAr1+ nFXUV

~ = Ωn

Ωeff :=
√∑

n

Ω2
n (4.17)

is chosen accordingly.

• Parameter ∆eeff = 0.0055 fs−1: Average over states’ ∆en, weighted by Ω2
n to

represent their relevance. The corresponding energy detuning equals 3.6meV.

• Parameter up = 8.9 fs−1: It only depends on IR intensity and is therefore the same
for any state. The maximum ponderomotive energy shift is 5.8 eV.

• Parameter Γeff = 0.20 fs−1: Average over states’ Γn, weighted by Ω2
n to represent

their relevance.

Model with Experimental Parameters Eq. (4.13) is solved numerically for the dis-
cussed parameters at the highest IR intensity of 1× 1014 W/cm2 and a range of XUV-IR
delays. The resulting ionized fraction is plotted together with the corresponding mea-
surement (Fig. 4.18a). First, the section discusses the structure of the Ar2+ dependence
on delay i.e. the existence of minima and maxima.
The theory reproduces two features of the experimental data: (i) The Ar2+ yield

rises from one stationary value to a higher one and (ii) the yield decreases around time
overlap. However, the decrease is stronger than in the measured data and reduces the
yield around temporal overlap to almost zero. In contrast, the measured data shows only
a slight reduction. The discrepancy can be decreased by reducing up (dashed-dotted
line).
The theory fails to reproduce a local maximum and minimum for longer delays (40

and 50 fs respectively). At smaller delays than this minimum lies a maximum, which
3The simplification to attribute all XUV intensity to harmonic 17 is justified on page 133
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Figure 4.18: Result of Eq. (4.12) for the effective state at the maximum IR intensity
1× 1014 W/cm2: a) shows the Ar2+ yield predictions of the model in case
of the expected experimental parameters. The solid and the dashed-dotted
graph are using the same parameters except that the XUV pulse duration is
increased to 30 fs or the up is ten times smaller than expected, respectively.
For reference, the corresponding experimental Ar2+ yield is given as the
normalized fit line of Fig. 4.5 (dotted line). b) and c) show for different
XUV durations the time developments of the field envelopes, fXUV and
fIR, the populations of Ar1+ and the effective state, and the amount of
ionization at a delay that is large enough to always separate both pulses
(101 fs).
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can be additionally reproduced by increasing the influence of the XUV by elongating
the XUV pulse duration at the same XUV intensity (continuous line).
Fig. 4.18b exhibits why the Ar2+ yield at large delays is less than the maximum

Ar2+ yield at a delay of 65 fs for an XUV pulse duration of τXUV = 30 fs. It shows
the development of the populations for a delay where the IR pulse follows after the XUV
pulse. The population is first excited from Ar1+ to the effective state by the XUV and
then converted partly back creating a maximum in the Ar+∗ population. The situation
is the same as the simple model for Rabi oscillations (Eq. (4.16)). At the end of the
XUV pulse the Rabi phase reaches a value slightly higher than π. As Ar+∗ is ionized
by the IR, the Ar2+ yield is a measure for the population of the effective state during
the IR pulse. The maximum in |Ceff (t)|2 translates into a maximum of the Ar2+ yield
at a certain delay between The XUV and IR. This relation explains why the expected
parameter set with τXUV = 20 fs does not show a local maximum (Fig. 4.18c).

Fit There are several reasons to fit the parameters of the effective state (Ωeff , ∆eeff ,
up and Γeff ) and the pulse durations (τXUV and τIR):

• The XUV field parameters influence the Ar2+ yield structurally. The XUV pulse
parameters were not measured but a 50% difference in τXUV can change the shape
of the delay dependence of the Ar2+ yield (Fig. 4.18).

• Sec. 4.5 discusses the limits of the accuracy of the model. As it is only qualitative,
all parameters should be interpreted as effective.

• Using calculated values only reproduces basic features hinting that the actual ex-
perimental parameters are different from the expected.

The main qualitative difference between the delay dependent Ar2+ yields in Fig. 4.18a
and the measured equivalent is that the stationary value at long delays is lower than the
new maximum (Fig. 4.18b). Following the understanding of the relation between the
Ar2+ yield and the Ar+∗ population from the last paragraph, the Ar2+ yield as a function
of delay should mimic the population of Ar+∗ as a function of time: It should rise to a
local maximum and then fall to have a local minimum and then reach a high value after
the XUV pulse. In terms of the Rabi phase this means a final value of φRabi = 3π (Refer
to Fig. 4.17).
Guided by the desired Rabi phase of 3π and the up related quantitative difference

of the minimum at overlap the parameters Ωeff , ∆eeff , up, Γeff , τXUV and τIR are
manually chosen to approximately match model and experimental data. A least square
algorithm fine-tuned all parameters. Additionally, there are two technical parameters:
Ycoef , a coefficient to the yield from the model, is applied after measurement and fit
data normalization. Another parameter, τ0, corrects a possible error in the position of
the overlap of XUV and IR.

Fit Quality Fig. 4.19 shows the fit (line) and the data (dots). For the highest intensity
the model shows a local minimum at an XUV-IR delay of 50 fs and a reduced yield
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Figure 4.19: Fit (solid line) of the experimental dependence of the Ar2+ yield on delay
and IR intensity (dots): The fitted parameters are given in Tab. 4.3. Only
the IR intensity related values for up and Γeff are far (factor 50) from
expectation.

around overlap. Both features and their dependence on IR intensity are reproduced by
the model: Experimental and modeled curves for lower IR intensities are more similar to
simple step functions around overlap, while the minimum at 50 fs remains. Furthermore,
the yield difference between long negative and long positive delays is reproduced for the
range of IR intensities.

Fit Quantities Values from the fit and from the calculation based upon experimental
conditions are given in Tab. 4.3.
The parameter Ωeff is proportional to the XUV field strength and 33% higher than

expected. τXUV is larger than expected by a factor of 2.3. Both parameter describe the
XUV field but HHG is highly susceptible to daily alignment and the deviations from the
expected τXUV are within reach.

∆eeff describes the detuning between the corresponding photon energy and the tran-
sition energy. The model assumes a monochromatic pulse with a constant frequency. For
the Ar+∗ states, 3s2 3p4(1D)6s 2D3/2,5/2, 3s2 3p4(1D)5d 2D5/2, 3s2 3p4(1S)5s 2S1/2 and
3s2 3p4(1D)5d 2S1/2, the detunings are 0.37, 0.37, 0.16, 0.11 and −0.11 eV. These values
are relative to the central energy of harmonic 17. Its spectral width (FWHM 0.9 eV)
is bigger than the energy differences between the states and the center of harmonic 17.
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Table 4.3: Comparison of fitted and expected parameters: The expectations for Ωeff ,
∆eeff , up and Γeff are calculated on page 114. Sec. 4.2 gives τXUV and
τIR. τ0 and Ycoef are expected to correct only small differences. The error
estimations stem from the fit.
Parameter Fit value Expected value Ratio
Ωeff (fs−1) 0.1741884± 0.0000060 0.131 1.33
∆eeff (fs−1) 0.00158± 0.00011 0.0055 0.29
up(fs−1) 0.1732± 0.0056 8.9 0.020
Γeff (fs−1) 0.00498± 0.00021 0.202 0.025
τIR(fs) 86.4± 1.8 71 1.22
τXUV (fs) 47.44± 0.24 20 2.37
τ0(fs) 0.1130958± 0.0000085 0 nan
Ycoef 1.079± 0.016 1 1.08

Using the central frequency is therefore an important approximation and leads to the
reinterpretation of ∆eeff : As the detuning reduces the efficiency of a transition, it ap-
pears likely that spectral components of the harmonic with a smaller detuning should
be weighted more resulting in a smaller, effective ∆eeff . As the fitted values are smaller
than the expected for monochromatic XUV, the fit may have found this effective value.
up also describes a detuning and is therefore affected by the same mechanism.
up and Γeff are lower than expected by a comparable number and are both propor-

tional to the IR intensity. This indicates that the IR intensity is not 1× 1014 W/cm2

but 2.0× 1012 W/cm2 (from up) to 2.7× 1012 W/cm2 (from ∆eeff ). The difference is
large and established from two independent sources, making it unlikely that the way
the quantities are defined is the origin. The accuracy of the IR intensity from Γeff is
limited as (i) The averaging over the Ar+∗ state’s Γn is not rigorous. (ii) it bases upon
only one (most important state) or two (rest) theoretical calculations of cross sections
and (iii) those are reduced to a single number for each state by an average (Fig. 4.15).
The accuracy of the IR intensity from up is limited by the above mentioned bandwidth
of the XUV, which does not comply to the assumptions of the Fedorov-Kazakov model.
The experimentally expected intensity of 1× 1014 W/cm2 were deduced from the relative
yield of Ar1+ and Ar2+ from IR only ionization. Hence, there must be Ar in a region
with such intensity. But this region does not necessarily contain the XUV focus. The
foci of XUV and IR are expected to lie at different positions along the propagation axis
as multiple checks during the experiments eliminate the possibility of missing lateral
overlap.
The IR pulse duration τIR is 22% longer than expected. As mentioned before τIR

is only an effective parameter (p. 116). The parameter τ0, the time overlap correction,
is within the error of the calibration of time overlap of ±2 fs (Sec. 4.2) and the height
correction Ycoef is close to 1.
Some of the errors from the least square fit procedure are very small and are only

given for completeness. For example t0’s is 8.5× 10−6 fs. The 10 fs spacing in the delay
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grid and the fit discrepancies deny such small errors. The qualitative accuracy of the
model is a greater source of uncertainty. The thesis focuses now on the physical meaning
and the approximations in Sec. 4.5.

Quantum Mechanical Detail Fig. 4.20a shows the modeled Ar2+ yield fitted to the
experimental data at the highest IR intensity as function of XUV-IR delay and the pulse
envelopes and populations as functions of time at four different delays (Fig. 4.20b). The
lowest part of Fig. 4.20b presents the situation for a delay where the XUV and IR do
not overlap. As intended, the maximum Rabi phase is close to 3π. Compared to the
expected parameters (Fig. 4.18) the lower Γeff results only in a partial ionization of the
Ar+∗ state.
Fig. 4.20b also shows the time evolution at the Ar2+ yield minimum at the delay of

50 fs (Fig. 4.20a). It was proposed that the Ar2+ yield minimum relates to the minimum
of the population of the effective state as the IR is ionizing only its population. However,
at that time the relative envelope fIR is not close to its maximum. The reason is that
the IR pulse is too long to accurately probe the effective state. For shorter IR pulses
the delay dependence of the Ar2+ yield converges towards a shape that has the same
structure as the time dependent population of the effective state (Fig. 4.21).
The Rabi oscillations are affected by the Up shift. It increases the detuning of the

XUV excitation and reduces its efficiency and ability to transfer all population between
the effective state and Ar1+ . This is most visible at a delay of 0 fs (Fig. 4.20b). Fig. 4.22
shows the effect of the parameter up on the delay dependent Ar2+ yield by increasing up
further: Higher values reduce the yield close to overlap. As up encodes the Stark effect,
the reduced yield at a delay of 0 fs can be attributed to it.
The graph also displays the system evolution for a delay of −60 fs (Fig. 4.20b). The

XUV transfers population into the effective state. At that time the IR pulse is already
too weak to ionize the majority of the effective state population and the total ionization
yield is low.

4.5 Review of Assumptions

This section discusses the approximations made in the quantum mechanical model.

4.5.1 First Ionization and States not Modeled

According to the discussion in Sec. 4.3, the first ionization is caused by the XUV pulse.
Fig. 4.23 plots the classical time dependence of the remaining Ar. Most of the Ar
remains unionized for both parameter sets, the fitted and the experimentally expected.
Therefore, no strong saturation effects complicate the ionization.
The used Fedorov-Kazakov model does not take this first, simple ionization into ac-

count. The corresponding extension is unknown to the best of the knowledge of the
author. A representation of Ar and a transfer mechanism from Ar to Ar1+ are miss-
ing for a full model of the ionization process as given in Fig. 4.12. In this model the
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Figure 4.20: a) shows the modeled Ar2+ yield fitted to the experimental data at the high-
est IR intensity as function of XUV-IR delay. b) depicts the pulse envelopes
and populations as functions of time at four different delays marked in a)
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Figure 4.21: Effect of the IR pulse duration on the relation of the Ar2+ yield and the
Ar+∗ population: The plot uses one axis for time and another axis for time
delay dependences. Time delay axis: Ar2+ yield calculated for the fitted
parameters and parameters only modified by the factor β. The IR pulse
duration is multiplied by the factor β and Γeff is divided by β to sustain the
terminal amount of Ar2+ despite the lower amount of time for ionization.
The parameters Ωeff , ∆eeff , up and τXUV remain. Time axis: |Ceff |2 is
plotted for the fitted parameters and a delay high enough to separate IR
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Figure 4.22: Influence of up in the model: The Ar2+ yield for the fitted parameters and
derived parameters are shown. The parameters Ωeff , ∆eeff , Γeff , τIR and
τXUV remain. Only up is increased by a factor. The convolution fIR⊗fXUV
is shown as a reference for IR influence during the Rabi oscillations.
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Figure 4.23: Ar atomic populations (Analog to Eq. (4.4)) during the XUV pulse as a
function of time for the experimentally expected XUV pulse (thin line) and
the fitted XUV parameters (thick line).

sum of the populations in Ar1+ , Ar+∗ and Ar2+ would rise from zero to a small number
(<0.3 in Fig. 4.23) during the XUV pulse. In contrast, this sum is always 1 in the
Fedorov-Kazakov model. Therefore, the sum is more overestimated at the beginning of
the XUV pulse than at its end. It appears likely that this trend influences the delay
dependent Ar2+ yield and that the Fedorov-Kazakov model underestimates the yield at
small positive delays in comparison to the yield at small negative delays.
The classical ionization model described in Fig. 4.12 does not cover quantum me-

chanical phases. The next model also gives an idea of the influence of the phase of the
populations resulting from the first ionization:
The used Fedorov-Kazakov model only takes one Ar1+ ground state, 3s2 3p5 2P o3/2,

into account. Its cross section for the first ionization is 21.5Mb [115], which is not
large enough to neglect the 10.7Mb of the other ground state, 3s2 3p5 2P o1/2. The latter
state can only be excited to three of the Ar+∗ states, as given in Tab. 4.1. The energy
difference between both Ar1+ states is 177meV which translates into a period of 23 fs for
beatings. As the IR pulse duration is much larger no major influence is expected from
the energy difference. The other differences are covered by the next model.
The Fedorov-Kazakov model was originally presented for an arbitrary number of

Ar+∗ states in Sec. 4.4.1. Here all identified Ar+∗ states will be taken into account.
To test the influence of the two Ar1+ ground states, they need to be populated. As

the cross sections relate as 2:1 the initial conditions

〈3s2 3p5 2P o3/2|Ψ(t = −∞)〉 =
√

2/3 (4.18a)

〈3s2 3p5 2P o1/2|Ψ(t = −∞)〉 =
√

1/3eiφ0 (4.18b)

with a free relative phase of φ0 are chosen. As the constant phase is not justified more
than by being the simplest assumption, the following model will only show the influence
of the added states and couplings, while the influence of the first ionization remains
unknown. Changing φ0 will only give a very rough idea of relevance of the missing first
ionization.
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Figure 4.24: Result of a fit of a model with 2 Ar1+ states and all 5 Ar+∗ states: a)
Fitted ionization for φ0 = 0 and the corresponding experimental yields. The
influence of the initial conditions is shown by plotting the model results for
other φ0 but parameters fitted for φ0 = 0. These curves were normalized
to the terminal height of the φ0 = 0 dependence. b) shows the populations
and field envelops for φ0 = 0. The high XUV-IR delay avoids overlapping
XUV and IR fields.
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It is straightforward to add the interaction for another Ar1+ state to the model de-
scribed by Eq. (4.13) and Eq. (4.14). Without using the effective state, the model is
parametrized by maximum Rabi frequencies for each allowed XUV excitation (8 con-
stants, see Tab. 4.1), a ∆en and Γn for each of the five states, up and the pulse durations
τXUV and τIR.
The maximum Rabi frequencies encode the excitation dipole moments, which are

in principle complex quantities. Their phase is important for the interference effects
between contributions from different couplings to the same state. The phases can be
chosen such that all dipole moments are real [116] and in this model it is further simplified
that they are positive.
The fitting parameters are chosen as follows:
• Using the Rabi frequencies, up and ionization rates Γn would result in 14 param-

eters. To reduce the number to two, these values are parametrized by the XUV
and IR intensity.

• It was discussed that the detuning rate ∆eeff is an effective parameter and much
lower than calculated from the central wavelength of the XUV and energies of the
states because the spectrum of harmonic 17 is broader than assumed by Fedorov
and Kazakov (p. 117). Obtaining effective ∆en is not feasible here, because 5
additional fit parameters would be introduced. It is chosen to set the ∆en to 0,
instead of the full value as the fitted value for the effective state model was only
29% of the expected value. Using this percentage as a factor to the five ∆en is
not feasible as the position of the states relative to the harmonic spectrum is not
constant.

• The pulse durations τIR and τXUV and the parameter Ycoef for signal height cor-
rection are fitted.

The fit is conducted with φ0 = 0 and the resulting curve is shown in Fig. 4.24a. The
quality of the reproduction of the experimental curve is comparable to the fit’s with
the effective state. Fig. 4.24b shows the behavior of the Ar1+ and Ar+∗ populations.
The populations of both Ar1+ ground states maintain a time independent ratio. The
majority of the population (maximum: 69%) of the Ar+∗ states is in the most important
state 3s2 3p4(1D)5d 2S1/2 followed by 3s2 3p4(1S)5s 2S1/2 (maximum: 18%). The other
states never contain more then 6%. 3s2 3p4(1D)5d 2S1/2 and the other state’s population
maintain a roughly time independent ratio. 3s2 3p4(1S)5s 2S1/2 shows a slower ionization
as its cross section is smaller (Fig. 4.15: 2.81Mb) than 3s2 3p4(1D)5d 2S1/2’s cross
section (Fig. 4.15: 3.99Mb). The three other states also have smaller cross sections
(Fig. 4.15: <0.87Mb) and are ionized even slower. The similar behavior among the
Ar1+ and Ar+∗ states and the dominance of 3s2 3p4(1D)5d 2S1/2 explains why this fitting
result is similar to the fitting result of the effective state model and confirms the former
merging of the Ar+∗ state to the effective state and only on Ar1+ state.
The fitted parameters are:
• IR intensity: (1.74± 0.07)TW/cm2 (result from fit using the effective state:

2.0. . . 2.5TW/cm2)
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Figure 4.25: Ar2+ yield as a function of delay from the effective Ar+∗ state model for
different XUV intensities and a weighted average over them. Each curve is
labeled with its Rabi phase. See text for details.

• XUV intensity: (2.1± 0.1)TW/cm2 (result from fit using the effective state:
3.5TW/cm2)

• τIR: (92.8± 0.4) fs (result from fit using the effective state: 86 fs)

• τXUV : (51± 1) fs (result from fit using the effective state: 47 fs)

• Ycoef : 1.12± 0.03 (Expected: 1)

The new fitting parameters are similar to those from Sec. 4.4.2. The effective XUV
intensity is still comparable with the effective state results but closer to the expectation
of 2TW/cm2 for the peak intensity.
Modeling of the first ionization would replace the initial conditions by a transfer

mechanism from the Ar ground state to the Ar1+ ground states. The used cross sections
for this transition determine the strength of the mechanism but do not provide any phase
information. To gain insight into its importance, Fig. 4.24a changes the phase φ0. The
structure of the dependence changes and the minimum at 50 fs vanishes. Therefore, it
appears likely that the missing ionization mechanism influences the shape of the delay
dependent Ar2+ yield.

4.5.2 XUV Intensity Averaging

According to the Fedorov-Kazakov model the Ar2+ yield changes nonlinearly with XUV
intensity, which is fluctuating from shot to shot (Fig. 4.9). As the measured Ar2+ is an
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Figure 4.26: Volume averaging fit (solid lines) together with the respective measurement
data (dots)

average over typically 256 laser shots, the modeled Ar2+ yield should be averaged over
XUV laser intensities too.
Another source of differences in the XUV intensity is the spatial distribution in the

interaction region. The gas nozzle has a diameter of 500 µm and the IR focus is about
10 µm. The XUV focus is much smaller: 3 µm [98]. Hence, it is sufficient to average
the Ar2+ yield over regions of different XUV intensity but constant IR intensity and gas
density.
Finding the distribution of XUV intensites to take both sources of changes into ac-

count requires a convolution of the two corresponding distributions. Both contributions
are described by Gaussian functions. The convolution of two Gaussian functions is a
Gaussian function. As the actual width and origin does not matter for the averaging the
section simplifies that volumes and laser shots with different XUV intensities are taken
into account by calculating only one average, which will simply be called focal volume
averaging.
Fig. 4.25 shows the influence of the Rabi frequency on the structure of the Ar2+ yield.

As discussed in Sec. 4.4.2 XUV intensities translate into Rabi frequencies. At constant
pulse shape and duration they map to specific Rabi oscillations and Ar2+ yield curves.
The picture also shows a weighted average. Each of the other curves represents an

area of the focus with a different XUV intensity and hence Ar1+ fraction. As the model’s
starting point is Ar1+ and its concentration is proportional to XUV intensity, the weights
are the product of the corresponding area and XUV intensity.
Despite the different shapes, the average is close to the result of the effective state

model (Fig. 4.19). This remains true if the area is split into more and smaller sections
than the shown five. The reason can be understood by observing the curve shapes: The
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Table 4.4: Comparison of parameters from the intensity averaged and effective state fit
(Tab. 4.3). The error estimations stem from the fits.
Parameter Intensity averaged fit Effective state fit Ratio
Ωeff (fs−1) 0.174583± 0.000022 0.174188± 0.000006 1.00
∆eeff (fs−1) −0.01258± 0.00042 0.00158± 0.00011 -7.94
up(fs−1) 0.1357± 0.0034 0.1732± 0.0056 0.78
Γeff (fs−1) 0.00492± 0.00019 0.00498± 0.00021 0.99
τIR(fs) 85.6± 1.0 86.4± 1.8 0.99
τXUV (fs) 58.87± 0.72 47.44± 0.24 1.24
Ycoef 1.077± 0.015 1.079± 0.016 1.00

curve shapes with high intensities have a maximum around 40 fs. They differ in their
final height: φRabi(t = +∞) = 2π like curves end close to zero, φRabi(t = +∞) = 3π/2
and 5π/2 like curves stay close to the middle and φRabi(t = +∞) = π and 3π like curves
terminate at high values. The average of these final parts of the dependences should be
in the middle, which is close to the result of the effective state model (φRabi(t = +∞) =
5π/2). The minimum at larger delay can be understood via the weights. The curves
with the largest weights are described by φRabi(t = +∞) = 3π, which is stationary at
40 fs and rises after the minimum. The curve belonging to 5π/2 already contains the
minimum and 2π denotes a curve falling at the beginning of the minimum.
The model parameters for Fig. 4.26 stem from a fit of its average curve to the mea-

surement. The fit is parametrized via the parameters for the effective state model at the
highest XUV intensity, Ωeff , ∆eeff , up, Γeff , τIR, τXUV and Ycoef . Fig. 4.26 shows the
experimental data together with the fit result. The measurement is reproduced as good
as by the effective Ar+∗ state model fit. Both fitting methods are equal except that the
correction for time overlap t0 was omitted. Ωeff parametrizes the XUV intensity at the
center of the focus.
Tab. 4.4 displays the fitted parameters and compares them to values from the effective

state fit. Ωeff , up, Γeff and τIR are the same. ∆eeff is smaller. As discussed for the
effective state fit, it may be due to the bandwidth of the XUV pulse. τXUV is bigger
than for the effective state fit. This compensates two differences:

• The averaging smears out the minimum at a delay of 50 fs. To compensate that,
the minimum is pronounced by reducing the ratio τIR/τXUV . As discussed for
Fig. 4.21 it increases the visibility of the minimum. As τIR is fixed by the duration
of the slope, only τXUV can be increased within the fit.

• The effective state model explains the Ar2+ yield with a Rabi oscillation described
by its maximum Rabi phase φRabi(t = +∞)(t) =

∫∞
−∞ |Ωeff (t′)|fXUV (t′)dt′

(Eq. (4.16)) of about 5/2π. The average of the curves for the different XUV in-
tensities should be approximately the same. The value for Ωeff stated in Tab. 4.4
is the maximum of all curves. The average Ωeff for all volume average curves will
be lower. The given value is equal to the value of the effective state fit and hence

127



4 Multiphoton Sequential XUV Double Ionization of Argon

0.00

0.05

0.10

0.15

gf

3s2 3p5 6s 1P o

3s2 3p5 4d 1P o

−2.0 −1.5 −1.0 −0.5 0.0

Energy (eV)

10−13

10−12

10−11

10−10

10−9

10−8

10−7

10−6

D
en

si
ty

(a
rb

.
un

its
)

−hc/λIR States

State population Up shifted energy level resonant with XUV

tim
e

(a
rb

.
un

it)

Figure 4.27: Weighted oscillator strength gf for transitions from the ground state [118]
to Ar∗ states: Their energies are calculated from the transition frequencies
and the position of the ground state from the Opacity project. The state
population distribution results from a broad band XUV pulse. The other
lines are explained in the text.

too low, unless the XUV pulse duration compensates by elongation.

In summary, using an effective XUV intensity instead of volume and fluctuation aver-
aging results in almost the same result and is a valid simplification.

4.5.3 TDSE Simulations

This section complements the evaluation of the assumptions by applying the Fedorov-
Kazakov model to a well-defined situation. A code that evaluates the time dependent
Schrödinger equation for a single electron in an effective potential, which represents
the Ar atom was written by H.G. Muller. In the publication by Nandor et al. [128] it
reproduced experimental data with high accuracy. An Ar1+ potential is not available.
In the effective state model Ar1+ is excited to Ar+∗ by an XUV pulse and then ionized

by an IR pulse. As no specific feature of Ar1+ is used, the process can be represented
by the TDSE code in Ar: The XUV pulse excites Ar to an excited state, which is then
ionized by an IR pulse to Ar1+ .
Comparing the yields predicted by the TDSE code and the Fedorov-Kazakov model

reveals the importance of the additional assumptions made by Fedorov and Kazakov.
This is complementary to the comparison with experimental data as the field parameters
are well-defined, without any (volume) averaging effects or the first ionization. On
the other hand the parameters of the experiment cannot be used directly. The next
paragraph translates the conditions.
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Translation of Parameters Fig. 4.27 shows the state population distribution as a func-
tion of energy after a single cycle XUV pulse has excited the Ar atom from its ground
state. The peaks correspond to the energy of the accessible states. Their energies are
negative because the states are bound.
The upper part of the graph shows data from the Opacity project [118]. The states

from both sources should be at the same position but differ. They have the same
structure of two series converging towards zero. The first ionization energy is

• in NIST database 15.760 eV [129],

• in Opacity project 15.030 eV and

• in TDSE output 15.819 eV.

These deviations suggest a limited comparability of the energy scales solely sufficient to
identify the gf values of the states.
The conditions for Ar1+ are mapped to Ar by adapting the pulse parameters for IR

and XUV. The electric field of the pulses have an cos2 envelope.

• The favored Ar∗ state should be suitable for the mechanism and have a small bind-
ing energy, which is comparable to the binding energy of the Ar+∗ states (0.9 eV).
The Ar states in that region pair. 3s2 3p5 6s 1P o and 3s2 3p5 4d 1P o are chosen
for their similar binding energy (0.91 and 0.97 eV). Additionally, smaller energies
would result in energetically even closer states and they are already nearer than
within the Ar+∗ states of the original model, where the energy difference between
the most important state and its closest neighbor is 220meV. The XUV central
wavelength is chosen for minimal detuning for the excitation from the ground state
to 3s2 3p5 4d 1P o. It is 83.5 nm.

• The IR central wavelength is left at λIR = 790 nm. The energy of one IR is
sufficient to ionize the chosen Ar states (Fig. 4.27).

• The number of cycles, 122, of the XUV pulse preserves the relation of the XUV
bandwidth (FWHM: Experiment: 700meV4, TDSE: 173meV) to the energy differ-
ence of the most important states to its energetic neighbors (Experiment: 225meV,
TDSE: 57meV).

• The number of IR cycles, 22, is chosen to preserve the XUV-IR pulse duration
ratio.

• The XUV intensities are varied with the objective of observing contrasting shapes
explainable by different numbers of Rabi cycles.

• The IR intensities are varied to observe the same minimum around overlap as in
the effective state model. Fig. 4.27 shows the energies, that can be resonantly
excited by the XUV and the Up shift at different times because of the changing

4The calculation uses the outdated value of 700meV instead of 900meV.
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Figure 4.28: Photoionization cross sections [118] (thin line) for the Ar∗ states’ configura-
tions. Each plot gives the electron energy distribution (dashed line) corre-
sponding to the IR spectrum and averages the spectrum over this quantity
to generate an effective value for the IR photoionization cross section.

IR intensity (dashed dotted line). As expected, it neither indicates a resonant
excitation of the other Ar∗ state, 3s2 3p5 6s 1P o, nor a shift large enough to reach
the next pair of Ar states.

Fedorov-Kazakov and TDSE Model Implementation A Fedorov-Kazakov model is im-
plemented for the scenario. It takes only the Ar ground state, the two states 3s2 3p5 6s 1P o

and 3s2 3p5 4d 1P o and the Ar1+ continuum into account. The weighted oscillator
strengths gf are 5.93× 10−2 and 4.84× 10−2(Fig. 4.27). The cross sections for the
ionization of the Ar∗ states by the IR are read from the Opacity project [118] to be
0.60Mb and 9.63Mb. Fig. 4.28 shows the cross section data and the electron energy
distributions.
The TDSE code is run with different delays between the pulses. It returns the energy

distribution of the electron from which the ionization is calculated by integrating over
positive energies. Both models use the same fields.

Result of Comparison Both models return delay-dependent Ar1+ yields that can be
understood in terms of the final Rabi phase (Fig. 4.17, 4.25). However, results for the
same IR and XUV intensities suggest different final Rabi phases. The origin of the
discrepancy is not known. For comparability, both gf values have been increased by
2.8 and the yields were matched with a constant factor.
Fig. 4.29 compares both models. Fig. 4.29a scans the XUV intensity at an IR intensity

of 2.25TW/cm2, which is similar to the parameters of the effective state model. Rabi
oscillation with rising frequencies are visible in the TDSE data: The yield at large
delays is rising till 5.1TW/cm2 (φRabi(t = +∞) = π). 23.7TW/cm2 reveals a minimum
final yield with a maximum around overlap (φRabi(t = +∞) = 2π). For the highest
plotted XUV intensity, 67.9TW/cm2, the yield shows a local maximum and minimum
and the yield is high for large delays (φRabi(t = +∞) = 3π). The Fedorov-Kazakov
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Figure 4.29: Comparison of the Fedorov-Kazakov model (dashed line) and TDSE results
(full line). The thickness of the lines alternates to help identifying curves
for the same parameters: a) XUV intensity dependence at an IR inten-
sity of 2.25TW/cm2. b) IR intensity dependence at an XUV intensity of
5.62TW/cm2.
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model results are structurally identical. The specific relation of Rabi phase and XUV
intensity is different. For example at 40.6TW/cm2 the Fedorov-Kazakov model results
in a φRabi(t = +∞) = 2π shape while the TDSE curve is closer to φRabi(t = +∞) = 3π.
The detailed curve shapes are different. The TDSE shows the first maximum of the Ar
yield at a smaller delay and the reduction of yield at delay zero is only visible at 2.2,
and 5.1TW/cm2.
Fig. 4.29b scans IR intensity for an XUV intensity of 5.62TW/cm2, which is chosen

to produce a φRabi(t = +∞) = π curve shape. Both models present a reduction of
yield around overlap. It is less pronounced in the TDSE. An exception is visible at the
highest IR intensity of 6.9TW/cm2: Only the TDSE solution’s minimum shifts away
from overlap towards higher delays. This is not reproduced in the Fedorov-Kazakov
model indicating a new mechanism important at high intensity. The new shape shows
a minimum at a positive delay. The yields at large delays and high IR intensities are
higher according to the Fedorov-Kazakov model than according to the TDSE solution.
The comparison shows that both features, the Rabi oscillation-dependent shape and

the Up borne minimum at overlap, occur despite the different assumptions of the TDSE
calculation and the Fedorov-Kazakov model. The computation time was too long to
attempt a fit of the TDSE results to the experimental data.

4.5.4 Discussion

There are two groups of assumptions for the effective state model. The first is inherited
from the publication of Fedorov and Kazakov [122]. The second set is specific for the
experimental conditions and made to apply the Fedorov-Kazakov model to the experi-
mental situation. This section estimates them as far as possible:

Fedorov-Kazakov Assumptions

• The envelopes of the electric fields are smooth: Structures in the IR pulse envelope
would be visible in the sideband scan (Fig. 4.3), as the XUV is much shorter than
the IR pulse. The XUV’s smoothness is unknown.

• The pulses are Fourier limited: Eq. (1.10) converts the bandwidths to a Fourier
limited FWHM pulse duration of 34 fs for the IR, which is much shorter than
(71± 3) fs. The XUV pulse duration of (20± 3) fs from Sec. 4.2 and the even
greater values from the fit results are longer than the pulse duration of 2 fs sup-
ported by only the bandwidth of harmonic 17.

• The transition dipole moment is smooth for the second ionization: Fig. 4.15 shows
a propotional quantity, the cross section, as a function of energy. It is dominated
by peaks. As Fedorov and Kazakov do not state an exact definition of smooth, it
remains unclear whether the assumption is justified.

• The XUV produces a negligible Stark shift: The maximum Up shift (see Eq. (2.2))
of the XUV at 2× 1012 W/cm2 is 0.4meV. Analogous to the parameter up for the
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IR, this means a rate for the phase factor of 0.000 61 fs−1, which is indeed negligible
even at the longest occurring XUV pulse duration of 59 fs.

• The spectrum of harmonic 17 is narrow compared to the energy differences of the
states: As discussed on page 117, the FWHM of harmonic 17 is much larger than
the energy differences between the Ar+∗ states.

The last two assumptions, the rotating wave approximation, the perturbation ap-
proach, that there are no transitions within the continuum and that CAr2+ E(t) does not
have population at threshold at any time are tested by comparison to the TDSE model.
The result is still qualitatively the same concerning the influence of IR and XUV on the
structure of the Ar2+ yield.

Application Assumptions

• The first ionization is not represented: As discussed in Sec. 4.5.1 this may alter
the Ar2+ yield and especially the Rabi oscillations.

• One state is used for both Ar1+ ground states; The Ar+∗ states are represented by
one effective state: Sec. 4.5.1 implements a model without both simplifications.
The states behave equivalent and result in similar fitting parameters.

• Only harmonic 17 is relevant: Even though there are no other states accessible by
the harmonics and also ionizeable by one IR photon other states are coupled to
the Ar1+ ground states by the XUV. For example 3s2 3p4(1S)4s 2S1/2 is coupled to
both ground states of Ar1+ by harmonic 13. The other harmonics will cause Rabi
oscillations between the Ar1+ ground state and other excited Ar1+ states. This
will increase the rate at which the Ar1+ ground states are depopulated. Judging
from the model in Sec. 4.5.1, these additional states are expected to behave as the
Ar+∗ states of harmonic 17 only without the second ionization. As a result the
effective oscillator strength should take these states into account. On the other
hand the calculation assumes that the entire XUV intensity belongs to harmonic
17 despite Fig. 4.2 which shows that harmonic 11, 13 and 15 are present too. If
the gf values are the same for the Ar+∗ states for all harmonics, redistributing the
intensity would not change the effective Rabi frequency. As the entire model is
qualitative, the chapter simplifies that all XUV intensity is within harmonic 17.

• The measurement averages over laser fluctuations and a volume with different XUV
intensities. The existence of an effective XUV intensity is assumed. Sec. 4.5.2
conducts the averaging and thereby shows the existence of such a quantity.

• The initially assumed pulse parameters differ from the parameters used to fit the
Ar2+ yield. Most notably, as discussed on page 118 the IR intensity is lower than
expected by a factor of 50 and the pulse durations (Tab. 4.3) would result in a
sideband FWHM of 98.6 fs (Eq. (4.1)) instead of the measured 74 fs. Only the
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position of the overlap is clearly an accurate and redundant result of the fit. How-
ever, as the pulse parameters are effective only a correct order of magnitude is to
be expected.

Conclusion Most of the assumptions could be tested or verified. The three exceptions
are the not Fourier limited pulses, the smooth transition dipole moments from the second
ionization and the first ionization. These are only covered by the agreement of the fit to
the measured data.
In conclusion the model explains the experimental data without being rigorous.

4.6 Summary
XUV-IR pump-probe experiments with an atomic gas jet of Ar showed an enhanced
Ar2+ production in case the IR arrived after the XUV. The delay dependence of the
Ar2+ exhibited a region of reduced yield at a delay of 0 fs, which vanished for small IR
intensities, and a reduced yield at a delay of 50 fs, which did not depend on the IR
intensity. Several time-of-flight measurements of the Ar1+ and Ar2+ yield for different
delays and IR intensities revealed the ionization mechanism: A first XUV photon ionizes
Ar to a Ar1+ ground state. A second XUV photon from the same pulse excites Ar1+ to
a Ar+∗ state, which is finally ionized by the IR. VMI photoelectron spectra confirm
the presence of electrons with the corresponding energies for the ionizations and the
correlation of the ions and electron originating from the ionization of Ar+∗ , which is
identified with tabulated Ar1+ states.
A perturbative quantum mechanical model of the XUV excitation and IR ionization is

implemented with a single, effective Ar+∗ state. Comparison of modeled and measured
Ar2+ yields suggest that an IR Stark shift of the Ar+∗ state reduced the Ar2+ yield at
a delay of 0 fs by moving the state from resonance with the XUV and that the XUV
intensity is high enough (3.5× 1012 W/cm2) to excite Ar1+ to Ar+∗ and also stimulate
re-emission of the XUV photon. The resulting oscillation of the population between both
states is a Rabi oscillation and the first minimum in the population of Ar+∗ explains the
reduction in Ar2+ yield at a delay of 50 fs. This is the first time Rabi oscillations are
time-resolved in the XUV regime.
The quantum mechanical model adequately fits the measured Ar2+ yield as a function

of delay and IR intensity. The respective parameters match with the experimental
conditions. A review of the assumptions of the model shows that it is qualitative and
the identification of the influence of Stark shift and Rabi oscillations is valid.
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Summary

This thesis described a design for an attosecond-attosecond pump-probe experimental
setup. To date qualified sources of pulses are unavailable but pose a promising way
to time resolutions covering the natural time scale of electrons. So far only one group
has performed experiments close to the border to attoseconds. Consequently, a design
is proposed to maximize the intensity of the attosecond pulses: First, a noncollinear
optical parametric chirped pulse amplification (NOPCPA) providing intense and short
IR pulses with an expected pulse energy of 15mJ and duration of 7 fs was built. However,
problems with the synchronization of the two involved laser cavities, a breakdown in the
pump laser and instabilities in the pump beam delayed the project beyond the frame of
the thesis. All further parts of the setup were built and tested to the extend feasible
without the NOPCPA. Consequently, the thesis describes a design and not a working
setup. A high harmonic generation (HHG) setup was built to create attosecond XUV
pulses from this IR. Experimental stations were constructed to prepare the radiation
and measure the resulting events.

Different gating techniques are available to reduce the XUV pulse duration. A simu-
lation of them was developed to compare the resulting energy and to choose the most
efficient method. Polarization gating, double optical gating (DOG) and ionization gating
were discussed to be the most promising gating techniques. To better select the best
method and provide experimental parameters such as gas pressure and cell length a sim-
ulation was developed and numerically implemented, which attributes a pulse energy and
duration to each method and experimental situation. The chosen approach calculated
the input spectrum, applied gating optics and estimated the evolution of the IR pulse in
the HHG medium considering focusing, gas dispersion and absorption, the Kerr effect,
ionization, Brunel harmonics and plasma dispersion. The Lewenstein model returned
the polarization, which results in the XUV pulse. As the calculation was limited to the
time dependence of the fields on the axis of propagation an effective area approach was
used to calculate the XUV field via a modified Maxwell equation.
Using a rough understanding of the parameters developed in this thesis and an al-

gorithm maximizing a figure of merit (FOM) each gating method was reproduced and
optimal parameters were found. The FOM was the conversion efficiency modified to fall
quickly if the pulse became too long. A conceptual problem arose for polarization gating
and DOG: High intensities were beneficial for the conversion efficiency and the pulse
duration due to the ionization gating effect. Therefore, the optimizations gravitated
towards hybrid solutions using the polarization gating/DOG mechanism and ionization
gating. The latter shortened the pulse by limiting the phase-matching to one IR cycle. To
enforce the intended mechanisms, Φ, which quantified the phase-matching, was defined
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Summary

and used in the FOM. Additionally, hybrid DOG was introduced as a new technique.
The resulting efficiencies were 1.75× 10−7(ionization gating) 1.08× 10−7(polarization

gating) 1.22× 10−7(DOG) and 2.25× 10−7(hybrid DOG). This is the first comparison
of these techniques. The numbers show the same ordering as the best reported cases for
each method but smaller ratios.

As the efficiencies and parameters were not too different, a HHG setup flexible enough
to allow all methods was outlined. The large IR energy required a long cell with a large
hole. A sophisticated vacuum system was designed and experimentally verified to ensure
that the large resulting gas flow had no detrimental effects.
The last part of the design focuses the XUV radiation into the interaction region

of a VMI. It suffers from the low reflectivity in this frequency regime. The solution
for XUV-IR pump-probe experiments is a multilayer mirror. Alternatively, XUV-XUV
pump-probe experiments use B4C mirrors in grazing incidence to collimate, split and
focus the XUV radiation. An XUV characterization unit records beam shape, spectrum
or total energy. A computer system was tested to record synchronized single shot data
from both sources.

Pump-probe XUV-IR experiments with Ar time-resolved Rabi oscillations for the first
time in the XUV frequency regime. The investigation benefited from the high XUV
intensity of another, HHG-based setup. Time of flight measurements revealed a process
starting with the ionization of Ar by one XUV photon and continuing with the excitation
of Ar1+ by a further XUV photon to a state Ar+∗ , which could then decay on the
picosecond time scale or get ionized by an IR photon. Five candidate Ar+∗ states were
found in the literature. They had plausible properties in terms of excitation, ionization
and decay. VMI measurements validated the model by showing electrons at energies
predicted by the binding energy of one state for the IR ionization, which concurred with
Ar2+ TOF measurements.
This model did not explain deviations in the Ar2+ yield as a function of delay from a

simple step function. Therefore, a quantum mechanical model was implemented, which
started already at Ar1+ and merged all five Ar+∗ into an effective state. The Stark shift
due to the IR intensity and the final ionization was taken into account together with
further assumptions for this perturbative model. The model was fitted to the measured
data with plausible parameters. The only two severe exceptions could be explained by
proposing a new IR intensity, which may have originated from different XUV and IR
focus positions. The quantum mechanical model explained the delay dependence by a
combination of (i) the Stark effect, which induced a detuning for the XUV excitation,
and (ii) Rabi oscillations between Ar1+ and Ar+∗ , which created a minimum in the
Ar+∗ population.
The assumptions of the simple model with one effective state were reviewed using

TDSE calculations, a quantum mechanical model taking all Ar+∗ states into account
and an effective state model, which performed volume and laser shot averaging: The
model is valid but not rigorous.
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Outlook

This thesis is centered on the construction of a source. It is not complete and therefore
followed by a project of a team at the Max-Born-Institute. Therein, an enhanced version
of the NOPCPA described in Chap. 1 is developed. The new design is pumped by a
stronger, more recent thin disk laser, which already outperformed the pulse energy of
290mJ stated in Sec. 1.2 by 210mJ [130].
An operational NOPCPA can therefore provide more energetic pulses to the HHG

than anticipated. In this case the theoretical optimization in Chap. 2 would have to be
updated using the same strategies and software. The new process parameters can then
be used to estimate the need for changes to the existing, highly flexible HHG setup.
The HHG simulation can also be extended. First, it is semiquantitative so that exact

quantitative agreement with experiments is not necessarily given. However, checking the
qualitative statements might confirm its validity. Of course, using this setup would be
promising, as both are designed for the same purpose.
The model can be extended. It would be simple to implement pressure gradients

along the propagation axis. This is not important for the present system as the cell has a
diameter of 100mm, which is much bigger than the optimal 4mm diameter of the orifices,
so that the pressure gradients are negligible. However other setups reported gradients
[131] and additional control over the related phase matching might enhance efficiency.
Another relative simple extension would be the parameters necessary to represent two-
color gating (ref. Sec.2.1).
The simulation approach can be extended to a radial dimension within the HHG cell:

Currently, the fields on the axis of propagation are used to represent the entire process via
an effective area approach based upon the assumption that the IR is a Gaussian beam.
Its parameters are known so that a representation of the IR field at any position in the
HHG cell is available. Using the radial symmetry of the 3d problem the calculation can
be reduced to a radial dimension and the implemented propagation coordinate. Instead
of calculating the HHG polarization only on the axis of propagation, the Lewenstein
model would then additionally be computed at several points with different distances
from the axis of propagation. The new evaluation of the XUV field at the end of the
medium then depends on the radial propagation of the XUV. Such a propagator can be
implemented in Fourier space. This method would remove the effective area approach
and provide the XUV field as a function of time and radius. On the one hand the
divergence of the XUV which is invaluable for the estimation of the focus size and focus
intensity would become accessible (refer to Sec. 3.3 and 3.4). Additionally, the error
induced by the effective area approach becomes visible. On the other hand manual
optimization becomes more difficult because the current visualization concepts fail due
to the additional dimension and the computation time will rise depending on the number
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of radii for the computation, which also impedes the automatic fine tuning.
Chap. 4 describes a pump-probe experiment and explains it using a perturbative

quantum mechanical model. An evaluation of the assumptions leads to the conclusion
that the model’s parameters are only effective. Additional theoretical investigations
can result in an enhanced model. A key issue is the missing representation of the
first ionization. As then two electrons are involved an analytic treatment may become
impossible and TDSE calculations would be necessary.
This would not only enhance the understanding of the process itself but poten-

tially open a new way to measure XUV field strength: The structure of the delay de-
pendent Ar2+ yield shows a number of extrema related to the Rabi phase Eq. (4.16)
φRabi(t) = |Ω0|

∫ t
−∞ fXUV (t′)dt′. It is therefore possible to ’count’ the XUV intensity.

Beyond that structural relation, the current model shows features encoding the IR field
strength (depth of Stark shift induced yield reduction at overlap and saturation of maxi-
mum Ar2+ yield), IR pulse duration (main slope of Ar2+ production over delay), relation
of both pulse durations (width of Rabi-born minimum). Those functions are more subtle
pointing at lower accuracy even if an enhanced model can reduce the assumptions and
replace the effective quantities. However, even effective quantities would be complemen-
tary information for the potential Rabi-born XUV field strength measurement.
An experimental validation of the Rabi-born XUV field strength measurement should

start by varying the XUV intensity e.g. with a gas attenuator, which is a volume of gas
used to absorb a fraction of the XUV photons. Such devices were already used for fs
pulses [132]. Then the structural changes in the Ar2+ yield as a function of delay can be
compared to the calculations. The chapter also discusses the influence of the IR pulse
duration. It shows that a reduction would rise the visibility of the structure stemming
from the Rabi oscillations. Fig. 4.21 shows that for the given XUV pulse duration a IR
pulse duration of about 9 fs would already be close to optimal. This requirement points
at a possible application for the NOPCPA of Chap. 1, which is expected to deliver even
shorter pulses. Using an additional laser would require a synchronization. The downside
of using a shorter laser pulse would be the lower percentage of ionization, which reduces
signal and hides the saturation of the ionization with IR intensity. Thereby, it only leaves
the reduced Ar2+ yield at overlap as the only feature telling the IR intensity. Increasing
the IR intensity is limited because the AC Stark shift can become too strong to see the
structure of the Ar2+ yield and it will open additional pathways of ionization as the used
IR intensity was chosen slightly under the threshold for Ar1+ generation by IR only.
The shorter IR pulse which is necessary to measure the XUV field strength in this

approach makes it unlikely that this method will become important in the field of attosec-
ond science esp. as FROG-CRAB can retrieve the IR field and the intensity envelope of
the XUV [133] and is established in many labs [14].
In summary, the thesis is part of a process towards as-as pump-probe experiments

at the Max-Born-Institute and can generally be used for HHG optimization in that
errand. It describes experiments and the resulting model, which explains the data using
the XUV driven Rabi oscillations. Future experiments have the potential to strengthen
the interpretation and lead the way to a novel, complementary XUV field strength
measurement.
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Short Summary

This thesis described a design for an attosecond-attosecond pump-probe experimental
setup. Qualified sources of pulses are unavailable to date. First, a noncollinear optical
parametric chirped pulse amplification (NOPCPA) was built. However, problems de-
layed the project beyond the frame of the thesis. All further parts of the setup were
built and tested to the extend feasible without the NOPCPA. Consequently, the thesis
describes a design and not working setup. A high harmonic generation (HHG) process
was built to create attosecond XUV pulses from this IR. The experimental stations were
constructed to prepare the radiation and measure the resulting events.
Different gating techniques are available to reduce the XUV pulse duration. A simu-

lation of them was developed to compare the resulting energies and to choose the most
efficient method. It calculated the pulse resulting from the gating optics, the evolution
of the fundamental IR pulse on the main axis of propagation in the interaction gas, the
XUV polarization via the Lewenstein model and the electric field of the resulting XUV
pulse. Polarization gating, double optical gating (DOG) and ionization gating were re-
produced and optimized. A conceptual problem arose for polarization gating and DOG:
High intensities were beneficial for the conversion efficiency and the pulse duration due
to the ionization gating effect. Consequently, a more advanced approach was required
for the optimization of pure polarization gating and DOG. Additionally, hybrid DOG
was introduced as a new technique. This is the first comparison of the techniques. The
efficiencies show the same ordering as the best reported cases for each method but less
differences.
As the efficiencies and parameters were not too different a HHG setup flexible enough

to allow all was built. Further technical solutions covered vacuum pumping, XUV optics
with a high reflectivity and data acquisition.
Pump-probe XUV-IR experiments with Ar time resolved Rabi oscillations for the first

time in the XUV frequency regime. The investigation benefited from the high XUV
intensity of another, HHG based setup. Measurements showed a process starting with
the ionization of Ar by one XUV photon and continuing with the excitation of Ar1+ by
a further XUV photon to a state Ar+∗ , which could then decay on the picosecond time
scale or get ionized by an IR photon. Ar+∗was identified, verified and the properties were
used in a quantum mechanical model incorporating the XUV excitation, IR ionization
and the Stark shift of Ar+∗ . The model explained the measured delay dependence of the
Ar2+ yield by a combination of the Stark effect, which resulted in a reduced yield at the
overlap of XUV and IR due to a detuning for the XUV excitation, and Rabi oscillations
between Ar1+ and Ar+∗ , which created a minimum in the Ar+∗ population.
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Deutsche Kurzzusammenfassung

Die vorliegende Arbeit beschreibt ein Design für einen Attosekunden-Attosekunden Pump-
Probe Versuchsaufbau, da bisher keine geeigneten Quellen existierten. Den ersten Ab-
schnitt stellte eine nicht kollineare, optische, parametrische, gechirpte Pulsverstärkung
(NOPCPA) zur Erzeugung kurzer, intensiver IR Pulse dar. Da Probleme im NOPCPA
das Projekt über den Rahmen der Promotion hinaus verzögerten, beschreibt die Ar-
beit ein Design und keinen fertigen Versuchsaufbau. Dennoch wurde das Setup gebaut
und soweit möglich getestet. Eine Hohe Harmonischen Erzeugung (HHG) sollte daraus
XUV Pulse von Attosekundendauer erzeugen. Im letzten Abschnitt würde die gewonnene
Strahlung verwendet und die resultierenden Ereignisse gemessen.
Es existierten verschiedene Techniken zur Verkürzung von Pulsen aus Hoher Harmo-

nischer Erzeugung (Gating). Eine Simulation wurde entwickelt um die resultierenden
Pulsenergien zu vergleichen und die effizienteste Methode zu identifizieren. Die Berech-
nungen beschrieben zunächst das Laserfeld nach den entsprechenden Optiken und in-
nerhalb des HHG-Mediums. Danach wurden die Polarisation mit dem Lewensteinmodell
und das elektrische Feld des XUV-Pulses berechnet. Polarization Gating, Double Optical
Gating (DOG) und Ionization Gating konnten reproduziert und optimiert werden. Bei
der Optimierung von Polarization Gating und DOG wurde ein konzeptionelles Problem
offensichtlich: Hohe Intensitäten waren aufgrund des Ionization Gating-Effekts für Dau-
er und Energie des Pulses vorteilhaft, so dass die Optimierung von reinem Polarization
Gating und DOG eine komplexere Strategie erforderte. Zusätzlich wurde Hybrid DOG
als neue Methode vorgeschlagen. Dies stellte den bisher ersten Vergleich der Gating-
Methoden dar. Die berechneten Umwandlungsraten sind ähnlich und zeigten die gleiche
Rangfolge wie die jeweils höchsten aus der Literatur.
Ein HHG-Aufbau mit einer für alle Methoden hinreichenden Flexibilität, wurde ge-

baut. Weitere technische Lösungen befassten sich mit Vakuumpumpen, XUV-Optiken
mit hoher Reflektivität und Messdatenerfassung.
Pump-Probe-XUV-IR-Experimente mit Ar an einem weiteren Versuchsaufbau zeigten

erstmals XUV-basierte Rabi-Oszillationen. Der beobachtete Prozess begann mit der Io-
nisation von Ar durch ein XUV-Photon zu Ar1+ und der Anregung zu Ar+∗ durch ein
weiteres XUV-Photon. Der angeregte Zustand Ar+∗ konnte entweder spontan ein Pho-
ton emittieren (ps-Zeitskale) oder durch ein IR Photon ionisiert werden. Ar+∗wurde
identifiziert, validiert und seine Eigenschaften wurden in einem quantenmechanischen
Modell verwendet, das die XUV-Anregung, IR-Ionisation und den IR-Starkeffekt für
Ar+∗ einbezog. Das Modell erklärte die gemessene Abhängigkeit der Menge an Ar2+ als
Kombination aus dem IR-Starkeffekt, welcher eine Reduktion am XUV-IR-Überlapp
durch eine Verstimmung der XUV-Anregung bewirkte, und einer Rabi-Oszillationen zwi-
schen Ar1+ und Ar+∗ , welche ein Minimum in der Ar+∗ -Population hervorrief.
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Nomenclature
~A Vector potential

Ar Atomic response (Eq. (2.6))

A21 Einstein A coefficient

C Conductance (of a connection in vacuum)

~C Contribution to the XUV field, Eq. (2.26)

E Electric field

E Energy

~E Electric field

F Maximum field strength

I Intensity

IP Ionization potential

L Total orbital momentum

Labs Absorption length

Lmed Length of medium

N Number density

~P Polarization

~PNLl Nonlinear polarization

S Pumping speed (of a vacuum pump)

S Total spin angular momentum

T Transmission (of IR through polarizer and λ/2 plate)

Up Ponderomotive potential

Y Yield

Ycoef Fit parameter for height matching
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Nomenclature

∆en Effective detuning of the XUV excitation in Chap. 4

Γn Effective cross section of the IR ionization in Chap. 4

Ωn Maximum, angular Rabi frequency of the XUV excitations in Chap. 4

Φ Phase-matching number (page 56)

αBBO Angle of rotation before BBO

χ Characteristic function

χ(k) Electric susceptibilities

ε0 Vacuum permittivity, 8.854187817 · 1012 F
m

η Coordinate in moving reference frame

ηe Ionized fraction

ηHHG Efficiency from IR to XUV pulse energy

ηSHG Efficiency of SHG

λ Wavelength

gf Weighted oscillator strengths

µ Transition dipole moment

ω Angular frequency

ω21 Transition frequency

⊗ Convolution (of two functions)

φ Phase

φ0 Relative phase

φRabi Rabi phase

�BS Parameter for the Boltzmann sigmoid (see Eq. (4.2))

τ Time delay (of XUV and IR pulse)

τ Time duration (standard deviation)

τ0 Fit parameter for overlap correction

τ21 Decay time of a state

ε(t) Complex representation of the electric field
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Nomenclature

ϕCEP Carrier envelope phase (CEP)

~∆k Phase mismatch

ξ Coordinate in moving reference frame

b Rayleigh length

c Vacuum speed of light, 299 792 458ms
dBBO BBO length

dSiO2 Length of the SiO2 plate

f Focal length

f(t) Relative field envelope

g2 Degeneracy of the higher state of a transition

k (Angular) wavenumber

me Mass of the electron, 9.109382 · 10−31kg

n Index of refraction

n2 Nonlinear index of refraction

p Pressure

q Flow (of a gas in vacuum)

t Time

up Effective, maximum Up shift in Chap. 4

wk(~r) 1/e2 radius of (Gaussian) intensity profile at waist/~r

w0,BBO Beam waist at BBO

z0 Distance from focus to the beginning of the HHG medium

ADK (rate) Tunnelionization rate according to the Ammosov-Delone-Krainov tunneling
model [56]

B4C Boron carbide

BBO β-Barium borate

CEP Carrier envelope phase

FK (model) Model of Fedorov an Kazakov, see Sec .4.4.1
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Nomenclature

FOM Figure of merit

FWHM Full width half maximum

HHG High harmonic generation

MCP Micro channel plate

NOPCPA Noncollinear optical chirped pulse amplification

ODE Ordinary differential equation

OPA Optical parametric amplification, see section 1.1.4

OPA1-3 Specific stages/crystals for OPA

OPCPA Optical chirped pulse amplification

SFG Sum frequency generation

SHG Second harmonic generation

SLM Spatial light modulator

SPIDER Spectral phase interferometry for direct electric field reconstruction

TDSE Time dependent Schrödinger equation

v̄ Pumping speed (of a vacuum pump)

VMI Velocity map imaging (spectrometer)

XUV Extreme ultra violet (light)
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