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SUMMARY

As sessile organisms, plants need to adapt to their changing environment, including
temperature fluctuations. As low temperatures can have major noxious consequences on their
development and survival, plants need to establish the proper defences in order to endure the
stress. This requires a massive and very fast transcriptome reprogramming involving, among
others, the induction of hundreds of cold-responsive (COR) genes. Following the immediate
response to chilling stress, plants are also able to memorize cold spells, leading to an improved
survival during a second stress episode. This process is associated with a revised
transcriptomic response also called transcriptional memory. Overall, both the response to cold
and the memory of this stress rely on the tight transcriptional regulation of the COR genes.
While numerous transcription factors necessary for their induction were already identified, the
role of chromatin modifications in this process remains largely undiscovered. As the
combination of chromatin modifications (the “chromatin state”) is a key determinant of gene
expression, this study aimed at uncovering the potential role of histone modifications in the
transcriptional regulation of COR genes before, during and after a cold episode. First, a
comprehensive in silico analysis of the chromatin state of COR genes prior to any cold
occurrence revealed that a majority of those genes carry both the activating mark H3K4me3
and the silencing mark H3K27me3, forming a specific chromatin state called bivalency. The in
vivo characterization of bivalent genes revealed that this chromatin state decorates not only
cold-inducible genes but numerous reversibly silenced stress-responsive genes and might
poise them for expression by maintaining them in an open chromatin conformation.
Furthermore, the putative bivalency reader DEK2 was shown to prevent the over-induction of
bivalent COR genes during a cold episode, suggesting that bivalency can also participate in
transcriptional regulation in trans through the action of specific readers. In a second stage, the
dynamics of H3K4me3 and H3K27me3 during a cold stress were analysed using genome-wide
approaches, revealing that both marks underwent intensive redistribution already after three
hours of low temperature. Those changes partially correlated with expression changes: in
particular, the induction of COR genes was associated with a loss of the repressive mark
H3K27me3 or a gain of the activating mark H3K4me3. However, each mark displayed different
targets and dynamics, suggesting that they hold distinct roles in the cold response: H3K4me3
associated with immediate stress responses while H3K27me3 rather correlated with longer-
term adaptation. Upon return to ambient temperature, the cold-induced variations reverted at
a different pace depending on the gene and some changes were maintained for up to seven
days. Both the maintenance of H3K4me3 and H3K27me3 changes were linked to
transcriptional memory: higher levels of H3K4me3 were associated with sustained induction
while lower levels of H3K27me3 were correlated with a faster re-induction during a second
stress exposure. Finally, the H3K27me3 demethylase ELF6 was shown to be essential for cold
stress memory. This led to the hypothesis that cold stress memory might rely on the maintained
loss of H3K27me3 on specific COR genes, allowing a faster re-establishment of defences
during a second stress episode. In conclusion, this study demonstrates that the antagonistic
marks H3K4me3 and H3K27me3 jointly participate to the transcriptional regulation of COR
genes and reveals a new role of bivalency in the plant cold stress response and memory.



ZUSAMMENFASSUNG

Da Pflanzen an ihren Standort gebunden sind, missen sie sich stadndig an veranderte
Umweltbedingungen anpassen. Kélte kann schadliche Folgen fur die Pflanzenentwicklung und
sogar zum Absterben von Pflanzen flihren. Daher missen Pflanzen auf diesen Stress
reagieren, indem sie eine geeignete Abwehr zum Uberleben aufbauen. Dies erfordert eine
erhebliche Umprogrammierung des Transkriptoms, welche die Induktion von zahlreichen
kalteempfindlichen (COR) Genen enthalt. Nach einer direkten Stressantwort sind Pflanzen in
der Lage ein Kaltegedachtnis aufzubauen, wodurch sie eine zweite Kalteepisode besser
Uberstehen. Dieser Prozess ist mit massiven Anderungen auf Genexpressionsebene
verbunden, die auch ,transkriptionelles Gedachtnis“ genannt wird. Sowohl die unmittelbare
Reaktion auf, als auch das Bilden eines langerfristigen Gedachtnisses an Kalte, sind auf eine
prazise Transkriptionsregulation von COR Genen angewiesen. Obwohl der Chromatinzustand
ein bestimmender Faktor flir Genexpression ist, ist die Rolle von Chromatinmodifikationen in
der Induktion von COR Genen noch weitgehend unbekannt. Deshalb war es das Ziel dieser
Arbeit, die Rolle von Histonmodifikationen in der Transkriptionsregulation von COR Genen vor,
wahrend, und nach Kaltestress zu analysieren. Zunachst offenbarte eine umfassende in silico
Analyse des Chromatinzustands von COR Genen vor einem Kalteereignis, dass die Mehrheit
dieser Gene sowohl die aktivierende Modifikation H3K4me3 als auch die repressive
Modifikation H3K27me3 tragen. Dieser Chromatinzustand wird auch als bivalent bezeichnet.
Die in vivo Charakterisierung bivalenter Gene zeigte, dass besonders stillgelegte, induzierbare
Gene durch einen bivalenten Chromatinzustand markiert sind. Diese kénnten dadurch fir eine
eventuelle Expression vorbereitet sein, indem diese Genbereiche in einer offenen Chromatin-
Konformation verbleiben. Der vermeintliche Bivalenz-Leser DEK2 verhinderte die
Uberinduktion von bivalenten Genen wahrend einer Kalteepisode. Dies weist darauf hin, dass
Bivalenz auch an der Transkriptionsregulation in trans durch die Aktion von bestimmten
Reader-Proteinen Anteil nehmen kann. Die Analyse der H3K4me3 und H3K27me3 Dynamik
mittels genomweiter Methoden zeigte, dass bei niedrigen Temperaturen eine intensive
Neuverteilung beider Modifikationen stattfindet, die teilweise mit Expressionsvariationen
korrelierte. Insbesondere war die Induktion von COR Genen mit einem Verlust der repressiven
Modifikation H3K27me3 oder einer Zunahme der aktivierenden Modifikation H3K4me3
assoziiert. Die Modifikationen haben jedoch distinkte Rollen in der Kalteantwort. H3K4me3 war
mit der unmittelbaren Stressantwort assoziiert, wahrend H3K27me3 eher mit
Langzeitadaptation korreliert war. Nach der Rickkehr zu ambienter Umgebungstemperatur
kehrte das Chromatin zu seinem Ausgangzustand in unterschiedlichem Tempo abhangig vom
Gen zurlick, wobei manche Veranderungen bis zu sieben Tage beibehalten wurden. Die
Aufrechterhaltung von sowohl H3K4me3 als auch H3K27me3 Variationen waren mit
transkriptionellem Gedachtnis assoziiert: hohere H3K4me3 Mengen korrelierten mit
bestandiger Induktion und niedrigere H3K27me3 Mengen waren mit einer schnelleren Re-
Induktion wahrend einer zweiten Kalteepisode assoziiert. SchlieBlich wurde gezeigt, dass die
H3K27me3 Demethylase ELF6 unabdingbar fir das Kaltestressgedachtnis ist. Der
fortbestehende Verlust von H3K27me3 auf spezifischen Genen kénnte daher die molekulare
Basis fir das Kaltestressgedachtnis sein, indem ein schnellerer Wiederaufbau der Abwehr
wahrend einer zweiten Stressepisode ermdglicht wird. Insgesamt zeigt diese Studie, dass die
antagonistischen  Modifikationen H3K4me3 und H3K27me3 gemeinsam an der
Transkriptionsregulation von COR Genen teilhaben, und offenbart eine neue Rolle der
Bivalenz bei der Kéltestressreaktion von Pflanzen.
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1 INTRODUCTION

During the entirety of its life cycle, a plant must constantly adjust to its changing environment
and tightly balance its resources between growth and stress response to achieve successful
reproduction. Temperature is a major contributor to these fluctuations in environmental cues,
as it undergoes not only diurnal but also seasonal changes, and it can have noxious
consequences on the development and survival of plants. Getting a deep understanding of
how the plants respond to temperature is crucial especially in the context of climate change,
as it will not only lead to increased average temperatures but also to a higher frequency of
extreme weather events, including cold spells (Petoukhov & Semenov, 2010; Seneviratne et
al., 2012). In the coming decades, temperature variations will therefore increase in magnitude
and frequency, which could have dramatic consequences on crop yields. According to this
rationale, this study aims at dissecting the role of chromatin regulation in cold stress tolerance
and memory.

1.1 MECHANISMS OF THE COLD RESPONSE

1.1.1 Cold-induced damages and the necessity of cold acclimation

Plants growing in temperate regions have to face episodes of colder weather, which can be
categorized into chilling stress, when the temperature is under the optimal range for plant
growth (varying depending on the plant species and ecotype) but remains above 0°C, and
freezing stress, when the temperature drops below 0°C. For the model plant Arabidopsis
thaliana, chilling stress is considered to start at temperatures lower than 14°C (Zarka et al.,
2003). Both chilling and freezing temperatures can be harmful to the plants. Cold lowers the
fluidity of lipid membranes, which in turn slows down cytoplasmic streaming, increases the ion
permeability of the membrane, inhibits electron transport and decreases the activity of
membrane enzymes (Kawamura & Uemura, 2013; Lyons, 1973; Nishida & Murata, 1996).
Chilling temperatures also affect the activity of soluble enzymes and lead to the formation of
RNA secondary structures (McWilliam, 1983; Ruelland et al., 2009). If not counteracted by the
plants, all of these events might lead to metabolic imbalance, an accumulation of toxic
metabolites and reactive oxygen species (ROS) as well as photoinhibition, which altogether
may trigger irreversible cellular and tissue damage such as chlorosis or even plant death (Allen
& Ort, 2001; Levitt, 1980a). In addition to the damages described above, temperatures below
0°C cause further injuries to the plants, not only by exacerbating cold-triggered enzyme
inactivation but also due to water freezing (Kawamura & Uemura, 2013; Ruelland et al., 2009;
Zrobek-Sokolnik, 2012). As intracellular freezing always leads to cell death, plants devised
ways to ensure that freezing mostly occurs in extracellular spaces (Levitt, 1980b, 1980c).
However, extracellular freezing also has noxious consequences as it causes mechanical
stress on the protoplast due to the pressure exerted by the ice on the plasma membrane, as
well as dehydration (Kawamura & Uemura, 2013). Dehydration leads to increased cytoplasmic
concentrations of solutes such as salts, which in turn decrease enzymatic activity and cause
protein denaturation (Zrobek-Sokolnik, 2012). Moreover, plants can suffer from additional
injuries after the freezing episode has passed, when the ice crystals thaw. This leads to a quick
rehydration of the cells, whose plasma membranes might then rupture (Zrobek-Sokolnik,
1



2012). Overall, lower temperatures can potentially cause a multitude of damages to plants,
highlighting their need to detect and respond to temperature variations in order to survive.

As cold could be harmful for living organisms in multiple ways as described above, plants
evolved mechanisms allowing them to avoid potential damages. Indeed, in Arabidopsis
thaliana, the rigidification of membranes is counteracted by changes in their compositions,
such as an accumulation of phospholipids and loss of cerebrosides in the plasma membrane
(Uemura et al., 1995). The membranes are further protected through the action of dehydrins,
a group of hydrophilic proteins characterized by the presence of a K-segment and potentially
other conserved sequences such as Y- and S-segments (Ruelland et al., 2009). The genome
of Arabidopsis thaliana encodes several dehydrins such as LOW TEMPERATURE INDUCED
(LTI) 29, LTI30, COLD-REGULATED (COR) 47 and RAB GTPASE HOMOLOG B18 (RAB18),
which were shown to improve freezing tolerance through the stabilization of membranes
(Eriksson et al., 2011; Puhakainen et al., 2004). The accumulation of ROS triggered by cold is
counterbalanced by the activation of scavenging systems (catalases, superoxide dismutases)
as well as the production of antioxidant compounds (ascorbate, glutathione, tocopherol)
(Ruelland et al., 2009). To adapt to reduced energy demands and photoinhibition, non-
photochemical quenching as well as photosystem Il (PSIl) reaction centre quenching are
increased in cold-exposed plants (Ruelland et al., 2009; Sane et al., 2003). Additionally, chilling
induces the accumulation of cold shock proteins such as AtCSP1 and AtCSP3, which act as
RNA chaperones and prevent the formation of undesirable RNA secondary structures
(Juntawong et al., 2013; M.-H. Kim et al., 2009). Plants are also able to cope with sub-zero
temperatures by preventing ice formation and adapting to freezing-induced damages such as
dehydration (Ruelland et al., 2009). Ice formation itself can be avoided by the production of
antifreeze proteins (AFPs), which lower the temperature at which leaves would freeze (Griffith
et al., 2005). In Arabidopsis thaliana, KIN1 and KIN2 were identified as potential AFPs due to
their homology with the AFPs of artic flounder (Kurkela & Borg-Franck, 1992; Kurkela & Franck,
1990). Besides AFPs, ice formation can be counteracted by an accumulation of sugars leading
to super-cooling and ice spreading is avoided by reducing the size of cell wall pores, as was
shown in suspension-cultured cells of Vitis spp and Malus domestica (Rajashekar & Lafta,
1996; Reyes-Diaz et al., 2006; Ruelland et al., 2009). However, it is not possible to completely
avoid the formation of ice in the plant, so the consequences of freezing have to be managed
as well. As described previously, one of those consequences is cell dehydration, which is
counteracted by a cytoplasmic accumulation of sugars such as sucrose, fructose, glucose and
raffinose (Zuther et al., 2019). This process increases the osmotic potential of the cell, thus
preventing the loss of water induced by extracellular freezing (Ruelland et al., 2009). This
readjustment of the osmotic pressure between cytoplasm and apoplasm might be reinforced
through the accumulation of other compatible solutes such as proline, glycine betaine and
polyamines (Jenks & Hasegawa, 2013). However, the role of those compounds is not
completely elucidated yet and they might also help stabilizing proteins and membranes
(Ruelland et al., 2009). Extracellular freezing, through dehydration, leads to the reduction of
the volume of the cells and therefore cell deformation, underlining the important role played by
the cell wall during a freezing episode (Rajashekar & Lafta, 1996). In Arabidopsis thaliana, the
total amount of cell wall is increased during cold exposure and its composition and structure
are modified, which might lead to an increase of the resistance of cells against deformation
(Takahashi et al., 2019). All in all, plants have developed numerous mechanisms allowing them



to cope with cold episodes, but those have to be tightly regulated and coordinated so that they
do not interfere with plant growth during warmer periods where they are not required.

1.1.2 Cold sensing and signalling

Most of the plants growing in temperate regions are chilling tolerant, as they often face
episodes of low but non-freezing temperatures (Levitt, 1980a). This tolerance is not entirely
constitutive and is improved when the plant faces low temperatures (Jan et al., 2009).
Additionally, in temperate regions, moderately low temperatures often precede periods of
freezing cold, such as the drop in temperature in autumn announcing the imminent arrival of
winter. Therefore, when experiencing chilling temperatures, plants do not only respond to the
current stress but also undergo a process named cold acclimation, through which they increase
their freezing tolerance in preparation for potential colder days (Gilmour et al., 1988). The
improvement of the chilling and freezing tolerance are both triggered by the exposure to low
temperatures, which sets off a massive reprogramming of the transcriptome through both
differential expression and differential alternative splicing, affecting several thousands of genes
(Calixto et al., 2018). In the past years, tremendous progress has been made in the elucidation
of the pathways leading to this reprogramming, which are recapitulated below and in Figure 1.

1.1.2.1 Perception of low temperatures

In order to respond to cold, plants need to first perceive the change in temperature. While the
exact cold-sensing mechanism remains unclear, many hypotheses emerged in recent years
and temperature sensing is believed to be achieved by a multitude of systems. One of the most
supported ideas is the role of membrane fluidity as the main “plant thermometer”. Indeed, as
previously explained, low temperatures trigger a rigidification of membranes, which could set
off the cold signalling cascade: several studies showed that inducing membrane rigidification
at warmer temperatures led to the transcriptional activation of cold-inducible genes, while
maintaining membrane fluidity in cold-treated plants prevented it (Orvar et al., 2000; Sangwan
et al.,, 2001). Wang et al. (2020) suggested that the signal could then be amplified and
translated to the downstream actors through the cytoskeleton. Indeed, cold treatment
destabilizes microtubules and actin filaments and stabilizing them at lower temperatures
prevented the expression of cold-induced genes (Orvar et al., 2000; Pokorna et al., 2004;
Sangwan et al., 2001). Plants exposed to low temperatures show a sharp cytosolic Ca?* influx
mere seconds after the transition to cold, suggesting a role for calcium signalling in the cold
response (H. Knight et al., 1996; M. R. Knight et al., 1991). Inhibiting this calcium influx or
chelating the cytosolic Ca?* prevented the induction of cold-responsive genes during cold
exposure while an artificial calcium influx led to their induction at ambient temperature,
demonstrating the role of Ca?* as an upstream signalling agent of the cold response pathway
(H. Knight et al., 1996; Monroy & Dhindsa, 1995; Sangwan et al., 2001). Furthermore, the cold-
induced Ca?* influx was inhibited both by membrane and microtubule stabilizers, suggesting
that membrane fluidization and cytoskeleton destabilization might lead to the activation of
transmembrane calcium channels through the perception of changes in mechanical forces
(Orvar et al., 2000; L. Wang et al., 2020). Five families of calcium channels were identified in
Arabidopsis thaliana, tallying around 60 members in total but only two of those, MID1-
COMPLEMENTING ACTIVITY (MCA) 1 and 2, are mechanosensitive channels (Kudla et al.,
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2018). Recent work proved that MCA1 and MCAZ2 are involved in the cold-triggered Ca?* influx
and are necessary for cold tolerance (Mori et al., 2018). Altogether, it is possible that cold is
sensed through changes in the membranes which then activate MCA1 and MCA2, leading to
an influx of Ca?* that triggers downstream signalling cascades, which will be described in more
details below (Figure 1).
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Figure 1: Schematic representation of cold signalling in Arabidopsis thaliana. Cold is perceived
through membrane rigidification, resulting in the activation of the mechanosensitive calcium channels
MCA1/MCA2. The increased cytosolic calcium concentration activates many calcium-dependant
proteins such as CDPK, CBL, CIPK and CaM. In turn, CaM can activate CRLK1, triggering the MAPK
phosphorylation cascade. In parallel, OST1 is activated and phosphorylate ICE1. It also prevents the
degradation of ICE1 by HOS1. Being liberated from JAZ1-4, the phosphorylated ICE1 is free to bind to
CBFs promoters, activating their transcription. CBFs transcription is also positively regulated by CAMTA
and negatively regulated by transcription factors such as MYC15 and ZAT12. CBFs bind to the
DRE/CRT element in the promoter of COR genes, leading to their transcriptional activation. COR genes
are also transcriptionally activated through the action of BZR1, LOV1 and NPR1 bound to transcription
factors such as HSFA1, while negative regulators such as HOS9 and CaM3-4 limit their expression.
COR genes expression is also activated through ROS signalling. The induction of COR genes finally
leads to growth arrest and the establishment of cold tolerance. Green arrows indicate positive
transcriptional regulation while red arrows show negative transcriptional regulation.

However, this membrane-cytoskeleton-Ca?* system might not be the only module through
which plants sense cold. Indeed, recent studies showed that temperature can induce changes
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in the state or activity of certain proteins. For example, the reversion rate of the phytochrome
B photoreceptor as well as its binding to its targets is affected by temperature, suggesting it as
a potential thermosensor (Jung et al., 2016; Legris et al., 2016). The transcriptional regulator
EARLY FLOWERING 3 (ELF3) is also inactivated by warmer temperatures, through phase
transition driven by its prion-like domain: upon heat exposure, ELF3 forms speckles,
preventing it from binding to its targets (Jung et al., 2020). While these studies unfortunately
focused on warmer temperatures, one cannot exclude the possibility of similar mechanisms
being involved in cold detection. Work in human and mouse showed that the activity of CDC-
like kinases (CLKSs) is temperature-dependant due to a temperature-triggered conformational
change (Haltenhof et al., 2020). As CLKs phosphorylate Serine and Arginine-rich (SR)
proteins, these changes in activity allow the control of alternative splicing in a temperature-
dependant manner. Arabidopsis thaliana possesses three CLK homologs (ARABIDOPSIS
FUS-COMPLEMENTING (AFC) 1, 2 and 3) and the key residues involved in the temperature-
triggered conformational change are conserved, suggesting a potential role of AFCs as plant
thermosensors (Lin et al., 2020). Finally, as mentioned previously, temperature can also act
on RNA structure: the transcript of PHYTOCHROME INTERACTING FACTOR 7 (PIF7) forms
a RNA hairpin on its 5" extremity when exposed to warmth, leading to an enhanced translation
and therefore higher protein levels, which trigger the signalling cascade involved in the
response to heat (Chung et al., 2020). One can therefore imagine that cold could also be
“perceived” by some transcripts through their structure, in an analogue manner to the detection
of heat by PIF7 mRNA.

1.1.2.2 Cold signal transduction by secondary messengers

Once the plant detects a change in temperature, this signal needs to be transduced in order
to activate the necessary defence responses. As previously mentioned, cold exposure leads
to an influx of Ca?* in the cytosol. Calcium is a well-known secondary messenger in plants,
whose importance and plurality of roles were highlighted in a recent review (Kudla et al., 2018),
it is therefore not surprising that it also plays a major role in cold signal transduction. Calcium
modulates the activity of numerous proteins, which usually requires Ca?*-binding to be active,
such as calmodulins (CaMs) (Kudla et al., 2018). The inhibition of CaMs prevented cold
acclimation and proper induction of the cold-induced KIN genes, while their overexpression
inhibited the expression of COR genes which are essential for cold tolerance (see section
1.1.2.3 for details), suggesting that they play an important role in fine-tuning the response to
cold (Tahtiharju et al., 1997; Townley & Knight, 2002). Calmodulins can bind a multitude of
target proteins with highly diverse functions, such as protein kinases, catalase, Ca?*-ATPases
or transcription factors, and can therefore impact cold tolerance through numerous
mechanisms, explaining their plurality of impact (Ruelland et al., 2009). One of those
mechanisms is the activation of the calmodulin-binding transcription activators (CAMTASs),
which positively regulate cold tolerance by inducing the expression of C-REPEAT BINDING
FACTOR (CBF) 1, 2 and 3, three major components of the cold response whose role will be
described in greater details ulteriorly (section 1.1.2.4) (Yanglin Ding et al., 2019). CaMs also
activate the Ca?*/CaM-regulated receptor-like kinases (CRLK). CRLK1 in particular is a
positive regulator of the cold response: after being activated by CaM and Ca?*, CRLK1 induces
the expression of CBF and COR genes (P. Yuan et al., 2018). Calcium can also be detected
by the calcineurin B-like calcium sensors (CBL), that in turn can bind to and activate the CBL-
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interacting protein kinases (CIPK) (Kudla et al., 2018). Together, they regulate parts of the cold
response: for example, CBL1 activates CIPK7, leading to the induction of cold-responsive
genes and therefore the establishment of cold tolerance (P. Yuan et al., 2018). Some protein
kinases can be directly activated by calcium, such as the Calcium-Dependant Protein Kinases
(CDPK): upon calcium binding, those proteins undergo a conformational change toward an
active form (Liese & Romeis, 2013). Several studies in Oryza sativa have proven that certain
CDPKs (OsCPK27, OsCPK17 and OsCPK7) act as positive regulators of cold tolerance (Saijo
et al., 2000; P. Yuan et al., 2018).

Another important part of signal transduction in plants is the Mitogen-Activated Protein Kinase
(MAPK) cascade (Figure 1). This pathway is involved in the response to a multitude of stresses
and consists of at least three levels of protein kinases that activate their downstream targets
through phosphorylation: the MAPKKKSs activate the MAPKKs which then activate the MAPKs
(Cvetkovska et al., 2005). The MAPK module is involved in the cold response and is connected
to calcium signalling. As described in the review from Yuan et al. (2018), CRLK1 activates the
MAPKKK MEKK1, which then phosphorylates MKK2, which in turn activates MPK4 and MPKG.
In the absence of MKK2, MPK4 and MPK6 are not activated by cold, preventing the
establishment of cold resistance (Teige et al., 2004). On the other hand, MPK3 and MPK®,
which are activated by MKK4 and MKKS5, were recently shown to be negative regulators of
INDUCER OF CBF EXPRESSION 1 (ICE1), whose key role in the induction of COR genes will
be detailed in a later section (1.1.2.4) (C. Zhao et al., 2017). Arabidopsis thaliana possesses
at least 23 MAPKSs, 10 MAPKKs and 60 MAPKKKSs, highlighting the possibility of numerous
MAPKKK-MAPKK-MAPK being involved in the cold response and having antagonistic effects
(Cvetkovska et al., 2005).

Other secondary messengers have been shown to be involved in the transduction of the cold
signal. For instance, as previously mentioned, low temperatures lead to the accumulation of
ROS, which then act as signalling molecules (Mittler, 2017). They have been described as
feeding back into the Ca?* signalling, but might also directly act on transcription as some cold-
induced genes possess ROS response elements in their promoters (H. Cheng et al., 2020; L.
Wang et al., 2020). These ROS response elements are bound by several transcription factors
whose binding affinity is affected by the presence of H,O, (H. Cheng et al., 2020). While this
particular study did not examine cold, it raises the possibility of ROS playing a part in the
transcriptional response to cold through these response elements and the action of H2O..

Finally, numerous phytohormones participate in the signalling and regulation of the cold
response. Abscisic acid (ABA) is one of the most investigated phytohormones in this context.
Indeed, the endogenous levels of ABA increase slightly in response to chilling or freezing
temperatures and many cold-induced genes are also induced by ABA (H. Knight et al., 2004;
Lang et al., 1994; Seki et al., 2002). Furthermore, ABA insensitive and ABA deficient mutants
are not able to fully cold acclimate, proving the essential role of ABA for a successful cold
response (Mantyla et al., 1995). Many COR genes also have an ABA Responsive Element
(ABRE) in their promoter, which can be bound by ABRE Binding Factors (ABFs) transcription
factors to induce their expression (Roychoudhury et al., 2013; Ruelland et al., 2009). The
brassinosteroids (BRs) are also positive regulators of the cold response: plants treated with
exogenous brassinosteroid showed a higher induction of COR genes (Kagale et al., 2007).
Furthermore, BR signalling deficient mutants showed a lower basal and acquired freezing
tolerance, while mutants with a constitutively active BR signalling displayed an improved cold
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response (Eremina et al., 2016). Jasmonate (JA) is required for proper cold response, as plant
deficient in jasmonate biosynthesis or signalling have a lower basal and acquired freezing
tolerance, while treating plants with exogenous jasmonate improves their cold response (Yanru
Hu et al., 2013). Upon cold exposure, the bioavailable levels of gibberellic acid (GA) decrease
due to the activation of the GA2 oxidase (Achard et al., 2008). This leads to an accumulation
of the DELLA proteins, which slow down growth and promote freezing tolerance. Salicylic acid
(SA) is also involved in the inhibition of growth triggered by low temperatures and the cold-
induced accumulation of SA limits the induction of COR genes (Miura & Ohta, 2010; Scott et
al., 2004). Finally, cold is known to inhibit the root basipetal transport of auxin by preventing
the relocalization of PIN-FORMED (PIN) transmembrane efflux carriers, which leads to an
arrested root growth (Shibasaki et al., 2009). It is therefore possible that auxin participates in
the inhibition of plant growth induced by cold. Deciphering the individual role of each
phytohormone in the cold response is however not trivial due to substantial cross-talks
between the different pathways (Yanru Hu et al., 2017). Still, it is evident that phytohormones
are major constituents of low-temperature signalling, as they coordinate the stress and
developmental responses.

1.1.2.3 Establishment of defences by the cold-regulated genes

The different upstream cold signalling pathways eventually lead to the differential expression
of thousands of genes, including the induction of several thousand COLD-REGULATED (COR)
genes (Calixto et al., 2018; Shi et al., 2018). COR genes were first identified in 1985 and were
since then repeatedly shown to be essential for freezing tolerance (Guy et al., 1985;
Thomashow, 1999; D. Z. Wang et al., 2017). They are divided into five major families: cold-
regulated (also called COR), low-temperature induced (LTI), responsive to desiccation (RD),
early dehydration-inducible (ERD) and cold-inducible (KIN) (Shi et al., 2018). They are often
also induced by dehydration stress or ABA (D. Z. Wang et al., 2017). COR genes code for a
variety of proteins such as chaperones, antifreeze proteins, osmolytes, transcription factors,
LATE EMBRYOGENESIS ABUNDANT (LEA) proteins or enzymes involved in respiration or
the metabolism of antioxidants, phenylpropanoids and lipids (Yanglin Ding et al., 2019; D. Z.
Wang et al., 2017). For example, one of the most well-known COR gene is COR15A (Cold
Regulated 15A) which encodes for a protein localized in the stroma of chloroplasts
(Thomashow et al., 1997). COR15A is essential for freezing tolerance as it improves the
cryostability of the chloroplast inner membrane and stabilizes freeze-labile chloroplastic
enzymes (Nakayama et al., 2007; Steponkus et al., 1998). LTI30 is a cold-induced dehydrin
involved in the stabilization of membranes during cold exposure: this protein is able to lower
the temperature of the lipid phase transition of membranes, leading to freezing tolerance
(Eriksson et al., 2011; Gupta et al., 2019; Puhakainen et al., 2004). Cold also induces the
transcription of many of the GOLS genes, such as GOLS3, which encode galactinol synthases
(Calixto et al., 2018; Kwon et al., 2009). As galactinol is an osmoprotectant and antioxidant,
the induction of GOLS genes might protect the plants from the cold-triggered accumulation of
ROS (Nishizawa et al., 2008). Finally, COR genes can encode for transcription factors and
even chromatin modifiers. SALT TOLERANCE ZINC FINGER 10 (ZAT10) is a transcription
factor induced by cold which also acts as a positive regulator of osmotic stress tolerance
through the promotion of ROS detoxification processes (Nguyen et al., 2016; Rossel et al.,
2007; van Buer et al., 2016). TOLERANT TO CHILLING AND FREEZING 1 (TCF1) regulates
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the expression of certain cold-responsive genes through the modulation of their chromatin
state, in particular the levels of H3K4me3 and H3K27me3, and acts as a negative regulator of
freezing tolerance (Ji et al., 2015). While the expression of COR genes is essential to cold and
freezing tolerance, the tight control of the timing and magnitude of their transcriptional induction
is critical to ensure proper plant development and survival.

1.1.2.4 The ICE-CBF regulon

A major hub controlling the induction of COR genes is the ICE-CBF pathway: it regulates the
expression of 10 to 25% of all COR genes (Shi et al., 2018). This regulon is a cascade
composed of three components: the INDUCER OF CBF EXPRESSION (ICE) induces the
expression of the C-REPEAT BINDING FACTOR (CBF) transcription factors which in turn
leads to the transcriptional activation of the COR genes (D. Z. Wang et al., 2017) (Figure 1).
Two ICE genes are encoded in the genome of Arabidopsis thaliana, ICE1 and ICE2, which are
MY C-like bHLH transcription factors (D. Z. Wang et al., 2017). It has been reported that ice1
mutant plants are more sensitive to freezing and prolonged chilling treatments than wild type
plants, while plants overexpressing /ICE1 are more freezing-tolerant (Chinnusamy et al., 2003).
ICE1 was therefore identified as a positive regulator of the cold response: it can bind to the
promoter of CBF3 and promotes its transcription. ICE2 also acts as a positive regulator of the
cold response, but by promoting the transcription of CBF1 (Fursova et al., 2009). ICE1 is
constitutively expressed but is only active after cold exposure, suggesting that post-
translational modifications play a key role in the regulation of its activity (Chinnusamy et al.,
2003). In the absence of cold, ICE1 activity as a transcription factor is hindered by its physical
interaction with the jasmonate-zim-domain proteins JAZ1 and JAZ4 and by its ubiquitination
by the E3 ubiquitin-ligase HIGH EXPRESSION OF OSMOTICALLY RESPONSIVE GENES 1
(HOS1) which targets it for degradation (C. H. Dong et al., 2006; Yanru Hu et al., 2013). Upon
cold exposure, the jasmonic acid signalling pathway targets JAZ1 and JAZ4 for degradation
and ICE1 is activated through phosphorylation by the Ser/Thr protein kinase OPEN STOMATA
1 (OST1) (Yanglin Ding et al., 2015). This phosphorylation stabilizes ICE1 as it prevents its
targeting by HOS1, finally leading to the induction of the CBF genes. However, ICE1 can also
be phosphorylated by MPK3 and MPK®6 in cold-treated plants, which targets the protein for
degradation (Hui Li, Ding, et al., 2017; C. Zhao et al., 2017).

When active, ICEs lead to the transcription of the CBF genes. Arabidopsis thaliana possesses
four CBF genes, CBF1-4, that belong to the APETALA 2/ETHYLENE-RESPONSIVE FACTOR
family of transcription factors (Ruelland et al., 2009). CBF1, CBF2 and CBF3 are encoded in
a tandem on chromosome 4 and show a high sequence similarity (D. Z. Wang et al., 2017).
The three of them are induced by low temperatures, partially through the binding of ICE1 to
the MYC-binding sites present in their promoters (Chinnusamy et al., 2003; Medina et al.,
1999). They are essential for cold and freezing tolerance: cbfs triple mutant plants are not able
to properly cold-acclimate while plants overexpressing CBFs are more freezing tolerant before
and after cold acclimation (Gilmour et al., 2004; Jia et al., 2016; C. Zhao et al., 2016). Contrary
to the other three, CBF4 is not cold-induced and has not been shown to be involved in cold
tolerance (D. Z. Wang et al., 2017). CBFs mostly act as transcriptional activators by binding to
the CCGAC motif, called Drought Responsive Element (DRE) or C-repeat (CRT), present in
the promoter of many COR genes (Medina et al., 1999; Yamaguchi-Shinozaki & Shinozaki,
1994). A recent study by Song et al. (2021) identified 146 COR genes that are directly bound
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and regulated by the CBFs, but the transcript levels of several hundreds of genes are directly
and indirectly affected by those transcription factors. Similarly to ICE1, the activity of the CBFs
is tightly regulated, especially at the transcriptional level. In addition to ICE1, the transcription
of CBFs is induced by the CAMTA proteins that bind to the CMT2 motif present in their
promoters (Doherty et al., 2009; Y. Kim et al., 2013). RNA-DIRECTED DNA METHYLATION
4 (RDM4) enhances the binding of RNA Pol Il to the CBFs promoters, leading to an increased
transcription (Chan et al., 2016). On the other hand, CBFs are targeted by many repressors.
Firstly, the CBFs act as repressors for one another: CBF2 prevents the transcription of CBF1
and CBF3, while CBF1 and CBF3 repress CBF2 (Novillo et al., 2004; C. Zhao et al., 2016).
MYB DOMAIN PROTEIN 15 (MYB15), a MYB transcription factor, represses the cold-induction
of CBFs by binding to the type Il Myb recognition sequence in their promoters (Agarwal et al.,
2006). The transcription of the CBFs is also repressed by the C2H2 transcription factor ZAT12,
the cold shock proteins CSP2 and CSP4, and the Phytochrome-Interacting Factors PIF3, PIF4
and PIF7 (B. Jiang et al., 2017; Kidokoro et al., 2009; Sasaki et al., 2013; Vogel et al., 2005).

1.1.2.5 CBF-independent pathways

Despite its major impact on cold tolerance, the induction of the majority of COR genes is not
controlled by the ICE-CBF regulon, suggesting the existence of alternative pathways
coordinating the expression of these non-CBF target genes. NON EXPRESSOR OF PR
GENES 1 (NPR1) is part of one of these pathways and acts as a positive regulator of both
basal and acquired freezing tolerance (Olate et al.,, 2018). Upon cold exposure, NPR1 is
monomerized and translocates to the nucleus, where it can bind to transcription factors such
as HEAT SHOCK FACTOR 1 (HSFA1s), inducing the expression of certain COR genes. NPR1
does not act on the CBFs nor is itself regulated by them, proving that it functions independently
of the ICE-CBF regulon. Another CBF-independent regulon is controlled by BRASSINAZOLE-
RESISTANT 1 (BZR1): prior to the cold exposure, BZR1 is phosphorylated by
BRASSINOSTEROID INSENSITIVE 2 (BIN2), which targets it for nuclear export and
proteasomal degradation. Upon cold exposure, the activation of the BR pathway leads to the
dephosphorylation of BZR1, which can then induce the expression not only of CBFs but also
of some CBF-independent COR genes (Hui Li, Ye, et al, 2017). Finally, LOCUS
ORCHESTRATING VICTORIN EFFECTS1 (LOV1) is a positive regulator of both basal and
acquired freezing tolerance: it induces the expression of certain COR genes in a CBF-
independent manner (Yoo et al., 2007). CBF-independent pathways can also act as repressors
of the cold-responsive genes. For example, the calmodulin CaM4 prevents the over-induction
of certain COR genes independently of the CBFs as their expression was not affected in cam4
mutants (Chu et al., 2018). CaM3 is also a negative regulator of the induction of COR genes
(Townley & Knight, 2002). While the expression of CBFs was not investigated in this study, it
is possible that CaM3 also acts independently of CBFs, like CaM4. The transcription factor
HIGH EXPRESSION OF OSMOTICALLY RESPONSIVE GENES 9 (HOS9) was also
proposed to work in a CBF-independent manner to prevent the over-induction of certain COR
genes (J. Zhu et al., 2004). Contrary to CaM4, HOS9 is a positive regulator of basal and
acquired freezing tolerance (Chu et al., 2018; J. Zhu et al., 2004). This suggests that either the
expression of COR genes is detrimental to freezing tolerance above a certain threshold or that
HOS9 also acts as an activator for other COR genes.



1.1.3 Deacclimation and memory: the importance of controlling the stress
response

1.1.3.1 Cold deacclimation

While it is crucial for plants to induce the appropriate stress responses when exposed to cold,
it is equally critical for them to inhibit those defences when the temperature is favourable.
Indeed, a constant activation of the cold response has adverse consequences on plant fitness
and development. Overexpression of CBFs, which leads to a constitutively high freezing
tolerance and an increased accumulation of cryoprotectants even in the absence of cold,
causes the plants to grow slower, bolt later and produce less seeds (Gilmour et al., 2004; S.
Park et al., 2015; Zhen et al., 2011). This was confirmed in the meta-analysis conducted by
Dong et al. (2018), which showed that the overexpression of DRE Binding (DREB) genes leads
to a significantly reduced plant height. In general, inducible defences are thought to be
favoured by plants over constitutive ones for three main reasons: i) constitutive defences have
allocation costs since they divert energy and resources from growth and reproductive
processes, ii) they might be directly incompatible with growth and iii) constitutive defence
against one stressor might confer susceptibility to another (Agrawal & Karban, 1999; Cipollini
et al., 2017). This explains why, while cold exposure triggers a myriad of defence responses
so that the plant is able to survive the stress episode, those defences are quickly lost upon
return to ambient temperature, following a process called cold deacclimation (Kalberer et al.,
2006). In Arabidopsis thaliana, deacclimation could already be seen 24 h after the return to
ambient temperature as the freezing tolerance acquired during cold acclimation was
significantly reduced (Oono et al., 2006; Zuther et al., 2015). The exact time required for full
deacclimation depends on the length of the acclimation period and the ecotype of the plant.
Oono et al. (2006) showed that 24 h at 22°C were sufficient to lose the freezing tolerance
acquired during a week of cold treatment, while Zuther et al. (2015) still observed a higher
freezing tolerance in plants that were cold acclimated for two weeks and placed back at 20°C
for three days compared to non-acclimated plants. As described previously, cold acclimation
involves an extensive reprogramming of the transcriptome and the metabolome. The changes
of the transcriptome were shown to be reverted very quickly upon return to ambient
temperature: two hours at 20°C were sufficient to trigger detectable changes in gene
expression and the transcriptome of deacclimated plants was virtually indistinguishable from
naive plants after 24 h (Pagter et al., 2017). The metabolome recovers at a slower pace, as
24 h of deacclimation are not sufficient to return to a pre-acclimation state (Pagter et al., 2017).
Indeed, the accumulation of compatible solutes such as proline and several sugars, although
quickly decreasing upon return to ambient temperature, required three days to return to naive
levels in plants that were previously cold acclimated for two weeks (Zuther et al., 2015).
Deacclimation does not only involve the reversal of defences built during the cold exposure, it
also entails recovery from potential damages caused by the stress as well as the reactivation
of photosynthesis and growth (Oono et al., 2006). Just as cold acclimation, deacclimation
therefore relies on well-coordinated transcriptomic changes. A return to ambient temperatures
triggers the repression of genes that were induced by the cold exposure, such as COR genes,
genes involved in secondary metabolism as well as transcription factors and kinases involved
in cold signalling (Byun et al., 2014; Pagter et al., 2017). On the other hand, it induces the
expression of genes linked to photosynthesis, detoxification, cell wall biogenesis, lipid
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degradation and phytohormones biosynthesis (Byun et al., 2014; Oono et al., 2006; Pagter et
al., 2017).

1.1.3.2 Priming and cold stress memory

However, while deacclimation is essential for plants to resume growth once favourable
environmental conditions return, it can be noxious if it occurs prematurely. In spring for
example, warm spells may precede periods of colder weather, meaning that deacclimated
plants might need to re-acclimate. This re-acclimation has a cost for the plant, due to the
potential damages done by the stress in the time it takes to re-establish all necessary defences
(Cipollini et al., 2003). A potential solution to edge this cost might be priming, a mechanism
through which plants can memorise past stressful events (Hilker et al., 2015). This memory
maintains the primed plants in a “pre-active” state, which leads to a more efficient re-
acclimation and therefore an improved survival to a potential second stress episode. While the
word priming has been used to describe many different and sometimes conflicting concepts,
in this study, it will refer to the definition offered by Hilker et al. (2015): when a plant
experiences a stress that might reoccur, it stores the information about this first stressful
episode, also called priming event (P) (Figure 2). This information is then remembered over a
stress-free period, called lag phase (PL). If the plant experiences a second stress episode,
named triggering event (T), this memory of the priming will allow the plant to react more
efficiently than an individual that did not experience the priming event, through a stronger,
faster, earlier and/or more sensitive response. In this definition, it is important to note that the
information is retained over a period where the stress disappeared and the plant underwent
deacclimation, meaning that the benefit from priming is not simply due to a persisting
acclimation response to the first stress but to the actual memory of it. As priming is associated
with low costs compared to a constant acclimation, it provides a profitable strategy for plants
to respond to frequently reoccurring stresses such as temperature variations (Douma et al.,
2017). Priming has already been described for various biotic and abiotic stresses, including
cold (Brzezinka et al., 2016; Byun et al., 2014; Yong Ding, Fromm, et al., 2012; Hilker et al.,
2015; Lamke et al., 2016; Sani et al., 2013; Zuther et al., 2019). Indeed, Byun et al. (2014)
demonstrated that Arabidopsis thaliana plants primed at 0°C for 24 h and deacclimated for 72
h had a higher freezing tolerance than non-primed plants upon triggering (Figure 2). Similarly,
Zuther et al. (2019) showed that plants primed at 4°C for three days before being returned to
ambient temperature for a week also performed better than non-primed plants upon re-
exposure to 4°C, confirming that plants can remember cold stress. While the exact
mechanisms encoding cold stress memory remain undiscovered, a few studies provided
precious insight. Indeed, upon triggering, previously primed plants accumulate higher levels of
specific lipids such as arabidopsides and compatible solutes (proline, sucrose, raffinose) than
their non-primed counterparts (Zuther et al., 2019). Cold priming also results in an increased
PSII activity and photochemical quenching, while non-photochemical quenching is reduced
(van Buer et al., 2016). This suggests that cold memory leads to an improved response of
many systems involved in cold and freezing tolerance, such as membrane protection,
avoidance of intracellular freezing or photosynthesis, which ultimately contributes to the
enhanced survival of primed plants compared to their non-primed counterparts.
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Figure 2: Cold stress memory at the physiological and transcriptional level. Schematic views of
the temperature (upper panel), freezing tolerance (middle panel) and expression of cold-inducible genes
(lower panel) during a priming and triggering scheme. Primed plants acquire a higher freezing tolerance
than non-primed plants upon a triggering cold treatment. This altered physiological response is
associated with a refined transcriptomic response: while some cold-inducible genes are expressed at
the same level during the first and second cold event, some are trainable, meaning that they are induced
to a higher (++) or lower (+-) level during triggering.

1.1.3.3 Stress memory is associated with transcriptional trainability

While cold priming is associated to the enhanced response of several cold defence systems,
transcriptomic analyses showed that the higher freezing tolerance in primed-and-triggered
(PLT) plants compared to triggered-only plants (T) is not simply due to a stronger expression
of the cold-responsive genes. On the opposite, some genes are not re-induced during the
triggering stress while other are newly induced (Byun et al., 2014; Zuther et al., 2019). This
revised transcriptional response upon a second stressful episode is not unique to cold.
Investigations of the memory of other abiotic stresses such as drought or heat revealed that a
priming event might affect the transcriptional activity of a gene, either during the lag phase or
the triggering stress (Yong Ding et al., 2013; H. Liu et al., 2018). This phenomenon is called
transcriptional memory and can be categorized into two types: sustained induction and revised
response, also coined trainability (Friedrich et al., 2018). Sustained induction refers to the
persisting transcription of stress-inducible genes even after the stress has passed and has
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been observed for drought and heat stress memory (Ladmke et al., 2016; N. Liu et al., 2014).
Trainable genes are genes whose magnitude of induction (resp. repression) differs during the
triggering event compared to the priming one. Transcriptomic analyses of plants that faced
repeated drought stresses identified four categories of trainable genes: induced genes that are
induced to a higher (++) or lower (+-) level during a subsequent stress and repressed genes
that are more (--) or less (-+) repressed during the triggering stress (Yong Ding et al., 2013).
Trainability has also been observed in heat stress memory and systemic acquired resistance
(Jaskiewicz et al., 2011; H. Liu et al., 2018; Mozgova et al., 2015) as well as during cold
priming. For example, van Buer et al. (2016) identified COR15A, PHE AMMONIA LYASE
(PAL1) and CHALCONE SYNTHASE (CHS) as being induced to a higher level in primed plants
(++ trainable) and ZAT10 and BON ASSOCIATED PROTEIN 1 (BAP1) as being less induced
(+- trainable). This suggests that cold priming, similarly to other abiotic and biotic stresses
memory, relies on a refined transcriptomic response rather than simply on the over-induction
of all COR genes, which improves the overall response to cold and survival chances of the
plant (Figure 2). How the trainability of COR genes is encoded remains so far unelucidated but
investigations of other abiotic stresses memory highlighted the key role played by chromatin
modifications in this process (see section 1.3.2.1 for more details), suggesting that similar
mechanisms could be involved and opening an interesting avenue for deeper investigations of
cold stress memory.

1.1.4 The central role of transcriptional regulation in the stress response

As detailed in the previous sections, the tight control of gene expression is a key aspect of the
cold response (Figure 3). Prior to cold exposure, the COR genes need to be repressed to allow
proper growth. However, upon cold exposure, this repression has to be rapidly lifted, following
a precise cascade: the signalling actors (kinases, transcription factors) are induced first,
followed by the genes directly involved in the defence against cold (dehydrins, cryoprotectants)
(Byun et al., 2014; Calixto et al., 2018). The vast number of negative regulators of the ICE-
CBF-COR regulon underlines the importance of preventing an over-induction of those genes
also during a cold episode, meaning that the transcriptional activity is maintained within a tight
range. It is interesting to note that this regulation does not only target the COR genes: many
of their activators and repressors are themselves induced or repressed by cold. Once the
warmer weather returns, all those changes have to be reverted and the COR genes are once
again repressed to allow growth to resume. Finally, should the plant experience cold again,
the defences must be re-established. This requires not only the re-induction of the COR genes
but a refining of the transcriptomic response: some genes are induced to a higher magnitude,
others to a lower one, while others are not re-induced at all. Altogether, this demonstrates the
essential role of the precise control of gene expression in the cold response and memory. This
is not unique to the response to low temperatures: indeed, the adaptation to any adverse
condition relies on the transcriptional induction of thousands of genes (Garcia-Molina et al.,
2020; Kreps et al., 2002). While some genes are specifically involved in the response to one
particular stressor, others can be induced by several types of adverse conditions (Kreps et al.,
2002; Swindell, 2006). Garcia-Molina et al. (2020) for example identified 456 genes, including
41 transcription factors, which can be induced by heat, cold and high-light stress. Irrelevant of
which stress they are induced by, all stress-responsive genes follow the same pattern
described previously, where they are tightly repressed in naive conditions and induced
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according to a precise timing and magnitude upon stress exposure, underlining the central role
of transcriptional regulation in all stress responses. The induction of stress-responsive genes
is achieved by the coordinated action of multiple transcription factors, which have been the
object of intensive investigation in the last decade. To execute their functions, these
transcription factors need to have access to the DNA, underlining the essential role played by
chromatin accessibility in this process. Furthermore, chromatin modifications are known to
contribute to the recruitment of transcription factors to their target loci (B. Li et al., 2007).
Despite the key role of the chromatin status in the control of gene expression and the adding
evidence of the key role of chromatin regulation in the response to stress (Asensi-Fabado et
al., 2017), this aspect was only very rarely addressed in studies investigating COR genes.
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Figure 3: The expression of cold-inducible genes is tightly regulated at every step. When the plant
is not exposed to cold, the cold-inducible genes are repressed (1). Lower temperatures trigger their
rapid and coordinated activation (2) and the magnitude of this induction is also controlled (3). Once the
cold subsides, the genes are once again repressed (4). Finally, if the plant re-experiences cold, the
activation of cold-inducible genes is refined compared to the first stress (5). The black line represents a
gene induced early in the cold response, while the grey line represents a gene induced later. The blue
boxes show episodes of cold.

1.2 CHROMATIN STRUCTURE AND ITS IMPACT ON TRANSCRIPTION

For all eukaryotic organisms, most of the information necessary to life is encoded in the nuclear
DNA. In order to fit inside this small organelle, the long DNA molecules have to be tightly
packaged while remaining accessible for processes such as transcription, replication and
repair. This fragile equilibrium is achieved through the association of DNA with a various set
of proteins that together form the chromatin. The chromatin is a place of dynamic and
reversible changes that impact, among others, the accessibility of genes to the transcriptional
machinery, making it a crucial level of control of gene expression.

1.2.1 The basic structure of chromatin

The chromatin is essentially a polymer of repeated units called nucleosomes. A nucleosome
is formed by an octamer of histones, consisting of two H2A-H2B-H3-H4 tetramers, around
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which is wrapped a 147 bp-long segment of DNA (Kornberg, 1977; Luger et al., 1997). Two
nucleosomes are separated from one another by the linker DNA, whose length varies between
20 and 80 bp depending on the organism and cell type (Bednar et al., 1998). This leads to the
basic “beads on a string” structure, which is the first level of chromatin compaction. The
chromatin is further condensed through the binding of the linker histone H1 to the nucleosome
and linker DNA, which bring the nucleosomes closer to one another (Bednar et al., 1998).
However, nucleosomes are not regularly distributed along the DNA molecules: certain sections
are packed more tightly than others. Chromatin is often categorized into two different types
depending on its degree of compaction. Euchromatin refers to the decondensed chromatin
found at actively transcribed or poised genes while the more tightly packed heterochromatin is
associated with silenced loci (Blakey & Litt, 2015). Heterochromatin is itself divided into
constitutive heterochromatin, found on pericentromeric and telomeric regions as well as
repetitive elements, and facultative heterochromatin that marks genes that are currently
silenced but might need to be transcribed at an ulterior stage. Indeed, facultative
heterochromatin retains the potential to switch to an euchromatic state (Trojer & Reinberg,
2007). At the molecular level, these different chromatin environments are characterized by the
presence of distinctive histone marks and histone variants that dictate their structure and
accessibility (Figure 4).
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Figure 4: Major histone marks and chromatin modifiers. Heterochromatin is tightly packed and
characterized by the presence of H3K27me3, H3K9me2 and H2AUb. Euchromatin is more loose and
characterized by the presence of H3K4me3, phosphorylation and acetylation. Modifications are added
by histone writers such as the PRC2 complex, the TrxG proteins, kinases, HAT and removed by histone
erasers such as the JMJ demethylases, phosphatases and HDAC (upper part). They are read by
proteins containing specific domains such as BAH, PHD, SANT or Bromo (lower part). The structure of
chromatin is also dictated by the action of chromatin remodellers that slide nucleosomes along the DNA
or evict them.

1.2.1 Histone post-translational modifications

1.2.1.1 The high diversity of histone post-transiational modifications

The core histones (H2, H3 and H4) all share a similar structure, composed of a globular domain
and a protruding histone tail (or two in the case of H2). This tail is formed by the terminal part
of the amino acid sequence (N-terminal part for H3 and H4) and represents around 25% of the
histone mass (Luger & Richmond, 1998). The tails contain numerous lysine and arginine
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residues, making them highly basic, and are the site of numerous post-translational
modifications (PTMs). These histone PTMs are very diverse and include for example
phosphorylation (pho), methylation (me), acetylation (ac), ubiquitination (Ub), sumoylation or
ADP-ribosylation (Y. Zhao & Garcia, 2015). They occur on specific residues that are often
conserved across a wide range of eukaryotic organisms and while efforts have been directed
towards the documentation of the full array of modifications and their localization, the function
of many remains undiscovered. Indeed, the histone PTMs can affect the compaction and
accessibility of chromatin by (i) cis effects: the modification induces changes in the physical
properties of the histone tail and therefore the strength of DNA-histone interaction and/or
nucleosome spacing or (ii) frans effects: the modification is recognized by a specific binding
protein, called reader, which can recruit a complete protein complex and in turn alter the
chromatin structure or simply prevent the binding of the transcriptional machinery (Blakey &
Litt, 2015). Depending on the effect of those modifications on transcription, histone PTMs are
categorized as active (favouring transcription) or repressive (inhibiting or limiting transcription).

The most investigated modifications are acetylation, phosphorylation and methylation (Figure
4). Histone acetylation happens on lysine (K) residues and neutralizes their positive charge,
decreasing the affinity of the histone tails for the DNA (Hong et al., 1993). This leads to a more
accessible chromatin which is favourable to transcription, explaining why acetylation is
commonly described as an active mark. Histone phosphorylation can occur on serine (S),
threonine (T) or tyrosine (Y) residues (Y. Zhao & Garcia, 2015). As it is negatively charged, it
creates repulsion between the residues and the negatively charged DNA, which results in DNA
unwrapping and therefore increased chromatin accessibility (Brehove et al., 2015). On the
contrary, the consequences of methylation on transcriptional activity are more nuanced. This
modification can occur on arginine (R) to form mono- or dimethylated arginine, or on lysine
residues, which can be mono-, di- or tri-methylated (Y. Zhao & Garcia, 2015). Histone
methylation does not affect the charge of the residues but their hydrophobicity and size (Blakey
& Litt, 2015). Depending on the targeted residue and the methylation state, this PTM has a
different impact on the transcriptional activity of the underlying genes. In plants, lysine
methylation can occur on the residues K4, K9, K23, K27, K36 and K79 of H3 and on the residue
K20 of H4 (K. Cheng et al., 2020). H3K4 and H3K36 methylation are both associated with
transcriptionally active chromatin but show a slightly different distribution over transcribed
regions. H3K4me2 and me3 are localized in the promoters and 5 UTR regions of actively
transcribed genes while H3K36me3 spans a wider section of the gene body (Roudier et al.,
2011). H3K4me1 and H3K36me2 are found in the body of transcriptionally active genes,
especially towards the 3’ end (X. Zhang et al., 2009). To the contrary, H3K9 and H3K27
methylation are associated with silenced loci as they are mainly found in heterochromatin (K.
Cheng et al.,, 2020). However, they hold slightly different functions depending on the
methylation state. Indeed, H3K9me1 and me2, the most common methylated forms of H3K9
in plants, are found at centromeres, chromocenters, transposons and repetitive elements,
which belong to the constitutive heterochromatin (Bernatavichute et al., 2008; Jackson et al.,
2004). H3K9me2 in particular is associated with DNA methylation and gene silencing (Jackson
et al., 2004). In plants, contrary to what is observed in mammals, H3K9me3 is located in the
euchromatin and is associated with the activation of transcription (Charron et al., 2009).
H3K27me1 is also found in the constitutive heterochromatin and is necessary for gene
silencing and chromatin condensation, while H3K27me2 is associated both with eu- and
heterochromatin (Jacob et al., 2009; Mathieu et al., 2005; Roudier et al., 2011). H3K27me3 is
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also linked to silencing but is mostly located on the transcribed region of inactive genes. About
16% of all Arabidopsis thaliana genes carry H3K27me3, those genes are involved in many
processes ranging from tissue specification and developmental transitions to stress responses
(Kleinmanns & Schubert, 2014; Lafos et al., 2011; X. Zhang et al., 2007). Of the previously
described histone PTMs, H3K4me3 and H3K27me3 are two of the most investigated. They
are generally mutually exclusive and their antagonistic regulation of gene expression is
essential to cell differentiation and plant development (Kuroda et al., 2020).

1.2.1.2 Histone writers and erasers antagonistically regulate transcription

Histone PTMs are added by enzymes called histone writers while their active removal is
performed by histone erasers (Figure 4). Histone acetylation is added by histone
acetyltransferases (HATs) and removed by deacetylases (HDACs), while histone
phosphorylation is written by kinases and erased by phosphatases. Histone methylation is
performed by methyltransferases. The genome of Arabidopsis thaliana encodes around 50
SET domain proteins that can perform this function, which are divided into four families:
Enhancer of Zeste (E(z)), ASH1, Trithorax (TrxG) and Su(var) (K. Cheng et al., 2020). The
methyltransferases are usually part of bigger protein complexes which ensure their binding to
their specific targets and/or coordinate the transfer of methyl groups to other activities such as
chromatin remodelling (Ringrose & Paro, 2004). Su(var)3-9 proteins are mostly responsible for
H3K9 methylation while the ASH1 family members di- or tri-methylate H3K36 (K. Cheng et al.,
2020). To date, six H3K4me3 methyltransferases were identified in Arabidopsis thaliana:
ARABIDOPSIS TRITHORAX 1 (ATX1), ATX3-5, ARABIDOPSIS TRITHORAX-RELATED
(ATRX) 3 and 7 (K. Cheng et al., 2020). They are members of the Trithorax (TrxG) group,
which also contains ATP-dependant chromatin remodelling factors, other lysine
methyltransferases and transcription factors that all together enhance chromatin accessibility
and promote transcriptional activity (Ingham, 1983; Kuroda et al., 2020; Ringrose & Paro,
2004). In plants for example, the H3K4me3 methyltransferases act in concert with other TrxG
proteins such as the co-activators ULTRAPETALA1 and 2 (ULT1 and 2) and chromatin
remodellers to activate gene expression (Kéhler & Hennig, 2010; Monfared et al., 2013).

This activation of gene expression is counteracted by the repressive actions of Polycomb group
(PcG) members (Kuroda et al., 2020). Most Polycomb proteins act as part of the complexes
Polycomb Repressive Complex 1 (PRC1) or 2 (PRC2). The latter is a histone writer complex
responsible for the trimethylation of H3K27. It was first identified in Drosophila and consist of
four subunits: the methyltransferase E(z), the histone binding protein p55, Su(z)12, a zinc
finger protein binding to nucleosome and the WD40-containing protein EXTRA SEX COMB
(ESC) which acts as a scaffold for the whole complex (Mdller et al., 2002). Arabidopsis thaliana
possesses multiple paralogs of all PRC2 components except ESC, whose single homolog is
FERTILIZATION INDEPENDENT ENDOSPERM (FIE) (Chanvivattana et al., 2004;
Derkacheva & Hennig, 2014). Three H3K27me3 methyltransferases are encoded in its
genome: MEDEA (MEA), CURLY LEAF (CLF) and SWINGER (SWN) (Chanvivattana et al.,
2004). MULTICOPY SUPPRESSOR OF IRA (MSI) 1-5 are homologs of p55 while
EMBRYONIC FLOWER 2 (EMF2), REDUCED VERNALIZATION RESPONSE 2 (VRN2) and
FERTILIZATION INDEPENDENT SEED 2 (FIS2) are homologs of Su(z)12 (Derkacheva &
Hennig, 2014). This multiplicity of homologs for each subunit allows the formation of distinct
PRC2 complexes which regulate different developmental processes such as gametophyte
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development, flowering or vernalization (Derkacheva & Hennig, 2014; Kéhler & Hennig, 2010).
The repressive state initiated by PRC2 is further enhanced through the complementary action
of PRC1, which is able to bind to H3K27me3 and subsequently monoubiquitinates
H2AK118/K119 (Cao et al., 2005; Molitor & Shen, 2013). PRC1 binding also prevents
chromatin remodelling and binding of the transcriptional machinery (Shao et al., 1999).

Histone demethylation can be achieved either by amino-oxidase from the Lysine-Specific
Demethylase (LSD) family (for mono- and dimethylated residues) or hydroxylases from the
Jumoniji (JMJ) family (mono-, di- and trimethylated residues). Arabidopsis thaliana possesses
four LSD and 21 JMJ demethylases (K. Cheng et al., 2020). The LSD demethylases
(FLOWERING LOCUS D (FLD), and LYSINE-SPECIFIC HISTONE DEMETHYLASE (LDL) 1-
3) were found to target H3K4me1 and me2 while the JMJ demethylases have diverse targets
(D. Jiang et al., 2007). To date, five of them were identified as demethylating H3K27me3:
EARLY FLOWERING 6 (ELF6), RELATIVE OF ELF6 (REF6), JMJ13, JMJ30 and JMJ32 (Gan
et al.,, 2014; Lu et al.,, 2011; W. Yan et al.,, 2018). H3K4me3 is removed by the five
demethylases JMJ14-18 (Huang et al., 2019; P. Liu et al., 2019; H. Yang, Han, et al., 2012; H.
Yang, Mo, et al., 2012; W. Yang et al., 2010). JMJ25, 27, 28 and 29 demethylate H3K9me2
while JMJ20 and JMJ22 target the arginine residues H3R2me3 and H4R3me2 (Cho et al.,
2012; Dutta et al.,, 2017; D. Fan et al.,, 2012; Hung et al., 2020, 2021). While the JMJ
demethylases were shown to be involved in development and stress response, substantial
work is still required for their characterization, for instance to determine how they recognize
their targets (K. Cheng et al., 2020; Crevillén et al., 2014; Gan et al., 2014; Yamaguchi et al.,
2021).

1.2.2 Histone variants: another layer in the chromatin diversity

The chromatin environment is further diversified through the presence of histone variants.
Canonical histones are incorporated in the chromatin during DNA replication, however they
can be replaced by variants outside of the S phase. The incorporation of histone variants
usually requires the action of chaperones. It can occur concurrently to transcription, by
replacing the core histones evicted during the elongation of transcripts, or independently from
it, through the action of ATP-dependant chromatin remodellers (Gomez-Zambrano et al., 2018;
B. Li et al., 2007; Schwartz & Ahmad, 2005). Histone variants might differ from the canonical
ones by a few amino-acid substitutions or more substantial changes to their tail or fold (Probst
et al., 2020). Arabidopsis thaliana possesses variants for each histone except H4. H3 is
encoded by 15 HTR genes that can be grouped into genes coding for the canonical H3.1
(HTR1, HTR2, HTR3, HTR9 and HTR13), the H3.3 variant (HTR4, HTR5 and HTRS8), which
only differ from H3.1 by five amino acids, the atypical histone variants (HTR6, HTR10, HTR11,
HTR14 and HTR15), the centromeric cenH3 variant (HTR12) and the pseudogene HTR7
(Probst et al., 2020). The H3.3 variant is found mainly in the 3’ region of actively transcribed
genes and mostly carries activating marks such as H3K36me3 or acetylation (Johnson et al.,
2004). On the contrary, the canonical H3.1 is usually found on loci bearing repressive marks
such as H3K27me3, showing that histone variants are preferentially associated with active or
repressive chromatin states. H2A histones are encoded by 13 HTA genes, which can be
divided into canonical H2A (HTA1, HTA2, HTA10 and HTA13), H2A.Z (HTA4, HTAS8, HTA9
and HTA11), H2A.X (HTA3 and HTA5) and H2A.W (HTA6, HTA7 and HTA12) variants. The
H2A.Z variant differs from the canonical H2A by a shorter C-terminal tail, which affects the
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docking domain interacting with H3, and a longer acidic patch, which leads to higher chromatin
folding in vitro (J. Y. Fan et al., 2004; Kawashima et al., 2015). Interestingly, this variant is
located on genes but shows a different distribution depending on their transcriptional activity:
highly expressed genes tend to have H2A.Z only around their transcription start site (TSS)
whereas it is present over the whole gene body of lowly expressed or silenced genes
(Yelagandula et al., 2014). Finally, H2B histones are encoded by 11 HTB genes and the linker
histone H1 by three genes (Probst et al., 2020). It is important to note that, in addition to direct
effects from an altered structure as for H2A.Z, histone variants might impact the chromatin
environment by their inability to carry certain modifications. For instance, the HTR15 variant of
H3 has an asparagine residue and a histidine residue instead of lysines at the positions 4 and
27 respectively, and therefore cannot be methylated at these positions (A. Yan et al., 2020).
Altogether, this highlights the role of histone variants as contributors to the chromatin
complexity.

1.2.3 Chromatin states and bivalency

As described above, most of the histone marks were assigned to either the activating or
repressing category depending on their impact on transcription, forming the histone code
(Jenuwein & Allis, 2001). However, inferring the transcriptional activity of a gene solely based
on the abundance of one mark would be overly simplistic. Indeed, a single nucleosome might
carry several PTMs at once and a single gene possesses a multitude of nucleosomes over its
promoter and coding sequence, creating hundreds of potential combination of chromatin
modifications over a gene. Furthermore, the effects of a PTM can be affected or overwritten
by its combination with another modification: for instance, the phosphorylation of serine 10
(resp. 28) of H3 prevents the binding of readers on the nearby H3K9me3 (resp. H3K27me3),
leading to the transcriptional activation of the underlying genes (Dormann et al., 2006; Nga
leng Lau & Cheung, 2011). Histone variants add another layer to this problem, complexifying
the translation of the chromatin environment into transcriptional activity. However, it was
observed that certain chromatin features associate preferentially with one another, suggesting
that they might act synergistically to create an active or repressive environment. For example,
the H2A.Z variant and the repressive histone mark H3K27me3 were found to be associated
with one another at repressed poised genes, while active loci often carry H3K4me3,
H3K36me3 and H3.3 (Sequeira-Mendes et al., 2014). Therefore, numerous studies offered
means of simplifying the chromatin environment into a reduced number of states by integrating
information about the different layers contributing to its regulation (histone variants, histone
PTMs, DNA methylation...). Chromatin states are defined by the presence of a combination of
different marks and variants and can be used to predict the transcriptional activity and
responsiveness of genes. Several chromatin topographies were thus established for
Arabidopsis thaliana, ranging from the global to the very precise (Yue Liu et al., 2018; Roudier
et al., 2011; Sequeira-Mendes et al., 2014). Roudier et al. (2011) used the distribution of 11
histone modifications and DNA methylation to categorize the chromatin into four states: active
genes, repressed genes, silent repeat elements and intergenic regions. Liu et al. (2018)
integrated more than 200 datasets (including chromatin accessibility) to define 36 chromatin
states (Yue Liu et al.,, 2018). However, the most routinely used classification is the one
established by Sequeira-Mendes et al. (2014): the authors combined 16 chromatin features
(including histone PTMs, histone variants, DNA methylation and GC content) to classify the
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genome into nine different states, resulting in a simple yet precise topography. Each chromatin
state is preferentially found on specific genomic features and is associated with a certain
transcriptional activity: States 1 and 3 are localized on the 5 UTR and gene body of active
genes, while State 5 is found on silenced genes and States 8 and 9 are mainly associated to
intergenic regions and transposable elements. These states can therefore be used to predict
the transcriptional activity of a gene. Furthermore, this analysis revealed the existence in
Arabidopsis thaliana of a specific state characterized by the presence of the active mark
H3K4me3 and the repressive mark H3K27me3 on the same locus.

The co-occurrence of these two antagonistic modifications was first observed on the promoter
of developmental genes in mouse embryonic stem cells and termed bivalency (Bernstein et
al., 2006). Bivalency was later found in mammalian nonpluripotent cells as well as in plants
(Sequeira-Mendes et al., 2014; Voigt et al., 2013; Zeng et al., 2019). Sequential chromatin
immunoprecipitations (Re-ChlIP) revealed that bivalency is due to the co-existence of the two
marks on the same (or neighbouring) nucleosome(s) rather than to a mixed population where
some cells would carry H3K4me3 while others display H3K27me3 at the same locus (Bernstein
et al., 2006; Sequeira-Mendes et al., 2014). As the action of certain PRC2 complexes can
blocked by the presence of H3K4me3, it is unlikely that both modifications could co-occur on
the same H3 tail (Schmitges et al., 2011). Later studies could indeed demonstrate that bivalent
domains consist, at least partly, of asymmetrically modified nucleosomes where one H3 tail
carries H4K3me3 while the other carries H3K27me3 (Voigt et al., 2012). Bivalency is
considered to be a mechanism poising genes by maintaining them in a reversible silenced
state that allows a rapid activation at the appropriate time point during cell differentiation.
Indeed, during differentiation, most of the bivalent domains are resolved into monovalent ones
through the loss of one mark and these changes are associated with transcriptional activation
(for H3K4me3 monovalent domains) or silencing (for H3K27me3 monovalent domains)
(Bernstein et al., 2006). The presence of repressive marks at bivalent genes is thought to
prevent their untimely activation by providing robustness against noises (Voigt et al., 2013).
On the other hand, H3K4me3 maintains the bivalent loci in a transcriptionally accessible state
which is necessary for their potential induction (Mas et al., 2018). Additionally to this effect in
cis, nucleosome pull down assays performed with mouse nuclear extract showed that
bivalency is recognized by specific readers such as SNF2-RELATED CREBBP ACTIVATOR
PROTEIN (SRCAP) and LYSINE ACETYLTRANSFERASE 6B (KAT6B) (Bryan et al., 2021).
As KAT6B is necessary for proper neuronal differentiation, this suggests that the recognition
of bivalency by readers is also essential to its role in gene poising and activation. Interestingly,
the second bivalency reader identified by Bryan et al. (2021), SRCAP, is known to be involved
in the incorporation of the H2A.Z variant (Wong et al., 2007). In embryonic stem cells, H2A.Z
is present on bivalent loci and is necessary for the deposition of H3K27me3 (Ku et al., 2012;
Y. Wang et al., 2018). This association between bivalency and H2A.Z seems to be conserved
in plants, as the topography from Sequeira-Mendes et al. (2014) showed that the State 2
(bivalent state) is also characterized by the presence of this variant. Recently, DEK-DOMAIN
CONTAINING PROTEIN 2 (DEK2) was suggested as a potential plant bivalency reader as it
is able to bind to H3K4me3-H3K27me3 peptides in vitro, but not to H3K4me3 or H3K27me3
monovalent peptides (Rayapuram et al., 2020, personal communication). DEK2 belongs to a
family of four homologs in Arabidopsis thaliana (DEK1-4) and DEK2, DEK3 and DEK4 were
identified as H2A.Z interactors (Brestovitsky et al., 2019). Furthermore, DEK3 was suggested
to mediate H2A.Z distribution and its human and fly homologs hDEK and dDEK were shown
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to be histone chaperones, reminiscent of the role of SRCAP in H2A.Z incorporation
(Brestovitsky et al., 2019; Sawatsubashi et al., 2010). Altogether, this raises the possibility that
the bivalency reading function might be a shared feature of DEK proteins and contributes to
H2A.Z deposition at those loci.

In mammals, bivalency was mainly described as being associated with cell differentiation
(Voigt et al., 2013). In plants, it has been shown to be involved in development (Jeong et al.,
2009; Saleh et al., 2007; Xi et al., 2020) but recent reports indicate that it might also play a role
in stress responsiveness as it could be detected on stress-regulated genes (Y. Dong et al.,
2021; Zeng et al., 2019). A study of bivalency in Solanum tuberosum tubers showed that this
chromatin signature spreads over a larger region of the gene body contrary to the strict
promoter location in mammalian cells and, similarly to what was observed in embryonic stem
cells, bivalency coincided with a greater chromatin accessibility (Zeng et al., 2019).
Furthermore, it has been found on many cold-induced or repressed genes prior to cold
exposure. Altogether, these studies led to the hypothesis that bivalency might be involved in
plant stress responses, maintaining stress-inducible genes in an open chromatin conformation
in naive conditions, which might facilitate the binding of transcriptional regulators during a
stress episode. However, this remains a conjecture and further work is required to examine
whether bivalency might also participate to the regulation of COR genes in Arabidopsis
thaliana.

1.2.4 Regulation of transcription by the chromatin environment

Nucleosomes have long been described as an obstacle to transcription as they prevent binding
of the RNA polymerase (Knezetic & Luse, 1986). However, a recent study has shown that
chromatin is actually a better template for transcription than naked DNA, proving that it also
holds a positive role in the regulation of gene expression (Nagai et al.,, 2017). This
demonstrates that the chromatin environment is a key determinant of transcriptional activity,
mainly through the regulation of its structure. Indeed, both the initiation and elongation steps
of transcription require the DNA template to be accessible to the RNA polymerase as well as
the numerous transcription factors and co-activators composing the transcriptional machinery.
While chromatin accessibility is regulated by inherent physical properties of chromatin
modifications such as histone modifications or certain histone variants (see sections 1.2.1.1
and 1.2.2), it is also affected by them in trans, through the action of histone modification
readers.

Histone modification readers are proteins that recognize and bind to a specific histone PTM,
due to specific domains for each type of modification (Figure 4). For example, acetylation is
read by Bromo domains while phosphorylation is recognized by SANT and BRCT domains as
well as 14-3-3 proteins (Blakey & Litt, 2015; Macdonald et al., 2005; Stucki et al., 2005). The
reading of lysine methylation is achieved by a variety of domains that form an aromatic cage
around the methylated residue. Some of these domains belong to the Royal family, including
the Chromo domain, PWWP domain, MBT repeat domain and Tudor domain (Maurer-Stroh et
al., 2003). The latter has also been found to recognize methylated arginine (Cété & Richard,
2005). The Plant Homeo Domain (PHD) and Bromo-Adjacent Homology domain (BAH) are
also involved in the reading of lysine methylation: PHD domains have a particular affinity for
the higher methylated forms of H3K4 while BAH has been implicated in the recognition of
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H3K27 and H3K9 (Du et al., 2012; Z. Li et al., 2018; Mellor, 2006; Y. Z. Zhang et al., 2020).
On the other hand, certain domains recognize unmodified residues only. A single reader often
carries several histone binding domains, recognizing the same or different modifications. For
example, the DNA methyltransferase CHROMOMETHYLASE3 (CMT3) possesses a Chromo
domain and a BAH domain that can both bind to H3K9me2 and this dual recognition is thought
to increase its affinity and specificity (Du et al., 2012). The multiple domains can also ensure
that a reader is targeted towards a specific chromatin state, i.e. a combination of different
marks. This is exemplified by the human reader BROMODOMAIN PHD FINGER
TRANSCRIPTION FACTOR (BPTF) that possesses a PHD-Bromo domain cassette that binds
to H3K4me3 and H4K16ac, ensuring its preferential targeting to bivalent H3K4me3-H4K16ac
nucleosomes (Ruthenburg et al., 2011). Arabidopsis thaliana also possesses dual readers:
EARLY BOLTING IN SHORT DAYS (EBS) and SHORT LIFE (SHL) are two paralogs that both
possess a PHD domain binding H3K4me3 and a BAH domain binding H3K27me3 (Qian et al.,
2018; Z. Yang et al., 2018). Histone readers often have numerous functions as they might be
involved in the propagation of the mark they recognize, the cross-talk between different
modifications or the modulation of the chromatin structure. The latter is achieved by chromatin
remodellers, which actively change the chromatin conformation by using ATP hydrolysis to
slide nucleosomes across the DNA, transiently unwrap the DNA from a nucleosome or even
exchange histones (B. Li et al., 2007). Additionally to the ATPase domain, chromatin
remodellers possess domains enabling them to interact with specific histone modifications,
such as the Bromo domain present in the members of the SWI/SNF family, the Chromo
domains of the members of the CHD family or the SANT domain of the ISWI family, targeting
them to act at specific loci (Clapier et al., 2017). Chromatin remodellers have been shown to
be essential actors of transcriptional initiation and elongation (Clapier & Cairns, 2009;
Mizuguchi et al., 1997; Roberts & Winston, 1997).

The chromatin environment and chromatin readers can also affect transcription more directly
by guiding the binding of transcription factors or even of the RNA polymerase at specific loci.
For example, in Arabidopsis thaliana, DEK3 and DEK4 have been shown to promote the
expression of flowering repressor genes by recruiting RNA polymerase |l at these loci (Zong
et al., 2021). Previous work had shown that these proteins can bind to H2A.Z (Brestovitsky et
al., 2019), which suggest that they might recruit the transcriptional machinery at specific genes
based on their chromatin state. Altogether, this demonstrates the essential role played by the
chromatin environment in general and histone PTMs in particular in the regulation of gene
expression, highlighting the necessity of examining the chromatin state when investigating
processes involving a transcriptional response.

1.3 THE ROLE OF CHROMATIN REGULATION IN THE RESPONSE TO ABIOTIC
STRESS

In recent years, many studies examined the role of chromatin regulation in the plant stress
response, mainly focusing on the involvement of histone PTMs and histone variants in the
induction of stress responsive genes and their findings are summarized below (Asensi-Fabado
et al., 2017; Banerjee et al., 2017; J.-M. Kim et al., 2015).
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1.3.1 Chromatin-mediated regulation of the cold stress response

As discussed earlier (section 1.1.4), stress responsive genes are silenced when a plant grows
in optimal conditions. In the case of low temperatures, this is thought to be at least partially
achieved through the repressive mark H3K27me3. Indeed, prior to cold stress, many cold-
responsive genes carry H3K27me3 (Vyse et al., 2020; X. Zhang et al., 2007). Furthermore,
many of them (such as COR15A and KIN1) are repressed in the absence of cold through the
action of the PcG proteins EMF1 and EMF2, which directly bind to loci carrying H3K27me3 (S.
Y. Kimetal., 2010, 2012; Kleinmanns & Schubert, 2014). The PcG protein MSI4/FVE also acts
as a repressor of the CBF/DREB pathway: in fre mutants, the COR genes such as COR15A
are up-regulated at ambient temperatures and over-induced during cold exposure (H. J. Kim
et al., 2004). This repression is mediated by a direct binding of FVE to COR genes (Jeon &
Kim, 2011). Moreover, the CLF-interacting protein BLISTER (BLI) is required for the repression
of certain cold-inducible genes at ambient temperatures while during a cold episode, it
promotes their induction and therefore chilling tolerance (Kleinmanns et al., 2017; Purdy et al.,
2011). This H3K27me3-mediated repression is not unique to the cold response: indeed, the
PcG protein MSI1 has been shown to be required for the repression of the drought-stress
response in favourable conditions as its absence led to the up-regulation of drought-responsive
genes (Alexandre et al., 2009). Interestingly, during cold exposure, the transcriptional induction
of two key COR genes, COR15A and GOLSS3, correlates with a decrease in their H3K27me3
levels which is independent from the nucleosome occupancy, suggesting that cold triggers an
active H3K27me3 demethylation (Kwon et al., 2009). Whether H3K27me3 removal is
necessary for the induction of those genes or a rather a consequence of the increased
transcription remains unclear. Overall, these studies suggest that COR genes are repressed
in naive conditions at least partially through the presence of H3K27me3 and its reading by
various PcG and PcG-interacting proteins. This repression might then be lifted upon cold
exposure through the removal of H3K27me3, pointing to this repressive mark as a key player
in the transcriptional regulation of cold-responsive genes and therefore in the stress response.

However, H3K27me3 is not the only chromatin mark affected by cold exposure. Indeed, during
a cold episode, the promoters of COR genes gain H3 acetylation, in particular H3K9ac and
H3K14ac and this accumulation is rapidly reversed when returning to ambient temperature
(Lim et al., 2020; Pavangadkar et al., 2010). The cold-induced histone acetylation was also
observed in crops: in Zea mays for example, cold triggered a switch in the chromatin status of
repetitive sequences from silenced to active, as they lost H3K9me2 but gained H3K9ac, which
increased chromatin accessibility (Yong Hu et al., 2012). In Oryza sativa, OSDREB1 showed
an accumulation of H3K9ac, H3K14ac and H3K27ac upon cold exposure that correlated with
an increased presence of RNA polymerase Il, an enhanced chromatin accessibility and
transcriptional activation (Roy et al.,, 2014). In Arabidopsis thaliana, this acetylation is
prevented in the absence of cold by the histone deacetylase HD2C which binds to COR
promoters thanks to HOS15 and POWERDRESS (PWR) (Lim et al., 2020; J. Park et al., 2018).
Upon cold exposure, HOS15 mediates the degradation of HD2C, allowing the acetylation and
therefore the transcriptional activation of the COR genes. While several proteins involved in
histone acetyltransferase complexes such as GENERAL CONTROL NON DEREPRESSIBLE
5 (GCN5) and TRANSCRIPTIONAL ADAPTR 2b (ADA2b) are necessary for a proper induction
of COR genes, to date none of them has been identified as being responsible for the cold-
induced acetylation of histones (Pavangadkar et al., 2010; Vlachonasios et al., 2003). On the
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other end, deacetylation is also necessary for cold acclimation: global H3 and H4 deacetylation
could be observed upon cold exposure and treating the plants with the histone deacetylase
inhibitor trichostatin A hinders the proper induction of certain COR genes (Yong Hu et al.,
2011). In accordance with these observations, the histone deacetylase HDAG6 has been shown
to function as a positive regulator of acquired freezing tolerance in Arabidopsis thaliana (To et
al., 2011). Histone deacetylases were proposed to be recruited at COR genes through FVE,
as this PcG protein has been shown to bind both COR genes and HDAG6 (Gu et al., 2011; Jeon
& Kim, 2011). This indicates that histone acetylation and H3K27me3 methylation could be
involved in a cross-talk contributing to the transcriptional regulation of COR genes.

These changes in histone modifications coincide with variations in chromatin accessibility:
Raxwal et al. (2020) showed that upon cold exposure, the chromatin of Arabidopsis thaliana
tends to adopt a more opened conformation. In addition to the cis effect of histone PTMs on
the structure of chromatin, recent studies reported the active role played by chromatin
remodellers in this process. For example, SWITCH/SUCROSE NON FERMENTING 3C
(SWI3C), a core subunit of the SWI/SNF chromatin remodeller complex, is a negative regulator
of freezing tolerance (Gratkowska-Zmuda et al., 2020). SWI3C binds to the locus of several
cold-induced genes such as CBF1 and /ICE1 in a temperature-dependant manner and
regulates nucleosome positioning, ultimately affecting their expression. Furthermore, the
deacetylase HD2C interacts with SWI/SNF chromatin remodellers to regulate the heat
response via the control of heat-responsive genes and it is involved in the cold response
(Buszewicz et al., 2016; Lim et al., 2020; J. Park et al., 2018). One can therefore speculate
that a cross-talk between histone acetylation and chromatin remodelling might also occur
during cold episodes. A similar link could exist between chromatin remodelling and histone
methylation: the chromatin remodeller PICKLE (PKL) binds preferentially loci enriched in
H3K27me3 and is required for a proper cold acclimation as it regulates the induction of CBF3
(R. Yang et al., 2019; H. Zhang et al., 2008, 2012).

Chromatin accessibility was also linked to H3K4me3-H3K27me3 bivalency in the work of Zeng
et al. (2019) in Solanum tuberosum tubers. As mentioned earlier (section 1.2.3), the authors
observed that many genes induced by cold became more accessible, and this increased
accessibility was even more pronounced for previously bivalent loci. Furthermore, many genes
gained bivalency during cold exposure. As the cold-opening loci identified by Raxwal et al.
(2020) were enriched in H3K4me3, it is possible that Arabidopsis thaliana presents a similar
interplay between bivalency and chromatin accessibility. At any rate, several recent reports
indicate that bivalency might play a key role in the potentiation of stress responsive genes:
Zeng et al. (2019) showed that genes marked with bivalency at ambient temperature were
more likely to be differentially expressed in cold-treated Solanum tuberosum tubers. This
seems to be conserved in Arabidopsis thaliana as Dong et al. (2021) demonstrated that the
co-occurrence of H3K27me3-H3K4me3 on TARGET OF RAPAMYCIN (TOR) target genes
allows them to rapidly transition between active and silenced states. While H3K27me3 was
already investigated in the context of cold (see above), the potential role of H3K4me3 in the
response to this stress remains undiscovered. However, it has been found to be essential for
the response to other abiotic stresses: indeed, the deposition of H3K4me3 by the
methyltransferase ATX1 is required for drought tolerance and the induction of drought-
responsive genes (Yong Ding et al., 2011). On the other hand, the H3K4me3 demethylase
JMJ17 is a negative regulator of the dehydration resistance as it prevents the over-methylation
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(and therefore induction) of drought-responsive genes (Huang et al., 2019). Furthermore,
JMJ17 directly controls the levels of H3K4me3 on OST1, a positive regulator of ICE1,
suggesting that it might also play a role in the cold response. Taken together, these studies do
not only suggest H3K4me3 as an interesting candidate for the transcriptional regulation of cold-
responsive genes but they also once more demonstrate the importance of investigating the
role of the combination of several chromatin marks in gene expression (in particular H3K4me3-
H3K27me3 bivalency) instead of examining them individually.

As described previously (section 1.2.2), the chromatin environment is further diversified by the
existence of a multitude of histone variants. To the best of our knowledge, their potential role
in the cold stress response has not been demonstrated yet. However, a recent transcriptomic
analysis of chromatin regulators revealed that numerous histone variants are induced by low
temperatures or during deacclimation, suggesting that they might be involved in the response
to this particular stress (Vyse et al., 2020). Additionally, several studies focusing on other
abiotic stresses demonstrated the essential role of certain histone variants in the transcriptional
regulation of stress-inducible genes. In particular, H2A.Z has been shown to be associated
with gene responsiveness to adverse environmental conditions: the higher the level of H2A.Z
on a gene, the stronger its induction during drought or heat stress exposure (Brestovitsky et
al., 2019; Sura et al., 2017). Furthermore, during a heat or drought stress episode, H2A.Z is
evicted from genes, leading to their induction (Cortijo et al., 2017; S. V. Kumar & Wigge, 2010;
Sura et al., 2017). This variant is not the only one that has been involved in the stress response:
indeed, the linker histone variant H1.3 has been shown to be necessary for the adaptation to
low light and drought stress (Rutowicz et al., 2015). In its absence, the plants are not able to
slow down their growth upon stress exposure. The expression of H1.3 is induced upon drought
stress but also by ABA treatment (Ascenzi & Gantt, 1997). As drought and cold responses
share many common regulators and numerous COR genes are also ABA-responsive, H1.3
might be involved in the response to low temperatures as well. So far, to the best of our
knowledge, no study examined this hypothesis nor the potential involvement of any other
histone variant in the cold response in general.

Altogether, while some studies revealed that cold triggers changes in the chromatin status of
stress-responsive genes, whether and how those variations impact the induction of the
underlying genes remains unclear. Furthermore, more chromatin features should be
investigated in order to obtain a more comprehensive view of the role of the chromatin
environment on the transcriptional response of COR genes.

1.3.2 Cold stress memory might be encoded at the chromatin level

1.3.2.1 Chromatin modification plays a key role in abiotic stress memory

In addition to their role in controlling the transcription of stress-responsive genes, chromatin
modifications have been implicated in transcriptional stress memory. As described earlier, the
memory of various stresses requires the higher induction of ++ trainable genes upon a second
stress and/or the sustained induction of certain genes during the lag phase (see section
1.1.3.2). Since transcriptional memory can persist over several stress-free days, it was
hypothesized that it might be encoded at the chromatin level (Hilker et al., 2015). Indeed, the
enhanced induction of drought-responsive genes was shown to be due to an accumulation of
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H3K4me3 on their promoters during the priming event, which was retained over the lag phase
(Yong Ding, Fromm, et al., 2012). This was accompanied by a sustained accumulation of
Ser5P RNA polymerase Il, which is a marker of transcription initiation and poising. The marking
of the promoters of drought-trainable genes by H3K4me3 and Ser5P RNA polymerase Il could
also be triggered by a JA treatment (N. Liu & Avramova, 2016). A JA treatment did not lead to
the induction of those genes, proving that the deposition of the mark and the poised
polymerase could also occur independently of transcription. A similar mechanism has also
been observed for the memory of osmotic stresses, where the priming-induced accumulation
of H3K4me3 persists for up to five days (Feng et al., 2016). Finally, the memory of heat stress
also involves the maintenance of the heat-triggered trimethylation of H3K4 on certain trainable
heat-shock genes, which leads to their enhanced induction during the triggering stress (Lamke
et al., 2016).

However, H3K4me3 is not the only methylation mark that has been implicated in stress
memory. Indeed, heat priming triggers a localized loss of the repressive mark H3K27me3 on
certain heat shock genes occurring through the action of the JMJ demethylases JMJ30, JMJ32,
ELF6 and REF6 (Yamaguchi et al., 2021). This loss is maintained during the lag phase and
leads to the higher expression of the affected genes upon a subsequent heat stress compared
to non-primed plants. Interestingly, an overlap exists between genes showing a sustained
H3K27me3 loss and H3K4me3 accumulation upon heat priming, suggesting the existence of
a cross-talk between the two antagonistic marks that leads to the trainable behaviour of those
specific heat shock genes. Similarly, osmotic stress triggers an active removal of H3K27me3,
leading to a fragmentation of the H3K27me3 islands (Sani et al., 2013). This loss is maintained
for several days after the stress subsides, the exact duration varying depending on the gene
considered. As the persisting low levels of H3K27me3 correlated with a higher induction of the
affected gene upon a second stress episode, it was suggested that this change in the
chromatin status might be the support of the osmotic stress memory observed by the authors.
Interestingly, some genes that were repressed during the priming stress showed a gain of
H3K27me3 that persisted after the stress subsided. Those genes were repressed to a higher
magnitude during the triggering episode, indicating that this methylation mark might be
involved in the fine-tuning of the response to subsequent stress episodes.

Additionally to lysine methylation, stress memory was also linked to histone acetylation.
Indeed, priming plants with an initial Pseudomonas infection or benzothiadazole (a compound
inducing disease resistance in plants) treatment led to a higher induction of certain WRKY
transcription factors in primed and triggered plants compared to triggered-only plants
(Jaskiewicz et al., 2011). This enhanced induction was linked to the persisting accumulation
not only of H3K4me3 but also H3ac and H4ac. Likewise, Singh et al. (2014) showed that
priming plants with abiotic stresses such as repeated heat or cold exposure could improve
plant resistance to a subsequent pathogen infection thanks to the maintenance of H3K9ac and
H3K14ac by the histone acetylase HAC1.

As explained previously, histone modifications and chromatin structure are tightly linked,
particularly through the action of chromatin remodellers (see section 1.2.4). It is therefore not
surprising that the latter were also implicated in transcriptional memory. The sustained
induction of heat responsive genes is essential for heat memory and requires the action of
FORGETTER1 (FGT1) (Brzezinka et al., 2016). FGT1 interacts with ISWI (CHROMATIN
REMODELING FACTOR (CHR) 11 and 17) and SWI/SNF (BRAHMA (BRM)) chromatin
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remodellers and recruits them to its target genes. There, they maintain a lowered nucleosome
occupancy around the TSS, which is favourable to transcription. Interestingly, FGT1
possesses a PHD domain and preferentially binds to the State 2/bivalent loci described by
Sequeira-Mendes et al. (2014) (see section 1.2.3) (Brzezinka et al., 2016). This suggests that
FGT1 might integrate the information provided by the H3K4me3 and H3K27me3 to facilitate
transcriptional activity at trainable and sustained genes. The Chromatin Assembly Factor 1
(CAF1) complex has also been implicated in the regulation of the transcriptional memory of
biotic stress (Mozgova et al., 2015). Composed of FASCIATA 1 (FAS1), FAS2 and MSI1, this
complex acts as a histone chaperone and is involved in the deposition of nucleosomes. The
fas mutants are constitutively primed against biotic stresses: triggered-only fas mutants display
an over-induction of PR genes that is similar to what is observed in primed and triggered wild-
type plants. This over-induction is linked to a decreased nucleosome occupancy as well as an
accumulation of H3K4me3 on those genes prior to the triggering stress, which are normally
induced by priming in wild-type plants. CAF1 is therefore proposed to act as a negative
regulator of priming, preventing the plants from being constitutively primed.

Collectively, all those studies highlight the essential role of chromatin modifications and
structure in transcriptional memory. However, whether they also act in cold stress memory
remains unclear. While the cold-induced loss of H3K27me3 on COR15A and GOLSS3
described earlier persists for several days, it does not lead to a higher or faster re-induction of
the genes when the plants are re-exposed to cold (Kwon et al., 2009). Yet, many chromatin
modifiers are regulated at the transcriptional and/or post transcriptional level during cold
exposure and deacclimation, suggesting that they might be involved in cold stress memory
(Vyse et al., 2020). Furthermore, it is already well-known that cold-triggered changes of the
chromatin status of certain genes persist even after the cold subsides, affecting their
transcriptional activity: additionally to its action as a stressor, cold also acts as a development
cue for the plants, triggering their flowering upon return to ambient temperature. This process,
called vernalization, relies on chromatin modifications and will be described in more details in
the next section.

1.3.2.2 Cold memory: the example of vernalization

Vernalization refers to the acquisition of the ability to flower at ambient temperature after being
exposed to cold (Chouard, 1960). Both vernalization and cold stress memory rely on the ability
of the plant to memorize episodes of low temperatures, however the pathways involved in both
processes are truly distinct and independent from one another (Bond et al., 2011; F. Li et al.,
2021). Indeed, none of the major cold stress response regulators are involved in vernalization,
and both processes are triggered by different temperatures and with distinct kinetics. In light
of these differences and as vernalization is a developmental response to cold rather than a
stress response, it is out of the scope of this thesis and will only be briefly summarized below
as an example of how episodes of low temperatures can be memorized at the chromatin level.
In Arabidopsis thaliana, flowering time is controlled by several pathways converging, among
others, on the floral integrator FLOWERING LOCUS T (FT), which promotes flowering
(Hepworth & Dean, 2015). The expression of FT is negatively regulated by the floral repressor
FLOWERING LOCUS C (FLC). Vernalization relies on the gradual silencing of FLC upon cold
exposure, thereby lifting the repression of FT and inducing flowering (Sheldon et al., 2000).
When the plant is experiencing cold, H3K27me3 and H3K9me3 are progressively accumulated
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at the FLC locus while H3K36me3 and histone acetylation are lost, which altogether create a
silenced chromatin state leading to the repression of FLC (Bastow et al., 2004; Shindo et al.,
2006; H. Yang et al., 2017). The deposition of H3K27me3 on FLC is achieved by a PHD-PRC2
complex composed of the PRC2 proteins VRN2, SWN, FERTILIZATION-INDEPENDENT
ENDOSPERM (FIE) and MSI1 and three PHD finger proteins: VRN5, VERNALIZATION
INSENSITIVE (VIN3) and VIN3-LIKE 1 (VEL1) (De Lucia et al., 2008). Among the proteins
identified as vernalization actors, VIN3 is the only one whose expression is induced by cold
(Sung & Amasino, 2004). VIN3 thereby acts as a thermosensor for vernalization, registering
the length of the cold period and triggering the silencing of FLC (Antoniou-Kourounioti et al.,
2018; Hepworth et al., 2018). Upon cold exposure, the PRC2 complex is recruited by VIN3 at
a specific region around the first exon of FLC, called the nucleation site, and deposits
H3K27me3 there (Angel et al., 2011; De Lucia et al., 2008). Once the plant is returned to
ambient temperature, FLC remains silent while H3K27me3 spreads over its whole locus (De
Lucia et al., 2008). In the absence of the H3K27 tri-methyltransferase CLF and the H3K27me3-
binding protein LIKE-HETEROCHROMATIN PROTEIN 1 (LHP1), H3K27me3 spreading does
not occur and FLC expression slowly increases, proving that the transcriptional memory of cold
displayed by FLC is encoded at the chromatin level through the sustained accumulation of
H3K27me3 (H. Yang et al., 2017). This transcriptional memory is highly stable, as the
trimethylation marks are retained over FLC for the remainder of the plant life and are only reset
through active demethylation by ELF6 during embryogenesis (Crevillén et al., 2014; Sheldon
et al., 2008). Vernalization therefore serves as a proof of concept that cold can be memorized
at the chromatin level, impacting gene transcription even after the cold subsided. This adds
weight to the hypothesis that cold stress transcriptional memory might be encoded by
chromatin modifications.

1.4 AIMS OF THIS STUDY

The response of plants to cold requires a massive transcriptome reprogramming, including the
rapid induction of COR genes. The tight regulation of the expression of those genes at every
step of the plant life cycle is essential to its survival: in the absence of cold, they have to be
repressed so as to avoid growth impairment but they must be rapidly up-regulated when the
temperature drops in order to avoid damages (Figure 3). While they return to their silenced
state when the environmental conditions are favourable again, several studies indicate that
they might display a modified transcriptional response (e.g. faster or stronger induction) should
the cold ever re-occur, proving that plants possess a transcriptional memory of cold. So far,
investigative efforts were concentrated on the role of various transcription factors in the
induction of COR genes, whose results are summarized in the previous sections (see 1.1.2).
However, very little work has focused on a potential contribution of chromatin regulation to this
process. Furthermore, the molecular mechanisms of cold memory remain undiscovered. The
present study therefore aims at elucidating the potential role of chromatin modifications in the
transcriptional regulation of COR genes, focusing around four key questions:

(i) How are COR genes repressed prior to the cold exposure while being potentiated for a

rapid induction? Previous work from our lab has hinted at a role of H3K27me3 in this process

(Vyse et al., 2020). However, the influence of the chromatin environment onto gene expression

cannot be reduced to the absence or presence of a single histone PTM as it involves cross-

talks between multiple histone marks, variants and other chromatin modifier actors. A
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comprehensive and unbiased in silico approach will therefore be used to examine the
chromatin environment at COR genes prior to cold exposure to identify more chromatin
features involved in their repression. These chromatin features will then be further
characterized in vivo, with the aim of predicting the function and transcriptional activity of genes
based on their chromatin state.

(i) Does the chromatin environment of COR genes undergo changes during cold
exposure, rendering these loci more favourable to transcription? The examination of other
stresses such as heat and drought has demonstrated that the induction of gene expression is
associated with an accumulation of the activating mark H3K4me3 (Yong Ding, Fromm, et al.,
2012; Van Dijk et al., 2010). On the other hand, previous studies have shown that cold leads
to the removal of the repressive mark H3K27me3 on certain COR genes (Kwon et al., 2009;
Vyse et al., 2020). Therefore, the fate of these two antagonistic methylation marks upon cold
exposure will be examined at the genome wide level and correlated with transcriptional
changes.

(iii) Are those potential changes of the chromatin environment of COR genes necessary for
their transcriptional induction? To that end, a screening of chromatin modifier mutants will be
performed, in order to identify the actors responsible for those cold-induced changes. This will
allow the investigation of the transcriptional activity of COR genes in mutant plants where the
chromatin status is not altered by cold and thereby to determine whether chromatin changes
are required for their induction or whether the two processes are independent.

(iv) Is the memory of cold stress encoded at the chromatin level? The transcriptomic
response of plants to a second cold exposure differs from the first one, indicating that they are
able to memorise this stress (Byun et al., 2014; Zuther et al., 2019). Investigations of heat and
drought memory have shown that it requires stress-induced changes in certain chromatin
marks such as H3K4me3 and H3K27me3 to be maintained over the lag phase, which leads to
a refined transcriptomic response to a second stress (Yong Ding, Fromm, et al., 2012; Lamke
et al., 2016; Sani et al., 2013; Yamaguchi et al., 2021). Thus, the persistence of cold-induced
changes in H3K27me3 and H3K4me3 levels will be examined by ChIP-gPCR and correlated
to changes in the transcriptional response upon cold re-exposure to examine the possibility
that cold stress memory is also encoded at the chromatin level.
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2 MATERIAL AND METHODS

2.1 PLANT MATERIAL

Arabidopsis thaliana seeds were stratified at 4°C in the dark for three days and grown on %2
MS media supplemented with Gamborg B5 vitamins (Duchefa) plates with 1.5% (w/v) plant
agar (Duchefa) in short day conditions (8 h light, 16 h darkness) at 20°C. Cold stresses were
performed at 4°C in short day conditions (8 h light, 16 h darkness). A. thaliana accession
Columbia-0 (Col-0) was used as a wild type (Wt). The transgenic lines used in this study are
described in Table 1. The oligonucleotides used for genotyping are listed in Suppl. Table 1.

Table 1: Transgenic lines used in this study

Mutant Type of mutation Source

atx1 T-DNA insertion line SALK 149002 NASC

dek2 T-DNA insertion line SALK_137152C Rayapuram and Hirt, 2020,

personal communication
DEK2-YFP  DEK2:DEK2-YFP complementation line Rayapuram and Hirt, 2020,
personal communication

ebs T-DNA insertion line WiscDsLoxHs072_11H Z. Lietal, 2018

elf6.3 T-DNA insertion line SALK_074694 NASC

elféc CRISPR line causing a 242 bp deletion W. Yan et al., 2018

Jjmj13 CRISPR line causing a single bp deletion W. Yan et al., 2018

Jjmj30 T-DNA insertion line SAIL_811_H12 NASC

Jjmj32 T-DNA insertion line SALK_205401 NASC

jmj30-jmj32 ;ﬂ?éég;%r:lgn lines GABI_454C10 & Gan et al., 2014
elf6-ref6-jmj30-jmj32 quadruple mutant

qgm (SALK_074694, SALK_ 001018, Yamaguchi et al., 2021
GABI_454C10 & SALK_003313)

reféc CRISPR line causing a 268 bp deletion W.Yan et al., 2018

ros1 T-DNA insertion line SALK_045303 NASC

shl T-DNA inseniQn line FLAG_546H05 Z Lietal, 2018
(introgressed into Col-0)

vin3 T-DNA insertion line SALK_004766 NASC

2.2 ELECTROLYTE LEAKAGE

Plants were grown as described previously (section 2.1) for 21 days and placed at 4°C for
three days. For the memory experiments, plants were then placed back at ambient temperature
for another week before encountering a second 3-day cold exposure. The freezing tolerance
was then measured by electrolyte leakage assay using a protocol adapted from Hincha and
Zuther (2014). Three to four technical replicates were performed for each biological replicate.
For each sample, five to six temperature points were measured, using a pool of shoot tissue
of five to eight seedlings. The LTso was determined using the non-linear regression log(agonist)
vs response from the GraphPad Prism version 7.0 (GraphPad Software).
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2.3 TRANSCRIPTOMICS

2.3.1 RNA extraction and RT-qPCR

Samples for RNA extraction were harvested four hours after the end of the night. After grinding
in pre-cooled mortars, total RNA was extracted from whole seedlings using the innuPREP
Plant RNA Kit (Analytik Jena) according to the manufacturer's instructions. RNA
concentrations were measured using the Nanodrop ND-1000 Spectrophotometer (Nanodrop
Technologies). Samples were treated with DNasel (Thermo Scientific) to remove any potential
contamination with genomic DNA, according to the kit’s instructions. cDNA was synthesized
using the RevertAid Reverse Transcriptase kit (Thermo Scientific) according to the
manufacturer’s instructions, using oligo(dT) and 0.5 ug of DNase-treated RNA. The obtained
cDNA was diluted 1:20 and subsequently used for gPCR analyses. This was performed using
the KAPA SYBR FAST gPCR 2X Master Mix (KAPA Biosystems) or the ROX SYBR 2X blue
Master Mix (Takyon) and the QuantStudio5 RT-qPCR system (Applied Biosystems). The
composition of the qPCR mix is described in Table 2. Each reaction was performed in
triplicates and the gPCR was performed according to the program shown in Table 3. All primers
used in this study are listed in Suppl. Table 2.

Table 2: qPCR reaction mix for one sample

Component Amount (L)
SYBR master mix (2X) 5
Forward primer (10 uM) 0.2
Reverse primer (10 pM) 0.2
Template cDNA (diluted 1:20) 2
Water 0.8

Table 3: qPCR program

Step Temperature Time
Initialization 195°C 3 minutes
Denaturation 95°C 3 seconds

- - — x40 cycles
Annealing, Elongation & Data acquisition ‘ 60°C ‘ 30 seconds
Denaturation 95°C 15 seconds Melt
Complete annealing ‘ 60°C ‘ 1 minute estac;uerve
Dissociation curve & Data acquisition 0.05°C/supto 95°C | -

Data analysis was performed using the Pfaffl method (Pfaffl, 2001). Shortly, the efficiency of
each primer pair was first determined. To this end, a pool of all cDNA samples was prepared
and diluted 1:10 and 1:100. These three dilutions were used to plot a standard curve of the Ct
value as a function of the log10 of the dilution factor. A linear regression was applied to the
standard curve, and the slope was used to compute the efficiency of the primer pair according
to the following equation:

1
Efficiency = 10 slope
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Then, the Ct values of the technical triplicates were averaged and the relative expression of
the gene of interest (GOI) compared to the housekeeping gene (HKG) was calculated using
the following equation:

ef ficiency GO Ct mean GOI
ef ficiency HKGCt mean HKG

Relative Expression =

Unless specified otherwise, TAP42 INTERACTING PROTEIN OF 41 KDA (TIP41)
(AT4G34270) was used as the housekeeping gene. The average and standard error of the
mean (sem) of at least three biological replicates were then computed.

2.3.2 RNA-seq

RNA samples were extracted and DNasel-treated as described in the previous section (2.3.1).
The library preparation and sequencing were performed by Novogene. Briefly, after mRNA
library preparation by poly-A enrichment, the paired-end sequencing of the samples was
performed using the NovaSeq 6000 platform (lllumina) with a read length of 150 bp. Three
biological replicates were analysed for each condition and at least 20 million reads were
produced for each sample. A summary of the number of reads is given in Table 4.

Table 4: Read counts of the RNA-seq samples. As sequencing was performed in a paired-end manner,
the numbers here are the numbers of paired-reads.

Reads Mapped reads
N_1 24,779,231 23,980,916
N_2 20,826,059 20,119,503
N_3 20,562,189 19,899,195
Ph_1 | 21,818,003 20,879,042
Ph_2 20,378,678 19,759,227
Ph_3 | 21,699,737 21,031,400
Pd_1 21,777,122 21,144,600
Pd_2 | 21,415,128 20,678,212
Pd_3 23,612,407 22,825,901

2.4 WESTERN BLOT

For protein extraction, 100 mg of 21 day-old seedlings were harvested 4 h after the end of the
night and flash-frozen in liquid nitrogen. They were grinded to a fine powder in a pre-cooled
mortar and resuspended in 1 mL of buffer A (Table 5). After filtering through Miracloth
(Millipore), the samples were centrifuged for 20 minutes at 4°C and 4,000 rpm. The pellets
were resuspended in 0.3 mL of buffer B (Table 5) and centrifuged 10 min at 4°C and 13,000
rpm. The pellets were resuspended in 0.3 mL of buffer C and carefully layered onto 0.3 mL of
fresh buffer C (Table 5). The samples were then centrifuged for 1 h at 4°C and 13,000 rpm.
Pellets were finally resuspended into 100 pL of nuclear lysis buffer (Table 5).
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Table 5: Composition of the buffers used in the extraction of chromatin enriched proteins

Buffer A Buffer B Buffer C Nuclear Lysis buffer
0.4 M sucrose 0.25 M sucrose 1.7 M sucrose 50 mM Tris-HCI pH 8
10 mM Tris-HCI pH 8 10 mM Tris-HCI pH 8 10 mM Tris-HCI pH8 10 mM EDTA
10 mM MgCI2 10 mM MgCI2 2 mM MgClI2

1% (v/v) Triton-X 0.15% (v/v) Triton-X 1% (w/v) SDS
5 mM BME 5 mM BME 5 mM BME

0.5 yL/mL AEBSF
protease inhibitor
(Thermo Scientific)

0.5 yL/mL AEBSF
protease inhibitor
(Thermo Scientific)

0.5 yL/mL AEBSF
protease inhibitor
(Thermo Scientific)

10 uL/mL Plant
Protease inhibitor
Cocktail (Sigma)

10 uL/mL Plant
Protease inhibitor
Cocktail (Sigma)

10 uL/mL Plant
Protease inhibitor
Cocktail (Sigma)

10 uL/mL Plant
Protease inhibitor
Cocktail (Sigma)

The protein concentration was assessed using the Qubit protein assay (Thermo Fisher
Scientific) according to the manufacturer’s instructions, by combining 5 uL of each sample with
195 pL of working solution. The concentration of the samples was then diluted to the one of
the less concentrated sample using nuclear lysis buffer and an appropriate amount of 5X SDS
buffer (Table 6) was added before incubating the samples at 95°C for three minutes.

Table 6: Composition of the buffers used in the SDS-PAGE and Western Blot

5X SDS buffer (10 mL) 10X SDS Running 1X WB running buffer | 1X PBS-T (pH 7.4)
buffer (1L) (1L)
0.0025 g bromophenol blue | 10 g SDS 1X SDS Running buffer | 8g NaCl
0.771gDTT 30.3 g Tris 20% (v/v) MeOH 0.2 g KCI
5 mL glycerol 144.1 g Glycin 1.42 g Na2HPO4
19 SDS 0.24 g KH2PO4
2.5mL 1 M Tris pH 6.8 1% (v/v) Tween 20

The protein separation was performed by SDS-PAGE, using a 5% stacking gel and a 15%
resolving gel and 1X SDS running buffer (Table 6 and Table 7) in a Bio-Rad system. PageRuler
(Thermo Fisher Scientific) was used as a protein ladder and 10 to 20 ug of proteins were
loaded for each sample. The electrophoresis was ran at 50 mA for 90 minutes.

Table 7: Composition of the SDS gels

5% Stacking gel (6 mL)

15% Resolving gel (20 mL)

750 pL 40% (v/v) acrylamide mix

7.5 mL 40% (v/v) acrylamide mix

600 uL 1 M Tris pH 6.8

5mL 1 M Tris pH 8.8

60 pL 10% (w/v) SDS

200 pL 10% (w/v) SDS

60 pL 10% (w/v) APS

200 pL 10% (w/v) APS

6 uL TEMED

20 yL TEMED

After electrophoresis, the proteins were transferred to an Immobilon-FL 0.45 ym PVDF
membrane (Merck Millipore). The membrane was activated by incubation in MeOH for 20
seconds, followed by a rinsing in water for two minutes and equilibration in WB running buffer
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for 30 min (Table 6). At the same time, the SDS gels were also equilibrated in WB running
buffer. After equilibration, the gels were deposited onto Whatman paper (Cytiva) soaked in WB
running buffer, covered with the membrane and another soaked Whatman paper. The transfer
was performed in a Bio-Rad system at 4°C for 2 h at 250 mA.

After transfer, the membrane was blocked in PBS Odyssey blocking solution (Li-Cor) for 1 h
at room temperature. It was then placed into PBS Odyssey blocking solution supplemented
with 0.1% (v/v) Tween 20 (Sigma) and 4 uL of anti-H3K4me3 or anti-H3K27me3 antibody
(Table 8). It was subsequently incubated overnight at 4°C. 2 pL of anti-H3 antibody were added
and the membrane was incubated at room temperature for one hour. Afterwards, it was
washed four times for five minutes in PBS-T (Table 6). The two secondary antibodies were
then added (Table 8) and the membrane was incubated for 2 h in the dark at room temperature.
The membrane was washed four times for five minutes in PBS-T and carefully dried for 1 h in
Whatman paper (Cytiva). Finally, the imaging was performed using the Image Studio Lite
software (Li-Cor, version 5.2). H3 intensity was used to normalize the intensity of H3K27me3
and H3K4me3.

Table 8: Antibodies used for Western Blot and chromatin immunoprecipitation

. Catalo Volume used | Volume used for

Antibody numbeg: Company for WB P Host
Anti-H3pan C15200011 Diagenode 2 uL 1.4 yL ‘ Mouse
Anti-H3K4me3 C15410003 Diagenode 4 L 0.7 uL Rabbit
Anti-H3K27me3 C15410195 Diagenode 4 uL 0.7 pL ‘ Rabbit
IgG Rabbit C15410206 Diagenode - 1L Rabbit
IRDye 680 RD - Li-Cor 0.266 uL - ‘ Goat
IRDye 800 CW - Li-Cor 0.533 pL - Goat

2.5 EPIGENOMICS

2.5.1 Chromatin immunoprecipitation

For chromatin immunoprecipitation (ChlP), 0.5 g to 1 g of 21 day-old seedlings were harvested
four hours after the end of the night. The cross-link reaction and the chromatin extraction were
performed as previously described in Vyse et al. (2020). The antibodies and respective
volumes used for the immunoprecipitation are listed in Table 8.

The quantitative PCR was performed using the reactants, device and program described
previously (section 2.3). Primer sequences can be found in Suppl. Table 3 and the primer
efficiencies were calculated as described in section 2.3. Each reaction was performed in
triplicates, whose Ct values were averaged. The %input was computed for each sample and
immunoprecipitation using the following equation:

Volumeinput Ct(input)—Ct (IP)

%input = 100 x X ef ficiency

Volume;p

When mentioned, the %input were normalized to an appropriate control locus, depending on
the analysed histone mark.
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2.5.2 ChlP-seq

Chromatin immunoprecipitation was performed as described previously (section 2.5.1). The
DNA was purified and concentrated using the ChIP DNA Clean and Concentrator kit according
to the manufacturer’s instructions (Zymo Research). Libraries were prepared using the
ThruPLEX DNA-seq kit (Takara Bio) and the indexes from the SMARTer DNA HT Dual Index
kit (Takara Bio) according to the manufacturer’s instructions. The size selection was performed
using AMPure beads (Beckman Coulter): first the bead-sample ratio was adjusted to 0.5 and
after five minutes of incubation at room temperature, the supernatant was transferred to a fresh
tube. This first step allowed to retain only fragments shorter than 800 bp. Beads were added
to the supernatants in order to reach a bead-to-sample ratio of 1. The samples were incubated
five minutes at room temperature before the supernatant was removed. The beads were then
washed twice with 80% ethanol and air-dried for 2 minutes. The beads were resuspended in
water, incubated at room temperature for 2 minutes before the supernatant was transferred to
a fresh tube. This second size selection step removed all fragments shorter than 100 bp. The
concentration of samples was then measured using the Qubit dsDNA High Sensitivity kit and
the Qubit Fluorometer (ThermoFisher Scientific) and the quality of the libraries was assessed
using the High Sensitivity DNA ScreenTape analysis on the TapeStation instrument (Agilent).

The sequencing was performed by Novogene on the HiSeq sequencing platform (lllumina),
generating paired-end reads with a length of 150 bp. Two biological replicates were sequenced
for each condition and antibody (as well as the input sample) and at least 20 million reads were
produced for each sample. The number of reads of both Ph-K4me3 samples was much lower
than that of the other samples so they were re-sequenced on the NovaSeq 600 platform
(llumina) and the reads from both runs were combined after mapping. A summary of the
number of reads is given in Table 9.

Table 9: Reads count of the ChiP-seq samples. As sequencing was performed in a paired-end manner,
the numbers here are the numbers of paired-reads. The mapped and filtered read pairs column shows
the number of paired-reads pairs mapped uniquely and concordantly after PCR duplicate removal.

Reads Mapped and filtered read pairs

N_1_input 40,220,755 \ 8,475,010

N_1_H3 38,343,656 11,102,013

N_1_H3K4me3 49,774,569 \ 18,580,905

N_1_H3K27me3 42,399,491 3,665,161

N_2_input 38,205,146 ‘ 5,414,344

N_2 _H3 43,410,218 11,324,039

N_2 H3K4me3 41,096,474 ‘ 16,753,326

N_2_H3K27me3 44,434,949 15,848,023

Ph_1_input 37,686,286 ‘ 10,775,643

Ph_1_H3 44,5103,65 8,223,513

Ph_1_H3K4me3 12,745,941 ‘ 3,979,429

Ph_1_H3K4me3_bis | 35,651,729 5,085,906 (merged with the previous sample)
Ph_1_H3K27me3 43,838,020 ‘ 14,038,316

Ph_2_input 42,866,388 4,159,083

Ph_2_H3 46,058,591 ‘ 12,163,369

Ph_2_H3K4me3 25,536,052 15,047,387
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Ph_2_H3K4me3_bis | 11,697,037 ‘ 19,076,846 (merged with the previous sample)
Ph_2_H3K27me3 36,123,231 13,308,390
Pd_1_input 42,385,426 ‘ 11,086,143
Pd_1_H3 52,660,890 17,402,995
Pd_1_H3K4me3 40,293,245 ‘ 16,293,577
Pd_1_H3K27me3 42,357,353 16,088,837
Pd_2_input 39,697,497 ‘ 9,129,252
Pd_2_H3 45,817,504 14,771,794
Pd_2_H3K4me3 36,639,555 ‘ 15,517,161
Pd_2_H3K27me3 35,465,557 14,519,115

2.5.3 Re-ChIP

For the sequential ChIP (Re-ChlP) experiment, 1 g of 21 day-old seedlings were harvested
four hours after the end of the night. The cross-linking and chromatin extraction were
performed as described in Vyse et al., 2020. The Re-ChIP was performed using the Re-ChIP-
IT kit (Active Motif), according to the manufacturer instructions. Each sample of extracted
chromatin was divided in three tubes. The first was first immunoprecipitated using an anti-
H3K4me3 antibody and then an anti-H3K27me3 antibody. The second was
immunoprecipitated using an anti-H3K4me3 antibody and no antibody in the second
immunoprecipitation to verify whether the antibodies from the first immunoprecipitation could
be carried-over in the second step. The third one was immunoprecipitated twice using the anti-
IgG antibody as a specificity control. The antibodies and respective volumes used for the
immunoprecipitation are listed in Table 8. After the proteinase K treatment, the DNA was
purified and concentrated using the ChIP DNA Clean and Concentrator kit (Zymo Research).

The quantitative PCR was performed using the reactants, device and program described
previously (section 2.3). Primer sequences can be found in Suppl. Table 3 and the primer
efficiencies were calculated as described in section 2.3. Each reaction was performed in
triplicates, whose Ct values were averaged. The %input was computed for each sample and
immunoprecipitation (IP) using the following equation:

Volumeinput Ct(input)—Ct (IP)

%input = 100 x X ef ficiency

Volume;p
Finally, the fold change to the H3K4me3-no antibody sample was computed using the following
equation:

%input (IP)

Fold Ch =
0 ange %input (H3K4me3 — no antibody)

2.6 BIOINFORMATIC ANALYSES

An overview of all tools used in this study is provided in Suppl. Table 4 and Suppl. Table 5,
while the source of any reference data is listed in Suppl. Table 6. All steps until the R part of
the RNA-seq and ChiIP-seq analyses were performed using Curta, the High Performance
Computing of the Freie Universitat Berlin (Bennet et al., 2020).
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2.6.1 RNA-seq analysis

Quality assessment:

The quality of the reads was assessed using FastQC (version 0.11.7, Andrews S., 2010
http://www.bioinformatics.babraham.ac.uk/projects/fastqc/) and the results were aggregated
using MultiQC (version 1.9) (Ewels et al., 2016).

Mapping:

The reads were mapped to the reference genome of Arabidopsis thaliana (TAIR10) using
STAR (version 2.7.1) (Dobin et al., 2013). The index was generated based on the TAIR10
genomic sequence (top level, Suppl. Table 6) and the TAIR10 GTF annotation file created by
converting the TAIR10 GFF3 annotation file (Suppl. Table 6) using Cufflinks ggfread (version
2.2.1) (Trapnell et al., 2010). The --genomeSAindexNbases argument was set to 12 and the -
-sjdbOverhang parameter was set to 149 (read length - 1). The mapping was then performed
using a minimum intron size of 60 bases and a maximum intron size of 6000 bases. The quality
of the mapping was assessed with Qualimap (version 2.2.1) (Garcia-Alcalde et al., 2012),
using the GTF annotation file generated previously, in paired-end mode and -a proportional to
include multimapping reads.

Differential expression analysis:

The counting was performed on genes using featureCounts (Subread version 2.0.1) (Liao et
al.,, 2014). Only reads with an alignment score superior to 10 were used. The count was
performed using paired-end mode and the same GTF file as for the previous steps. The FPKM
(Fragment Per Kilobase per Million mapped reads) values were calculated using the rpkmy()
function from the edgeR package (version 3.34.0) (M. D. Robinson et al., 2009). Proper
clustering of the replicates was examined by principal component analysis using the p/otPCA()
function from the DESeq2 package (version 1.32.0) (Love et al., 2014). The principal
component 1 accounted for 52% of the variance and separated cold-treated samples from the
naive controls. The principal component 2 accounted for 30% of the remaining variance and
separated samples based on the biological replicate they belonged to. After this control, the
differential expression analysis was performed using the DESeq2 package (Love et al., 2014).
First, the normalization factors were computed using the median of ratios method and
subsequently used to calculate normalized counts. The design was set as ~ Replicate +
Condition and pairwise comparisons were performed (N vs Ph and N vs Pd). Fold changes
were shrunken using the /fcShrink() function and the “ashr” method (Stephens, 2017). A gene
was considered as significantly differentially expressed if the Benjamini-Hochberg adjusted p-
value was inferior to 0.05. A high-confidence list of cold-regulated genes was established by
keeping only the genes showing an absolute log2 fold change (log2FC) of at least 1.

2.6.2 ChlP-seq analysis

Quality assessment:

The quality of the reads was assessed using FastQC (version 0.11.7, Andrews S., 2010
http://www.bioinformatics.babraham.ac.uk/projects/fastqc/) and the results were aggregated
using MultiQC (version 1.9) (Ewels et al., 2016).
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Mapping:

The reads were then mapped to the reference genome of Arabidopsis thaliana (TAIR10) using
Bowtie2 (version 2.3.5.1) (Langmead & Salzberg, 2012) (Suppl. Table 6). The mapping was
performed in --/ocal mode to allow trimming and in mixed mode (performing unpaired
alignments of each mate if a paired alignment cannot be found). The two alignment files
produced for each Ph-H3K4me3 sample were then merged using samfools merge (version
1.9) (Heng Li et al., 2009). All alignment files were filtered to remove non-mapping (-~ 4) and
multimapping (-qg 7) reads using samtools view and the PCR duplicates were removed using
samtools rmdup.

Peak calling:
The peak calling was performed using MACS2 (version 2.2.5) (Gaspar, 2018) on the filtered

reads. The format was set to BAMPE so that only properly paired fragments will be used and
the --broad option was used since histone marks are being analysed. The --keep-dup option
was set to 1 so that duplicate reads would not be considered and the p-value threshold was
set to 0.01. The effective genome size was set to 119481543. Lists of reproducible peaks for
each condition and mark were established by running an irreproducible discovery rate (IDR)
analysis (Q. Li et al., 2011) on the broadPeak files, using the p-value to rank the peaks. A peak
was considered reproducible if it had an IDR < 0.05.

Differential methylation analysis:

Prior to the analysis, the bam alignment files were transformed to bed files containing the
coordinates of the midpoints of the fragments. The differential methylation analysis was then
performed using diffReps (version 1.55.6) (Shen et al., 2013). The DNA input files were used
so that fold enrichments could be computed for the differentially methylated sites. As replicates
were available, the negative binomial test was used for statistical testing. The fragment size
was set to 0 as the midpoints of fragments were used for the analysis. The window size and
step size were set to 200 and 20 respectively for H3K27me3 and to 50 and 5 for H3K4me3.
For H3, two window sizes (200 and 500) were used and the results were combined. The --nsd
parameter was set to broad for H3K27me3 and H3 and sharp for H3K4me3. A region was
considered differentially methylated if it satisfied all four following criteria: (i) an enrichment
above 1 in at least one condition (ii) a read count of at least 100 in at least one condition (iii)
an absolute log2FC of at least 0.322, corresponding to a change of at least 25% and (iv) an
adjusted p-value inferior to 0.001. The assignment of differentially methylated regions to genes
was done using ChlPseeker (Yu et al., 2015), keeping only the regions assigned to promoters,
5 or 3’ UTR, exons or introns.

Global fold changes (over the whole gene body) were obtained using featureCounts (Liao et
al., 2014) and a SAF file generated from the TxDb PlantSmart 28 annotation (Suppl. Table 6).
Only reads with an alignment score superior to 10 were used and the count was performed
using paired-end mode. The fold changes were then computed using DESeqg2 (Love et al.,
2014) in the same fashion as described for the RNA-seq analysis (section 2.6.1) but no filter
was applied on the adjusted p-value in order to obtain a fold change for each gene.

Data visualization:

The signal tracks were generated on replicates pooled using samtools merge. Bigwig tracks
were generated using DeepTools bamCoverage (version 3.3.1) (Ramirez et al., 2016),
normalized as RPKM (Reads Per Kilobase per Million mapped reads). The bin size was set to
10 bp and non-covered regions were skipped. The tracks were then visualized in the IGV
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genome browser (J. T. Robinson et al.,, 2011). The metagene plots were produced using
deepTools computeMatrix (Ramirez et al., 2016) on the merged RPKM bigwig files, scaling all
genes to 2000 bp using the scale-regions option and examining a window going from 500 bp
upstream of the TSS (Transcription Start Site) to 500 bp downstream of the TES (Transcription
End Side). The plots were generated using deepStats dsCompareCurves (Richard, 2020) with
1000 bootstraps. The annotation of peaks and differentially methylated regions was performed
using the ChlPseeker R package (version 1.28.3) (Yu et al., 2015).

2.6.3 Gene ontology analysis

Gene ontology term enrichment analyses were performed using the topGO package (version
2.44.0) (Alexa & Rahnenfuhrer, 2021). The TAIR10 annotation (Suppl. Table 6) was used as
a background list and the gene — GO term relationships were provided by the org.At.tair.db
package (version 3.13.0) (Carlson, 2019). The enrichment analysis was done using the
weight01 algorithm and statistical testing was performed using the Fisher exact test.

2.6.4 Chromatin state analysis

This analysis was based on the chromatin topology established by Sequeira-Mendes et al.
(2014). The list of genes in each chromatin state was established by overlapping the genomic
coordinates of all the genes of Arabidopsis thaliana and the genomic intervals provided by
Sequeira-Mendes et al. (2014) using the GenomicRanges package in R (version 1.44.0)
(Lawrence et al., 2013). The TxDb file was generated using make TxDbFromGFF() from the
GenomicFeatures package (version 1.44.0) (Lawrence et al., 2013), based on the Araport11
(June 2016 release) GFF3 annotation file (Suppl. Table 6) (C. Y. Cheng et al., 2017). For the
TAIR10 annotation, the gene coordinates were obtained from BioMart, Plantsmart28 (Suppl.
Table 6) (Durinck et al., 2005). A gene was considered as being in a certain state if at least
150 bp (approximate length of DNA wrapped around a single nucleosome) of its gene body or
promoter region overlapped with said state. A gene can therefore present several states along
its coding sequence.

2.6.4.1 Chromatin state analysis at the gene level

Cold-regulated genes were extracted from the RNA-seq data generated by Calixto et al.
(2018). A gene was considered up- (respectively down-) regulated at a certain time point if it
was significantly up (resp. down-) regulated at said time point and if it showed no up- or down-
regulation at any of the previous time points. For the “late” up- (resp. down-) regulated genes,
only genes that (i) showed significantly up- (resp. down-) regulation in at least four of the nine
time points of the fourth day of cold stress, (ii) showed no significant opposite regulation at the
other “late” time points and (iii) showed no significant up- or down-regulation during the first
day of cold exposure were retained. This filtering aimed at removing “artificially” up- (resp.
down-) regulated genes that might appear so simply because of the dampening of the circadian
clock upon long-term cold exposure. For heat stress, the lists of differentially expressed genes
after different lengths of 32°C treatment were obtained from the RNA-seq data generated by
Garcia-Molina et al. (2020). For drought stress, the list of up- and down-regulated genes after
2 h of air-drying were extracted from Ding et al. (2013). The lists of genes differentially
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regulated 24 h after a flagellin treatment or 6 or 24 h after a Pseudomonas syringae infection
were obtained from the RNA-seq data kindly provided by Arsheed Sheikh (personal
communication, 2020). For the EBS and SHL study, the lists of genes targeted by those
proteins were extracted from the ChlP-seq data published in Qian et al. (2018) and Yang et al.
(2018). The DEK2 target genes were kindly provided by Rayapuram et al. (2020, personal
communication) and the DEK3 target genes were extracted from the ChlP-seq data provided
in Waidmann et al. (2014).

The different list of genes of interest were then overlapped with the list of genes in each state.
For each chromatin state, the proportion of genes of interest in that state was compared to the
proportion of genes in said state in the complete genome. The significance between the two
proportions was examined using the Marascuilo procedure, with a confidence level of 0.95.
The Marascuilo procedure was performed using R code adapted from the NIST/SEMATECH
tutorial (NIST/SEMATECH e-Handbook of Statistical Methods, Section 7.4.7.4, accessed on
June 2019 at http://www.itl.nist.gov/div898/handbook/).

2.6.4.2 Chromatin state analysis at the binding site level (DEK2 and hDEK)

The coordinates of the DEK2 binding sites were kindly provided by Rayapuram et al. (2020,
personal communication). A DEK2 binding site was considered bivalent if it overlapped with a
S2 domain for at least 150 bp. This was tested using the GenomicRanges package (version
1.44.0) (Lawrence et al., 2013). The controls were generated by shifting the coordinates of the
DEK2 binding site up- or downstream by the indicated number of base pairs and the
significance of the difference was tested by a permutation test (see section 2.6.8 for details).

For the human DEK study, the coordinates of the hDEK peaks were obtained from the ChIP-
seq data available at ENCODE (GSE91587) (The ENCODE Project Consortium, 2012). As the
DEK ChlP-seq was performed in human HelLa-S3 cells, the coordinates of H3K4me3 and
H3K27me3 domains in the same cell line were also downloaded from ENCODE (GSM733682
and GSM733696 respectively). A bivalent region was defined as a domain of at least 150 bp
where both histone methylation marks were present. The overlapping with hDEK binding sites,
the controls and significance investigations were performed as described for DEK2.

2.6.5 Chromatin accessibility

The coordinates of accessible domains, as well as the coordinates of the loci opening and
closing upon cold exposure were obtained from Raxwal et al. (2020). A bivalent region (resp.
H3K4me3 or H3K27me3 monovalent region) was considered as accessible (resp. opening or
closing upon cold exposure) if at least 150 bp of it overlapped an accessible locus (resp.
opening or closing locus), which was tested using the GenomicRanges package (version
1.44.0) (Lawrence et al., 2013). The controls were generated by shifting the coordinates of the
bivalent or monovalent regions up- or downstream by the indicated number of base pairs and
the significance was tested by a permutation test (see section 2.6.8 for details).

2.6.6 ChromDB

The analysis was performed as described in Vyse et al. (2020).
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2.6.7 Multiple sequence alignment

The protein sequences of all H3 variants were obtained from TAIR (www.arabidopsis.org,
accessed on July 30", 2021). The aminoacid sequences were then aligned using ClustalW
with standard parameters (Thompson et al., 1994).

2.6.8 Statistics and data visualization

Unless stated otherwise, statistical analyses and plots were generated using R or GraphPad
Prism version 7.0 (GraphPad Software). Normal distribution was tested using the Shapiro-
Wilk’s method. For normally distributed data, ANOVA tests and any post-hoc tests were
performed using the agricolae package (version 1.3-5) (Felipe de Mendiburu & Muhammad
Yaseen, 2020). Non-parametric tests were performed using the adequate R function.
Permutation tests were performed using the peakPermTest() function from the ChIPpeakAnno
package (version 3.26.0) (L. J. Zhu et al., 2010) with 1000 permutations. Venn diagrams were
plotted using the ggvenn package (version 0.1.9) and the significance of overlaps was
calculated using a Fisher exact test.
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3 RESULTS

3.1 BIVALENCY POISES STRESS INDUCIBLE GENES FOR TRANSCRIPTIONAL
CHANGES

In order to prevent a constitutive stress response, stress-inducible genes need to be tightly
repressed in the absence of any adverse environmental condition. While the exact
mechanisms by which cold-induced genes are repressed are still unclear, previous work from
our lab showed an enrichment of H3K27me3 targets among early cold-induced genes (Vyse
et al., 2020), suggesting that this methylation mark might be involved in their repression.
However, the chromatin landscape is infinitively more complex than the absence or presence
of a single histone PTM and a more comprehensive and unbiased approach was necessary in
order to decipher the role of chromatin topography in the repression of cold-induced genes.

3.1.1 Cold-regulated genes are enriched in bivalent targets

In order to identify additional chromatin marks involved in the repression of cold-induced genes
prior to any cold exposure, their chromatin topography was examined using an unbiased
approach based on the classification established by Sequeira-Mendes et al. (2014). By
examining the distribution of 11 histone modifications and three histone variants as well as
other epigenetic features, the authors classified the chromatin of Arabidopsis thaliana into nine
states. A list of cold-inducible genes was obtained using the RNA-seq data from Calixto et al.
(2018), and they were split into seven sets based on the time point where their induction was
first detected. For each gene set and chromatin state, the percentage of genes containing a
domain of said state in their gene body (TSS to TES) was computed and compared to the
percentage observed for all genes in the genome, which served as a control (Figure 5A). As
previous work from our lab showed an enrichment of H3K27me3 targets among cold-induced
genes, the states characterized by the presence of this mark were of particular interest (Vyse
et al., 2020). This included State 4 and 5, containing high levels of H3K27me3 but little of other
histone modifications, State 8, containing H3K27me3 as well as other repressive marks such
as H3K9me2 and H3K27me1 and State 2 which is characterized by the co-existence of the
repressive H3K27me3 and the activating mark H3K4me3 (Sequeira-Mendes et al., 2014).
State 4 and 5 were not particularly enriched among cold-inducible genes, while State 8 was
underrepresented: while around 8% of all genes carried a S8 domain, this was the case for
less than 3% of the cold-inducible genes (Figure 5A). This was not unexpected, as State 8 is
mostly found on repetitive elements or intergenic regions (Sequeira-Mendes et al., 2014). On
the other hand, State 2 was strongly enriched in genes induced at any time point in the cold,
except for the last one, and particularly for genes expressed very early during cold exposure:
60% of genes induced after 3 h at 4°C carried a S2 domain on their gene body (compared to
22% of all genes). As the State 2 is predominantly found on promoters (Sequeira-Mendes et
al., 2014), the analysis was repeated considering an artificial promoter of 500 bp or 1 kb directly
5’ upstream from the transcription start site, to ensure that no biases were introduced by only
considering the gene body in the initial strategy (Suppl. Figure 1A and B). When including an
artificial promoter, the proportion of genes containing a S2 domain increased for each gene
list: around 40% of all genes and more than 70% of the early cold-inducible genes possessed
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a S2 domain. Overall, the pattern observed when considering only the coding region was
conserved as the enrichment compared to the genome was still visible for all cold-induced
gene sets. As the intergenic regions can be very small in Arabidopsis thaliana, subsequent
analyses were performed using the gene body-only strategy in order to avoid miss-assigning
a domain from a neighbouring gene. Altogether, this analysis indicates that many of the cold-
induced genes in general, and the early ones in particular, are not only marked by H3K27me3
as previously thought (Vyse et al., 2020) but also carry the activating mark H3K4me3: they are
bivalent. However, as this approach relies on in silico predictions of the chromatin states and
simply suggests bivalency without proving it, the genes carrying a S2 domain will be
designated as “S2 genes” and not bivalent genes, until the bivalency can be verified in vivo.

As bivalency is thought to allow both positive and negative changes of transcriptional activity
(Bernstein et al., 2006; Voigt et al., 2013), it was interesting to examine whether it could also
be marking genes which are repressed during cold exposure. The chromatin state analysis
was therefore repeated for cold-repressed genes, but this time only focusing on State 2 (Figure
5B). An enrichment of S2 genes was observed for all down-regulated genes, irrelevant of the
time point at which they are first detected to be down-regulated: between 45 and 49% of all
cold-repressed genes carried a S2 domain. This suggests a more general role of the
H3K4me3-H3K27me3 double mark in the transcriptional response to cold: S2 is found both on
inactive genes that should be induced during cold exposure as well as genes which are
transcribed in naive conditions but should be repressed during a stress episode.

Chromatin states are more likely to be inherited through DNA replication and mitosis if they
occur on a broader locus (Escobar et al., 2021; Stewart-Morgan et al., 2020). Since the early
cold-inducible genes were more likely to have S2 domain than non-cold-regulated or late up-
regulated ones, the size of S2 domains for those different categories of genes was compared,
in order to determine whether this higher enrichment was associated with an increased
inheritance likelihood (Figure 5C). While non cold-regulated S2 genes showed a median
bivalent domain size of about 400 bp, almost all cold-regulated genes lists displayed broader
S2 domains. The early up-regulated and late down-regulated genes showed the largest
average size, with a median around 1000 bp. Albeit slightly higher, the late up-regulated genes
S2 domain size was not found to be significantly different to the one of non-cold-regulated
genes. Overall, the S2 domain size distribution resembled the S2 enrichment: all the cold-
down-regulated S2 genes showed larger S2 domains than non-cold-induced ones, while only
the early cold-up-regulated S2 genes presented this characteristic. To eliminate the possibility
that the larger S2 domains on cold-regulated genes were simply due to longer gene bodies,
the S2 domain size was plotted as a percentage of the gene body length (Suppl. Figure 1C).
This analysis was consistent with the domain size examination: down-regulated genes had a
higher fraction of their gene body in a S2 state than non-cold-regulated S2 genes (between 25
and 45% versus 20% for non-cold-regulated genes). For the cold-induced genes, only the early
ones had a higher S2 fraction, which reached an average of 50% of the gene body for genes
induced after 3 h of cold treatment. Altogether, this showed that cold-regulated genes are not
only enriched in S2 genes, but they also carry larger domains than their non-cold-regulated
counterparts, independently of gene length. As this last part implies that the S2 state is more
likely to be maintained in daughter cells during cell division, this suggests that S2 plays a critical
role in the regulation of cold-responsive genes.
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Figure 5: Bivalency is a common characteristic of stress inducible genes. The chromatin states
coordinates were obtained from Sequeira-Mendes et al. (2014) and the cold-regulated genes were
obtained from Calixto et al. (2018). * indicates significance compared to the genome, tested by
Marascuilo procedure (a= 0.05). (A) Chromatin state analysis of genes induced at different time points
during cold exposure, compared to the genome (B) Enrichment of S2 genes among genes repressed
at different time points during cold exposure compared to the genome. (C) Size of the S2 domain in S2
genes induced (UP) or repressed (DOWN) at various time points during cold exposure. The “Not cold
regulated list” contains S2 genes whose expression is not affected by cold. Significance was tested by
Kruskall-Wallis test followed by a Dunn’s test with Benjamini Hochberg procedure (a= 0.05). Identical

44



letters indicate no significant difference. (D) Enrichment of S2 genes among genes induced (UP) or
repressed (DOWN) by various stresses, compared to the genome. The heat-responsive gene sets were
obtained from Garcia-Molina et al. (2020) and contain differentially expressed genes after the indicated
time at 32°C. The drought-responsive genes were obtained from Ding et al. (2013) and are differentially
expressed after 2 h of air-drying. The biotic-responsive genes were obtained by personal communication
from Sheikh et al. (2020) and are differentially expressed 24 h after flagellin treatment (Flg) or 6h or 24
h after Pseudomonas syringae infection.

3.1.2 Bivalency is a common feature of stress-regulated genes

As cold-regulated genes are enriched in putative bivalent genes, the chromatin state analysis
was widened to other types of stresses in order to determine whether bivalency is a specific
feature of cold-responsive genes or common to all stress-regulated genes (Figure 5D). First,
heat-regulated genes were examined using published RNA-seq data (Garcia-Molina et al.,
2020). Heat up- or down-regulated genes were divided into four lists each depending on the
time point at which they were first detected as differentially expressed. Similarly to cold-
responsive genes, a strong enrichment of S2 genes was observed for all differentially
expressed genes compared to non-heat-regulated genes: at least 40% of heat-regulated
genes carry a S2 domain. The enrichment for early down-regulated genes is not significant but
this is probably due to the very small number of genes in this list compared to other time points
(51 vs several hundreds in the other lists). Interestingly, the up-regulated genes show a similar
pattern to that of the cold up-regulated genes: the earlier the time point, the stronger the
enrichment in S2 genes, with about 60% of early induced genes carrying a S2 domain. As heat
and cold responses share many common regulators such as CBFs or certain Ethylen
Responsive Factors (ERFs) (Garcia-Molina et al., 2020), the lists of early up-regulated genes
for each stress were compared to verify whether these similar enrichments were simply due to
the presence of the same genes in both lists. Only 30 genes were present in both sets,
representing around 10% of each list (data not shown). This indicated that most of the S2
genes identified for each stress are specific to said stress and not simply common stress
regulators.

As described in the introduction, temperature stresses might cause dehydration. Since
bivalency was shown to be a common feature of temperature-regulated genes, it was also
examined in relation to drought-responsive genes. This analysis was based on the RNA-seq
data published by Ding et al. (2013) (Figure 5D). Here again, an enrichment of S2 genes was
observed for both up- and down-regulated genes, albeit to a reduced extend compared to
temperature-regulated genes, as less than 40% of drought-regulated genes carried a S2
domain. Finally, since bivalency seems to mark genes induced by a variety of abiotic stress,
its role in the biotic stress response was examined by investigating genes induced or repressed
24 h after flagellin treatment (Flg) or 6 h or 24 h after infection by Pseudomonas syringae,
based on a RNA-seq performed by Sheikh et al. (2020, personal communication) (Figure 5D).
For all treatments, an enrichment of State 2 was observed among the differentially expressed
genes: between 40 and 50% of all the genes whose expression was affected by the tested
biotic stresses had a S2 domain. Altogether, this broader chromatin state analysis showed that
bivalency is a common feature of many stress-regulated genes, in particular of genes up-
regulated early during a temperature stress.

These results were validated by a complementary approach: a list of all genes containing a S2
domain was generated based on the genomic coordinates provided by Sequeira-Mendes et

45



al. (2014) and was then used in a gene ontology (GO) analysis. The GO biological process
term enrichment analysis was performed using the weight01 algorithm from topGO and
returned a list of 82 enriched terms. The 20 terms with the lowest p-value, representing the top
enriched GO terms, are presented in Figure 6A. Most of the enriched terms identified through
this analysis are stress-related, either biotic (response to nematode, fungus, bacterium) or
abiotic (response to hypoxia, dessication, light stimulus). Interestingly, the term “response to
cold” was identified among the 82 enriched terms. Several terms related to phytohormones
involved in stress responses were also identified (response to abscisic acid, jasmonic acid and
salicylic acid). Altogether, this indicates that the S2 state is indeed preferentially located on
genes that are required for a proper stress response. The term enrichment analysis was also
performed for molecular function, which led to the identification of GO terms related to DNA
binding, transcription factor activity and protein kinase activity, in particular serine/threonine
kinase activity (Figure 6B). All of these are key signalling processes responsible for triggering
a proper stress response and are induced early during the cold response, further proving that
bivalency is a feature of the early responders to stress (Byun et al., 2014; Calixto et al., 2018).

A cellular response to hypoxia ( GO:0071456 ) -
response to karrikin ( GO:0080167 ) -

response to chitin ( GO:0010200 ) -

response to wounding ( GO:0009611 ) -

protein phosphorylation ( GO:0006468 ) -

regulation of transcription, DNA-templated ( GO:0006355 ) -
signal transduction ( GO:0007165 ) -

response to desiccation ( GO:0009269 ) -

response to nematode ( GO:0009624 ) -

response to fungus ( GO:0009620 ) -

response to auxin ( GO:0009733 ) -

defense response to bacterium ( GO:0042742 ) -

circadian rhythm ( GO:0007623 ) -

response to abscisic acid ( GO:0009737 ) -

response to jasmonic acid ( GO:0009753 ) -

response to oxidative stress ( GO:0006979 ) -

response to light stimulus ( GO:0009416 ) -

response to oomycetes ( GO:0002239 ) -

response to salicylic acid ( GO:0009751 ) -

cortical microtubule organization ( GO:0043622 ) -

o-I I
) I||

10 15 20
Stress-related terms log10(1/P-value)

B DNA-binding transcription factor activity (GO:0003700) -
transcription regulatory region DNA binding (G0:0044212) -
regulatory region nucleic acid binding (GO:0001067) -
transcription regulator activity (GO:0140110) -

DNA binding (GO:0003677) -

protein kinase activity (GO:0004672) -

glucosyltransferase activity (GO:0046527) -
phosphotransferase activity,(GO:0016773) -

protein serine/threonine kinase activity (GO:0004674) -

kinase activity (GO:0016301) -

o-
N

4
log10(1/P-value)

(o)
(o]

Figure 6: GO term enrichment analysis of S2 genes. Genes containing at least one S2 domain were
compared to all TAIR10 genes. The enrichment analysis was performed by topGO using the weight01
algorithm, significance was tested using Fisher’s exact test and the 20 terms with the lowest p-values
are displayed here. Blue bars highlight stress-related terms. The GO term enrichment analysis was
performed for biological process (A) and molecular function (B).
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3.1.3 H3K4me3 and H3K27me3 co-occur on S2 genes

Since the in silico analysis showed that many cold-responsive genes carry S2 domains, it was
important to validate whether H3K4me3 and H3K27me3 co-occur at those genes in planta.
Indeed, the data used to establish the chromatin topology and therefore to identify S2 domains
came from numerous studies that used plants grown in widely different conditions (3 week-old
plants grown in continuous light for H3K4me3 (X. Zhang et al., 2009), 10 day-old seedlings
grown in long days for H3K27me3 (X. Zhang et al., 2007) for example). As the localization of
these histone methylation marks on the genome is highly dynamic and changes during
development but also the day-night cycle (Baerenfaller et al., 2016; Nishio et al., 2020), it was
necessary to verify whether they actually co-occur at the same time on stress-responsive
genes predicted to be bivalent. To that end, the genome-wide distributions of both methylation
marks were investigated by ChlP-seq to detect loci carrying both of them in naive conditions,
i.e. in plants that did not experience any stress. Chromatin was extracted from 21 day-old
plants and immunoprecipitated using antibodies raised against H3K4me3 or H3K27me3. The
purified DNA was then sequenced. Finally, the reads were mapped to the TAIR10 genome
assembly and peaks were called. A bivalent domain was defined as a window of at least 150
bp where a H3K4me3 peak and a H3K27me3 peak overlapped. 1652 bivalent genes, i.e.
genes containing a bivalent domain in their gene body, were identified, 72% of which were
predicted to carry one in the in silico analysis (Figure 7B). The number of bivalent genes
detected through this analysis was much smaller than the 8166 genes predicted to be have a
S2 domain. This can be explained by two reasons: (i) the criteria used to define bivalency were
very stringent and might not detect genes where the bivalent domain is very short or genes
that carry both marks but on adjacent domains, (ii) the ChlP-seq experiment was performed
on plants of different age and growth conditions than the ones used for the in silico topography,
so it is possible that some genes do not carry one mark or the other in the conditions
investigated here. Still, this approach validated the existence of a bivalent domain on many S2
cold-regulated genes, such as WRKY48, PHENYLALANINE AMMONIA LYASE (PAL1) or
JACALIN-RELATED LECTIN 34 (JAL34) (Figure 7A). It also led to the identification of
additional bivalent cold-regulated genes such as LT/30 or SUGAR TRANSPORT PROTEIN
13 (MSS1) which were not among the predictions, either where the S2 domain did not overlap
exactly with the gene body (LT/30) or for which no S2 domain was predicted (MSS7) (Figure
7C). Interestingly, a GO biological function term enrichment analysis ran on the 1652 bivalent
genes identified 76 enriched terms, which were similar to the ones identified during the analysis
of the S2 genes. The GO analysis of bivalent genes showed an enrichment for terms related
to biotic and abiotic stress response (response to fungus, light stimulus, hypoxia in the top 20
terms but also freezing, induced systemic resistance in the complete list) (Figure 8). Many
terms related to growth and development (positive regulation of development, leaf
morphogenesis) were also identified, suggesting that bivalency holds a dual role in plants,
acting in development as for mammals but also in the stress response. Both processes require
a precise timing of transcriptional induction and repression of key regulators, which could be
achieved by the co-existence of H3K4me3 and H3K27me3 on those genes. Altogether, the
chromatin immunoprecipitation assays confirmed the predictions made during the in silico
analysis and led to the identification of many genes where H3K4me3 and H3K27me3 co-occur
at the same time point, which can therefore be considered bivalent. Even though they are far
less numerous, the rest of this study will focus on those bivalent genes rather than S2 genes,

as the former were proven to carry both histone methylation marks in the exact conditions used
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for all following experiments. In the following parts, S2 genes will therefore refer to genes
identified as carrying a State 2 domain in the in silico analysis, while bivalent genes will refer
to those proven to carry H3K4me3 and H3K27me3 in vivo.
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Figure 7: Many S2 genes appear to be bivalent in vivo. Bivalent domains represent windows of at
least 150 bp where both H3K4me3 and H3K27me3 peaks were detected. (A) Genome browser views
of ChlP-seq signals at genes predicted to be bivalent. The ChlP-seq was performed on 21 day-old
seedlings grown at 20°C. State 2 coordinates were obtained from Sequeira-Mendes et al. (2014) and
are shown by blue bars. Bivalency domains represent windows of at least 150 bp were both H3K4me3
and H3K27me3 peaks were detected and are shown with purple bars. The tracks were obtained by
merging two biological replicates and the numbers in brackets at the top of each track denote the scale
of that track in Reads Per Kilobase per Million mapped reads (RPKM). (B) Venn diagram showing the
overlap of genes containing a S2 domain or a bivalent domain. Significance was assessed by Fisher’s
exact test. (C) Genome browser views of ChlP-seq signals (as RPKM) at newly identified bivalent genes.
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Figure 8: GO biological process term enrichment analysis of bivalent genes. Genes containing at
least one bivalent domain were compared to all TAIR10 genes. A bivalent domain is a locus of at least
1560 bp where both H3K4me3 and H3K27me3 peaks are present. The enrichment analysis was
performed by topGO using the weight01 algorithm, significance was tested using Fisher’s exact test and
the 20 terms with the lowest p-values are displayed here. Blue bars highlight stress-related terms while
green bars denote development-related terms.

3.1.4 Towards the identification of bivalent domains in planta

Investigating the co-occurrence of H3K4me3 and H3K27me3 peaks led to the identification of
numerous genes carrying both methylation marks at a given time point but it remains unclear
whether both marks are present on the same chromatin fibre or even the same nucleosome
and therefore whether the genes are truly bivalent. To investigate this possibility, a sequential
ChIP (Re-ChIP) was performed: cross-linked chromatin was immunoprecipitated first using an
anti-H3K4me3 antibody and a second time using an anti-H3K27me3 antibody (Figure 9). This
technique leads to the purification of DNA fragments that were bound to nucleosomes carrying
both methylation marks only (Desvoyes et al., 2018). The reverse order of antibodies
(H3K27me3-H3K4me3) was also attempted but led to very low yields already after the first
immunoprecipitation step and therefore almost no DNA could be detected in the second
immunoprecipitation during qPCR. KANADI 2 (KAN2) and P1R1 were used as positive
controls as they were previously shown to be bivalent by Sequeira-Mendes et al. (2014), while
PROLINE-RICH EXTENSIN-LIKE RECEPTOR KINASE 10 (PERK10) does not carry
H3K4me3 nor H3K27me3 and was therefore used as a negative control (Figure 9A). Both the
positive controls and the cold-inducible S2 genes ULT1 and WRKY48 showed a strong
enrichment in the H3K4me3-H3K27me3 sample compared to PERK10, suggesting that the
nucleosomes at those loci carry both methylation marks and are therefore bivalent.
Furthermore, no enrichment was detected when the second immunoprecipitation was
performed without an antibody, proving that it was not due to carry-over from the first antibody.
These results suggested that the cold-inducible S2 genes identified in the in silico analysis are
indeed bivalent at the nucleosomal level.

However, the suitability of PERK10 as a negative control is questionable, although it was used
as such by Sequeira-Mendes et al. (2014). Indeed, it does not even carry H3K4me3 and is
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therefore already absent from the samples after the first immunoprecipitation step. A more
valid negative control would be a gene carrying H3K4me3 but no H3K27me3, as such a locus
should be purified in the first immunoprecipitation step but not in the second. EUKARYOTIC
INITIATION FACTOR 4A-Ill (EIF4A-Ill) and TIP41 were therefore examined as additional
negative controls as individual H3K4me3 and H3K27me3 ChIP-qPCR proved that they
satisfied those criteria (data not shown). In the Re-ChlIP however, both genes showed an
enrichment in the H3K4me3-H3K27me3 sample that was similar to the one observed for the
S2 and bivalent genes investigated previously (Figure 9B). As EIF4A-IIl and TIP41 are not
carrying H3K27me3 and are therefore not bivalent, this suggests that the enrichment observed
in the H3K4me3-H3K27me3 samples is unspecific. The %input values observed were rather
low (< 0.5% for all genes tested) and coupled with the low yield of the first immunoprecipitation
when using the anti-H3K27me3 antibody (data not shown), it is possible that this particular
antibody does not perform properly in combination with the Re-ChlIP-IT kit (Active Motif) used
here. Therefore, the bivalency of the four S2 genes presented here could not yet be confirmed.
Further optimization of the Re-ChIP method is required in order to determine whether the co-
occurrence of H3K4me3 and H3K27me3 observed on some cold-responsive genes is due to
bivalent (di-methylated) nucleosomes. Instead, the bivalency could stem from the marks being
present on different but neighbouring nucleosomes, or even occurring on different chromatin
strands.
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Figure 9: Validation of the in silico bivalency using Re-ChlIP. The Re-ChIP was performed on 21
day-old seedlings grown at 20°C, using an anti-H3K4me3 antibody in the first IP and an anti-H3K27me3
antibody in the second (H3K4me3-H3K27me3). The specificity of the Re-ChIP and of the second IP
were verified using anti-IgG antibodies (IgG-IgG) and no antibody in the second IP (H3K4me3-no
antibody) respectively. The data is shown as %input, normalized to the %input obtained for the
H3K4me3-no antibody sample. The error bars represent the sem of two biological replicates. (A)
Validation of the bivalency on cold-inducible genes. PERK10 is a gene carrying neither H3K4me3 nor
H3K27me3. KAN2 and P1R1 are genes known to be bivalent. ULT1 and WRKY48 are cold-induced
genes predicted to be bivalent from the in silico analysis. (B) ReChIP on H3K4me3-monovalent genes.
EIF4A-11l and TIP41 were not predicted to be bivalent, as they carry H3K4me3 but no H3K27me3.
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3.1.5 Bivalency prepares genes for changes in expression upon stress
exposure

Previous studies showed that bivalency leads to the repression but poising of its target genes
in the context of cell differentiation, allowing them to undergo rapid adjustments of their
transcriptional activity (Bernstein et al., 2006; Voigt et al., 2013). The possibility that bivalency
acts in a similar fashion in the regulation of cold-responsive genes was therefore explored
through the characterization of Arabidopsis thaliana bivalent genes.

First, the distribution of each methylation mark was compared for bivalent and monovalent
genes using metagene plots (Figure 10A). As it is known that bivalent nucleosomes are mostly
asymmetrically modified, i.e. each modification is present on only one H3 tail, the comparison
of the levels of each mark on bivalent vs monovalent genes could provide important information
on the “true bivalent” nature of those loci (Voigt et al., 2012). H3K4me3 profiles varied widely
between bivalent and monovalent genes (Figure 10A left). The signal peaked just downstream
from the transcription start site on both categories of genes but the peak of monovalent genes
reached around 900 RPKM compared to 400 for bivalent genes, fitting with the hypothesis that
only half of the H3 tails could be methylated. The distribution itself was also different:
monovalent genes showed a sharp peak just downstream from the transcription start site while
bivalent genes had a wider H3K4me3 domain spanning almost the entire gene body. This
broader domain suggests that H3K4me3 is more mitotically stable on bivalent loci than on the
monovalent ones. In contrast, for H3K27me3 (Figure 10A right), no clear difference was
observed between bivalent and monovalent genes: in both cases, H3K27me3 covered the
entire gene body and its levels appeared only slightly lower on bivalent genes (around 50
RPKM less, i.e. less than a 10% reduction), suggesting that the presence of H3K4me3 on
bivalent genes did not prevent the deposition of H3K27me3.

Since H3K4me3 levels are commonly considered to correlate with gene expression, the
different levels of this mark on monovalent and bivalent genes suggest that they might have
different transcriptional activities. To examine this hypothesis, a RNA-seq was performed in
plants grown side by side with the ones used for the ChlP-seq. The average FPKM (Fragment
Per Kilobase per Million mapped reads) of bivalent genes was compared to the one of
H3K4me3 or H3K27me3 monovalent genes, as well as non-methylated genes (Figure 10B).
While H3K4me3 monovalent and bivalent genes were both actively transcribed, bivalent genes
were less expressed than their counterparts (the median for bivalent genes is around 3 FPKM,
compared to 10 for H3K4me3 monovalent genes). This proves that the difference in H3K4me3
levels observed on the metagene plots (Figure 10A left) correlated with a different
transcriptional activity: higher H3K4me3 levels are associated with an increased transcription.
Interestingly, although the levels of H3K27me3 were sensibly the same on monovalent and
bivalent genes, they showed a striking difference in expression. H3K27me3 monovalent genes
were mostly repressed with a median FPKM of 0, while bivalent genes were expressed at an
intermediate level. This indicates that the presence of H3K27me3 on a gene does not
automatically lead to its repression. This also highlights that the levels of H3K27me3 alone
cannot be used to determine the transcriptional activity of a gene, but the entire chromatin
environment, such as the presence or absence of other marks, should also be considered.
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Figure 10: Characterization of bivalent genes. Bivalent genes contain a domain on their gene body
of at least 150 bp where both H3K4me3 and H3K27me3 peaks are detected (A) Metagene plots showing
the profiles of H3K4me3 (left) and H3K27me3 (right) on bivalent genes (purple) and genes carrying only
H3K4me3 (green) or H3K27me3 (red), as RPKM. The ribbons represent the 95% confidence interval of
the mean computed using 1000 bootstraps. (B) Gene expression level of non-methylated genes,
H3K4me3 or H3K27me3 monovalent genes and bivalent genes. The RNA-seq reads were normalized
as FPKM (Fragment Per Kilobase per Million mapped reads). Significance was tested by Kruskall-Wallis
test followed by a Dunn'’s test with Benjamini Hochberg procedure (a= 0.05). Identical letters indicate no
significant difference. (C) Number of bivalent domains overlapping with accessible regions. The
accessible regions were obtained from Raxwal et al. (2020) The +2 kb, + 5 kb and +10 kb are control
sets where the coordinates of the bivalent domains were shifted up- (+) or downstream (-) by the
indicated number of bases. Significance was tested by permutation test. (D) Pie charts showing the
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percentage of bivalent bases (left) and genomic bases (right) identified as accessible in the data from
Raxwal et al. (2020) (E) Percentage of differentially expressed (DE) genes after 3 h (Ph) or 3 d (Pd) at
4°C in the same genes sets as described in (B). Identical letters next to the percentages indicate no
significant difference, calculated by Marascuilo procedure (a= 0.05).

A strong factor determining the transcriptional activity of a gene is the accessibility of the
chromatin at that locus. Indeed, the looser the chromatin, the easier it is for the transcriptional
machinery to assemble there. It was therefore of interest to examine the accessibility of
bivalent loci. To that end, the coordinates of bivalent domains were compared to the
coordinates of the accessible loci identified by FAIRE-seq (Formaldehyde-Assisted Isolation
of Regulatory Elements) or DNase-seq by Raxwal et al. (2020) (Figure 10C). The plants used
in the study from Raxwal et al. (2020) were 10 day-old seedlings grown in long days and on
medium containing sugar, meaning the data is not directly comparable to the 21 day-old
seedlings grown in short days and sugar-free medium used in the present study. While the
analysis provides interesting insights, the results should therefore be considered with caution.
Out of the 1684 bivalent domains, almost 1500 overlapped with accessible loci. This was twice
as high as any of the controls created by shifting the bivalent domain coordinates and shown
to be highly significant by a permutation test, proving that bivalent domains coincide with a
more opened chromatin. Notably, about 67% of the total length of bivalent domains were
described as accessible, while only 1% of the whole chromatin was identified as such (Figure
10D), confirming the strong correlation between bivalency and accessibility. It is worth noting
that H3K27me3 monovalent domains did not show an enrichment of accessible regions
compared to the control regions (Suppl. Figure 2B). Loci carrying only H3K4me3 overlapped
with accessible regions with a higher frequency than the control sets: around 11500 out of the
15000 H3K4me3 peaks were at least partially accessible (Suppl. Figure 2B). However, only
about 45% of the total length of H3K4me3 domains were identified as accessible, which is less
than what was observed for the bivalent domains (Suppl. Figure 2C). Collectively, these results
indicate that bivalent loci present a more opened chromatin and that this correlation is not due
to the presence of one of the marks in particular but to their co-existence, as it is stronger on
bivalent domains than for H3K4me3 or H3K27me3 monovalent loci.

The in silico study suggested that bivalency marks genes whose expression needs to be
adjusted quickly upon stress exposure and might potentiate those transcriptional changes. To
verify this, plants were exposed to 4°C for 3 h (Ph) or three days (Pd) and the transcriptional
changes were monitored using RNA-seq. As this study focuses on histone methylation, only
nuclear genes were considered and a total of 4034 genes showed differential expression upon
cold exposure. Those differentially expressed genes were classified into four categories,
depending on whether they were up- or down-regulated and the time point at which they were
first detected to be differentially expressed. Then, the percentages of bivalent, H3K4me3
monovalent or H3K27me3 monovalent genes belonging to those four categories were
calculated (Figure 10E). Both H3K4me3 and H3K27me3 monovalent genes were more likely
to be differentially regulated than genes carrying none of those marks, with H3K4me3
monovalent genes showing a higher proportion (17%) of differentially regulated genes than the
H3K27me3 monovalent set (8%). On the other hand, more than 30% of bivalent genes
underwent a change in transcriptional activity upon cold exposure. This was not only higher
than for any other category but also greater than the percentage computed for all genes
irrelevant of their methylation status (12%). This indicates that bivalent genes are more likely
to be differentially regulated upon cold stress than non-bivalent genes. Interestingly, this
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increased likelihood of differential regulation was particularly strong for early up-regulated
genes (Ph UP), less pronounced but still significant for down-regulated genes (Ph DOWN and
Pd DOWN) but not detected for late up-regulated genes (Pd UP). This coincides perfectly with
the in silico analysis that showed an enrichment of S2 genes among cold down-regulated and
early up-regulated genes but not for late up-regulated genes (Figure 5A and B).

In conclusion, the presence of H3K4me3 on bivalent genes is sufficient to overcome the
transcriptional repression that is normally associated with the presence of H3K27me3. The
lower levels of H3K4me3 on bivalent genes compared to their monovalent counterparts
correlate with a lower transcriptional activity that can however be quickly adjusted upon cold
exposure. Bivalency spreads over the whole coding regions of its target genes, implying that
it is stable through mitosis. Additionally, bivalent regions are more accessible than monovalent
ones, suggesting that the co-occurrence of the methylation marks has a role in maintaining an
open chromatin conformation. This could happen either through cis effects, i.e. inherent
physical properties of bivalent histones or through trans mechanisms such as the reading of
bivalency by protein effectors.

3.1.6 Identification of potential bivalency readers

Post-translational histone modifications are recognized by various readers, which can hinder
or facilitate gene transcription, as well as modulate the chromatin structure around their binding
sites. It would therefore be of great interest to identify readers able to recognize H3K4me3-
H3K27me3 bivalency, as it would provide insight into the role of bivalency in the cold response.
While many readers were already identified for each individual histone mark, bivalency readers
remain largely undiscovered. Previous work suggested that EBS and SHL could achieve this
function: indeed, both proteins contain a PHD and a BAH domain that can bind H3K4me3 and
H3K27me3 respectively (Z. Li et al., 2018; Qian et al., 2018; Z. Yang et al., 2018). Therefore,
the potential role of these two proteins as bivalency readers was first investigated in silico by
examining the enrichment of S2 genes among their targets (Figure 11A). The EBS targets
were obtained from Yang et al. (2018) while the SHL targets were obtained from Qian et al.
(2018). The targets common to both proteins were identified by overlapping the list of genes
bound by EBS and SHL. The specific targets from EBS or SHL showed a similar enrichment
for S2 genes: about 50% of the targets carried a S2 domain. Furthermore, 67% of the genes
targeted by both EBS and SHL carried a S2 domain. All of these percentages were significantly
higher than the one observed for the set containing all the nuclear genes (20%), which confirms
the potential of EBS and SHL to act as bivalency readers.
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Figure 11: Role of the putative bivalency readers SHL and EBS in the cold response. (A)
Enrichment of S2 genes among EBS and SHL targets, based on the chromatin state coordinates from
Sequeira-Mendes et al. (2014). The EBS targets were obtained from Yang et al. (2018) while the SHL
targets were obtained from Qian et al. (2018). The EBS & SHL list contain genes that are targeted by
both proteins. * indicates significance compared to the genome, tested by Marascuilo procedure (a=
0.05). (B) Freezing tolerance of ebs and shl mutants, before or after cold acclimation, measured by
electrolyte leakage assay. Plants were grown for 21 days at 20°C (N) and then exposed to 4°C for three
days (P). Error bars represent the sem of four biological replicates. Statistical significance was assessed
by 2-way ANOVA followed by a Dunnett post hoc test to compare each mutant to the wild type for each
condition but no significant difference was found. (C) Gene expression changes of the cold marker
genes COR15A, GOLS3 and LTI30 in ebs and shl mutant plants exposed to cold. RNA was isolated
from 21 day-old seedlings grown at ambient temperature (N) and exposed to 4°C for 3 h (Ph) or three
days (Pd). Transcript levels were measured by reverse transcription and qPCR. TIP41 was used as an
internal control. Error bars represent the sem of four biological replicates. Significance was tested by 2-
way ANOVA followed by a Tukey test (a = 0.05). Identical letters indicate no significant difference.

To verify whether those putative bivalency readers actually play a role in the cold response,
the freezing tolerance of ebs and shl mutants was measured thanks to an electrolyte leakage
assay, before and after a 3 d treatment at 4°C, also called cold acclimation (Figure 11B). Both
ebs and shl mutants showed a similar basal freezing tolerance (without acclimation) to the wild
type. After three days at 4°C, the freezing tolerance of both mutants increased compared to
the one from naive mutant plants, indicating that they were able to cold acclimate. In every
individual replicate (n=4), ebs mutant plants showed a slightly higher freezing tolerance than
the wild type after cold acclimation but this did not prove to be significant when the results were
pooled. Overall, neither EBS nor SHL seemed to play a considerable role in the physiological
response to cold. However, the slight increase in freezing tolerance after cold acclimation
observed for the ebs mutant suggested that their impact on cold tolerance might be too limited
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to be detected in the electrolyte leakage assay, indicating the need for a method that could
reliably identify smaller changes in the cold response. As it was hypothesized that the reading
of bivalency would impact the transcriptional activity of the bivalent genes, this parameter was
investigated in ebs and sh/ mutants. 21 day-old plants (N) were placed at 4°C for 3 h (Ph) or
three days (Pd), and the expression levels of several COR genes were measured using RT-
gPCR (Figure 11C). LTI30 and GOLS3 were selected as they were found to be bivalent, while
COR15A is not (Figure 7C and Suppl. Figure 4). No difference was detected in any of the
mutants compared to the wild type for the tested genes, whether before or during the cold
exposure and whether or not the genes were bivalent. Taken together, the in vivo results do
not indicate that either protein is involved in the cold response or the regulation of the
transcriptional activity of bivalent COR genes.

In parallel to the work on EBS and SHL, another family of putative bivalency reader was
identified: the DEK-domain containing proteins. DEK2 was shown to bind to bivalent peptides
in vitro and both DEK3 and DEK2 were described to be involved in the regulation of stress
tolerance (Waidmann et al., 2014 and Rayapuram et al., 2020, personnal communication).
Additionally, DEK2 and DEKS3 were shown to bind to H3 and H2A.Z, a variant often associated
to bivalency (Sequeira-Mendes et al., 2014; Waidmann et al., 2014). Altogether, these
observations suggested that these two DEK proteins might act as bivalency readers. To test
this hypothesis, a chromatin state enrichment analysis was performed on the DEK2 and DEK3
target genes, using the same strategy as described previously and the list of target genes
established by Waidmann et al. (2014) for DEK3 and Rayapuram et al. (2020, personal
communication) for DEK2 (Suppl. Figure 3A). Contrary to the expectations, the DEK3 target
genes did not present an enrichment of the State 2 as they showed a similar proportion of S2
genes compared to the genome set. They were however enriched in the States 1, 3, 6 and 7,
characteristic of actively transcribed genes: 60% of DEK3 genes had an S1 or S3 domain
(compared to 40% of all TAIR10 genes) and around 45% had an S6 or S7 domain (compared
to around 20% of all genes). This refuted the hypothesis of DEK3 acting as a bivalency reader.
However, the DEK2 target genes showed an enrichment of S2 genes compared to the
proportion observed for the whole genome: 30% of DEK2 targets have a S2 domain on their
gene body compared to 20% of all the TAIR10 genes. This enrichment was even more striking
when taking into account an artificial promoter of 1 kb upstream from the TSS: 60% of DEK2
targets vs 40% (data not shown). However, while this approach revealed an enrichment of S2
genes among DEK2 targets, it did not show whether DEK2 binds directly on the bivalent
regions. To verify this, the overlap of DEK2 binding peaks and S2 domains was examined
(Figure 12A). A DEK2 peak was considered to be in a bivalent state if the overlap was of at
least 150 bp. From the 22 680 DEK2 peaks identified by Rayapuram et al. (2020, personal
communication), 9000 were found to overlap a S2 domain, which represents about 40% of the
peaks (Figure 12A). The significance of this finding was verified by shifting the coordinates of
the DEK2 peaks to generate controls sets: less than 5000 of the control peaks of any given
set overlapped with a S2 domain, which was shown to be a significant reduction using a
permutation test. This analysis was performed for all the chromatin states and a significant
enrichment was observed only for the States 1 and 2 (Suppl. Figure 3B). As State 1 is
characterized by high levels of H3K4me3, this analysis suggested a preferential binding of
DEK2 on regions carrying H3K4me3 or H3K4me3-H3K27me3.
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Figure 12: Role of the putative bivalency reader DEK2 in the cold response. (A) Number of DEK2
peaks containing a S2 domain. The S2 coordinates were obtained from Sequeira-Mendes et al. (2014)
and the coordinates of DEK2 peaks were provided by Rayapuram et al. (2020, personal
communication). The +2 kb, + 5 kb and +10 kb are control sets where the coordinates of the DEK?2
peaks were shifted up- (+) or downstream (-) by the indicated number of bases. Significance was tested
by permutation test. (B) Number of hDEK peaks containing a bivalent domain in human HelLa-S3 cells.
The coordinates of hDEK peaks were obtained from ENCODE (GSE91587) and the bivalent domains
were determined as loci of at least 150 bp where both H3K4me3 and H3K27me3 were present. The
histone methylation datasets were obtained from ENCODE (GSM733682 and GSM733696). The +2 kb,
+ 5 kb and 10 kb are control sets where the coordinates of the hDEK peaks were shifted up- (+) or
downstream (-) by the indicated number of bases. Significance was tested by permutation test. (C)
Freezing tolerance of dek2 mutant and its complementation line DEK2::DEK2-YFP, before or after cold
acclimation, measured by electrolyte leakage assay. Plants were grown for 21 days at 20°C (N) and
then exposed to 4°C for three days (P). Error bars represent the sem of two biological replicates.
Statistical significance was assessed by 2-way ANOVA followed by a Dunnett post hoc test to compare
each mutant to the wild type for each condition but no significant difference was found. (D) Gene
expression changes of the cold marker genes CBF1, CBF3, ZAT10, COR15A, GOLS3 and LTI30 in
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dek2 mutant plants and its complementation line DEK2::DEK2-YFP exposed to cold. RNA was isolated
from 21 day-old seedlings grown at ambient temperature (N) and exposed to 4°C for 3 h (Ph) or three
days (Pd). Transcript levels were measured by reverse transcription and qPCR. TIP41 was used as an
internal control. Error bars represent the sem of four biological replicates. Significance was tested by 2-
way ANOVA followed by a Tukey test (a = 0.05). Identical letters indicate no significant difference.

As the in silico analysis confirmed the role of DEK2 as a bivalency reader suggested by the in
vitro assay of Rayapuram et al. (2020, personal communication), its potential role in cold
tolerance was investigated, first at the physiological level using electrolyte leakage assays.
The freezing tolerance of dek2 and DEK2::DEK2-YFP plants was measured before (N) and
after a cold exposure of three days at 4°C (P). While none of these trends were significant, it
seemed that the dek2 mutant was slightly more freezing tolerant than wild type plants prior to
cold acclimation but performed slightly worse after acclimation (Figure 12C). However, these
changes were minute and not always reverted in the complementation line. Indeed, the
DEK2::DEK2-YFP plants showed an even higher freezing tolerance than the dek2 mutant
before cold acclimation. As this assay was only conducted twice and the replicates did not
always revealed similar behaviours for the mutant lines (Suppl. Figure 3C), the results
displayed here should be considered with caution until more repetitions are performed. As the
DEK family comprises four members in Arabidopsis thaliana, it is also likely that they are
functionally redundant and that the absence of DEK2 alone only has a minor impact on the
freezing tolerance of the plant. In an effort to detect more minute changes in the cold response,
the transcriptional activity of several cold-induced genes was investigated using RT-gPCR,
either in naive plants (N) or in plants exposed to 4°C for 3 h (Ph) or 3 d (Pd). All genes tested
showed a strong induction upon cold exposure in all lines, confirming that the absence of DEK2
did not have a major impact on the cold response (Figure 12D). However, COR15A showed a
significantly higher induction in dek2 after three days in the cold compared to the wild type
(around 50% higher), while this gene was induced to wild-type levels in the complementation
line. Although not significant, a similar trend was observed for LTI30 (50% higher induction in
dek2) and GOLS3 (almost two-fold higher induction in dek2). As it was unexpected that DEK2
would impact the transcription of COR15A since it was not identified as a bivalent gene, the
expression of CBF1, CBF3and ZAT10 was also examined to verify whether all cold-responsive
genes were over-induced. None of these genes showed a higher induction in dek2 plants
compared to wild type ones, which indicates that this over-induction is not a general
phenomenon on all cold-responsive genes nor an overall over-induction of the CBF-dependant
pathway but a gene specific event. Interestingly, the genes that do not show an over-induction
in the dek2 mutants (CBF1, CBF3, ZAT10 and CBF2 (data not shown for CBF2)) carry
H3K4me3 but no H3K27me3 prior to cold, while GOLS3 and LTI30 are bivalent (Figure 7C and
Suppl. Figure 4). COR15A was not found to be bivalent but carries high levels of H3K27me3
and low levels of H3K4me3. These results suggest that, thanks to its ability to bind to bivalent
histones, DEK2 functions as a repressor of cold-responsive genes carrying H3K27me3 and
limit the range of their induction.

Many eukaryotes possess DEK proteins, including flies and mammals, and their function as
histone chaperones appears to be conserved across multiple species (Sawatsubashi et al.,
2010; Waidmann et al., 2014). To investigate whether bivalency reading might also be a shared
aptitude of DEK proteins, the potential conservation of this ability for human DEK (hDEK) was
examined in silico. To that end, the genomic coordinates of the hDEK peaks in HeLa S3 cells,
as well as the ones of the H3K4me3 and H3K27me3 domains in the same cell line, were
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obtained from ENCODE. Bivalent regions were defined as regions of at least 150 bp carrying
H3K4me3 and H3K27me3. The overlapping of hDEK peaks and bivalent domains was then
examined using the same strategy as previously described for DEK2. Out of the 9760 hDEK
peaks identified in HeLa S3 cells, 1100 overlapped with a bivalent domain (Figure 12B). While
the proportion of hDEK peaks overlapping with a bivalent state was lower than the one of DEK2
(10% vs 40%), it was significantly higher than the ones observed in the control sets (around
5%). This suggests that the role of DEK2 as a potential bivalency reader might be shared with
its human homologue hDEK.

3.2 COLD EXPOSURE TRIGGERS CHANGES IN HISTONE METHYLATION

Many cold-inducible genes are marked by H3K4me3-H3K27me3 bivalency prior to any cold
exposure, which is thought to poise them for activation. As the activation of bivalent genes in
mammals is proposed to happen due to the resolution of bivalency into monovalency (Voigt et
al., 2013), it would be insightful to examine whether H3K4me3 and H3K27me3 are subjected
to changes when the plant is facing adverse temperatures and whether these potential histone
methylation dynamics have an impact on the transcriptional activation of cold-inducible genes.

3.2.1 Cold-triggered changes in methylation

3.2.1.1 Global changes of methylation upon cold exposure

The impact of cold exposure on H3K4me3 and H3K27me3 was first investigated at the
genome-wide level, in order to estimate the magnitude of the potential changes. A histone
extraction was performed on samples isolated from 21 day-old naive plants (N) and plants that
were exposed to 4°C for 3 h (Ph) or 3 d (Pd) and the levels of both methylation marks were
then measured by Western Blot (Figure 13). The fluorescent signals of the marks were
normalized to the levels of H3, which was measured using an antibody that binds to this histone
regardless of the presence of any potential post-translational mark. Cold exposure, whether
short or long, did not lead to any considerable change in the levels of H3K4me3 (Figure 13A).
On the other hand, it triggered a loss of H3K27me3 already after 3 h of cold treatment that
persisted after three days (Figure 13B). In both cold treated samples, the levels of H3K27me3
were reduced by around 50% compared to the non-treated sample, proving that chilling stress
had a tremendous impact on the genome wide levels of this repressive mark. However, as the
Western Blot method can only detect substantial changes at the genome-wide level, the
apparent absence of variation for H3K4me3 does not mean that this methylation mark was not
affected by cold on a local scale. Based on these observations, it appeared necessary to
perform a ChlP-seq for both methylations marks, to examine whether the levels of H3K4me3
really remain unchanged at the gene level and to identify which regions are affected by the
loss of H3K27me3.
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Figure 13: Impact of cold treatment on the global levels of H3K4me3 and H3K27me3. Plants were
grown for 21 days at 20°C (N) and then exposed to 4°C for 3 h (Ph) or 3 d (Pd). Global levels of H3K4me3
(A) and H3K27me3 (B) after cold exposure were measured by Western Blot. The membrane images
show the signal of H3 in red, H3K4me3 or H3K27me3 in green and the overlay of H3 and the respective
methylation signal. As the H3 antibody recognizes H3 independently of the potential post-translational
marks, it serves as a loading control. Each membrane shows two biological replicates per condition.
Additional pseudo-replicates were generated by performing a second histone extraction on the biological
replicates shown here and the Western Blots were performed a second time, displaying similar results
as those displayed here. The right panels display the ratio of each methylation mark signal divided by
the signal from H3, for each of the four pseudo-replicates. Significance was tested by one-way ANOVA
followed by a Tukey post-hoc test (a = 0.05). Identical letters indicate no significant difference.

To that end, a chromatin extraction and immunoprecipitation was performed on 21 day-old
seedlings that did not experience cold (N) or were placed at 4°C for 3 h (Ph) or three days
(Pd), using antibodies against H3K4me3, H3K27me3 and H3. This was performed on two
independent biological replicates and the purified DNA samples recovered from the
immunoprecipitations were then sequenced. This experiment was performed on plants grown
and treated at the same time as the ones used for the RNA-seq previously described (section
3.1.5) so that the changes in histone methylation could be correlated to the transcriptional
ones. After the sequencing, reads were mapped to the TAIR10 genome and an irreproducible
discovery analysis was ran on the peaks called from each replicate in order to obtain a robust
list of reproducible peaks for each condition, i.e. regions that were consistently identified as
carrying H3K4me3 (resp. H3K27me3) in each of the two biological replicates. First, the number
of peaks in each condition was examined, in order to determine whether cold exposure led to
the deposition of the methylation marks on new regions or their removal from previously
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methylated regions (Figure 14A and B). As it was described that drought stress leads to the
fragmentation of H3K27me3 regions into smaller islands, it was of interest to examine if cold
might have a similar effect on any of the marks investigated here (Sani et al., 2013). To that
end, the size distribution of the peaks was compared for the different conditions (Figure 14C
and D). For H3K4me3, about 14 000 peaks were identified in each condition and cold treated
samples had a few hundreds more peaks than the non-treated ones (about 300 for Ph and
500 for Pd) (Figure 14A). As the size distribution of those peaks did not change drastically, this
excluded the hypothesis that H3K4me3 peaks got fragmented during cold exposure and
suggested that those additional peaks originated from H3K4me3 being deposited at new loci
(Figure 14C). Around 6000 H3K27me3 reproducible peaks were identified in each condition
(Figure 14B). The Ph samples showed a similar number of peaks to the naive ones while the
Pd samples had around 150 additional peaks. The size distribution of the Pd peaks was shifted
slightly to the left in comparison to the naive peaks, indicating that Pd peaks were on average
slightly smaller than naive peaks (Figure 14D). This suggested that the additional Pd peaks
might come from the fragmentation of a fraction of pre-existing H3K27me3 peaks.

However, the variations observed were minute and not sufficient to explain the changes
observed in the Western Blot experiment. Indeed, this approach only examined the absence
or presence of the methylation marks but gave no indication on their levels. Therefore, histone
methylation was investigated in a quantitative manner, by examining the average signal of
each mark on all genes using metagene plots (Figure 14E and F). The average H3K4me3
signal increased very slightly around the transcription start site of all genes already after 3 h of
cold treatment and this gain was maintained and even increased in magnitude after three days
(Figure 14E). Conversely, H3K27me3 levels showed a minor decrease on the whole gene
body after 3 h of cold exposure and were even further reduced after three days (Figure 14F).
While these results were consistent with what was observed on the Western Blot for
H3K27me3 and indicated the existence of genome wide changes in the levels of those
methylation marks, they only show the average signal on all genes. To get a more precise
picture and examine whether these changes are happening on all genes or only a subset of
them, a differential methylation analysis was performed.

The diffReps algorithm was therefore used to identify regions that were significantly
differentially methylated upon cold exposure. The algorithm identifies these regions by sliding
a window across the whole genome, and the optimal window size was determined for each
mark individually. For H3K27me3, a window of 200 bp was used as it corresponds to the
approximate length of DNA wrapped around one nucleosome, while it was reduced to 50 bp
for H3K4me3, whose domains are narrower. Only the regions showing a significant signal
change of at least 25% and with a read count of at least 100 in at least one condition were
retained. The extend of the cold-triggered changes was investigated through the examination
of the number, size and fold change of the differentially methylated regions (Figure 15A to C).
As a different window size was used for each histone mark, the data had to be analysed
separately. Finally, the differentially methylated regions were annotated using the ChlPseeker
package to identify whether certain genetic features were more likely to be affected (Figure
15D) (Yu et al., 2015).
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Figure 14: Global changes of H3K27me3 and H3K4me3 upon cold exposure. Plants were grown
for 21 days at 20°C (N) and then exposed to 4°C for three hours (Ph) or three days (Pd) (A) and (B)
Total number of reproducible H3K4me3 (A) and H3K27me3 (B) peaks detected in the ChlP-seq.
Reproducible peaks were identified by peak calling by MACS2 followed by IDR analysis. (C) and (D)
Length distribution of H3K4me3 and H3K27me3 peaks respectively. Significant difference in the

distributions of the length of cold treated peaks vs naive peaks was evaluated by two-sided two-sample
Kolmogorov-Smirnov test. **** indicates p-value < 0.0001 (E) and (F) Metagene plots showing the levels
of H3K4me3 and H3K27me3 respectively on all TAIR10 nuclear genes. Signal is shown as RPKM. The

ribbons represent the 95% confidence interval of the mean computed using 1000 bootstraps.
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test followed by a Dunn’s test with Benjamini Hochberg procedure (a= 0.05). Identical letters indicate no
significant difference. (D) Genomic feature distribution of the differentially methylated regions. The
attribution was performed by ChlPseeker. The numbers show the percentages of regions attributed to
each genomic feature.

For H3K4me3, between 3000 and 4000 differentially methylated regions were identified in
each condition and about 2/3 of those showed a gain of methylation (Figure 15A). The number
of regions losing H3K4me3 was stable between Ph and Pd whereas 1000 more regions gaining
H3K4me3 were identified at Pd compared to Ph. While the H3K4me3 peaks had a median size
of around 1000 bp, the majority of the regions showing differential methylation were shorter
than 200 bp, indicating that the gain (resp. loss) of H3K4me3 occurred at a precise locus and
did not affect the entire peak. Interestingly, the regions showing differential H3K4me3
methylation after three days of cold exposure were larger than the ones detected at 3 h, with
the regions losing H3K4me3 at 3 h being the shortest (Figure 15B left). These differences in
size distribution did not directly correlate with variation in fold change, as the regions gaining
H3K4me3 after three days in the cold showed the highest fold change, followed closely by the
regions losing H3K4me3 at the 3 h time point (Figure 15C left). As described previously,
H3K4me3 is located predominantly around the transcription starting site, covering sections of
both the 5 UTR and first exon (Figure 10A, Suppl. Figure 2A). It was therefore not surprising
that most regions showing a differential methylation of this mark were located in those genetic
features (Figure 15D). Interestingly, the loss of H3K4me3 happened preferentially on the first
exon, suggesting that the levels remained stable on the 5 UTR, confirming the previous
observation that the loss of H3K4me3 happened on a specific part of the peaks instead of the
whole. H3K4me3 gain was localized both on 5 UTR and first exon, closely matching the
general distribution of this mark. Altogether, the examination of the number, size and fold
changes of H3K4me3 differentially methylated regions supported the previous observation
based on the metagene plot that the stronger changes happen after three days of cold
exposure and consist of a gain of this methylation mark around the TSS of the underlying
genes (Figure 14E).

The analysis of H3K27me3 identified more differentially methylated regions than for H3K4me3:
around 7000 regions in each condition (Figure 15A). These were equally distributed between
gain and loss after 3 h of cold, while after three days of treatment, more regions losing the
mark were detected. Similarly to H3K4me3, the differentially methylated regions were shorter
than the average length of H3K27me3 peaks, again suggesting that cold had specific and
localized effects on H3K27me3 levels. Interestingly, while at the Ph time point differentially
methylated regions were approximately of the same length regardless of the direction of the
change, at the Pd time point, the regions losing H3K27me3 were much larger than the ones
gaining it, with medians around 400 bp and 250 bp respectively (Figure 15B right). This
difference in size was associated with slightly lower fold changes for regions losing H3K27me3
upon cold exposure at both time points (Figure 15C right). H3K27me3 loss occurred
predominantly on exons, especially the first one. As shown previously (Figure 10B and Suppl.
Figure 2A), this mark spans a large portion of the gene body and 5’ UTR, which indicates that
the loss did not happen indiscriminately on every methylated nucleosome but appears to be
specific to those located on exons. On the contrary, H3K27me3 gain was mainly localized in
intergenic regions or more unfrequently in the promoter but scarcely ever within the gene body.
This discrepancy in features annotation between regions gaining or losing H3K27me3 was
identical for both examined time points. The different localization of the changes coupled to
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the higher number and larger size of the regions losing methylation support the global reduction
in H3K27me3 levels on gene bodies observed on the metagene plot after three days in the
cold and on the Western Blot (Figure 13B and Figure 14F).

Altogether, these analyses confirmed that cold exposure alters the levels of both H3K4me3
and H3K27me3. While H3K4me3 levels remain constant at the genome wide-level, moderate
and spatially restricted increases (resp. decreases) of this activating mark could be detected
around TSSs. On the other hand, cold triggers a substantial loss of H3K27me3, mostly
affecting the exons of coding genes, while modest gains of this repressive mark were found in
intergenic regions.

3.2.1.2 H3K4me3 and H3K27me3 differential methylations target separate sets
of genes

Cold stress triggered changes in the levels of both H3K4me3 and H3K27me3 at specific loci
mostly located within gene bodies but it remains unclear how many and which genes are
affected. Since previous analyses showed that both of these methylation marks can co-occur
on certain genes prior to the occurrence of cold, it is especially intriguing to examine whether
the same gene can undergo both H3K27me3 and H3K4me3 differential methylation. In order
to elucidate these questions, the differentially methylated genes were identified, based on the
annotations provided by ChiIPseeker (Figure 15D). Every differentially methylated region
belonging to a promoter, intron, exon or 5’ or 3’ UTR was assigned to its respective gene
(Figure 16A). It is important to note here the distinction between differentially methylated
regions (a portion of the genome where the methylation levels were significantly different
before and after cold exposure, usually smaller than a gene) and differentially methylated
genes (genes that contained at least one differentially methylated region). As a gene could
contain several regions showing differential methylation (e.g. a gain of methylation on each
exon), the numbers of differentially methylated genes are smaller than the ones of differentially
methylated regions. These smaller numbers are also due to the fact that some differentially
methylated regions are located in intergenic regions and were therefore not assigned to any
gene.

Around 2000 genes gained H3K4me3 at each time point during cold exposure, while less than
1000 showed a decrease in the levels of this mark (Figure 16A). Interestingly, the ratio between
genes gaining or losing H3K4me3 was similar to the one observed at the region level. For
H3K27me3, around 4000 genes were identified as containing at least one differentially
methylated domain at each time point (Figure 16A). At both time points, around 2/3 of the
identified genes showed a loss of H3K27me3, a higher discrepancy than the one observed
when examining the number of differentially methylated regions (Figure 15A). This is likely due
to the fact that almost half of the domains losing H3K27me3 were located in intergenic regions
and therefore could not be assigned to any gene (Figure 15D). Interestingly, proportionally less
genes were identified from the differentially methylated regions for H3K27me3 than for
H3K4me3. This can be partially justified by the discrepancy in localization between the two
marks: as H3K27me3 covers a larger span of the gene body, it provides more potential
domains that can be differentially methylated compared to H3K4me3 which is mostly located
on a narrower region around the TSS. It is therefore more likely for a gene to have multiple
domain showing a gain or loss of H3K27me3 than of H3K4me3. Furthermore, as described
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previously, a non-negligible fraction of H3K27me3 differentially methylated regions were
located in intergenic regions while almost all H3K4me3 differentially methylated regions were
located within the gene body or the promoter (Figure 15D), which also contributed to the
proportionally reduced number of genes identified for H3K27me3. Altogether, the examination
of the number of genes affected by the differential methylation was consistent with the
conclusions from the region-level analysis (Figure 15): cold exposure mainly caused a gain in
H3K4me3 and a loss in H3K27me3 as those were the categories with the highest number of
genes.
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Figure 16: Characterization of differentially methylated genes. A gene was considered differentially
methylated if it presented at least one differentially methylated region in its promoter or coding sequence,
based on the analysis of H3K4me3 and H3K27me3 levels after 3 h (Ph) or 3 d (Pd) at 4°C presented in
Figure 15. (A) Number of genes gaining or losing methylation upon cold exposure. (B) and (C)
Persistence of the loss and gain of H3K4me3 (B) or H3K27me3 (C) during cold exposure, analysed by
overlapping the genes showing the same differential methylation at Ph and Pd. (D) and (E) Overlap of
genes gaining or losing H3K4me3 and H3K27me3 at Ph (D) or Pd (E).

To determine whether cold-triggered differential methylation is stable over time or is rather
dynamic during the stress episode, the persistence of the changes was examined by identifying
genes that showed the same differential methylation at both analysed time points. For
H3K4me3, only about 20% of the genes showing a gain or loss of the mark after 3 h in the cold
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still presented this variation after three days (Figure 16B). On the other hand, the majority of
H3K27me3 changes that occurred after 3 h were still detected after three days, with about 80%
of the genes that lost H3K27me3 at Ph still displaying this loss at Pd (Figure 16C). This
suggested that H3K4me3 levels are dynamic and regularly re-adjusted, while H3K27me3
changes are more stable and persist for longer spans of time.

Next, the possibility for a gene to show both H3K4me3 and H3K27me3 differential methylation
was examined by overlapping the lists of genes gaining or losing each mark, for each time
point separately (Figure 16D and E). This approach revealed an unexpected phenomenon: a
non-negligible number of genes showed bi-directional changes for the same methylation mark,
i.e. they both gained and lost the same methylation mark at different loci. For H3K4me3, this
was a rare occurrence, only about 3% at Ph and even fewer at Pd. Examination in the genome
browser revealed that for many of them, a small region of “loss” was associated to a larger or
even multiple windows of “gain” (data not shown). Therefore, “true” bi-directional changes of
H3K4me3 levels were rare occurrences. However, for H3K27me3, around 13% of the
differentially methylated genes showed bi-directional changes. Interestingly, many of these
genes were common to both time points. Examination in the genome browser showed that the
gains of H3K27me3 were localized mainly on exons while the losses 