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0Abstract
Since the exfoliation of graphene in 2005, two-dimensional (2D) materials have become

the subject of exploiting interest. In particular, graphene is regarded as a serious alterna-

tive to many conventional materials in various applications. The rapid and prosperous

development of graphene stimulates numerous research interests on other 2D materials,

such as transition metal dichalcogenides (TMDCs). Although the 2D materials have been

continuously refreshing and enriching their family, a pure material may not meet the

demands for versatile applications. Therefore, this thesis focuses on the modulation of

the properties of 2D materials by means of different methods.

In this thesis, three approaches are presented to control the properties of 2D systems

involving stacking, covalent functionalization and defect engineering in combination

with molecule adsorption. To fully understand the effect of these methods on the 2D

materials, we explore the structural, electronic and optical properties of the monolay-

ered graphene and MoS2 (a traditional representative of TMDCs) by state-of-the-art

𝑎𝑏-𝑖𝑛𝑖𝑡𝑖𝑜 computational methods. Specifically, we study (a) the intercalation of surface

and subsurface Co-Ir alloy between graphene/Ir(111); (b) the covalent functionalization

of 2H-MoS2, 1T’-MoS2 and graphene by various chemical groups such as -F, -CH3, -C6H5

and so on; (c) the physisorption and chemisorption of small molecules on the pristine and

defective 2H-MoS2 monolayer. Our results reveal that stacking is an effective method to

tune the moiré superstructure and electronic properties of graphene and the interaction

strength between graphene and substrate is strongly influenced by the composition and

nature of an alloy; covalent functionalization results in dramatic changes to the elec-

tronic and optical properties of MoS2 and graphene, achieving semiconductor-to-metal

or metal-to-semiconductor transition; the band gap and optical absorption display a

strong dependence on the covalent functionalization coverage, suggesting that the ability

to accurately select the coverage of groups attached to the monolayer surfaces, may

be an effective way to engineer the optoelectronic properties of graphene and MoS2
for selected device applications; defects in the MoS2 are active centers for the molecule

adsorption and chemical functionalization; the chemisorption and dissociation of O2 on

the defective surface tend to passivate S defect states, while the physisorption of O2 and

NO molecules on the defective and pristine MoS2 could enhance the optical absorption

peak and the excitonic binding energy.

Our work confirms the tunability of properties of the considered systems and further

indicates the possibility of artificially controlling the properties of 2D materials. The

deep insights into the functionalized graphene and MoS2 from this thesis are expected to

provide a useful guide for the design of 2D-based devices.
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0Kurzzusammenfassung

Seit der Exfoliation von Graphen im Jahr 2005 sind zweidimensionale (2D) Materialien

Gegenstand von wissenschaftlichem Interesse geworden. Insbesondere Graphen wird

in verschiedenen Anwendungen als ernsthafte Alternative zu vielen herkömmlichen

Materialien diskutiert. Die schnelle und florierende Entwicklung von Graphen stimuliert

das groß Forschungsinteresse an anderen 2D-Materialien, wie z.B. den Übergangsme-

talldichalkogeniden (TMDCs). Obwohl die Familie der 2D-Materialien kontinuierlich

wächst, erfüllt ein pure Material möglicherweise nicht die Anforderungen für vielseitige

Anwendungen. Daher konzentriert sich diese Arbeit auf die Modulation der Eigenschaf-

ten von 2D-Materialien mit Hilfe verschiedener Methoden.

In dieser Dissertation werden drei Ansätze vorgestellt um die Eigenschaften von 2D-

Systemen zu steuern: Stapelung, kovalente Funktionalisierung und Defekt-Engineering

in Kombination mit Moleküladsorption. Um die Auswirkungen dieser Methoden auf

die 2D-Materialien vollständig zu verstehen, untersuchen wir die strukturellen, elek-

tronischen und optischen Eigenschaften des einschichtigen Graphens und MoS2 (eines

traditionellen Vertreters von TMDCs) mit modernsten 𝑎𝑏-𝑖𝑛𝑖𝑡𝑖𝑜 Berechnungsmethoden.

Insbesondere untersuchen wir (a) die Interkalation von Oberflächen- und Suboberflächen

von Co-Ir-Legierungen zwischen Graphen/Ir(111); (b) die kovalente Funktionalisierung

von 2H-MoS2, 1T’-MoS2 und Graphen durch verschiedene chemische Gruppen wie -F,

-CH3, -C6H5 und ähnliche; (c) die Physisorption und Chemisorption kleiner Moleküle

auf der idealen und defekten 2H-MoS2-Monoschicht. Unsere Ergebnisse zeigen, dass

das Stapeln eine effektive Methode ist, um die Moiré-Überstruktur und die elektroni-

schen Eigenschaften von Graphen abzustimmen, und dass die Wechselwirkungsstärke

zwischen Graphen und Substrat stark von der Zusammensetzung und Art einer Legie-

rung beeinflusst wird; kovalente Funktionalisierung führt zu dramatischen Änderungen

der elektronischen und optischen Eigenschaften von MoS2 und Graphen, wodurch ein

Halbleiter-zu-Metall- oder Metall-zu-Halbleiter-Übergang erreicht wird; die Bandlücke

und die optische Absorption zeigen eine starke Abhängigkeit von dem ausmaß an kova-

lenter Funktionalisierung; dies deutet darauf hin, dass die Fähigkeit die Konzentration der

Funktionalisierung auf den Monoschichtoberflächen genau zu bestimmen ein effektiver

Weg sein könnte, um die optoelektronischen Eigenschaften von Graphen und MoS2 für

gezielt Anwendungen zu optimieren; Defekte in MoS2 sind aktive Zentren für Molekülad-

sorption und chemische Funktionalisierung; die Chemisorption und Dissoziation von O2

auf der defekten Oberfläche tendiert dazu, S-Defektzustände zu passivieren, während

die Physisorption von O2 und NO-Molekülen auf dem defekten und idealen MoS2 den

optischen Absorptionspeak und die exzitonische Bindung verstärken können.

v



Unsere Arbeit bestätigt die Einstellbarkeit der Eigenschaften der betrachteten Systeme

und weist ferner auf Möglichkeiten hin die Eigenschaften von 2D-Materialien künstlich

zu steuern. Die tiefen Einblicke in funktionalisiertes Graphen und MoS2 aus dieser Dis-

sertation sollen einen nützlichen Leitfaden für das Design von 2D-Material-basierten

Bauelementen darstellen.
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1 Introduction

Two-dimensional (2D) materials are atomically thin crystalline solids with very large lat-

eral dimensions as compared to their thickness.[1] The family of these materials contains

a wide selection of compositions including most elements of the periodic table.[2, 3] The

ongoing revolution of 2D materials begins with experiments on graphene, the first 2D

material to be isolated.[4] Its rapid and prosperous development stimulates numerous re-

search interests on other 2D materials, such as hexagonal boron nitride (h-BN), transition

metal dichalcogenides (TMDCs), and MXenes.[5ś7] Up to now, dozens of 2D material

family have been successfully synthesized or exfoliated experimentally.[8] What’s more,

the low-dimensional materials with a wide range of electronic properties like metals,

semimetals, semiconductors, insulators and superconductors, have been a hot topic in

recent years.[4, 9ś11] Due to their excellent physical and optical properties, 2D materials

exhibit great potential for many applications including thermoelectric, electronic and

optoelectronic devices.[12ś18] The origin of these properties is ascribed to the reduction

in the dimensionality (quantum size effect) and consequently, 2D materials have greater

advantages and competitiveness in comparison to bulk materials. For example, the large

lateral size and atomic thickness endow 2D materials with a high surface-to-volume ratio

and full exposure of surface atoms, rendering them ideal for supercapacitors, catalysis

and surface-related devices.[19, 20] Different 2D material families are summarized in

Figure 1.1(a).

Figure 1.1: (a) A brief summarization of different kinds of typical 2D materials; (b) The band
structure of the single-layered graphene calculated with DFT using the PBE exchange-correlation
functional.
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Chapter 1 Introduction

The study of 2D materials get a booster with the quite easy experimental way in 2005

when the free-standing graphene is isolated from graphite by Geim and his co-workers.[4]

Graphene is composed of the arranged sp2 hybridized atoms in a planar honeycomb

network. These sp2 orbitals hybridized by 2s, 2p𝑥 and 2p𝑦 form covalent 𝜎 bonds with

neighbouring carbon atoms with C−C bond length of about 1.42 Å.[21] The remaining

p𝑧 orbitals of carbon atoms overlap with each other to construct 𝜋 orbitals (known as

valence bands) and 𝜋∗ orbitals (known as conduction bands). The conduction and valence

bands meet at Dirac point as shown in Figure 1.1(b). The dispersion around the Dirac

point is approximately linear, which means that the charge carriers in graphene can

be considered as the massless Dirac fermions. As a result, graphene possesses high

electrical conductivity and carrier rate.[22] Additionally, graphene also exhibits a high

thermal conductivity of 4000 Wm−1K−1[23ś25], a large specific surface area of 2630

m2/g,[26] a high Young’s modulus of 1.0 TPa[27] and an excellent optical transmittance

of 97.7%[28]. The experimental realization of graphene and subsequent exploration of

its properties open "the world of graphene", which is worthy of the award of the Nobel

Prize for Physics in 2010. Despite the above-mentioned excellent properties of graphene,

the lack of inherent band gap limits its use in electronic devices. To address this issue,

various methods to functionalize the graphene monolayer have been developed over the

past years. More details concerning the functionalization will be discussed later.

In addition to graphene, other 2Dmaterials, like h-BN, TMDCs, andMXenes, have aroused

tremendous research interest. 2D h-BN, commonly known as the łwhite graphenež, is a

structural analogue of graphene with sublattices being alternately arranged into a hon-

eycomb with equal amounts of boron and nitrogen atoms as seen in Figure 1.1(a). Due to

the structural analogy with graphene, h-BN shares similar properties, such as excellent

mechanical strength and high thermal conductivity.[5, 29] But unlike graphene, h-BN

is an insulator with a wide band gap of 5∼6 eV, which is not useful for most electronic

applications.[30]

Another important subclass among 2D materials is the family of TMDCs with the chem-

ical formula MX2, where M is a transition metal and X a chalcogen atom (like MoS2,

MoSe2, WS2, WSe2, etc.). Each TMDC monolayer is composed of three atomic layers,

in which a transition metal layer is sandwiched between two chalcogen layers. Up to

now, 40 different TMDCs with diverse combinations of transition metal and chalcogen

atoms have been manufactured.[6] Depending on the coordination between the M and

X atoms, two common structural phases of TMDCs are characterized: a trigonal pris-

matic (2H) phase and an octahedral (1T) phase (Figure 1.2(a)). Normally, the 2H phase

is thermodynamically stable with semiconductor properties, whereas the 1T phase is

thermodynamically unstable with metallic behavior. Interestingly, experimental studies

have demonstrated that each phase can be transformed to the other via the atomic gliding

of the layers by experiment.[31] Therefore, the phase transition in TMDCs also attracts

widespread attention due to the existence of different electronic properties in the same

2



Introduction Chapter 1

Figure 1.2: (a) The atomic structures of 2H and 1T phases of TMDCs; (b) Schematic representation
of different approaches to tailor the properties of 2D materials. The transition metal atoms and
chalcogen atoms are in color turquoise and yellow, respectively.

material. In general, bulk TMDCs with a 2H phase possess an indirect band gap, but when

the systems are scaled down to monolayers, they exhibit direct electronic band gaps.[32,

33] Such transition in the band gap results in a drastically enhanced photoluminescence

(PL).[32, 34] Taking MoS2 as an example, the freestanding 2H-MoS2 monolayer shows a

strong PL at 1.84 eV, while for bilayer and thicker MoS2 the PL is quenched.[32, 33] In

addition, another interesting feature of 2D-TMDCs is the presence of strongly bound

electron-hole pairs (excitons) upon optical excitation. The binding energy of excitons

in monolayer TMDCs is relatively large, making them more stable at a relatively high

temperature. For example, the binding energy of excitons is determined experimentally

to be 0.57 eV for MoS2,[35] 0.69∼0.72 eV for WS2,[36, 37] 0.37 eV for WSe2.[38] The large

excitonic binding energy is attributed to the reduced dielectric screening in 2D materials,

making the effective Coulomb interaction between an electron and a hole much stronger

in 2D than that of bulk materials. Furthermore, the excitons in TMDCs are delocalized,

known as Wannier-Mott type, and the electron-hole separation extends over several tens

of unit cells.[37, 39] The excitons can turn into positive or negative trions by binding an

additional electron or hole which are analogous to H− or H+
2
respectively.[40] Therefore,

the excitons and trions of TMDCs are definitely an interesting question for fundamental

physics, and the tunable band gap also makes TMDCs interesting for the replacement of

graphene in electronic devices.

To overcome the inherent limitations and further enhance the applicability of 2D mate-

rials in diverse fields, a variety of strategies is developed to tune the mechanical, thermal,

electronic and optical properties of 2D materials. As displayed in Figure 1.2(b), common

approaches such as defect engineering, stacking, covalent functionalization, and non-

covalent functionalization, an application of an external electric field, etc. have been

3



Chapter 1 Introduction

proposed in recent years. These approaches enable not only to tailor the properties of

2D materials but also to impart their novel functionalities. Several effective methods are

introduced here to control the properties of 2D materials:

• Defects. Owing to the imperfection of the preparation techniques, it is inevitable

that the structure of 2D materials always contains abundant defects. According to

the dimensions, defects can be mainly divided into two categories: point defects,

such as vacancy, antisite, and adatoms; and line defects, such as grain boundaries,

and edges.[41, 42] Taking the 2H-MoS2 as an example, the defects includes mono-

sulfur vacancy, disulfur vacancy, a Mo vacancy with the absence of three sulfur

atoms, a Mo vacancy losing all its surrounding sulfur columns, grain boundaries

with different angles, and edge reconstruction, which can be characterized by scan-

ning transmission electron microscopy;[43] theoretical work shows that among all

structural defects, the monosulfur vacancy is the predominant defect due to its

lowest formation energy (∼2 eV).[44ś46]
The presence of defects has a great influence on the properties of 2D materials. In

thermodynamics, it has been proved that defects can greatly reduce the thermal

conductivity of suspended graphene.[47] In mechanics, the strength of graphene

can be enhanced or weakened by both the coverage and arrangement of defects,

particularly grain boundary.[48, 49] In electronics, the defects will introduce lo-

calized states inside the band gap of 2D MoS2, resulting in hopping transport at

room temperature. [50] In addition, the defects may promote the presence of

exceptional properties in 2D materials. For example, the defects in 2D materials

introduce more active sites to improve the performance of electrocatalyst;[51, 52]

chalcogen vacancy in 2D-TMDCs can act as grafting sites for functional groups

to create biological and chemical sensors;[53, 54] the substitutional dopants like

Mn in TMDCs would couple ferromagnetically via a double-exchange mechanism

which induces ferromagnetism while preserving the semiconductor behavior.[55,

56] Importantly, structural defects can be generated intentionally by numerous

techniques, such as plasma irradiation, ozone exposure, laser illumination and

chemical treatment.[57] This indicates that defect engineering can be achieved by

using proper experimental methods.

• Stacking/Heterostructure arrangement. A recent noteworthy advance recently

in 2D materials is the heterostructure, which consists of at least two different mate-

rials. 2D materials can be stacked vertically or stitched laterally to form vertical or

lateral heterostructures. Generally, these two types of heterostructures are stabi-

lized by van der Waals (VDW) interaction or covalent bonding of two different 2D

materials, respectively. 2D materials behave similarly to flexible films, which are

expected to be covered on different structures. Including but not limited to 2D-2D

stacked heterostructures, many materials have been used to fabricate heterostruc-

4



Introduction Chapter 1

tures, such as 2D-3D heterojunctions with common bulk semiconductors,[58, 59]

0D-2D heterostructure,[60, 61] and 1D-2D heterostructure.[60, 62] Depending on

the architecture of the heterostructures, the experimental fabrication methods can

be mainly categorized into two approaches: top-down approach, which associated

with mechanical transfer process; and bottom-up approach, which is direct growth

of 2D materials on other 2D layers, like chemical vapor deposition (CVD).[63, 64]

The construction of heterostructures can not only compensate for the disadvan-

tages of the counterpart monolayers, but may also induce new functionality absent

in their moieties. The most typical vertical heterostructure is gaphene/h-BN sys-

tem.[65] Although the atomically thin graphene is predicted to have high electrical

conductivity and carrier rate, the carrier mobility of graphene on SiO2 substrates is

limited by the scattering effect from charge impurities, substrate surface roughness

and optical phonons of SiO2.[66ś68] h-BN monolayer is an excellent substrate

for graphene owing to its atomically smooth surface and nearly free charge trap-

ping. Thus, the carrier mobility of graphene on h-BN substrates is almost one

order higher than that on SiO2 substrates.[65, 69] In addition to graphene/h-BN,

the 2D-3D heterostructure of graphene/metal is also widely utilized to control

the structural, electronic and magnetic properties of graphene. Moreover, the

growth of graphene on metals via CVD is considered as the most promising ap-

proach for the preparation of large high-quality graphene film at low cost.[70,

71] From the point of view of electronic structure, the graphene/metal system

can be subdivided into two categories: weakly and strongly bonded graphene

on the metal. In the case of weakly bonded, graphene is either n- or p-doped

and the electronic structure characters of graphene are similar to that of free-

standing graphene attributed to the weak VDW interaction between graphene and

substrates, examples including graphene/Ir(111),[72] graphene/Cu(111)[73], and

graphene/Pt(111)[74] ; concerning the strongly bonded case, the graphene-derived

electronic states are significantly modified and the Dirac cone is destroyed due

to the strong overlap of the graphene states and valence band states of the un-

derlying metal, examples including graphene/Co(0001)[75], graphene/Ni(111),[76]

and graphene/Ru(0001).[77] Another research interest about stacking is focused

on TMD. Vertical TMDCs heterostructure presents a powerful platform for band

structure and exciton engineering. For instance, in WS2/MoS2 heterostructure,

the interlayer exciton, transferring from the conduction band maximum of WS2
to the valence band minimum of the MoS2 monolayer, can be observed from PL

spectra.[78, 79] In practical implementation, the assembly strategy and physical

properties of these stacked structures strongly depend on the factors in the stacking

process, including the surface quality, angle control, and sample size.

• Covalent functionalization. Benefiting from the atomically thin nature of 2Dma-

terials, surface engineering provides a promising approach to tune the properties

5



Chapter 1 Introduction

of 2D materials. Surface engineering could be carried out via the chemisorp-

tion and physisorption of the molecule on the 2D materials. In comparison with

the physisorption of the molecule on the basal plane, the chemisorption, known

as covalent functionalization, has advantages in terms of the robustness of the

process and stability of the molecule-2D material interactions. As far as the ex-

periment is concerned, a number of methods of covalent functionalization have

been developed. Functionalization of graphene is achieved through: (i) the for-

mation of graphene oxide via the selective oxidation of graphene,[80] which can

be further functionalized with various molecules;[81, 82] (ii) directly bonding

with reactive intermediates, such as diazonium salts,[83, 84] nitrenes,[85, 86] and

carbene-generating diazirines.[87] TMDCs monolayer can be covalently func-

tionalized via (i) repairing the chalcogen vacancy with small organic molecules

carrying thiol headgroups;[88ś91] (ii) directly reacting with intermediates, such

as maleimide derivatives,[92] and diazonium salts.[93, 94]; (iii) phase transition to

obtain metallic 1T phase, which is easily functionalized.[95]

By introducing a new guest species onto the 2D materials, covalent functional-

ization is emerging as a powerful and versatile way to alter the properties of 2D

materials. For example, the covalent modification of graphene leads to the transfor-

mation of sp2 hybridized carbons to sp3 carbons via forming bonds with functional

groups, thereby destroying the Dirac cone and opening up a band gap;[96] the func-

tionalized 2H-MoS2 monolayer using thiolated ligands exhibits highly enhanced

antibacterial efficiency and hemocompatibility, highlighting the importance of

functionalized TMDCs toward biological applications;[97] the metallic 1T phase

of MoS2, WS2 and MoSe2 monolayer can be turned into semiconducting phase by

the covalent functionalization with organic molecules of iodomethane (HC3I) or

2-iodoacetamide (C2H4INO), leading to strong and tunable PL.[95]

• Non-covalent functionalization. Covalent functionalization may largely al-

ter the intrinsic properties of 2D materials. In order to preserve their intrinsic

properties, non-covalent functionalization is widely adopted to tune the electronic

properties of 2D materials without disrupting crystal structure. Another advantage

of non-covalent functionalization is the complete freedom in choosing molecules

to physically adsorb on the surface of the 2D material.[53] 2D materials mainly

interact with physisorbed molecules through VDW interactions or electrostatic

forces, which can be used to controllably adjust the doping level. Generally, planar

molecules, such as 3,4,9,10-tetracarboxylic-3,4,9,10-dianhydride (PTCDA),[98, 99]

metal phthalocyanine (MPc),[100] and cobalt phthalocyanine (CoPc)[101], have a

strong non-covalent interaction with 2D materials. In particular, the planar aro-

matic molecules can interact efficiently with graphene via 𝜋-𝜋 interaction, thereby

enhancing the adsorbentśadsorbate interaction and forming a stable structure.[98]

The non-covalent molecule could produce two types of doping, n-type and p-type,

6



Introduction Chapter 1

depending on the electron affinity (EA) or ionization potential (IP) of the molecule.

Apart from the gas-phase adsorption, the functionalization from solution also at-

tracts a considerable interest which mainly occurs by self-assembly and introduces

highly-ordered monolayers.[99, 101, 102]

The non-covalent interaction between the 2D materials and the physisorbed

molecule may improve the performance of the device by combining the excel-

lent properties of the two components. The zero-band gap of graphene can be

opened up by the physisorbed aromatic molecules via 𝜋-𝜋 interaction.[103ś105]

Moreover, theoretical work shows that the band structure of graphene modified

by perylene-3,4,9,10-tetracarboxylic-3,4,9,10-diimide (PTCDI) molecule could be

controlled by the molecular configuration, the molecular coverage, and the chemi-

cal modification of the active molecules.[104] This also indicates the potential of

a tailor-made band gap engineering of graphene by physisorbed molecules. The

non-covalent molecular doping changes the properties of TMDCs through two

major mechanisms, which are (i) charge transfer and (ii) dipole effects of the dopant

molecules.[106] For example, the molecular decoration via self-assembly could con-

trol the carrier density and work function with different dipole moments,[107, 108]

and modulate the doping level by adjusting the concentration of molecules.[109]

• Electric field and others. In addition to the approaches discussed above, other

techniques, such as external electric field, strain and alloying are also exploited to

modulate the properties of 2D materials. Here we briefly introduce the external

electric field and strain effects. A quintessential example of external electric field

should be cited that the band gap of the MoS2 monolayer is non-sensitive to

the applied electric field, whereas the band gap of bilayer MoS2 shows a linear

relationship with the gate voltage.[110] Theoretical work shows that as the values

of applied electric field increases, the band gap of the TMDCs bilayer decreases, and

finally the band gap closes, rendering it metallic.[111] What’s more, the external

electric field can convert the excitons in TMDCs monolayer into trions.[40, 112]

Consequently, the peak corresponding to the exciton decreases with the increase

of gate voltages, while that of the trion gradually widens. Accordingly, the use

of an external electric field will lead to the realization of electronic and optical

properties engineering of 2D materials.

Strain engineering is a straightforward method to change the properties of 2D

materials since it directly affects the lattice structure of materials. 2D materials

have stronger deformation capability and can sustain much larger mechanical

strain, compared with their bulk counterparts.[113] Diverse methods have been

developed to introduce strains to 2D materials, including deforming the substrate,

creating wrinkles on the substrate, using pre-patterned substrates, deforming a

suspended membrane, and lattice mismatch.[114] As far as the electronic properties

are concerned, the application of mechanical deformation gives rise to a reduction
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Chapter 1 Introduction

in the band gap of TMDCs, resulting in more electrons thermally excited into

the conduction band. Therefore, the electrical conductivity increases with the

applied in-plane strain and manifests itself as the piezoresistive effect.[115] As

for the optical properties of 2D materials, the enhancement in the PL intensity is

observed in the strained region for MoS2 monolayer.[116] This behavior can be

understood in terms of the built-in electric field induced by strain, which leads to

the excitons transfer to the strained area and further recombination there. For the

thermal properties, tensile strain tends to reduce the thermal conductivity of the

graphene monolayer, while multilayer graphene and graphite display the opposite

trend.[117]

As aforementioned, there are many approaches to achieve the functionalization of 2D

materials. However, there is still a lack of deep theoretical understanding of the effect of

functionalization on the electronic structure and optical absorption. For example, the

intercalation of alloy in between graphene and substrate, which may bring new properties

to graphene, is still largely unexplored (paper M1); determining the exact structures of

fluorinated graphene in relation with experimental observables (e.g., optical properties)

remains a great challenge (paper M2); the effect of different functional groups on the

properties of MoS2 is sill unclear (paper M3); the atomic configuration of O2 on the

MoS2 causing the optical enhancement is still controversial (paper M4); the combining

effect of molecular functionalization (such as NO, C3H3N3) and defective engineering on

the excitonic properties of MoS2 is still not well understood (paper M5). Therefore, the

aim of this thesis is to get a detailed insight into the structural, electronic and optical

properties of functionalized graphene and MoS2 monolayer by 𝑎𝑏-𝑖𝑛𝑖𝑡𝑖𝑜 computational

methods. It is well known that Density Functional Theory (DFT) has been successful

at determining structural properties of 2D materials. However, it is ill-equipped when

it comes to predicting the band gap and energy levels of excited states. To solve this

problem, the GW approximation is employed in this thesis for accurate calculations of

electronic excitations in 2D materials by exploiting exact limits of the screened Coulomb

potential. Furthermore, Bethe-Salpeter equation is used to capture the excitonic effect,

which could give an accurate prediction of the excitonic state and optical absorption

spectrum. Our final goal is to offer insightful guides for improving the performance and

the design of 2D-based devices.

The structure of the thesis is summarized the following: in Chapter 2, we present the

necessary background knowledge needed to understand the papers of the thesis; Chapter

3 lists the papers, where the reader can find details regarding computational details,

structural models, calculated properties as well as discussion of the results; Chapter 4

gives a brief summary and discussion of the results of the thesis as a whole.
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2 Theory and Methods

"Give me a fulcrum and a lever and I will move the earth."

-Archimedes

"Give me a professor and a computer and I will finish my Ph.D."

-Kangli Wang

2.1 Hartree-Fock theory

2.1.1 Schrödinger equation

The Schrödinger equation is the foundation of quantum mechanics, which is proposed

by Schrödinger in 1926.[118] It is a first-order partial differential equation with respect

to time (one particle with position vector 𝒓 ):

�̂�𝛷 (𝒓 , 𝑡) = 𝑖ℏ 𝜕𝛷 (𝒓, 𝑡)
𝜕𝑡

, (2.1)

where𝛷 is the wavefunction and �̂� the single-particle Hamiltonian operator which is a

function of time:

�̂� = −1
2
∇2 +𝑉 (𝒓, 𝑡), (2.2)

where ∇2 is the Laplace operator of a particle and 𝑉 (𝒓 , 𝑡) is time-dependent potential.

In general, many systems in physics are subjected to time-independent potentials, i.e.

𝑉 (𝒓 , 𝑡) = 𝑉 (𝒓). Therefore, in the case of a time-independent potential and with the use

of the separation of variables, the wavefunction can be written as a product of a function

of spatial coordinates𝛹 (𝒓) and a function of time 𝜒 (𝑡) ,

𝛷 (𝒓, 𝑡) =𝛹 (𝒓)𝜒 (𝑡) . (2.3)

Inserting Eq. (2.3) into Eq. (2.1), we can get

𝑖ℏ
1

𝜒 (𝑡)
𝑑𝜒 (𝑡)
𝑑𝑡

=
1

𝛹 (𝒓)

[
1

2
∇2 +𝑉 (𝒓)

]
𝛹 (𝒓) . (2.4)

Since the term on the left side of Eq. (2.4) only depends on time and the one on the right

side only depends on the variable 𝒓 , these two terms in Eq. (2.4) are equal to a constant,
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Chapter 2 Theory and Methods

which we will call 𝐸. Consequently, we get the time-independent Schrödinger equation,

�̂�𝛹 (𝒓) = 𝐸𝛹 (𝒓) . (2.5)

For a molecule consisting of a certain number 𝑁 of electrons and a certain number 𝐾

of nuclei, the non-relativistic Hamiltonian (�̂�𝑚𝑜𝑙 ) depends on the coordinates of all the

electrons and nuclei (in atomic units):

�̂�𝑚𝑜𝑙 = − 1

2

𝑁∑︁

𝑖

∇2
𝑖

´¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¶

𝑇𝑒

− 1

2

𝐾∑︁

𝐴

∇2
𝐴

´¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¶

𝑇𝑁

−
𝑁∑︁

𝑖

𝐾∑︁

𝐴

𝑍𝐴

|𝒓𝑖 − 𝑹𝐴 |
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

�̂�𝑒𝑁

+
𝑁−1∑︁

𝑖

𝑁∑︁

𝑗>𝑖

1

|𝒓𝑖 − 𝒓 𝑗 |
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

�̂�𝑒𝑒

+
𝐾−1∑︁

𝐴

𝐾∑︁

𝐵>𝐴

1

|𝑹𝐴 − 𝑹𝐵 |
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

�̂�𝑁𝑁

,

(2.6)

where 𝒓 and 𝑹 stand for the position vectors; subscripts 𝑖/ 𝑗 and𝐴/𝐵 refer to the electrons

and nuclei, respectively. In Eq. (2.6), the first and second sum denote the kinetic energy

operator of electrons (𝑇𝑒 ) and nuclei (𝑇𝑁 ), respectively; the third sum describes the at-

tractive Coulomb interaction between nuclei and electrons (𝑉𝑒𝑁 ), which is responsible

for the stability of molecules; the last two terms correspond to the electrostatic repulsion

between electrons (𝑉𝑒𝑒 ) and between nuclei (𝑉𝑁𝑁 ), respectively.

For such a molecule containing 𝑁 -electrons and 𝐾-nuclei, the corresponding time-

independent Schrödinger equation is a function of 3𝑁+3𝐾 variables. Generally, it is

impossible to solve such a problem neither analytically or numerically. To handle this

problem, Born and Oppenheimer propose an approximation[119] in 1927, which is based

on the large mass difference between electrons and nuclei. Accordingly, the electrons

are able to respond instantaneously to any change in the nuclear configuration. In this

approximation, it is possible to separate the motion of nuclei and the motion of electrons,

leading to a molecular wavefunction in terms of electron position and nuclear position,

𝛹 (𝒓 , 𝑹) = 𝜓𝑛 (𝑹)𝜓𝑒 (𝒓 ; 𝑹), (2.7)

where𝜓𝑛 (𝑹) and𝜓𝑒 (𝒓 ; 𝑹) correspond to the nuclear and electron wavefunctions, respec-

tively; �̂�𝑁 and �̂�𝑒 stand for the Hamiltonian operator of nuclei and electrons, respectively.

By means of this ansatz, we can obtain the electronic Schrödinger equation:

�̂�𝑒𝜓𝑒 (𝒓 ; 𝑹) = (𝑇𝑒 +𝑉𝑒𝑁 +𝑉𝑒𝑒)𝜓𝑒 (𝒓 ; 𝑹) = 𝐸𝑒 (𝑹)𝜓𝑒 (𝒓 ; 𝑹), (2.8)

and nuclear Schrödinger equation:

�̂�𝑛𝜓𝑛 (𝑹) = (𝑇𝑁 +𝑉𝑁𝑁 + 𝐸𝑒 (𝑹))𝜓𝑁 (𝑹) = 𝐸𝑡𝑜𝑡𝜓𝑛 (𝑹) . (2.9)

Since the electronic wavefunction contains lots of useful information about the molecular

properties, such as electron density, polarizability, dipole moment and so on, the solution
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of the electronic Schrödinger equation is the objective of quantum chemistry programs.

According to Eq. (2.8) the electronic energy and wavefunction depend parametrically on

the nuclear geometry because the electronic Hamiltonian is a function of the position of

nuclei 𝑹. This also indicates that the electronic Schrödinger equation has to be solved

for a given nuclear geometry.

2.1.2 Hartree-Fock

As the electronic Schrödinger equation is the main focus of quantum chemistry, we label

the electronic wavefunction as𝜓 (𝒓) for simplicity. According to the Pauli principle,[120]

the electronic wavefunction needs to satisfy the antisymmetry requirement with respect

to the interchange of any set of space-spin coordinates, namely𝜓 (𝒙1, 𝒙2) = −𝜓 (𝒙2, 𝒙1),
because electrons are fermions. Here, the 𝒙 denotes the complete set of coordinates of

one particle comprised of the spatial (𝒓 ) and spin (𝛼 or 𝛽) parts. To fulfill this requirement,

a Slater determinant formed by mutually orthonormal single particle states (𝜙𝑖 (𝒙𝑚)) is
employed: [121]

𝜓 (𝒙1, 𝒙2, . . . , 𝒙𝑁 ) =
1

√
𝑁 !

����������

𝜙1(𝒙1) 𝜙2(𝒙1) . . . 𝜙𝑁 (𝒙1)
𝜙1(𝒙1) 𝜙2(𝒙1) . . . 𝜙𝑁 (𝒙1)
...

...
...

𝜙1(𝒙𝑁 ) 𝜙2(𝒙𝑁 ) . . . 𝜙𝑁 (𝒙𝑁 )

����������

, (2.10)

where the single particle states 𝜙𝑖 (𝒙𝑚) are composed of a spatial orbital 𝜑𝑖 (𝒓𝑚) and one

of the two orthonormal spin functions,

𝜙𝑖 (𝒙𝑚) = 𝜑𝑖 (𝒓𝑚)𝜎, 𝜎 = 𝛼 or 𝛽. (2.11)

The rows of the Slater determinant are numbered by the coordinates of electrons and

the columns by the occupied spin orbitals. After considering that the HF wavefunction

has the form of a Slater determinant, the energy will be given by the usual quantum

mechanical expression (assuming the wavefunction is normalized):

𝐸𝑒 =
〈
𝜓 |�̂�𝑒 |𝜓

〉
. (2.12)

Then in Hartree-Fock theory we rewrite the electronic Hamiltonian as

�̂�𝑒 =

𝑁∑︁

𝑖

(

−1
2
∇2
𝑖 −

𝐾∑︁

𝐴

𝑍𝐴

𝒓𝑖𝐴

)

+
𝑁∑︁

𝑖

𝑁∑︁

𝑗>𝑖

1

𝒓𝑖 𝑗
, (2.13)

=

𝑁∑︁

𝑖

ℎ̂1(𝑖) +
𝑁∑︁

𝑖

𝑁∑︁

𝑗>𝑖

ℎ̂2(𝑖, 𝑗), (2.14)
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Chapter 2 Theory and Methods

where ℎ̂1(𝑖) is one-electron operator of the 𝑖-th electron and ℎ̂2(𝑖, 𝑗) is two-electron
operator involving electron 𝑖 and 𝑗 . Combining Eq. (2.12) and Eq. (2.14), the expectation

value of the Hamiltonian for the Slater determinant is

𝐸HF =
〈
𝜓 |�̂�𝑒 |𝜓

〉
=

𝑁∑︁

𝑖

〈
𝜙𝑖

���ℎ̂1
���𝜙𝑖

〉
+ 1

2

𝑁∑︁

𝑖, 𝑗

[〈
𝜙𝑖𝜙 𝑗

���ℎ̂2
���𝜙𝑖𝜙 𝑗

〉
−

〈
𝜙 𝑗𝜙𝑖

���ℎ̂2
���𝜙𝑖𝜙 𝑗

〉]
. (2.15)

Next, we apply the variation principle to seek for an optimal set of single particle states

that makes
〈
𝜓 |�̂�𝑒 |𝜓

〉
stationary under arbitrary infinitesimal changes, 𝜙𝑖 −→ 𝜙𝑖 + 𝛿𝜙𝑖 .

But the variations in 𝜙𝑖 (𝑥𝑚) are constrained by the orthonormality requirement, i.e.

⟨𝜙𝑖 |𝜙𝑖⟩ − 𝛿𝑖 𝑗 = 0. To accommodate this requirement, the Lagrange multipliers 𝜖𝑖 𝑗 are

introduced in this optimization problem. This is a technique in which one minimizes the

Lagrange function 𝐹

𝛿𝐹 ≡ 𝛿
[
〈
𝜓 |�̂�𝑒 |𝜓

〉
−

∑︁

𝑖, 𝑗

𝜖𝑖 𝑗 (⟨𝜙𝑖 |𝜙𝑖⟩ − 𝛿𝑖 𝑗 )
]

= 0, (2.16)

rather than the energy expectation
〈
𝜓 |�̂�𝑒 |𝜓

〉
directly. Performing this variation, we can

obtain the following one-particle eigenvalue equation:

ℎ̂1𝜙𝑘 (𝒙1) +
∑︁

𝑖

[∫
𝜙∗
𝑖 (𝒙2)ℎ̂2𝜙𝑖 (𝒙2)𝜙𝑘 (𝒙1)𝑑𝒙2 −

∫
𝜙∗
𝑖 (𝒙2)ℎ̂2𝜙𝑖 (𝒙1)𝜙𝑘 (𝒙2)𝑑𝒙2

]

= 𝜖𝑘𝜙𝑘 (𝒙1)
(2.17)

It is customary to write Eq. (2.17) using the Fock operator 𝐹

𝐹𝜙𝑘 = 𝜖𝑘𝜙𝑘 , (2.18)

where

𝐹 = ℎ̂1 +
∑︁

𝑖

(𝐽𝑖 − �̂�𝑖) . (2.19)

In the above equation, 𝐽𝑖 is Coulomb operator, describing the classical Coulomb repulsion;

�̂�𝑖 is the non-classical exchange operator and it is the consequence of the antisymmetry

of the wavefunction.

But we have to note that Eq. (2.18) involves the evaluation of the orbitals at every

single point in space, which is a rather daunting task for the large system. A significant

improvement in the practical solution of the Fock equation is introduced by Roothaan in

1951.[122] In this method, the spatial orbital is expanded in terms of a known basis set

𝜑𝑖 (𝒓1) =
𝑀∑︁

𝜇

𝐶𝜇𝑖 𝜒𝜇 (𝒓1), (2.20)
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Hartree-Fock theory Section 2.1

where𝑀 is the number of basis functions used; 𝐶𝜇𝑖 is the coefficient of a basis function

contributing to the spatial orbital of index 𝑖 . In most cases, the 𝜒𝜇 are atomic-like

functions, centered about single nuclei in a molecule. Conceptually, this is LCAO, where

the molecular orbitals are approximated by a linear combination of atomic orbitals. If

the basis set is completed, the above expression will be exact. Having Eq. (2.20) in hand,

the Fock equation in Eq. (2.18) becomes:

𝐹

𝐾∑︁

𝜇

𝐶𝜇𝑖 𝜒𝜇 (𝒓1) = 𝜖𝑖
𝐾∑︁

𝜇

𝐶𝜇𝑖 𝜒𝜇 (𝒓1) . (2.21)

Then we multiply by 𝜒∗𝜈 (𝒓1) on the left and integrate to obtain

∑︁

𝜇

[∫
𝑑𝒓1𝜒

∗
𝜈 (𝒓1)𝐹 𝜒𝜇 (𝒓1)

]

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

𝐹𝜈𝜇

𝐶𝜇𝑖 = 𝜖𝑖

∑︁

𝜇

[∫
𝑑𝒓1𝜒

∗
𝜈 (𝒓1)𝜒𝜇 (𝒓1)

]

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

𝑆𝜈𝜇

𝐶𝜇𝑖 . (2.22)

For simplicity, two definitions of the matrix are introduced: this first one is the Fock

matrix 𝐹𝜈𝜇 and the second is the overlap matrix 𝑆𝜈𝜇 . With these definitions, we can get

the Roothaan equation: ∑︁

𝜇

𝐹𝜈𝜇𝐶𝜇𝑖 = 𝜖𝑖

∑︁

𝜇

𝑆𝜈𝜇𝐶𝜇𝑖 , (2.23)

or even more simply as matrices

FC = SC𝝐 . (2.24)

Here, the matrix 𝝐 is diagonal and contains the orbital energy 𝜖𝑖 ; C is a 𝐾 ×𝐾 coefficient

matrix whose 𝑛-th column denotes the expansion coefficient of 𝜑𝑖 in the basis set 𝜒𝜇 .

Furthermore, the element of the Fock matrix F themselves depends on the coefficients

𝐶𝜇𝑖 . It indicates that the Roothaan equation is nonlinear and can not be solved directly

by standard linear techniques. Instead, an iterative approach can be applied in practical

calculations. First, a guess of the coefficients, named C0, is applied to construct a Fock

matrix. Upon solving Eq. (2.24), an improved set of coefficient C1 can be acquired. This

new coefficients C1 are then used in turn to construct an improved Fock matrix, which

could be further employed to obtain a second improved set of coefficients C2. This

procedure is repeated until self-consistency is attained to some desired level of accuracy.

Such an iterative method is referred to as a self-consistent field (SCF) method.

An advantage of the HF method is that the non-classical exchange interaction is included

in an exact manner. Furthermore, the HF method is quite good for representing the

shapes of atomic and molecular orbitals and describing the electronic charge distributions.

However, the HF wavefunctions are approximate owing to the employment of the single

Slater determinant, ignoring the electron-electron correlation. This is an example of

mean-field approximation, in which the electrons are described as moving in the average
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potential field of all the other electrons. The instantaneous influence of electrons that

come close together at some points is not considered. In reality, the electrons try to avoid

each other and therefore, their motions are correlated. This implies that the electrons

actually are further apart from each other than what the HF orbital describes. Thus, the

HF energy is not as low as the exact energy. The energy difference between the exact

and HF solution is known as correlation energy:

𝐸corr = 𝐸exact − 𝐸HF. (2.25)

To capture the electron-electron correlation neglected in the HF method, many post-HF

methods have been proposed, such as Möller-Plesset perturbation theory[123] and con-

figuration interaction method (CI).[124] The Möller-Plesset perturbation theory retreats

the HF solution as the starting point and performs perturbation theory in the Coulomb

interaction; while the CI method employs a trial wavefunction, which is formed as a linear

combination of products of Slater determinants. But there are several serious limitations

of these approaches, that is the computational effort grows very rapidly with increasing

of the number of electrons and the wavefunctions are complicated objects. Therefore,

such post-HF methods are not practical to realistic models of systems, especially for

large systems. An alternative to HF calculations used in some cases is density functional

theory, which we will discuss in the next section.
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2.2 Density functional theory

As we discussed before, the HF method ignores the electron-electron correlation and

post-HF methods improve the results over basic HF calculation at the price of much

increased computational effort. An alternative approach for treating the many-electrons

problem is density functional theory (DFT), which uses the electron density 𝜌 (𝒓) as
functional variable instead of wavefunctions. Since the density 𝜌 (𝒓) is a function of only

three spatial coordinates rather than the 4𝑁 coordinates of the wavefunction, DFT is

computationally feasible for large systems. What’s more, the applicability of DFT ranges

from atoms, molecules to solids.

The foundations of DFT are the Hohenberg-Kohn (HK) theorem and Kohn-Sham (KS)

equation.[125, 126] The former provides the basic theoretical foundation for modern

DFT and the latter presents a practical way to solve the ground-state electron density

by replacing the complicated many-electron problem with an auxiliary non-interacting

system. An alternative proof of this theorem (Hohenberg-Kohn theorem I) is provided by

Levy, which is simpler and more constructive.[127] Following Levy’s approach, we will

start with HK theorems which is first put forward to the density variational principle

rooted in the wavefunction variational principle.

2.2.1 Hohenberg-Kohn theorem

▶ Theorem 2.1 (Hohenberg-Kohn theorem I). The ground-state 𝜌0(𝒓) of a bound
system of interacting electrons determines not only the electron number, but also the

external potential 𝜈ext(𝒓) and thus the Hamiltonian and all physical properties of the

system. ◀

Proof of Theorem 2.1. We assume that there are two different external potentials 𝜈1ext(𝒓)
and 𝜈2ext(𝒓), which have the same ground-state density 𝜌0(𝒓). These two different external
potential will result into two different Hamiltonians �̂�1 and �̂�2 with different ground-state

wavefunctions𝜓1 and𝜓2. The𝜓2 is used as test function for the state𝜓1. Then

𝐸1 =
〈
𝜓1 |�̂�1𝜓1

〉
<

〈
𝜓2 |�̂�1 |𝜓2

〉
, (2.26)

where

〈
𝜓2 |�̂�1 |𝜓2

〉
=

〈
𝜓2 |�̂�2 |𝜓2

〉
+
〈
𝜓2 |�̂�1 − �̂�2 |𝜓2

〉
= 𝐸2 +

∫
𝑑𝑟

[
𝜈1ext(𝑟 ) − 𝜈2ext(𝑟 )

]
𝜌0(𝑟 ). (2.27)

Combining Eq. (2.26) and Eq. (2.27), we can get

𝐸1 < 𝐸2 +
∫

𝑑𝑟
[
𝜈1ext(𝒓) − 𝜈2ext(𝒓)

]
𝜌0(𝒓) . (2.28)
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Exchanging the labels leads to

𝐸2 < 𝐸1 +
∫

𝑑𝒓
[
𝜈2ext(𝒓) − 𝜈1ext(𝒓)

]
𝜌0(𝒓). (2.29)

Addition of Eq. (2.28) and Eq. (2.29) results in the contradiction

𝐸1 + 𝐸2 < 𝐸1 + 𝐸2. (2.30)

Therefore, our assumption that the existence of a second potential (which is not equal to

𝜈1ext(𝒓) +constant) that gives the same electron density 𝜌0(𝒓) must be wrong. The 𝜌0(𝒓)
also determines the number of electrons 𝑁

𝑁 =

∫
𝜌0(𝒓)𝑑𝒓 . (2.31)

Since 𝜌0(𝒓) determines both 𝜈ext(𝒓) and 𝑁 , the full Hamiltonian �̂� and other observable

physical properties of this system can be further determined through the solution of the

time-independent or time-dependent Schrödinger equation. ■

▶ Theorem 2.2 (Hohenberg-Kohn theorem II). There exists an universal functional

of density, 𝐹 [𝜌], such that for 𝑁 -representable density, the energy functional can be

written as

𝐸𝜈 [𝜌] = 𝐹 [𝜌] +
∫

𝑑𝑟𝜈ext(𝒓)𝜌 (𝒓) ≥ 𝐸0. (2.32)

The equality holds when the density 𝜌 (𝒓) is the ground-state density for the external

potential 𝜈ext(𝒓). ◀

Proof of Theorem 2.2. We define a universal function as

𝐹 [𝜌] =
〈
𝜓min
𝜌

��𝑇𝑒 +𝑉𝑒𝑒
��𝜓min
𝜌

〉
, (2.33)

where the minimum is taken over all 𝜓 that give 𝜌 . Then according to the minimum

properties of the ground-state, we get

𝐸𝜈 [𝜌] =
〈
𝜓min
𝜌

���̂�
��𝜓min
𝜌

〉
= 𝐹 [𝜌] +

∫
𝑑𝒓𝜈ext(𝒓)𝜌 (𝒓) ≥ 𝐸0. (2.34)

The equality, 𝜓min
𝜌 = 𝜓0 and

〈
𝜓0

���̂�
��𝜓0

〉
= 𝐸0 only holds when the density 𝜌 (𝒓) is the

ground-state density 𝜌0. ■

From the second Hohenberg-Kohn theorem, the ground-state energy and density

correspond to the minimum of the energy functional, 𝐸𝑣 [𝜌]. As the density constrains

the correct number of electrons,
∫
𝜌 (𝒓)𝑑𝒓 = 𝑁 (𝑁 is fixed), a Lagrange multiplier 𝜇 is
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introduced in minimizing the energy functional

𝛿

[
𝐸𝜈 [𝜌] − 𝜇

∫
𝑑𝒓𝜌 (𝒓)

]
= 0. (2.35)

Because

𝛿

[
𝐸𝜈 [𝜌] − 𝜇

∫
𝑑𝒓𝜌 (𝒓)

]
=

∫
𝑑3𝒓

[
𝛿𝐹 [𝜌]
𝛿𝜌 (𝒓) + 𝜈ext(𝒓) − 𝜇

]
𝛿𝜌 (𝒓), (2.36)

we can further get the Euler equation

𝛿𝐸𝜈 (𝒓)
𝛿𝜌 (𝒓) =

𝛿𝐹 [𝜌]
𝛿𝜌 (𝒓) + 𝜈ext(𝒓) = 𝜇. (2.37)

The Lagrange multiplier 𝜇 is identified as the chemical potential. According to the second

Hohenberg-Kohn theorem, the ground-state density 𝜌0(𝒓) corresponding to the external

potential 𝜈ext(𝒓) can be obtained as solution of the Euler equation.

2.2.2 Kohn-Sham equation

As the HK theorem has stated before, all properties of systems are functionals of the

density. But the HK theorem does not tell us how to construct the 𝐸𝑣 [𝜌] or 𝐹 [𝜌]. A major

breakthrough in DFT is provided by Kohn and Sham.[126] The idea is to introduce an

auxiliary system of non-interaction electrons moving in an effective external potential

𝜈eff(𝒓) so that the ground-state density is equal to the ground-state density of the fully

interacting system. The Hamiltonian of this auxiliary system is simply

�̂�aux =

𝑁∑︁

𝑖

[
−1
2
∇2
𝑖 + 𝜈eff(𝒓 𝒊)

]
. (2.38)

The auxiliary system is non-interacting. In other words, the corresponding ground-state

wavefunction consists of a Slater determinant of single particle states 𝜙𝑖 (𝒓). Thus, they
have the form of a single particle Schrödinger-like equation, known as Kohn-Sham

equation (
−1
2
∇2 + 𝜈eff

)
𝜙𝑖 (𝒓) = 𝜀𝑖𝜙𝑖 (𝒓) . (2.39)

Here 𝜙𝑖 (𝒓) are the Kohn-Sham one-electron orbitals and the ground-state density of

non-interacting system can be written as

𝜌 (𝒓) =
𝑛∑︁

𝑖

|𝜙𝑖 (𝒓) |2. (2.40)
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Then we partition the Hohenberg-Kohn functional 𝐹 [𝜌] in the following way

𝐹 [𝜌] = 𝑇𝑠 [𝜌] + 𝐽 [𝜌] + 𝐸xc, (2.41)

1. 𝑇𝑠 [𝜌] denotes the kinetic energy of non-interacting system,

𝑇𝑠 [𝜌] = −1
2

𝑁∑︁

𝑖

〈
𝜙𝑖 (𝒓)

��∇2
��𝜙𝑖 (𝒓)

〉
. (2.42)

Since the Kohn-Sham kinetic energy is not the true kinetic energy, a correction of

the kinetic energy, (𝑇exact(𝜌) −𝑇𝑠 (𝜌)), is needed to consider.

2. 𝐽 [𝜌] is classical Coulomb repulsion energy, corresponding the second term in Eq.

(2.17) and also referred as Hartree energy

𝐽 [𝜌] = 1

2

∫
𝑑𝒓1𝑑𝒓2

𝜌 (𝒓1)𝜌 (𝒓2)
|𝒓1 − 𝒓2 |

. (2.43)

3. 𝐸xc [𝜌] is the so-called exchange-correlation (xc) energy, which is formally defined

by

𝐸xc [𝜌] = (𝑇exact [𝜌] −𝑇𝑠 [𝜌]) + (𝑉𝑒𝑒 [𝜌] − 𝐽 [𝜌]) . (2.44)

According the above definition, 𝐸xc [𝜌] is in fact a sum of the error made in us-

ing a non-interacting kinetic energy and the error made in the electron-electron

interaction.

It should be noted that such a partition of 𝐹 [𝜌] is quite clever because the first two

terms, kinetic energy and Hartree energy, usually contain the largest contribution to the

ground-state energy, and the errors in the approximation of 𝐸xc can be guaranteed to be

relatively small. Finally, the total energy functional of the real system can be written as

𝐸 [𝜌] = 𝑇𝑠 [𝜌] + 𝐽 [𝜌] +𝑉ext [𝜌] + 𝐸xc [𝜌], (2.45)

where 𝑉ext [𝜌] characterizes the coupling between particles and external potential

𝑉ext [𝜌] =
∫

𝑑𝒓𝜈ext𝜌 (𝒓). (2.46)

The 𝐸xc [𝜌] is not exactly known and further approximations are needed to make. More

details about the exchange-correlation energy functional will be discussed in the next

section. From the equations and definitions above, we can derive the form of the effective

potential 𝜈eff from Eq. (2.38)

𝜈eff(𝒓) = 𝜈ext(𝒓) +
∫

𝑑𝒓2
𝜌 (𝒓2)

|𝒓1 − 𝒓2 |
+ 𝜈xc [𝜌] (𝒓), (2.47)
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where the exchange-correlation potential is defined by

𝜈xc [𝜌] (𝒓) =
𝛿𝐸xc(𝜌)
𝛿𝜌 (𝒓) . (2.48)

2.2.3 Exchange-correlation functional

Based on our previous discussion, the formulation of DFT is exact if we know the exact

functional 𝐸xc [𝜌], which accounts for the remaining electronic energy not included in the

non-interacting kinetic and electronic terms. But this functional is not known and thus

for practical calculations, one needs to use an approximation for this quantity. Several

approximations at different levels of theory have been developed for 𝐸xc [𝜌].
The most simple approximation for 𝐸xc [𝜌] is the local density approximation (LDA). It

assumes variations of the density to be slow and treats the local density as an uniform

electron gas:

𝐸LDAxc [𝜌] =
∫

𝑑𝒓𝜌 (𝒓)𝜀unifxc [𝜌], (2.49)

where 𝜀unifxc is the exchange-correlation energy per electron for the uniform electron gas.

In practice, it is common to divide the 𝐸xc [𝜌] into groups of exchange and correlation

parts:

𝐸LDAxc [𝜌] = 𝐸LDAx [𝜌] + 𝐸LDAc [𝜌] . (2.50)

The analytical expression of the exchange energy 𝐸LDAx [𝜌]is known exactly.[128] In

contrast, the 𝐸LDAc [𝜌] can’t be reproduced in analytical form and is usually obtained by

fitting to the many-body studies of Gell-Mann and Brueckner and Ceperly and Alder.[129,

130] In principle, LDA approximation is expected to be quite good for systems with (or

near) homogeneous density. Although this condition is hardlymet by real systems, it turns

out that this approximation works better than expected for a wide range of materials. This

is due to a cancellation of error between its exchange and correlation pieces. Properties

such as lattice parameter, vibrational frequencies and elastic moduli are described reliably

for many inhomogeneous systems. Taking the 2H-MoS2 monolayer as example (see

Table 2.1), the lattice constant predicted by LDA is 3.12 Å, which is underestimated only

by 1.3% error in comparison with experimental result. But for weakly bonded systems,

such as a water dimer, the problem with LDA functional becomes severe.[131] On the

other hand, one often needs to deal with spin polarized systems in practice. To solve this

problem, local spin density approximation (LSDA) is developed. Its exchange-correlation

energy is given by:

𝐸LSDAxc [𝜌] =
∫

𝜌 (𝒓)𝜀unifxc [𝜌↑(𝒓), 𝜌↓(𝒓)]𝑑𝒓 (2.51)

where 𝜌↑(𝒓), 𝜌↓(𝒓) are the spin up electron density and spin down electron density,

respectively.
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In the quest for improved functional, an extension of LDA is proposaed by Perdew and

Wang in 1986, called generalized gradient approximation (GGA).[133] In this approxi-

mation, the gradient of the electron density is added to LDA (or LSDA) for exchange-

correlation energy, which substantially increased the accuracy of description. Therefore,

the xc energy is expressed as a functional of electron density and its gradient:

𝐸GGAxc [𝜌] =
∫

𝜌 (𝒓)𝜀unifxc (𝜌)𝐹xc [𝜌↑(𝒓), 𝜌↓(𝒓),∇𝜌↑(𝒓),∇𝜌↓(𝒓)]𝑑𝒓, (2.52)

where 𝐹xc is the enhancement factor that corrects many errors within LDA for a given

𝜌 (𝒓). According to Eq. (2.52), this approximation considers not only the actual value of

the electron density, but also its slope at the given position. Therefore, it is often called

"semi-local" functional. The choice of 𝐹xc makes one GGA differ from another. Within

the framework of GGA, the most popular functionals include PBE,[134] PW91[135],

Lee-Yang-Parr[136] and Perdew86.[137] For many properties, such as geometries and

ground-state energies of molecules and solids, it has been proven that GGA can give

a better description than LDA.[138] As displayed in Table 2.1, the lattice constant of

monolayered MoS2 calculated by the PBE functional is 3.18 Å with an error of 0.6%,

which is much closer to the experimental value than that of LDA.

To improve the accuracy, further corrections on the exchange-correlation energy func-

tional are considered, such as the inclusion of new inhomogeneity parameters of electron

density or the addition of the exact exchange energy. The former is called meta-GGA

functional which takes either the Laplace of density (∇2𝜌)[139, 140] or the kinetic energy

density (𝜏 =
1
2

∑𝑁
𝑖 |∇𝜙𝑖 (𝑟 ) |2)[141, 142] into account; while the latter, known as hybrid

exchange functionals, mixes a fraction of exact exchange from HF with GGA exchange.

For example, the PBE0 functional[143, 144]

𝐸PBE0xc = 0.75𝐸PBEx + 0.25𝐸HFx + 𝐸PBEc , (2.53)

mixes 75% PBE exchange energy and 25% HF exchange energy with the full PBE corre-

lation energy. We should note that as the accuracy of these functionals increases, the

computational cost increases at the same time. Thus, the proper choice of the functional

depends on whether the required accuracy can be balanced with the computational

efficiency of different methods.

Table 2.1: Equilibrium lattice constant (Å) of the 2H-MoS2 monolayer calculated by DFT method
with different functionals with 500 eV cutoff energy and 24×24 k-points sampling.

LDA PBE revPBE vdW-DF vdW-DF2 Exp[132]
lattice constant (Å) 3.12 3.18 3.20 3.25 3.30 3.16
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2.2.4 Dispersion correction

The deficiency of conventional DFT functionals discussed above is that they rely on a

(semi-)local description of the correlation energy. The long-range dispersion interaction,

however, arises from correlated fluctuating motions of electron densities corresponding

two distant atoms or molecules.[145] Therefore, the conventional DFT functionals are

insufficient to capture such interactions. The dispersion interaction plays a crucial role

for many systems such as layered structures and biological systems although it is very

weak.

Generally, the dispersion interaction between two atoms or molecules A and B, separated

by a distance 𝑹, can be expressed as[145]

𝐸ABdisp(𝑹) = −
(
𝐶6

𝑹6
+ 𝐶8

𝑹8
+ 𝐶10

𝑹10
. . .

)
. (2.54)

The 𝐶𝑛 coefficients are the dispersion coefficients where 𝐶6 represents the interaction

between two instantaneous dipoles, 𝐶8 describes the interaction between a quadrupole

and a dipole and 𝐶10 includes the interaction between an octopole and a dipole as well

as between two quadrupoles. Usually, this expression is truncated after the 𝐶6 term.

Accordingly, the most basic method to describe the dispersion interaction is to add a

pairwise interaction on top of standard DFT calculation. Grimme et al. proposed to

incorporate semiempirical atom pairwise interactions of the form of −𝐶6/𝑹6, known

as dispersion-corrected DFT-D𝑛 (𝑛=1, 2,3).[146ś148] In DFT-D𝑛 (𝑛=1, 2), the dispersion

energy term has the form

𝐸disp = −𝑆6
atoms∑︁

𝐴

atoms∑︁

𝐵>𝐴

(
𝐶6,𝐴𝐵

𝑹6
𝐴𝐵

)

𝑓damp(𝑹𝐴𝐵), (2.55)

where 𝑆6 is a scaling parameter and can be used to adjust the correction to the repulsive

behavior of the chosen exchange-correction density functional; 𝐶6,𝐴𝐵 is the dispersion

coefficient for the atom pair 𝐴𝐵; 𝑹𝐴𝐵 is the distance between atom A and B; 𝑓damp(𝑹𝐴𝐵)
is the damping function, which determines the short-range behavior of the dispersion

correction and is needed to avoid double-counting effects of electron correction at the

intermediate distances

𝑓damp(𝑹𝐴𝐵) =
1

1 + 𝑒−𝑑 (𝑹𝐴𝐵/𝑹𝑟−1)
, (2.56)

where 𝑹𝑟 is the sum of atomic vdW radii; 𝑑 is an adjustable parameter. The total energy

is given by

𝐸tot = 𝐸KS-DFT + 𝐸disp. (2.57)

The DFT-D𝑛 (𝑛=1, 2) only consider the 𝑅−6 term; while the DFT-D3 also includes the

𝑅−8 term in a recursive manner, which is found to improve the description of mid-
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range dispersion.[148] It has been proved that DFT-D𝑛 methods, especially DFT-D3

are accurate and robust for non-covalently bound complexes, even for proteins.[149]

The apparent advantage of this method is that everything is calculated only based on

Cartesian coordinates and atomic numbers and no information on the atom connectivity

is required. But the drawback is the semi-empirical formulation itself.

There is a completely different method, which introduces non-local correlation energy.

This is based on the idea of Dion et al. in their vdW-DF.[150, 151] In this scheme, the

exchange-correlation energy functional is divided into two pieces,

𝐸vdW-DF
xc [𝜌] = 𝐸0xc [𝜌] + 𝐸nlc [𝜌], (2.58)

which are treated in different approximations. The first term 𝐸0xc [𝜌] includes the semi-

local functional, which describe the energetic contribution of short-range exchange

and correlation effects. In vdW-DF1, this term is given by the sum of LDA correlation

and gradient-corrected exchange given within GGA using the reparametrization of PBE

(revPBE).[139] However, since revPBE is generally too repulsive near the equilibrium

separation,[152] the PW86 functional[133] is adopted in DFT-DF2. This is because the

PW86 gives a good agreement with HF results without spurious exchange binding. Finally,

the first term 𝐸0xc [𝜌] is given by

𝐸0xc [𝜌] = 𝐸GGAx [𝜌] + 𝐸LDAc [𝜌] . (2.59)

The second term 𝐸nlc [𝜌] is defined to include the longest ranged or non-local correlation.

In both vdW-DF1 and vdW-DF2, the long-range term 𝐸nlc [𝜌] has the simplest form of

𝐸nlc [𝜌] =
∫ ∫

𝜌 (𝒓)𝜙 (𝒓 , 𝒓 ′)𝜌 (𝒓 ′)𝑑3𝒓𝑑3𝒓 ′. (2.60)

The kernel 𝜙 is given as a function of 𝑅 × 𝑓 (𝒓) and 𝑅 × 𝑓 (𝒓 ′), where 𝑅 =|𝒓 − 𝒓 ′ | and
𝑓 (𝒓) is a function of 𝜌 (𝑟 ) and its gradient.[151] To obtain tractable expressions of 𝐸nlc [𝜌]
for layered systems, it is necessary to use an additional approximation, as suggested by

Lundqvist et al.[153] In this approximation, the nonlocal part of exchange-correlation

energy functional has the form of

𝐸nlc [𝜌] =
∫ ∞

0

𝑑𝑢

4𝜋
Tr{𝑆2xc − (∇𝑆xc · ∇𝐺)2} (2.61)

where 𝑆xc is a symmetric function, describing the plasmon-response;𝐺 = −𝜈/4𝜋 denotes

the Coulomb Green function (𝜈 (𝒓 , 𝒓 ′) = 1/|𝒓 − 𝒓 ′ |), 𝑢 is the imaginary frequency (𝜔 = 𝑖𝑢)

replacing the time variable . Based on vdW-DF2, vdW-DF-cx is also proposed with

reduced gradient to describe the plasmon-response description, where cx stands for

consistent exchange.[154] The advantage of vdW-DF-cx is to improve the consistency
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between semilocal functional 𝐸0xc [𝜌] and the plasmon description. It has proven that

the vdW-DF-cx functional has excellent performance for solid, layered materials and

aromatic molecules.[154]

More accurate approaches beyond the above functional involve the occupied and unoc-

cupied single particle orbitals, such as random phase approximation (RPA),[155] second

order screened exchange (SOSEX),[156] and CI that we mentioned in the HF method.

These approaches hold a higher accuracy in comparison with standard DFT, but with a

high computational cost.

2.2.5 Band gap problem

One of themost important properties of a periodic solid is its fundamental band gap, which

provides information about the electronic response of the solid to external influences. It

is the smallest energy difference between adding and subtracting one electron from a

system, that is the difference of the first ionization potential (𝐸IP) and the first electron

affinity (𝐸EA),

𝐸gap = 𝐸IP − 𝐸EA = 𝐸 (𝑁 + 1) − 2𝐸 (𝑁 ) + 𝐸 (𝑁 − 1) . (2.62)

But predicting the band gap accurately of a material is still a problem. The first attempt

to predict the band gap is by the use of Koopmans’ theorem based on the HF theory.[157]

Koopmans’ theorem states that each eigenvalue of the Fock operator gives the energy

required to remove (or add) an electron from (or to) the corresponding single-electron

state,

𝐸HFIP = 𝐸HF(𝑁 ) − 𝐸HF(𝑁 − 1) = 𝜀HF𝑁 , (2.63)

𝐸HFEA = 𝐸HF(𝑁 ) − 𝐸HF(𝑁 + 1) = 𝜀HF𝑁+1. (2.64)

Koopmans’ theorem performs quite well for molecules and has been used for a long time

for the calculation of 𝐸IP and 𝐸EA. But it turns out that it is not a good choice to calculate

the band gap of a solid. Firstly, within this theorem it is assumed that the orbitals do

not change after ionization, known as the frozen-orbitals approximation, which is a

rough approximation. Furthermore, as we discussed before, the HF theory completely

neglects electron-electron correlation effect since the wavefunction is approximated by a

single Slater determinant. In particular, the electron density of the solid-state is more

delocalized compared with molecules, which means that the correlation energy is at the

similar magnitude with exchange energy. Consequently, the neglect of correlation in HF

will lead to a substantial overestimate of the calculated band gap in semiconductors and

insulators. In addition, the HF calculation is considerably expensive computationally for

a solid due to the fully nonlocal nature of the exchange operator.

The second attempt is to adopt the DFT method, since it is a formally exact way to

determine the ground-state energy and electron density of interacting electrons in an

external potential. Similar to Koopmans’ theorem, the band gap can be given by the
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Figure 2.1: Schematic diagram of the DFT band structure of a semiconductor. The exact KS
potential jumps up by an additive-constant discontinuty △xc when an electron is added to a
𝑁 -electrons system. The exact band gap is the difference between the two eigenvalues indicated:

𝐸gap = 𝜀
(𝑁 )
𝑁,KS − 𝜀

(𝑁+1)
𝑁+1,KS.

difference of two KS orbitals:

𝐸KSgap = 𝜀
(𝑁 )
𝑁,KS − 𝜀

(𝑁+1)
𝑁,KS , (2.65)

where 𝜀𝑖,KS is the eigenvalue of the 𝑖-th KS orbital and 𝑁 is the total number of electrons

with the system. But, it turns out that the use of the 𝑁 + 1 excited state eigenvalue from

the KS calculation for an 𝑁 particle system will lead to an underestimate of the band gap

for solid-state systems as shown in Figure 2.1. The exact and KS band gaps are related by

𝐸gap = 𝐸
KS
gap + △xc, (2.66)

where △xc is the derivative discontinuity in xc energy with respect to the particle num-

ber.[158ś160] This additive-constant discontinuity is the energy associated with a change

in the xc potential when an electron is added to an 𝑁 -electron system. The absence of

this discontinuity in the LDA and GGA approximation results in a great underestimate

in the prediction of band gap. For example, as indicated in Table 2.2 the calculated band

gaps with DFT by PBE functional of the bulk Si, monolayered 2H-MoS2, 2H-WS2, h-BN

and phosphorene are much smaller than the values observed by experiment. It results in

an error of up to 50% for the given systems. Therefore, to obtain an accurate band gap, it

is necessary to find a method calculating the derivative discontinuity, such as through
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the GLLB-SC functional[161, 162] or using a completely different method, such as the

many-body perturbation theory.

Table 2.2: Comparison of the calculated band gaps by DFT, GLLBSC and G0W0 methods using
the PBE functional to experimental values. The values are given in eV.

bulk Si 2H-MoS2 2H-WS2 h-BN phosphorene
DFT-PBE 0.58 1.64 1.54 4.64 0.90
GLLB-SC 1.06[163] 2.21[164] 2.16[164] 7.99[165] 1.75[166]

G0W0@PBE 1.14 2.54 2.51 7.06 2.03
Exp 1.17[167] 2.50[35] 2.73[36] 6.09[168] 1.50[169]
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2.3 Many-body perturbation theory

In the previous section, we discussed that the DFT is ill-equipped to describe the electronic

band structure, especially the size of band gap of semiconductors or insulators. A popular

way to overcome this limitation of DFT is provided by many-body perturbation theory

(MBPT),[170, 171] which not only allows to obtain accurate band structure but also

provides access to the excited states. In this section, I will briefly introduce the basic

concepts of MBPT and show how to calculate the electronic and optical properties of a

solid by the GW method in combination with the BSE on the basis of DFT.

An 𝑁 -electron state |𝜙𝑁 ⟩ can be given by the occupancy number of the single-particle

states

|𝜙𝑁 ⟩ =|𝒓1, 𝒓2...., 𝒓𝑁 ⟩. (2.67)

The quantum field operator𝜓 †(𝒓) creates an electron at position 𝒓 ,

𝜓 †(𝒓) |𝒓1, ..., 𝒓𝑁 ⟩ =|𝒓1, ..., 𝑟 , ...𝒓𝑁 ⟩, (2.68)

and the quantum field operator𝜓 (𝒓) annihilates an electron at position 𝒓 ,

𝜓 (𝒓) |𝒓1, ..., 𝑟 , ...𝒓𝑁 ⟩ =|𝒓1, ..., 𝒓𝑁 ⟩. (2.69)

In MBPT, using the quantum field operators the many-body electronic Hamiltonian in

Eq. (2.8) can be re-written as

�̂�𝑒 = ℎ̂0 + 𝜈𝑒𝑒 . (2.70)

Here ℎ̂0 is non-interacting Hamiltonian, which is given by

ℎ̂0 =

∫
𝜓 †(𝒓)

[
−1
2
∇2 + 𝜈ext(𝒓)

]
𝜓 (𝒓)𝑑𝒓 ; (2.71)

and the electron interaction 𝜈𝑒𝑒 is given by

𝜈𝑒𝑒 =

∫ ∫
𝜓 †(𝒓)𝜓 †(𝒓 ′)𝜓 (𝒓)𝜓 (𝒓 ′)

|𝒓 − 𝒓 ′ | 𝑑𝒓𝑑𝒓 ′. (2.72)

This approach not only makes it easy to handle general systems with any number of

electrons but also ensures correct particle statistics when developing the perturbation

theory.

2.3.1 One-particle Green’s function and self-energy

In DFT, the basic variable is the one-body density. Similarly, the building block of MBPT

is the one-particle Green’s function. One-particle Green’s function, also known as a

one-particle propagator, is defined as the expectation values of the time-ordered product

26



Many-body perturbation theory Section 2.3

of creation and annihilation operators as follows:

𝐺 (1, 2) = −𝑖
〈
𝑁

���𝑇 {𝜓 (1)𝜓 †(2)}
���𝑁

〉
, (2.73)

where |𝑁 ⟩ is the 𝑁 -electron ground-state wavefunction; 1 represents a space-time co-

ordinate (𝒓1, 𝑡1) also subsumes a spin if present; the operators𝜓 (1) and𝜓 †(2) mean to

remove and add an electron in space-time positions (𝒓1, t1) and (𝒓2, t2), respectively; 𝑇 is

the time-ordering operator:

𝑇 {𝜓 (1)𝜓 †(2)} =
{
𝜓 (1)𝜓 †(2) t1 > 𝑡2,

−𝜓 †(2)𝜓 (1) t2 > 𝑡1.
(2.74)

Since the Green’s function in Eq. (2.73) is inconvenient for the actual calculation, two

different methods can be employed to proceed. The first method follows from the

Heisenberg equation for the field operator,

𝑖
𝜕𝜓

𝜕𝑡
= [𝜓, �̂� ] = ℎ̂0(𝒓1)𝜓 (1) +

∫
𝜈 (12)𝜓 †(2)𝜓 (2)𝜓 (1)𝑑2. (2.75)

The second one is to insert a set of complete states and transform them to frequency space

by Fourier transformation. Both methods can reach the Lehman representation[172] of

the single-particle Green’s function,

𝐺 (𝒓 , 𝒓 ′;𝜔) =
∑︁

𝑖

𝜙
𝑄𝑃
𝑖 (𝒓)𝜙∗

𝑖
𝑄𝑃 (𝒓 ′)

𝜔 − 𝜀𝑄𝑃𝑖 + 𝑖𝜂 × sgn(𝜀𝑄𝑃𝑖 − 𝜇)
, (2.76)

where 𝜇 is the chemical potential, 𝜂 is a positive real infinitesimal introduced to guarantee

the convergence of the Fourier transformation,𝜙𝑄𝑃𝑖 (𝒓) is the so-called Lehman amplitudes

or quasi-particle (QP) wavefunction and 𝜀𝑄𝑃𝑖 is the quasi-particle eigenvalue, which

follows

𝜙
𝑄𝑃
𝑖 (𝒓) =

{
⟨𝑁 |𝜓 (𝑟 ) |𝜙𝑁+1

𝑖 ⟩ 𝜀𝑖 > 𝜇,

⟨𝜙𝑁−1
𝑖 |𝜓 (𝑟 ) |𝑁 ⟩ 𝜀𝑖 < 𝜇,

(2.77)

and

𝜀
𝑄𝑃
𝑖 =

{
𝐸𝑁+1
𝑖 − 𝐸0 𝜀𝑖 > 𝜇,

𝐸0 − 𝐸𝑁−1
𝑖 𝜀𝑖 < 𝜇.

(2.78)

Here 𝜙𝑁+1
𝑖 or 𝜙𝑁−1

𝑖 denotes the wavefunction of the system in 𝑖th state after one electron

is removed or added; 𝐸𝑁𝑖 is the total energy of the 𝑁 -electrons system in its ground-state;

𝐸𝑁+1
𝑖 and 𝐸𝑁−1

𝑖 are the total energy of the system in the 𝑖th state after removal or addition

of an electron. It is worth mentioning that the 𝜀𝑄𝑃𝑖 corresponds to the ionization energy

27



Chapter 2 Theory and Methods

Figure 2.2: (a) Feynman diagrams for the Dyson equation connecting the interacting Green’s
function𝐺 , non-interacting Green’s function𝐺0 and self-energy 𝛴 ; (b) In the GW approximation,
the self-energy is given by a Fock-like term which is based on the screened Coulomb interaction
𝑊 .

or electron affinity measured by photoemission or inverse photoemission spectroscopy,

which means if the accurate one-particle Green’s function is available, the accurate band

gap can be obtained.

We introduce a quantity called the self-energy 𝛴 to the equations of motion of Green’s

function 𝐺 (1, 2)
[
𝑖
𝜕

𝜕𝑡1
− ℎ̂0(𝒓1)

]
𝐺 (1, 2) +𝑉𝐻 (1)𝐺 (1, 2) −

∫
𝑑3𝛴 (1, 3)𝐺 (3, 2) = 𝛿 (1, 2), (2.79)

where 𝛿 is Dirac’s delta function and 𝑉𝐻 is the Hartree potential. According to the above

equation, the self-energy represents a correction to the single-particle Hamiltonian owing

to the inter-particle interaction. Inserting Lehman’s representation into Eq. (2.79) yields

an integral equation for QP wavefunction and energy, called the quasi-particle equation,

[
ℎ̂0(𝒓) +𝑉𝐻 (𝒓)

]
𝜙
𝑄𝑃
𝑖 (𝒓) +

∫
𝑑𝒓 ′𝛴 (𝒓 , 𝒓 ′; 𝜀𝑖)𝜙𝑄𝑃𝑖 (𝒓) = 𝜀𝑄𝑃𝑖 𝜙

𝑄𝑃
𝑖 (𝒓) . (2.80)

The quasiparticle equation is similar to the KS equation. The difference between them is

that the self-energy is non-local and non-Hermitian, and is related to energy. We have

to note that because the self-energy is non-Hermitian, the eigenvalues 𝜀𝑄𝑃𝑖 may have an

imaginary part, suggesting the QP has a finite lifetime.

2.3.2 Hedin’s equation and GW approximation

To determine the quasi-particle energy, the interacting Greens’ function is needed to

be simplified and the self-energy to be determined. As shown in Figure 2.2(a), the first
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problem can be solved via the Dyson equation,

𝐺 (1, 2) = 𝐺0(1, 2) +
∫ ∫

𝑑 (3, 4)𝐺0(1, 3)𝛴 (3, 4)𝐺 (4, 2), (2.81)

where 𝐺0(1, 2) is the non interacting particles Green’s function that satisfies the Green’s

function equation of motion with 𝛴 = 0. Next step we only need to determine the self-

energy. For this purpose, Lars Hedin developed a set of coupled equations in 1965.[173]

Figure 2.3 describes Hedin’s equations which connect the single-particle Green’s function

𝐺 , the self-energy 𝛴 , and the dynamically screened interaction𝑊 to the irreducible

polarizability 𝑃 and the vertex function 𝛤 . These equations are

𝛴 (1, 2) = 𝑖
∫

𝑑 (3, 4)𝐺 (1, 4)𝑊 (1+, 3)𝛤 (4, 2; 3); (2.82)

𝑊 (1, 2) = 𝜈 (1, 2) +
∫

𝑑 (3, 4)𝜈 (4, 2)𝑃 (3, 4)𝑊 (1, 3); (2.83)

𝑃 (1, 2) = −𝑖
∫

𝑑 (3, 4)𝐺 (2, 3)𝐺 (4, 2)𝛤 (3, 4; 1); (2.84)

𝛤 (1, 2; 3) = 𝛿 (1, 2)𝛿 (1, 3) +
∫

𝑑 (4, 5, 6, 7) 𝛿𝛴 (1, 2)
𝛿𝐺 (4, 5)𝐺 (4, 6)𝐺 (7, 5)𝛤 (6, 7; 3); (2.85)

where 1+ represents that the time variable is augmented by a positive infinitesimal (𝑡1
1
=

𝑡1 + 0+). The irreducible polarizability 𝑃 is defined as the functional derivative of the elec-

tronic density with respect to the total potential, e.g. 𝑃 (𝒓 , 𝑡 ; 𝒓 ′, 𝑡 ′) = 𝛿𝜌 (𝒓 , 𝑡)/𝛿𝜈tot(𝒓 ′, 𝑡 ′).
In Hedin’s equation, one important concept is the dynamically screened interaction𝑊 .

We use Figure 2.4 to explain the difference between the bare interaction 𝜈 and dynam-

ically screened interaction𝑊 : (a) in a vacuum, the electron-electron interaction can

be described well by the bared interaction; (b) in the homogenous polarizable medium,

two electrons interact with each other by the screened interaction; (c) while in Hedin’s

equations, the electron-electron interaction is mediated via a virtual electron-hole pair,

which leads to dynamic charge redistribution and the electrons seeing other electrons

only through a screened interaction. Consequently, the dynamically screened interaction

𝑊 depends on frequency or a time difference. The corresponding equations are also

shown in Figure 2.4.

In principle, when the one-particle Green’s function of the interacting system is avail-

able, the Dyson equation and Hedin equations form a closed set of equations where the

self-energy and interacting Green’s function can be determined through an iteration

process. But the vertex function 𝛤 , depending on three space-time points, makes it

difficult to perform in practical calculations. Hedin introduces a simplification regarding

the vertex function, which only takes the zeroth order of the vertex function:

𝛤 (1, 2; 3) = 𝛿 (1, 2)𝛿 (1, 3) . (2.86)
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Figure 2.3: Hedin’s pentagon.[174] The black paths represent the self-consistent GW process
which bypasses the computation of the vertex function 𝛤 . In practise, DFT (or HF) orbitals and
their corresponding energies has to be provided as input. As output, GW approximation provides
corrected QP states and energies for BSE calculation.

This equation means that the variation of self-energy caused by the polarization of

the material is ignored and the resulting approximation is known as random phase

approximation (RPA). Applying the RPA in Eq. (2.82), we could obtain a simple form of

self-energy,

𝛴 = 𝑖𝐺 (1, 2)𝑊 (1+, 2). (2.87)

This equation states that the self-energy is the product of only the Green’s function𝐺

and the screened Coulomb interaction𝑊 , also known as GW approximation. It turns

out that the self-energy is the Hartree term plus a Fock-like term, as shown in Figure

2.2(b). The irreducible polarizability 𝑃 is also simplified to

𝑃 (1, 2) = −𝑖𝐺 (1, 2)𝐺 (2, 1) . (2.88)

As shown in Figure 2.3, Hedin’s equations can be solved in an iterative cycle, just as the

case of the KS equation as we talked about previously. This cycle needs to be initialized

from a first guess Green’s function G0. But in practice, this is a expensive computational

task, and thus a further approximation is often made. Generally, we use the Kohn-Sham

(or HF) wavefunction as a trial wavefunction and the corresponding expectation value of

Eq. (2.80) is

𝜀
QP
𝑖 = 𝜀KS𝑖 − ⟨𝜙KS

𝑖 |𝜈𝑥𝑐 (𝑟 ) |𝜙KS
𝑖 ⟩ + ⟨𝜙KS

𝑖 |𝛴 (𝜀QP𝑖 ) |𝜙KS
𝑖 ⟩. (2.89)
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Figure 2.4: Diagrammatic representation of the bare Coulomb interaction, screened interaction
and dynamically screened interaction.
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Assuming that the Kohn-Sham equation is adequate to provide a good description con-

cerning the system, the difference between the self-energy and Kohn-Sham exchange-

correction contribution is expected to be small. Therefore, the self-energy at the particle

energy can be expanded around the energy 𝜀KS𝑖 to the first order,

𝛴𝑖 (𝜀QP𝑖 ) ≈ 𝛴𝑖 (𝜀KS𝑖 ) + (𝜀QP𝑖 − 𝜀KS𝑖 ) 𝜕𝛴𝑖 (𝜔)
𝜕𝜔

����
𝜔=𝜀

QP
𝑖

. (2.90)

Such simplification allows us to evaluate the self-energy from the KS energies rather

than QP energies, which can dramatically reduce the computational requirement at the

cost of accuracy. Then we can estimate the roots of Eq. (2.89) by the Newton-Raphson

method:

𝜀
QP
𝑖 = 𝜀KS𝑖 + 𝑍𝑖 ⟨𝜙KS

𝑖 |𝛴 (𝜀KS𝑖 ) − 𝜈KS𝑥𝑐 |𝜙KS
𝑖 ⟩, (2.91)

where𝑍𝑖 is called the renormalization factor ranging from 0 to 1, describing the correlation

grade in materials,

𝑍𝑖 =

〈

𝜙KS
𝑖

����1 −
𝜕𝛴 (𝜔)
𝜕𝜔

����
𝜔=𝜀

QP
𝑖

����𝜙
KS
𝑖

〉−1
. (2.92)

If 𝑍𝑖 ≈ 1, it means an electronically less correlated system, indicating it is very close to

a real quasi-particle wavefunction. But if 𝑍𝑖 ≪ 1, it implies a poor description for the

system. Obviously, from the Eq. (2.91), the quality of results is strongly starting-point

dependent due to its perturbation nature. Such a method, where the input KS energies

are corrected to yield better electronic energy levels, is known as the one-shot GW or

G0W0 approach. In the G0W0 approach, there is no iteration, no update of G and W. The

standard process of G0W0 approach is:

1. Perform DFT (or HF) calculation to provide the single-particle eigenvalues and

eigenfunction in ground-state of the considered system;

2. Construct the one-particle Green’s function and polarizability according to Eq.

(2.76) and Eq. (2.88);

3. Determine the screened Coulomb energy and self-energy according to Eq. (2.83)

and Eq. (2.87);

4. Obtain the QP energies and QP wavefunctions according to Eq. (2.91).

The G0W0 method has achieved great success for the prediction of electronic band struc-

ture, especially for the band gap of semiconductors and insulators.[163] The calculated

QP band gaps by G0W0 are collected in Table 2.2, which are much closer to the exper-

imental values in comparison with DFT results for the considered systems. But the

dependency of G0W0 approach on the choice of starting wavefunction is an issue. To

tackle this problem, one can employ a partially or fully self-consistent GW scheme to
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tune the starting point of wavefunction.

Up to now, we discuss the HF, DFT and GW methods. To make a direct comparison, we

list these different electronic structure methods:

■ In density functional theory,

(
−1
2
∇2 +𝑉ext(𝒓) +𝑉H(𝒓) +𝑉xc(𝒓)

)
𝜙𝑖 (𝒓) = 𝜀𝑖𝜙𝑖 (𝒓); (2.93)

■ In HF or hybrid functionals,

(
−1
2
∇2 +𝑉ext(𝒓) +𝑉H(𝒓)

)
𝜙𝑖 (𝒓) +

∫
𝑉 x(𝑟, 𝑟 ′)𝜙𝑖 (𝒓 ′)𝑑3𝒓 ′ = 𝜀𝑖𝜙𝑖 (𝒓), (2.94)

where 𝑉 x is the bare non-local Fock exchange,

𝑉 x
= −

∑︁

occ

𝜙𝑖 (𝒓)𝜙∗
𝑖 (𝒓) ×

𝑒2

|𝒓 − 𝒓 ′ | = 𝐺 (𝑟, 𝑟 ′) 𝜈 (𝒓 , 𝒓 ′)
´¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¶

bare
interaction

. (2.95)

■ In GW approximation,

(
−1
2
∇2 +𝑉ext(𝒓) +𝑉H(𝒓)

)
𝜙𝑖 (𝒓) +

∫
𝛴 (𝒓, 𝒓 ′, 𝜀𝑖)𝜙𝑖 (𝒓 ′)𝑑3𝒓 ′ = 𝜀𝑖𝜙𝑖 (𝒓) (2.96)

where

𝛴 (𝒓 , 𝒓 ′, 𝜀𝑖) = 𝑖𝐺 (𝒓 , 𝒓 ′, 𝜔)𝑊 (𝒓, 𝒓 ′, 𝜔)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

dynamically
screened
interaction

(2.97)

According to the above equations, the form of GW approximation is similar to HF, but

the bare interaction is replaced by dynamically screened interaction, which remedies the

most serious deficiency of HF.

2.3.3 Bethe-Salpeter equation

When a material is subjected to an external perturbation, such as an optical field or fast

electrons, it will respond in a manner that depends on the nature of perturbation. If the

external perturbations is weak, it is possible to describe the response of the system to

the external perturbation in a linear form, known as the Kubo formula.[175] Therefore,

before talking about the Bethe-Salpeter equation (BSE), we firstly discuss the concept of

dielectric function and its key role in describing the optical response of a material.
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Dielectric function

If we apply a small external potential 𝜈field(𝒓) to an electronic system with density 𝜌 (𝒓),
the electrons will move around, in other words, the system will become polarized. [176,

177] The new total density can be written as

𝜌tot(𝒓) = 𝜌0(𝒓 , 𝑡) + 𝜌ind(𝒓 , 𝑡), (2.98)

where 𝜌ind(𝒓 , 𝑡) is the induced density. The external potential can be considered to cause

a small perturbation to the Hamiltonian

𝐻 ′(𝑡) =
∫

𝜌 (𝒓)𝜈field(𝒓 , 𝑡)𝑑𝒓 , (2.99)

where 𝜌 (𝒓) is the density operator and it is assumed that the perturbation has been

adiabatically turned on in the infinite past. Since the magnitude of the perturbation is

small enough, the induced density can be calculated by applying the Kubo formula:

𝜌ind(𝒓 , 𝑡) =
∫ 𝑡

𝑡0

𝑑𝑡 ′
∫

𝑑𝒓 ′𝜒𝑟 (𝒓, 𝒓 ′, 𝑡, 𝑡 ′)𝜈field(𝒓 ′, 𝑡 ′) (2.100)

where 𝜒𝑟 (𝒓, 𝒓 ′, 𝑡, 𝑡 ′) is the retarded density-density response function and can be obtained
in terms of the density operator as

𝜒𝑟 (𝒓 , 𝒓 ′, 𝑡, 𝑡 ′) = −𝑖𝜃 (𝑡 − 𝑡 ′)⟨[𝜌 (𝒓 , 𝑡), 𝜌 (𝒓 ′, 𝑡 ′)]⟩0. (2.101)

where the equilibrium average, ⟨⟩0, of the commutator is taken. If we assume that the

external potential oscillates periodically with time, namely, 𝜈field(𝒓 ′, 𝑡 ′) = 𝜈field(𝒓 ′)𝑒𝑖𝜔𝑡
′
,

the Eq. (2.100) is conveniently transformed to Fourier space

𝜌ind(𝒓 , 𝜔) =
∫

𝑑𝒓 ′𝜒 (𝒓, 𝒓 ′, 𝜔)𝜈field(𝒓 ′, 𝜔), (2.102)

where 𝜒 is density-density response function, also known as electric susceptibility,

reducible polarizability or the interacting density response function. The reducible

polarizability 𝜒 and irreducible polarizability 𝑃 are related by a Dyson-like equation

𝜒 (𝒓, 𝒓 ′, 𝜔) = 𝑃 (𝒓, 𝒓 ′, 𝜔) +
∫ ∫

𝑑𝒓𝑑𝒓 ′𝑃 (𝒓, 𝒓 ′, 𝜔)𝜈 (𝒓, 𝒓 ′)𝜒 (𝒓, 𝒓 ′, 𝜔) (2.103)

Note that 𝜈 (𝒓, 𝒓 ′) is the bare Coulomb potential, which is related to the induced potential

𝜈ind by

𝜈ind(𝒓 , 𝑡) =
∫

𝑑𝒓 ′𝜈 (𝒓, 𝒓 ′)𝜌 (𝒓 ′, 𝑡). (2.104)
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The total potential can be written as the external potential plus the induced potential,

𝜈tot = 𝜈field + 𝜈ind. (2.105)

The dielectric function is one of the fundamental quantities in solid, which is used

to measure the screening in the system arising from polarization effects. The external

potential 𝜈field(𝒓, 𝑡) is related to the total potential 𝜈tot(𝒓 ′, 𝑡 ′) by the dielectric function

𝜖 (𝒓, , 𝑡 ; 𝒓 ′.𝑡 ′):
𝜈field(𝒓 , 𝑡) =

∫ ∫
𝜖 (𝒓, 𝑡 ; 𝒓 ′, 𝑡 ′)𝜈tot(𝒓 ′, 𝑡 ′)𝑑𝑡 ′𝑑𝒓 ′. (2.106)

Employing the Kubo formula to get the induced potential and Fourier transforming in

time, we can further obtain the dielectric function by the form of

𝜖−1(𝒓, 𝒓 ′, 𝜔) = 𝛿𝜈tot(𝒓 ′, 𝜔)
𝛿𝜈field(𝒓 , 𝜔)

= 𝛿 (𝒓 − 𝒓 ′) +
∫

𝜈 (𝒓 , 𝒓 ′′)𝜒 (𝒓 ′′, 𝒓 ′, 𝜔)𝑑𝒓 ′′, (2.107)

The dielectric function and the irreducible polarisability are related by:

𝜖 (𝒓, 𝒓 ′, 𝜔) = 𝛿 (𝒓, 𝒓 ′) −
∫

𝑑𝒓 ′′𝜈 (𝒓, 𝒓 ′′)𝑃 (𝒓 ′′, 𝒓 ′, 𝜔) . (2.108)

Within the RPA approximation, the dielectric function can be expressed in terms of

non-interacting density response function 𝜒0:

𝜖−1(𝒓, 𝒓 ′, 𝜔) = 𝛿 (𝒓 − 𝒓 ′′) +
∫

𝜈 (𝒓 − 𝒓 ′′)𝜒0(𝒓 ′′, 𝒓 ′, 𝜔)𝑑𝒓 ′′. (2.109)

For a periodic system, like crystal, it is favorable to work in reciprocal space and the

dielectric function within RPA approximation takes the form:

𝜖𝑮,𝑮′ (𝒒, 𝜔) = 𝛿𝑮,𝑮′ − 4𝜋

|𝒒 + 𝑮 |2 𝜒
0
𝑮,𝑮 (𝒒, 𝜔), (2.110)

Here 𝑮 denotes a reciprocal lattice vector and 𝒒 the point grid in the Brillouin zone.

BSE

In the previous part, we discussed the RPA approximation, which is sufficient to describe

the photoemission spectrum; while for the photoluminescence (PL), one has to go be-

yond the one-particle scheme. Although RPA approximation is a many-body formalism

according to the definition, it does not consider the electron-hole interactions (excitonic

effect) due to the simplification of irreducible polarisation (𝑃 = 𝑖𝐺𝐺). From the physical

point of view, the accurate irreducible polarisation is an electron-hole pair propagator,

which propagates simultaneously and interacts with each other. Therefore, the ignorance

of the excitonic effect in RPA approximation makes it inadequate to describe the optical
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Figure 2.5:Definition of the electronic band gap 𝐸ele and optical band gap 𝐸opt. The 𝐸ele represents
the excitation of an electron from the occupied bands to the unoccupied bands without the
interaction between the excited electron (blue) and created hole (red), e.g. 𝐸ele = 𝐸IP − 𝐸EA. The
bound electron-hole pair, called exciton, is shown in purple. The excitation energy to the first
excitonic state is then defined as the optical band gap (𝐸opt), e.g. 𝐸opt = 𝐸𝑁1 − 𝐸𝑁

0
. The binding

energy of exciton is given by 𝐸𝑏 = 𝐸ele- 𝐸opt.

properties of materials.

The band gap that we mentioned in the previous sections will now be redefined as the

electronic band gap, and we will introduce the optical band gap as the energy difference

associated with the exciton. An exciton is created when an electron is excited from the

valence band to the conduction band leaving a hole behind as described in Figure 2.5.

The difference between the electronic band gap and optical band gap is called excitonic

binding energy. It can be as large as several hundred meV, especially for 2D materials or

several layer structures owing to their low dielectric screening. The interactive Coulomb

interaction between electron-hole leads to the formation of excitonic states. These exci-

tonic states are easily to identify and show up in the PL spectrum as narrow peaks below

the electronic band gap due to their high oscillator strength.

To capture the excitonic effect, we have to make a better approximation for the irre-

ducible polarization by considering the electron-hole interaction. To achieve that, Bethe

and Salpeter introduce the interacting four-point reducible polarizability 𝐿 (known as

two-body correlation function) since an exciton is related to two-particle problem,[178]

𝐿(1, 2; 3, 4) = −𝑖𝐺 (1; 3)𝐺 (4; 2) +𝐺2(1, 2; 3, 4), (2.111)

where 𝐺2(1, 2; 3, 4) is a two-particle Green’s function,

𝐺2(1, 2; 3, 4) = −⟨𝑁 |𝑇𝜓 (1)𝜓 (2)𝜓 (3)†𝜓 (4)† |𝑁 ⟩. (2.112)
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The four-point reducible polarizability will reduce to the reducible polarizability when

its coordinates are contracted in the following manner,

𝜒 (1; 2) = 𝐿(1, 1+; 2, 2+) . (2.113)

As proposed by Bethe and Salpeter, the interacting four-point reducible polarisability

satisfies a Dyson equation,

𝐿(1, 2; 3, 4) = 𝐿0(1, 2; 3, 4) +
∫

𝑑 (5, 6, 7, 8)𝐿0(1, 2; 3, 4)𝐾 (5, 6; 7, 8)𝐿(1, 2; 3, 4), (2.114)

which goes under the name of the Bethe-Salpeter equation (BSE). Here 𝐿0(1, 2; 3, 4) is
non-interacting reducible polarisability,

𝐿0(1, 2; 3, 4) = −𝑖𝐺 (1; 3)𝐺 (4, 2); (2.115)

and𝐾 is an interaction kernel that takes into account the many-body effects in the system

and can be expressed as:

𝐾 (1, 2; 3, 4) = 𝜈 (1, 3)𝛿 (1, 2)𝛿 (3, 4) + 𝑖 𝛿𝛴 (1; 2)
𝛿𝐺 (3; 4) (2.116)

Now let us discuss the meaning of Eq. (2.114). When the kernel is equal to zero, 𝐾 = 0,

the BSE will reduce to 𝐿 = 𝐿0, corresponding to the four-point version of the RPA in

Eq. (2.88). The RPA consists of a simple product of free propagators of an electron and

a hole without interacting. When the 𝐾 differs from zero, the interaction between the

electron and hole is introduced in a self-consistent manner through the Dyson equation.

To proceed further, we need to specify an approximation for self-energy (𝛴) and further

evaluate its derivative with respect to the Green’s function (𝛿𝛴/𝛿𝐺). For that, we adopt
the GW approximation for the self-energy, namely Eq. (2.87), and disregard the variation

of the screened interaction, i.e. 𝛿𝑊 (1; 2)/𝛿𝐺 (3; 4) = 0. This is because this term is much

more cumbersome to be calculated. Besides, up to now, there is no strong evidence that

it is crucial to include this term. Therefore, we can rewrite the Eq. (2.116) as

𝐾 (1, 2; 3, 4) = 𝜈 (1, 3)𝛿 (1, 2)𝛿 (3, 4) − 𝛿 (1, 3)𝛿 (2, 4)𝑊 (1, 2) . (2.117)

By employing the static approximation for the screened interaction, namely𝑊 (1, 2) =
1/2𝜋𝑊 (𝒓1, 𝒓2, 𝜔 = 0)𝛿 (𝑡1, 𝑡2), we can rewrite the BSE equation as a simple product in

frequency space:

𝐿(𝒓1, 𝒓2, 𝒓3, 𝒓4;𝜔) = 𝐿0(𝒓1, 𝒓2, 𝒓3, 𝒓4;𝜔)+
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∫
𝑑 (𝒓5, 𝒓6, 𝒓7, 𝒓8)𝐿0(𝒓1, 𝒓2, 𝒓3, 𝒓4;𝜔)𝐾 (𝒓5, 𝒓6, 𝒓7, 𝒓8)𝐿(𝒓1, 𝒓2, 𝒓3, 𝒓4;𝜔),

(2.118)

or even more simply

𝐿(𝜔) = 𝐿0(𝜔) + 𝐿0(𝜔)𝐾𝐿(𝜔) . (2.119)

Here the kernel 𝐾 is frequency independent within the static approximation. To solve

the above equation, the exciton state is introduced based on the two-particel space. In

such space, the basis function is a product of two single-particle wave functions:

𝜙𝑆 (𝒓1, 𝒓2) = 𝜙∗
𝑛1,𝒌

(𝒓1)𝜙𝑛2,𝒌+𝒒 (𝒓2), (2.120)

where 𝑛 corresponds to the KS orbital states; the 𝒌 and 𝒒 are the momentum in the

two-particel space; 𝑆 is the contracted notation, i.e. 𝑆 = (𝑛1, 𝑛2, 𝒌, 𝒌 + 𝒒). From now on,

we will use the notation of 𝑆 to represent the BSE equation.After projecting the BSE (Eq.

(2.118)) to the two-particle space, we obtain

𝐿(𝒓1, 𝒓2, 𝒓3, 𝒓4;𝜔) =
BZ∑︁

𝒒

∑︁

𝑆𝑆′
𝐿𝑆𝑆′ (𝒒)𝜙𝑆 (𝒓1, 𝒓2)𝜙∗

𝑆′ (𝒓3, 𝒓4), (2.121)

where 𝐿𝑆𝑆′ (𝒒) is diagonal in 𝒒 follows from the translational invariance of the system.

As anticipated above, 𝐿𝑆𝑆′ (𝒒, 𝜔) is found through the following spectral representation

𝐿𝑆𝑆′ (𝒒, 𝜔) =
∑︁

𝜆𝜆′

𝐴𝑆
𝜆
(𝒒) [𝐴𝑆′

𝜆′ (𝒒)]
∗𝑁 −1

𝜆𝜆′ (𝒒)
𝜔 − 𝐸𝜆 (𝒒) − 𝑖𝜂

(2.122)

where 𝑁𝜆𝜆′ is the overlap matrix, 𝑁𝜆𝜆′ (𝒒) =
∑
𝑆 [𝐴𝑆𝜆 (𝒒)]

∗𝐴𝑆
′

𝜆′ (𝒒); 𝐴
𝑆
𝜆
(𝒒) and 𝐸𝜆 (𝒒) are the

eigenfunctions and eigenvalues of the non-hermitian two-particle Hamiltonian 𝐻𝑆𝑆′ (𝒒),
respectively,

𝐻𝑆𝑆′ (𝒒) = (𝜖𝑛2,𝒌+𝒒 − 𝜖𝑛1,𝒌)𝛿𝑆𝑆′ − (𝑓𝑛2,𝒌+𝒒 − 𝑓𝑛1,𝒌)𝐾𝑆𝑆′ (𝒒) . (2.123)

Here, the 𝑓𝑛,𝑘 and 𝜖𝑛,𝑘 are the occupation density and dielectric function of state 𝑛 with

moment 𝑘 , respectively. The diagonal part of 𝐻𝑆𝑆′ consists of single-particle transition

energies while the off-diagonal terms are given by the BSE kernel 𝐾𝑆𝑆′ (𝒒) in the two-

particle space. The kernel in the two-particle space is rewritten as

𝐾𝑆𝑆′ (𝒒) = 𝑉𝑆𝑆′ (𝑞) −
1

2
𝑊𝑆𝑆′ (𝑞). (2.124)
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The factor 1/2 is generated by the optical selection rule. In this way, we can convert the

BSE equation to a Schrödinger-like equation

𝐻𝑆𝑆′𝐴
𝑆
𝜆 = 𝐸

𝑆
𝜆𝐴

𝑆
𝜆 . (2.125)

In the practical calculation, to simplify the diagonalization we employ a further approxi-

mation, referred to Tamm-Dancoff approximation.[179] This approximation restricts the

two-particle space to only the positive frequency transitions, namely transitions from the

valence to conduction band. The final expression for the reducible polarizability matrix

is [165]

𝜒𝑮𝑮′ (𝒒, 𝜔) = 1

𝛺

∑︁

𝑆𝑆′
𝐿𝑆𝑆′ (𝒒, 𝜔)𝜌𝑆 (𝑮)𝜌𝑆′ (𝑮), (2.126)

with 𝛺 volume of unit cell.
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2.4 Periodic systems

In a solid, the problem of electrons is in principle a many-electron problem. The full

Hamiltoniam of the solid contains not only the one-electron potentials describing the

interactions of the electrons with atomic nuclei, but also pair potentials describing the

electron-electron interactions. X-ray diffraction investigation has proven, that in a crystal,

the atoms are arranged periodically. For many solids, it is a good approximation to look

at them as crystals since they consist of small groups of atoms that are arranged in a

repetitive manner. In this way, under suitable assumptions, the many-electrons problem

for many solids can be converted into the much simpler problem of an electron in a

periodic potential.

2.4.1 Electrons in a periodic potential

The fundamental property of a crystal is regularity in its atomic structure, in other words,

the atoms in a crystal are arranged in a periodic array. To define a crystal, two concepts, a

lattice and a basis, are introduced. A lattice is a set of points in space that form a periodic

structure. Each point sees the same environment as all others. Any lattice point in the

unit cell can be described by

𝒓 ′ = 𝒓 + 𝑛1𝒂1 + 𝑛2𝒂2 + 𝑛3𝒂3 = 𝒓 + 𝑻 , (2.127)

where 𝒂1, 𝒂2 and 𝒂3 are vectors, which are linearly independent; 𝑛1, 𝑛2 and 𝑛3 are integers

whose values depend on the lattice site. 𝑻 is a translation vector. Either the collection of

lattice points, or the primitive translation vectors which construct the lattice is referred

to as a Bravais lattice. A basis is a collection of atoms in a particular fixed arrangement in

space, consisting of perhaps many atoms. For graphene, where the basis consists of two

carbon atoms and the two lattice vectors for 2D periodic lattice are given in Figure 2.6(a).

When we want to examine the properties of an electron in a periodic lattice, we need

to consider Schrödinger’s equation, such that the potential energy term 𝑉 (𝒓) reflects
the fact that the electrons see a periodic potential. A typical crystalline potential might

be expected to have the form shown in Figure 2.7, assuming an ionized atom located

at each lattice point. The potential energy is obviously periodic, i.e. 𝑉 (𝒓) = 𝑉 (𝑟 + 𝑎).
This means that if we pick up the crystal and move it by one lattice constant, it would

look exactly the same as before we moved it. Such property is known as translational

invariance. Owning to the translational invariance of the potential, the physical properties

of any wavefunction that is a solution to the Schrödinger equation also shares the same

properties, such as orbitals and electron density. To better describe the properties of

the crystal, the periodic functions are subjected to Fourier analysis, which transfers the

real space coordinates to the reciprocal coordinates. For example, the density can be
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Figure 2.6: (a) The lattice structure of graphene consisting of two identical hexagonal sublattices
A (black ball) and B (white ball). (b) The first Brillouin zone of graphene (marked with gray
hexagons). Atom A and B form a basis and all black (or white) balls form a Bravais lattice. The
lattice and reciprocal lattice vectors are represented in 𝒂 and 𝒃 , respectively. The high-symmetry
points 𝛴 , 𝐾 and𝑀 are also shown.

expanded by a Fourier transformation

𝜌 (𝒓) =
∑︁

𝑮

𝜌𝑮𝑒
𝑖𝑮𝒓 , (2.128)

where 𝑮 is a set of vectors in reciprocal space. Similar to 𝑻 , 𝑮 has the following form:

𝑮 = 𝑘1𝒃1 + 𝑘2𝒃2 + 𝑘3𝒃3, (2.129)

where 𝑘1, 𝑘2 and 𝑘3 are integers, and the Miller indices (𝑘1, 𝑘2, 𝑘3), called Miller indices,

indicates the perpendicular direction of a plane of atoms in a crystal; 𝒃1, 𝒃2 and 𝒃3 are

the reciprocal lattice vectors. The latters are related to the real space lattice vectors by:

|𝒃𝒊 | =
2𝜋

|𝒂𝒊 |
, (2.130)

where the factor 2𝜋 is introduced by the Fourier transforms. In reciprocal space, we

define the Wigner-Seitz primitive cell as Brillouin zone (BZ). The first Brillouin zone is

the smallest volume entirely enclosed by planes obtained by bisecting with perpendicular

planes nearest neighbors reciprocal lattice vectors (see Figure 2.6(b)). There are also the

second, third and so on Brillouin zone, but these are used more rarely since the first

Brillouin zone contains almost all information that we need.

Up to now, we introduced the basic concepts in solid state. Next, we turn to the

Schrödinger equation for an electron in a periodic potential.

▶ Theorem 2.3 (Bloch’s theorem). The eigenstates𝜓 of the one-electron Hamiltonian

�̂� = −ℏ2∇2/2𝑚 + 𝑉 (𝒓), where 𝑉 (𝒓 + 𝑹) = 𝑉 (𝒓) for all 𝑹 in a Bravais lattice, can be
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Figure 2.7: One-dimensional visualization of potential𝑉 (𝒓) versus position 𝒓 in a periodic lattice.
𝑎 is the period of the lattice.

chosen to have the form of a plane wave times a function with the periodicity of the

Bravais lattice:

𝜓𝑛𝒌 (𝒓) = 𝜇𝑛𝒌 (𝒓)𝑒𝑖𝒌𝒓 , (2.131)

where 𝑛 is called band index; 𝒌 is the wavevector in the Brillouin zone; 𝜇𝑛𝒌 is a periodic

function with the periodicity of the lattice,

𝜇𝑛𝒌 (𝒓 + 𝑹) = 𝜇𝑛𝒌 (𝒓), (2.132)

for all 𝑹 in the Bravais lattice.

Bloch’s theorem is sometimes stated in this alternative form: the eigenstates of �̂� can be

chosen so that associated with each𝜓 is a wave vector 𝒌 such that

𝜓 (𝒓 + 𝑹) = 𝜓 (𝒓)𝑒𝑖𝒌𝑹 (2.133)

◀

In Bloch’s theorem, the wave vector 𝑘 is confined to the first Brillouin zone because

any 𝑘 ′ not within the first Brillouin zone can be expressed as

𝒌 ′
= 𝒌 + G. (2.134)

In addition, the appearance of the band index 𝑛 in Bloch’s theorem is caused by the

fact that for a given 𝒌 , there are many solutions to the Schrödinger equation. As 𝒌

becomes continuous, these solutions form energy bands. Using Bloch’s theorem in the

one-electron Schrödinger equation,

�̂�𝑒𝑖𝒌𝒓𝜇𝑛𝒌 (𝑟 ) =
[
− ℏ2

2𝑚
∇2 +𝑉 (𝒓)

]
𝑒𝑖𝒌𝒓𝜇𝑛𝒌 (𝑟 )

= 𝑒𝑖𝒌𝒓
[
− ℏ2

2𝑚
∇2 − 2

ℏ2

2𝑚
𝑖𝒌∇ + ℏ2

2𝑚
𝒌2 +𝑉 (𝒓)

]
𝜇𝑛𝒌 (𝑟 )
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= 𝑒𝑖𝒌𝒓
[
ℏ2

2𝑚
(−𝑖∇ + 𝒌)2 +𝑉 (𝒓)

]
𝜇𝑛𝒌 (𝑟 ), (2.135)

we find that 𝜇𝑛𝒌 (𝑟 ) is determined by the eigenvalue problem

[
ℏ2

2𝑚
(−𝑖∇ + 𝒌)2 +𝑉 (𝒓)

]
𝜇𝑛𝒌 (𝑟 ) = 𝐸𝑛 (𝒌)𝜇𝑛𝒌 (𝑟 ), (2.136)

with boundary conditions of Eq. (2.132). Owing to the periodic boundary condition,

Eq. (2.136) is in fact an eigenvalue problem restricted to a single primitive cell of the

crystal. Accordingly, in the fixed finite volume, we will get an infinite number of discrete

eigenvalues 𝐸𝑛 (𝒌) for each 𝒌 , which is labeled with the band index 𝑛. The set of eigen-

values 𝐸𝑛 (𝒌) is usually called band structure. Bloch’s theorem can be denoted by𝜓𝑛𝒌 (𝑟 )
which indicates that each value of band index 𝑛 and vector 𝒌 specifies an electron state

or orbital in solid state physics with energy 𝐸𝑛 (𝒌).
In solid physics, another property that we are interested in is the density of states (DOS).

It is defined as the number of energy eigenstates 𝑁 (𝐸) in the interval 𝐸 −→ 𝐸 + 𝑑𝐸 per

unit volume and per spin:

𝑁 (𝐸) = 1

𝑉

∑︁

𝑛;𝒌∈𝐵𝑍
𝛿 [𝐸 − 𝐸𝑛 (𝒌)],

=

∑︁

𝑛

∫

𝐵𝑍

𝑑3𝑘

(2𝜋)3𝛿 [𝐸 − 𝐸𝑛 (𝒌)], for𝑉 −→ ∞.

Here, 𝑉 denotes the macroscopic volume and 𝐸 has units of energy in real space. Then,

we can express the delta function in terms of a surface integral,

𝑁 (𝐸) = 1

2𝜋3

∑︁

𝑛

∫

𝑆 (𝐸)

𝑑2𝑘

∇𝒌𝐸𝑛 (𝒌)
, (2.137)

where 𝑆 (𝐸) is the surface in reciprocal space that is defined by the solution of 𝐸 = 𝐸𝑛 (𝒌)
with respect to 𝒌; ∇𝒌𝐸𝑛 (𝒌) is given by

∇𝒌𝐸𝑛 (𝒌) =
𝜕𝐸𝑛 (𝒌)
𝜕𝑘 (𝒌) 𝒏(𝒌), (2.138)

where 𝒏 is the unit vector with a direction perpendicular to 𝐸𝑛 (𝒌) = 𝐸. Generally, the
shapes of DOS curves are predictable from the band structure. Besides, the flatter the

band, the greater the DOS at the energy.

2.4.2 Basis set

In simulations of periodic solids, different families of basis have been developed to expand

the electronic wavefunctions. The choice of basis is of paramount importance because it
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determines not only the numerical accuracy but also the computational cost of electronic

methods. In the following, we will introduce the most common basis sets with brief

comments.

Plane Wave

Bloch’s theorem states that each electronic wavefunction in a periodic solid takes the

form of a plane wave modulated by a periodic function (see Eq. (2.131)). The periodic

function can be expanded in a set of plane waves, whose wave vectors are reciprocal

lattice vectors of the crystal 𝑮:[180]

𝜇𝑛𝒌 =

∑︁

𝑮

𝐶𝑛,𝑮𝑒
𝑖𝑮𝒓 , (2.139)

where𝐶𝑛,𝑮 are the expansion coefficients. Accordingly, each wavefunction can be written

as a sum of plane waves

𝜓𝑛𝒌 =

∑︁

𝑮

𝑐𝑛,𝒌+𝑮𝑒
𝑖 (𝒌+𝑮)𝒓 . (2.140)

Theoretically, we can use an infinite plane wave basis set to expand the electronic

wavefunction. But it turns out that the coefficients 𝑐𝑛,𝒌+𝑮 with small kinetic energy are

more important for the plane waves than those with large kinetic energy.[180] Thus,

in practice, we truncate the plane wave basis set and consider the corresponding plane

wave only when its kinetic energy is smaller than a certain cutoff energy 𝐸cut,

1

2
|𝒌 + 𝑮 |2 ≤ 𝐸cut. (2.141)

In practical calculations, a key issue in the plane wave method is the choice of the cutoff

energy. This parameter is usually determined by testing the convergence of quantities

of interest, such as the energy, the electron density, or the forces and stresses. We also

have to note that a larger cut-off will lead to more accurate results, but at the price of

increasing the computational cost significantly.

A built-in advantage of the plane wave method is its independence with respect to the

atomic position and species, and therefore, it does not suffer from basis set superposition

errors.[181] But the wavefunctions of valence electrons, which oscillate rapidly in the core

region in order to satisfy the orthogonality constraint, require a large number of plane

waves. Therefore, the plane wave method is used in combination with pseudopotentials

or the projected-augmented wave method.

Augmented plane wave

The wavefunctions exhibit different manners in the different regions of space. In the

bonding region, it is smooth, while in the core region, it displays rapid oscillations.
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Figure 2.8: Schematic representation of PAW.[186] The all electron wavefunction𝜓𝑛𝒌 is the sum
of a smooth auxiliary function𝜓𝑛𝒌 and correction term. 𝑟𝑎𝑐 is the cutoff radii.

Augmented plane wave (APW) is another family of basis sets to deal with the rapidly

varying oscillation near the nuclei. This method is first proposed by Slater in 1937.[182]

Thereafter, several methods are developed on the basis of projector augmented wave

(PAW) to get rid of the energy dependency, such as the linearized augmented plane wave

(LAPW)[183] and linearized augmented plane wave with local orbitals (LAPW+lo).[184,

185] In the APW method, the real space is partitioned into two different types of region,

namely (1) muffin-tins sphere𝛺1, which is centered around each nucleus 𝑎; (2) interstitial

regions 𝛺2 between these spheres. In the 𝛺1, the potential is assumed to be spherically

symmetric. The APW consist of

𝜓𝑮 (𝒌, 𝒓) =




𝑒𝑖 (𝒌+𝑮)𝒓 , r ∈ 𝛺1,
∑︁

𝑙𝑚

𝑎
𝜇𝑮

𝐿
(𝒌)𝜇𝑙 (𝑟 𝜇, 𝐸)𝑌𝐿 (𝒓 𝜇), r ∈ 𝛺2,

(2.142)

where 𝐿 is short for the quantum numbers 𝑙𝑚; 𝜇𝑙 (𝑟 𝜇, 𝐸) is the numerical solution to the

radial Schrödinger equation at the energy 𝐸; 𝑎
𝜇𝑮

𝐿
are coefficient determined from the

requirement that the wavefunctions are continuous at the boundary of the muffin-tins

spheres.

Pseudopotentials

As we discussed before, the plane wave method needs a large number of plane waves

to describe the rapid oscillations of the wavefunctions of the valence electrons. We

know that most physical properties of solids depend on the valence electrons rather than

core electrons. The pseudopotential approximation employs the screening effects of the
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core electrons on the valence electrons to replace the nuclear potential with a weaker

potential.[187, 188] Outside the core region, the pseudopotential is identical with the full

electron potential. In the core region, the functions are smooth and nodeless and thus,

they only require a small basis set.

The PAWmethod is an extension of the augmented wave method and the pseudopotential

approximation.[189] The basic idea of PAW is to express the all-electron wavefunction

𝜓𝑛𝒌 for the 𝒌 vector and band index 𝑛 as the sum of a smooth auxiliary function𝜓𝑛𝒌 and

correction term, which contains the oscillation behavior in the core region:

𝜓𝑛𝒌 (𝑟 ) = 𝜓𝑛𝒌 (𝑟 ) +
∑︁

𝑎

(
𝜓𝑎𝑛𝒌 (𝑟 ) −𝜓

𝑎
𝑛𝒌 (𝑟 )

)
, (2.143)

where 𝑎 is the atom index; 𝜓𝑎
𝑛𝒌

(𝑟 ) and𝜓𝑎
𝑛𝒌

(𝑟 ) are the atom-centered hard and smooth

auxiliary wavefunction, respectively. The connection between𝜓𝑛𝒌 and𝜓𝑛𝒌 is established

by a linear transformation T̂ ,

|𝜓𝑛𝒌⟩ = T̂
���𝜓𝑛,𝒌

〉
. (2.144)

The corresponding schematic representation of PAW is displayed in Figure 2.8.

2.4.3 2D systems

In the previous section, we talked about the periodic boundary conditions and plane

wave method, which have been proven to be an effective way to calculate the properties

of the bulk employing the translational symmetry of infinite crystal solid. In the last few

decades, increasing interest has been developed in systems with reduced dimensionality

like 2D systems. From a theory point of view, although 2D systems are periodic along

only two dimensions, we still apply the 3D periodic boundary conditions to 2D systems

in calculations. This is because it requires special implementation and is not practical if

we work in the plane wave basis in the periodic direction and a real space basis with zero

boundary conditions in the non-periodic direction. But since the vanishing of electron

density along the non-periodic direction, the wave functions and other properties of

2D systems will be different in the non-periodic direction. For example, the Eq. (2.131)

of 2D systems in Bloch’s theorem can be re-written as (we assume the 𝑧 direction is

non-periodic),

𝜓𝑛𝒌∥ = 𝜇𝑛𝒌∥ (𝒓 ∥, 𝑧)𝑒𝑖𝒌∥𝒓∥ , (2.145)

where 𝒌 ∥ is the wave vector in the two-dimensional Brillouin zone. For GW calcula-

tion of 2D materials performed with periodic boundary conditions in the out-of-plane

direction, the direct use of Eq. (2.80) will lead to significant over-screening due to the

long-range interaction between the repeated images. One method to solve this problem

is to apply a large vacuum in the out-of-plane direction. But the number of basis sets

and computational cost will increase greatly as the thickness of the vacuum increases.
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Figure 2.9: (a) The calculated QP band gap of the 2H-MoS2 monolayer as a function of vacuum
thickness with bare Coulomb potential (∼ 1/𝑟 ). Results with 2D truncation are also shown
(dashed line). All calculations are performed with PBE functional, 18×18×1 k-points sampling
and 50 eV G0W0 self-energy. (b) Illustration of the interaction with artificial images introduced
by the truncated Coulomb potential. The vacuum thickness (𝑙 ), the length of the unit cell (𝐿) and
thickness of the 2H-MoS2 (ℎ) monolayer are also marked (𝐿 = ℎ + 𝑙 ). The region with a width of
ℎ contains the non-vanishing density.

One effective way for this problem is to generate a truncated Coulomb potential. For

low-dimensional materials, we can define a screening region 𝛺 , where[190]

𝜈𝐶 (𝑟 ) =




1

𝒓
, r ∈ 𝛺,

0, r ∉ 𝛺.
(2.146)

The choice of𝛺 is suggested by symmetry considerations. For example, it has a spherical-

shaped region for 0D systems, a cylindrical-shaped region for 1D systems and a box-

shaped region for 2D systems. For 2D systems, the Coulomb potential is truncated in the

out-of-plane direction in the real space[191, 192]

𝜈2𝐷𝐶 (𝑟 ; 𝑟 ′) =
𝜃 ( 𝐿

2
−|𝑟 ′𝑧 − 𝑟𝑧 |)√︃

(𝒓 ′|| − 𝒓 ||)2 + (𝑟 ′𝑧 − 𝑟𝑧)2
, (2.147)

where 𝐿 is the length of the finite unit cell in the 𝑧 direction and the 𝐿/2 is set as the
truncation length. Using the Fourier transform, we can get the following equation in

reciprocal space

𝜈2𝐷𝑮 (𝒒 ||) =
4𝜋

|𝒒 || + 𝑮 |2
[
1 − 𝑒−|𝒒 ||+𝑮 || |𝐿/2cos(𝐺𝑧𝐿/2)

]
, (2.148)
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with 𝒒-point grid in the in-plane Brillouin zone. When 𝑮 = 0, the truncated Coulomb

potential reduces to

𝜈2𝐷0 (𝒒) = 4𝜋

|𝒒 |2 (1 − 𝑒
−|𝒒 |𝐿/2) . (2.149)

It is similar to the usual untruncated 3D Coulomb potential 𝜈 (𝒒) = 4𝜋/𝒒2 for |𝑞 || +
𝐺 || |𝐿/2 ≫ 1 in the small wavelength limit.

To better illustrate the importance of the truncated Coulomb potential, here we use

2H-MoS2 monolayer as an example. The calculated QP band gaps as a function of the

vacuum thickness 𝑙 without truncated Coulomb potential are displayed in Figure 2.9. The

vacuum thickness 𝑙 , the length of the unit cell (𝐿) and the thickness of studied system

are related by 𝐿 = ℎ + 𝑙 . It is clear that the bare Coulomb interaction gives a very slow

convergence with respect to the vacuum thickness. In up to 30 Å vacuum space, the QP

band gap of 2H-MoS2 tends to converge if no truncation is applied, whereas we can get

converged results with 8 Å vacuum in the presence of the truncated Coulomb potential.

Our results indicate that the employment of a truncated Coulomb potential allows us to

achieve faster convergence and at the same time eliminate the interaction between the

repeated images along the non-periodic direction. But the largest disadvantage of this

method is that the truncation length limits the range of the GW interaction inside the

material and in the two directions parallel to the surface. It means that the length of the

unit cell should satisfy (refer to Figure 2.9),

𝐿 > 2ℎ, (2.150)

which increases the computation time again for thicker systems.

Macroscopic dielectric function

In the previous section, what we derived was the microscopic dielectric function which

differs from the optical measurement (known as the macroscopic dielectric function).

This is because the macroscopic quantities are measured on a macroscopic scale, which

is slowly varying over the atomic length scale; while the microscopic quantities include

the contribution from electrons in all regions of the cell and change rapidly over the

unit cell. In other words, the result of optical measurement is an average over a large

area of a material. Therefore, we need to calculate the averaged dielectric function, i.e.

macroscopic dielectric function, on the basis of the microscopic one. The macroscopic

component of the dielectric function corresponds to evaluating the 𝑮 = 𝑮 ′ = 0 of the

microscopic dielectric function since the interaction potential from the light can be

assumed to be constant for the size of the unit cell. In addition, the microscopic details

of the dielectric function are obtained from the off-diagonal elements of the dielectric

matrix, and therefore the macroscopic dielectric function is defined by 1 over the inverse
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Figure 2.10: The imaginary parts of the dielectric function for monolayer MoS2 without (RPA)
and with (BSE) excitonic effect, respectively. The experimental absorption spectrum for MoS2 is
extracted from Ref [193]. The electronic band gap (𝐸ele) of MoS2 is also shown.

microscopic dielectric function with 𝑮 = 𝑮 ′ = 0:

𝜖𝑀 (𝒒, 𝜔) = 1

𝜖−1
00
(𝒒, 𝜔)

. (2.151)

In general, the dielectric function consists of a real part (𝜖1) and an imaginary part

(𝜖2); 𝜖 = 𝜖1 + 𝑖𝜖2. From the view of classical electrostatics, the real part is related to

the reflectance of the material; the imaginary part is related to the absorbance of the

material which is proportional to the polarisability of the material and in the optical limit

in reciprocal space takes the form[194, 195]

ABS(𝒒 −→ 0, 𝜔) = −4𝜋 lim
𝒒−→0

[
1

𝒒2
Im𝑃 (𝒒, 𝜔)

]
. (2.152)

By taking the imaginary part of Eq. (2.108) in reciprocal space, we can get

Im𝜖𝑮𝑮′ (𝒒, 𝜔) = 𝜈 (𝒒)Im𝑃𝑮𝑮′ (𝒒, 𝜔) . (2.153)

In 3D system, the Coulomb interaction 𝜈 (𝒒) scales as 4𝜋/𝒒2 and thus by inserting the

above equation into Eq. (2.152), one obtains the optical absorption through

ABS3𝐷 (𝒒 −→ 0, 𝜔) = lim
𝒒−→0

[Im𝜖𝑀 (𝒒, 𝜔)] = lim
𝒒−→0

[
Im

1

𝜖−1
00
(𝒒, 𝜔)

]
. (2.154)

But for the 2D systems, the Coulomb interaction is scaled to 1/𝒒 and therefore, we can

not use the above equation to get the optical absorption. But if we consider Eq. (2.103) in
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reciprocal space, irreducible polarisability 𝑃 can be isolated by

𝑃 (𝒒, 𝜔) = 𝜒 (𝒒, 𝜔) (1 + 𝜈 (𝒒)𝜒 (𝒒, 𝜔))−1. (2.155)

In all dimensions the density response function 𝜒 scales as 𝒒2 in the optical limit, which

means that 𝜈 (𝒒 ||)𝜒 (𝒒 ||, 𝜔) ∼ 𝒒 || . Accordingly, the optical absorption of 2D systems can

be defined from the macroscopic density response function:

ABS2𝐷 (𝒒 −→ 0, 𝜔) = −4𝜋 lim
𝒒 ||−→0

[

Im
1

𝒒2||
𝜒00(𝒒 ||, 𝜔)

]

. (2.156)

Here we use the MoS2 monolayer as an example and the corresponding optical absorption

spectra with and without excitonic effect are displayed in Figure 2.10. One can see the

spectrum is completely different when including excitons and the onset of the absorption

is lower than the electronic energy gap 𝐸ele. From the BSE results, we can distinguish

several peaks. The peaks A and B are located at 1.76 and 1.91 eV, respectively, associating

with the direct transitions from the spin-orbit split valence bands to the conduction

bands (about spin-orbit splitting, readers can read Ref [196]). These results agree well

with the experimental observations.[193] Overall, the excitonic effects are crucial for the

description of optical properties of materials.

2.4.4 Excitons

Excitons are hydrogen-like bound states of a negatively charged electron and a positively

charged hole. In excitons, the electron and hole are attracted to each other by the

electrostatic Coulomb force. The attractive interaction that an excited electron feels from

the hole it left behind is also called excitonic binding energy. The binding energy of

excitons (𝐸𝑏 ) can be calculated by

𝐸𝑏 = 𝐸ele − 𝐸opt (2.157)

Depending on the strength of Coulomb interaction and dielectric constant, excitons

are divided into three types which are Frenkel excitons, charge-transfer excitons and

Wannier-Mott excitons (see Figure 2.11). In solids with small dielectric constant, such as

ionic crystals and organic molecule semiconductors composed of aromatic molecules,

the Frenkel and charge-transfer excitons are typical. In the case of Frenkel excitons, the

electron and hole are located on the same molecules and therefore, they have a radius

comparable to the interatomic distance. Such localized excitons are tightly bounded with

the exciton binding energy on the order of 0.1∼1.0 eV. Regarding the charge-transfer exci-
tons, the electron-hole pair is typically located on the nearest or next nearest molecules,

which in its lowest-energy variation has an electron-hole separation of one molecule.

50



Periodic systems Section 2.4

Figure 2.11: Schematic of three types of excitons: (a) Frenkel exciton, (b) charge-transfer exciton
and (c) Wannier-Mott exciton.

The charge-transfer excitons may occur in systems with an alternating structure of two

types of molecules, but also in crystals with just one type of molecule.[197]

In inorganic semiconductors, the lowest-lying electronic excitations are Wannier-Mott

excitons. Due to the large dielectric screening in inorganic semiconductors, the electron-

hole interaction is effectively screened by the dielectric environment, resulting in a

delocalized exciton with a radius much larger than the lattice space (Figure 2.11). The

corresponding binding energy is on the order of 0.1 eV, which is much smaller than those

of their organic counterparts. But when the dimension of the inorganic semiconductor

converts from 3D to 2D, the electronic Coulomb screening is dramatically reduced. As

a consequence, the dielectric constant 𝜖 can fall to 1 from 𝜖 ≫ 1 in conventional bulk

materials. The reduced dielectric screening further enhances exciton binding energy in

2Dmaterials. Generally, the binding energies of the strongly bound excitons in atomically

thin 2D materials are on the order of 0.1∼1.0 eV.[198] For example, the excitonic binding

energy of the 2H-MoS2 monolayer is up to 0.57 eV.[35]

When the dimension of a material degrades from bulk to 2D, the types of excitons experi-

ence a boom. As shown in Figure 2.12, the different types of excitons can be observed in

the low-dimensional materials. Neutral excitons can be bright or dark.[199, 200] A bright

exciton forms when a single photon is absorbed. Concerning dark excitons, the electron

and hole are connected by an optically forbidden transition, namely spin-forbidden or

momentum-forbidden states. This suggests that the electron does not reach the con-

duction band through photon absorption alone and it also needed phonon scattering.

Therefore, the dark excitons have relatively long radiative lifetimes. When an electron

or a hole is bound to a neutral exciton, trions can be formed, which are also called

charged excitons.[40, 200] Since the trion is the three-particle bound state, it has an

extra charge and nonzero spin, which has been of strong interest especially in the field

of spin manipulation. After photo-excitation of the heterostructure (possess a type-II

band alignment), holes or electrons can tunnel to the other layer forming interlayer

excitons. A typical example is the TMDCs vdW heterostructure, such as WS2/WSe2,[201,
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Figure 2.12: Schematic of different types of excitons in the low-dimensional materials: (a) bright
and dark excitons, (b) positive and negative trions and (c) interlayer exciton. In dark excitons
with spin-forbidden state, electron and hole have opposite spin; with momentum-forbidden state,
electron and hole are located at different valleys in the momentum space.

202] MoS2/MoSe2,[203, 204] MoS2/WS2,[205, 206] MoS2/WSe2 [207, 208]with the binding

energy of interlayer excitons ranging from ∼0.1 to ∼1.6 eV.[209] In addition to above-

mentioned intralayer excitons in bilayer, interlayer excitons can also be form in three or

few-layer 2D materials, such as MoS2/MoSe2/MoS2.[210]
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Modulating Electronic and Optical Properties

of Monolayered MoS2 by Covalent Mono- and

Bisfunctionalization²

Kangli Wang,∗ Marco Kapitzke, Lauren Green and Beate Paulus

By employing őrst-principles simulations, we present theoretical predictions regarding the modiőcation

of structural, electronic and optical properties of 2H- and 1T’-MoS2 monolayers by covalent mono-

and bisfunctionalization. Speciőcally, non-aromatic groups (-F, -NH2, -CH3, -CH2CH2CN and -

CH2CH2OH) and aromatic (-Ph, -PhNO2 and PhOH) groups are utilized for monofunctionalization,

and -F/-NH2, -NH2/-CH3 and -CH3/-Ph for bisfunctionalization. The stability of functionalized

2H- and 1T’-MoS2 monolayers mainly depends on the bonded groups and their surface coverage.

In particular, the mixed bisfunctionalization with -F/-CH3 and -NH2/-CH3 groups enhances the

stability of 2H-MoS2 through the formation of intermolecular hydrogen bonds. Both 2H- and 1T’-

MoS2 can serve not only as electron donors, but also as electron acceptors, subject to the charge

transfer behavior of the attached groups. Furthermore, mono- and bisfunctionalization are predicted

to be efficient approaches to control the electronic band gaps in 2H- and 1T’-MoS2, where the

corresponding values can be tuned by varying the coverage of the absorbed groups. At the same

time, the choice of the chemical groups and their coverage also effectively determines the optical

adsorption range and intensity. Therefore, our work shows that chemical functionalization of 2D

materials with varying coverage can be an important approach to extend the scope of 2D materials

in speciőc electronic and optoelectronic applications.

1 Introduction

Monolayered MoS2 is one of the most common transition metal
dichalcogenides (TMDCs) and finds a range of promising applica-
tions such as photodetectors1±3, advanced catalysts4,5, gas sen-
sors6,7, batteries8,9 and solar cells10,11 due to its unique features
and excellent tunability of the electronic properties. Depending
on the arrangement of S atoms on both sides of Mo atoms, the
MoS2 monolayer has either of the three polytypic structures: the
2H, 1T and 1T’ (distorted 1T) phases.12±15 The Mo atom in the
2H and 1T phases is coordinated by six S atoms in an octahedral
and trigonal prismatic arrangement, respectively. Generally, 1T
phase is unstable under free-standing conditions and can be eas-
ily converted into the meta stable 1T’ phase that consists of zigzag
Mo chains. Owing to the different localization behaviors of the d-
band in Mo,16 2H-MoS2 is a semiconductor with a sizeable band
gap and a photoluminophore, whereas 1T-MoS2 exhibits metallic
character without photoluminescence.1,2,14±16 Interestingly, the
1T and 2H phases can also coexist in the same MoS2 monolayer,17

thereby allowing low contact resistance and holding high catalytic

Institut für Chemie und Biochemie, Freie Universität Berlin, 14195 Berlin, Germany;

E-mail: klwang0329@zedat.fu-berlin.de

² Electronic Supplementary Information (ESI) available. See DOI: 00.0000/000.

activity.18,19

To further improve the applicability of TMDCs in diverse fields,
many methods have been developed to tune their properties,
such as adsorption of gas molecules20±22 and strain engineer-
ing23,24. Among them, covalent functionalization offers the most
compelling route. Since the basal plane of 1T-MoS2 is sensitive
to functionalization, chemically exfoliated MoS2 can react with
phenyl diazonium salts25,26 or organohalides (-I or -Br)27,28 to
form new S-Mo bonds. Although 2H-MoS2 has a relatively in-
ert basal plane, it is reported to be covalently functionalized by
bonding through sulfur defects,29±31 coordinating to metal com-
plexes,32 reacting with aryl diazonium33 and thiolate salts34 as
well as maleimide derivatives.35 More impressively, a bisfunction-
alized MoS2 hybrid structure bearing both alkyl and aryl groups
has been recently demonstrated.36 On the other hand, the cov-
erage of functional groups achieved after functionalization varies
from 10% to 70%, depending on different methods and condi-
tions.25,27,33,36,37 Given these experimental results, a theoreti-
cal perspective on how covalent functionalization alters the elec-
tronic and optical properties of 2H- and 1T-MoS2 (or 1T’-MoS2) is
desirable. However, previous computational studies mainly focus
on the monofunctionalization with small groups (-H, -O, -SH, -
NH2, -CH3),38±41 while monofunctionalization with large groups
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Fig. 1 Schematic representation of mono- and bisfunctionalization con-

sidered in this work.

as well as bisfunctionalization is far less explored.42,43

In this work, we aim to give a comprehensive understanding to-
wards the two-sided covalent functionalization of monolayered
2H- and 1T’-MoS2. We do not consider the functionalized T phase
as this structure evolves to the T’ phase upon structural optimiza-
tion. Non-aromatic groups (-F, -NH2, -CH3, -CH2CH2CN and -
CH2CH2OH) and aromatic groups (-Ph, -PhNO2 and PhOH) are
applied to monofunctionalize 2H- and 1T’-MoS2. Furthermore,
bisfunctionalization of MoS2 is also considered in this study, in-
cluding mixed bisfunctionalization (m-F/-NH2, m-NH2/-CH3 and
m-CH3/-Ph) where each group is bonded to both sides of the
MoS2 monolayer and separate bisfunctionalization (s-F/-NH2, s-
NH2/-CH3 and s-CH3/-Ph) where each side of the monolayer is
uniquely functionalized by a specie as illustrated in Fig. 1. It
is well known that density functional theory (DFT) alone is ill-
equipped to describe the electronic band structure, especially
when predicting the size of the band gap for semiconductors
or insulators. To accurately model the electronic band structure
and optical absorption, we employ the GW (Green’s function (G)
and screened Coulomb (W) potential) approximation within the
framework of many-body perturbation theory and Bethe-Salpeter
equation based on the DFT method (DFT-GW-BSE)44±47. This
method includes self-energy and excitonic effects, and thus has
been successfully applied to a wide variety of materials.48±51

2 Computational details

All of the calculations are performed with the GPAW code52.
The structure is relaxed until all forces are below 0.01 eV/Å
using the Perdew-Burke-Ernzerhof (PBE) exchange-correlation
functional53 with 450 eV plane wave cutoff, and more than 15
Å between periodically repeated layers. A 4×4 supercell (con-
tains 32 adsorption sites) is considered to bond with 2, 4, . . . ,
14 groups corresponding to the functionalized coverages vary-
ing from 6.25% to 43.75%; a 2×2 supercell with 2 groups corre-
sponds to a 50% coverage. A Γ-centered Monkhorst-Pack k-grid
scheme of 6×6×1 and 12×12×1 are used for 4×4 and 2×2 su-
percells, respectively. The charge transfer between the group and
the substrate is discussed by means of Bader analysis.54

The DFT-GW-BSE calculations are performed according to follow-
ing protocol. Firstly, standard Kohn-Sham DFT calculations are
performed to obtain the ground state Kohn-Sham orbitals. The
same parameters as for the structural relaxation calculations are
adopted. Then, non-self-consistent G0W0 is employed to calculate
the quasiparticle (QP) band structures, which involves the calcu-
lation of QP energy using the input DFT orbitals. To avoid spu-
rious interactions between neighboring supercells, a 2D Coulomb

truncation is applied with 8 Å vacuum ensuring the convergence
of the QP band gap. The dielectric matrix and correlation self-
energy is evaluated using a cutoff of 50 eV on a nonlinear grid
with ∆ω0 = 0.25 eV frequency spacing. At ω2 = 10 eV, this spac-
ing increases to 2∆ω0. Finally, the BSE spectrum is obtained by
applying the Tamm-Dancoff approximation.55,56 The 24 highest
valence and 48 lowest conduction bands are utilized as a basis for
excitonic eigenstates, which is enough to attain converged optical
absorption spectrum. A Lorentzian broadening of 0.05 eV is em-
ployed for all the optical calculations. The convergence tests for
the DFT-GW-BSE treatment are in Supporting Information (see
Fig. S1).

3 Results and discussion

Average binding energy. We first employ DFT to determine the
most favorable adsorption sites and calculate the thermodynamic
stability of the functionalized MoS2 monolayer by computing the
average binding energy per group as a function of the adsorbate
coverages:

∆E = (Etot −EMoS2
−nEgroup)/n, (1)

where Etot is the total energy of functionalized MoS2, EMoS2
is the

energy of the pristine 2H- or 1T’-MoS2 monolayer, Egroup is the
energy of the isolated group and n is the number of groups that
are added. A more negative binding energy indicates a stronger
preference of the structure, while a positive value of the binding
energy implies an unstable structure. The optimized structures
for monofunctionalized MoS2 at 6.25% coverage and bisfunction-
alized MoS2 at 12.5% coverage are presented in Fig. 2. The
obtained average binding energies as a function of coverages are
plotted in Fig. 3. As depicted in Fig. 3(a) and (c), at low coverage
up to 25%, the average binding energy of each group on the func-
tionalized 2H-MoS2 system slightly decrease with the increase of
coverage for most of the studied functionalizations. This indicates
that the adsorbed group can act as an anchor, boosting further
functionalization of 2H-MoS2. When the coverage exceeds 25%,
the computed binding energies of all systems become more posi-
tive as the coverage grows, suggesting that high coverage of 2H-
MoS2 is unfavorable due to the repulsive interaction between the
adsorbed species. At high coverage, the 2H phase functionalized
by -NH2 and s-NH3/-CH3 tends to release NH3 gas and therefore
a stable covalent functionalization of 2H phase is not possible.
However, mixed bisfunctionalization can promote the formation
of intermolecular hydrogen bonds and thereby improves their sta-
bility as the coverage increases, such as m-F/-CH3 and m-NH2/-
CH3. In comparison to other groups, the average binding energy
of -CH2CH2CN and -CH2CH2OH on the basal surface of 2H-MoS2

is rather more positive and the Mo-C bond length is more than
1.91 Å. This is attributed to the stereostructures of -CH2CH2CN
and -CH2CH2OH that weaken the interaction between the chem-
ical adsorbate and 2H-MoS2.
Fig. 3(b) and (d) illustrate the average binding energy of the
functionalized 1T’-MoS2 at varying coverage. For the 1T’ phase,
the average binding energy of each system reaches a minimum
at 12.5% coverage, which is smaller than that of 2H-MoS2. Fur-
thermore, a considerable stability range of the functionalized 1T’
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Fig. 2 Ball-and-stick model of the optimized structures of the monofunctionalized (6.25% coverage) and bisfunctionalized (12.5% coverage) 2H- and

1T’-MoS2 by different groups (side and perspective views). The hydrogen, carbon, nitrogen, oxygen, ŕuorine, sulfur and molybdenum are in color

white, gray, blue, red, green, yellow and turquoise, respectively.

phase can be noticed, exhibiting a negative average binding en-
ergy even at 50% coverage. This suggests the possibility of high
functional group coverage of functionalized 1T’-MoS2, which is
consistent with previous experimental observations.37 In addi-
tion, the average binding energy of 1T’-MoS2 is much smaller
than that of 2H-MoS2 for any given coverage, indicating that the
reaction of chemical functionalization of the 1T’ phase is thermo-
dynamically more favorable. This is attributed to the well-paired
electrons in 2H-MoS2, whereas the electronic states around the
Fermi level are only partially filled in 1T’-MoS2.39

By comparing the total energy between 2H- and 1T’-MoS2, we
investigate the phase stability (see Fig. S3). At low coverage,
the functionalized 2H phase is more energetically stable regard-
less of mono- or bisfunctionalization. As the coverage increases,
the energy difference becomes smaller. In particular, at high cov-
erage, the functionalized 1T’ phase is more stable than 2H case.
This indicates that the selective tuning of the coverage of covalent
functionalization enables the phase transformation of MoS2.

To gain an insight into the bonding nature of the considered
systems, we further execute the Bader charge analysis to inves-

tigate the charge transfer between the MoS2 monolayer and the
attached groups. The corresponding results are displayed in Fig.
S4. When -F, -NH2, m-F/-CH3 and s-F/-CH3 are bonded to the
surface of both 2H- and 1T’-MoS2, the electron is transferred to
the groups from the substrate which acts as an electron-donor. In
contrast, an inverted electron flow can be recognized for other
functional groups, for instance -CH3, -CH2CH2CN, -CH2CH2OH,
-Ph, -PhNO2 and -PhOH. Here the substrate gains electrons de-
spite bare MoS2 is an n-type semiconductor. The direction of
charge transfer exhibits a clear dependence on the electron do-
nating or withdrawing ability of the adsorbed species. Correlation
of the binding energy with the electron donating or withdrawing
properties of the functional group shows that when the 2H- or
1T’-MoS2 serves as an electron-donor, the average binding energy
becomes more negative for strongly electron-withdrawing groups
(-F vs -NH2). It implies that the stronger electron-withdrawing ef-
fect could enhance the stability of the functionalized MoS2 mono-
layer in this case. On the other hand, the attached groups with
a stronger electron donating-ability show more negative binding
energies, advocating that MoS2 monolayers are more stable un-
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Fig. 3 Average binding energy as a function of the group coverage with respect to the 2H-MoS2 and 1T’-MoS2 monolayers.

der this condition. Examples include the monofunctionalization
with -CH2CH2OH vs -CH2CH2CN or -PhOH vs -PhNO2.
For bisfunctionalized 2H- and 1T’-MoS2, the average binding en-
ergy can be compared to that of the corresponding monofunction-
alized case. In particular, when -F and -CH3 are functionalized
separately on both sides of 2H-MoS2, the average binding energy
is more negative than the average between the two corresponding
monofunctionalized 2H-MoS2. This is because the cooperative ef-
fect of electron withdrawing and donating groups could promote
the charge transfer and consequently enhances its stability. In-
triguingly, the average binding energy for the 1T’-MoS2 in the
case is almost equal to the monofunctionalized ones. This is at-
tributed to the distorted octahedral structure and non-equivalent
S atoms of 1T’-MoS2, which attenuates this cooperative effect.
Concerning the mixed bisfunctionalization with -F and -CH3, this
combined effect is offset for both 2H- and 1T’-MoS2. As for the
bisfunctionaliation of -CH3 and -Ph including the separate and
mixed functionalization, the average binding energy is also close
to average between the two corresponding monofunctionalized
MoS2 because both of these two groups tend to donate elec-
trons to the substrate. In summary, the investigation of the av-
erage binding energy reveals that the coverage, stereostructure
and electron doping of the groups drive the stability of both func-
tionalized 2H- and 1T’-MoS2 monolayers.
Electronic properties. To provide a benchmark for our compu-

tational scheme, we initially apply the DFT-GW-BSE method to
the bare MoS2 monolayer. The calculated electronic band gaps
with the DFT method at PBE level are 1.65 eV and 0.04 eV for
2H- and 1T’-MoS2, respectively, whereas the self-energy correc-
tion considered in G0W0 method opens the band gaps to 2.51 eV
and 0.08 eV, respectively. The G0W0 results are consistent with re-
ported experimental values of 2.50 eV and 0.08 eV for 2H-MoS2

and 1T’-MoS2, respectively.57,58 Next, we turn our attention to
the functionalized 2H- and 1T’-MoS2 monolayers. Fig. 4 depicts
the variation of the electronic band gaps calculated by the G0W0

method with different adsorbates and coverages. The correspond-
ing DFT results are presented in Fig. S5. At 6.25% coverage, the
monofunctionalized and bisfunctionalized 2H-MoS2 display semi-
conducting characteristics with varying QP band gaps from 0.99
eV to 2.22 eV for the considered systems. The reduced band gap is
associated with the donor or acceptor state inside the gap of bare
2H-MoS2 (see Fig. S6). The introduced state primarily originates
from the Mo 4d band with additional contributions from the 3p

orbitals of S and the sp orbitals of the adsorbate. This suggests
that the 4d of Mo atoms will make a main contribution to the elec-
tronic transport in all cases although groups bind directly to the
S atoms of MoS2. As adsorbate coverage increases from 12.5%
to 25%, the band gap tends to decrease. At even higher cover-
age (31.25%-50%), the band gap fluctuates, except in the case
of -NH2/CH3 and -F/CH3. We note that the band gaps of both
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Fig. 4 QP band gaps as a function of the group coverages with respect to the functionalized 2H-MoS2 and 1T’-MoS2 monolayers.

mono- and bisfunctionaliation are highly sensitive to the adsorp-
tion site, which is also found in other materials.59±61 Therefore,
the modification of the band gap for mixed bisfunctionalization
of -NH2/-CH3 and -F/-CH3 differs due to the difference in adsorp-
tion sites which arises from the intermolecular hydrogen bonds.
With respect to the introduced donor or acceptor state around
the Fermi level, the contribution of both S 3p and adsorbate sp

states increases with the increase of coverage for both mono- and
bisfunctionalization, implying the influence of group coverage on
electronic transport (Fig. S6).
Compared with the 2H phase, the 1T’-MoS2 exhibits different be-
haviors after covalent functionalization. It is obvious from Fig.
4 that at 6.25% coverage, both mono- and bisfunctionalized 1T’-
MoS2 exhibit metallic character, in contrast to 2H-MoS2. As the
coverage increases, the QP band gaps first increase and then os-
cillate at high coverage. Furthermore, the variation of QP band
gaps of m-NH2/-CH3 and m-F/-CH3 displays a similar trend as
that of monofunctionalized 1T’-MoS2. This is caused by the dis-
torted structure of the 1T’ phase, which inhibits the formation of
intermolecular hydrogen bonds and thereby enables the mixed
groups to adsorb at the same or similar site with that of mono-
functionalization. This also means the interaction between the
adsorbate and the substrate in case of bisfunctionalized 1T’-MoS2

is strong. Overall, our calculations reveal that the variation in the
band gaps of both 2H- and 1T’-MoS2 provides promising results

of the utility of the chemical mono-/bisfunctionalization and cov-
erages to tune the electronic properties of 2D materials.
Optical properties. Next, we examine the optical properties of

the functionalized 2H- and 1T’-MoS2, which are crucial for MoS2-
based optoelectronic devices. As a result of the low stability at
high coverage, only low group coverages are considered. The cor-
responding optical absorption spectra of 2H phase are presented
in Fig. 5. Compared to bare 2H-MoS2, the optical absorption
upon mono- and bisfunctionalization is red-shifted at 6.25% cov-
erage. The red-shift is attributed to the interplay of two joint
effects: (1) the reduced electronic band gap upon functionalia-
tion as we discussed above and (2) the variation of the exciton
binding energy (see Table S1). Our calculation shows that at
6.25% coverage, monofunctionalition with each group and bis-
functionalization with -NH2/-CH3 lowers the excitonic binding
energy slightly; whereas the bisfunctionaliation with -F/-CH3 or
-CH3/-Ph tends to strengthen the Coulomb interaction between
the electron and hole of an exciton, promoting the formation of
tight excitonic states. As the reduction of the electronic band
gap is dominant upon functionalization, the optical spectrum is
strongly red-shifted and the absorbance is enhanced in the 0−2
eV regime. It is worth mentioning that the optical band gap varies
significantly from 0.18 eV to 1.49 eV at 6.25% coverage, indicat-
ing the high sensitivity of optical properties of 2H phase towards
the different groups. As coverage increases to 18.75%, the overall
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Fig. 5 Optical absorption spectra of the functionalized 2H-MoS2 monolayer.

optical absorbance for each functionalization remains red-shifted
with a reduced optical band gap. At the same time, the intensity
of the optical absorption is remarkably enhanced, especially in
the spectral range of 0−1 eV.
In the case of 1T’-MoS2, we observe an obvious blue-shift of the
optical spectrum and an increase in optical absorption as the cov-
erage increases from 6.25% to 18.75% (see Fig. S7), which can be
explained by the opening of the electronic band gap of 1T’-MoS2

upon functionalization. Our study regarding the optical proper-
ties of the functionalized MoS2 offers the prospect of artificially
tuning the optical properties of MoS2 by controlling the type and
coverage of the functional groups.

4 Conclusion

In this work, we systemically study the stability, electronic band
gap and optical absorption spectrum of both chemically function-
alized 2H- and 1T’-MoS2 for various adsorbates by means of the
DFT-GW-BSE method. The chemical groups studied include -F, -

NH2, -CH3, -CH2CH2CN, -CH2CH2OH, -Ph, -PhNO2 and PhOH for
monofunctionalization and m-F-CH3, m-NH2-CH3, m-CH3-Ph, s-
F-CH3, s-NH2-CH3 and s-CH3-Ph for bisfunctionalization. We find
when no intermolecular interaction is observed, the average bind-
ing energy falls at first and rises again as the coverage is elevated,
reaching a minimum at 25% and 12.5% for 2H and 1T’-MoS2, re-
spectively. The bisfunctionalization of m-F-CH3 and m-NH2-CH3

on 2H-MoS2 can promote the formation of intermolecular hydro-
gen bonds and thus improve the stability. When -F, -NH2, m-F/-
CH3 and s-F/-CH3 are attached on the surface, both of 2H- and
1T’-MoS2 serve as electron-donors; in other cases, both of 2H- and
1T’-MoS2 act as electron acceptors. At low coverage, the func-
tionalized 2H-MoS2 generally exhibits semiconducting character,
whereas the functionalized 1T’-MoS2 is predicted to be metallic;
as the coverage increases, the variation of band gaps of both 2H-
and 1T’-MoS2 shows an oscillatory behavior. The changes in the
electronic structure as well as the excitonic binding energy of the
functionalized 2H- and 1T’-MoS2 lead to strong modulations of
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their optical response with respect to the bare monolayers. In
conclusion, our work demonstrates that mono- and bisfunction-
alization of 2H- and 1T’-MoS2 are vigorous tools for tuning the
electronic and optical properties.
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Fig. S1: (a) The QP band gaps of the functionalized 2H-MoS2 with -CH3 group as a function

of vacuum thickness with 50 eV G0W0 self-energy and 12×12 k-point sampling (2×2 supercell).

(b) The QP band gaps of the functionalized 2H-MoS2 with -CH3 group as a function of k-point
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absorption spectra of the functionalized 2H-MoS2 with -CH3 group as a function of the num-

ber of valence and conduction bands with 50 eV self-energy and 8 Å vacuum thickness (2×2

supercell).

Fig. S2: Optimized structures of functionalized 2H-MoS2 and 1T’-MoS2 with various groups.

Fig. S3: Average energy difference ∆E between functionalized 2H- and 1T’-MoS2 as a func-

tion of the group coverage. Here ∆E = (E1T’−E2H)/m, where m is the number of MoS2 units,

E1T’ and E2H are the total enegry of functionalized 2H- and 1T’-MoS2 for a given coverage,

respectively. The positive ∆E indicates that functionalized 2H-MoS2 is more stable, while the

negative ∆E indicates that functionalized 1T’-MoS2 is more stable.

Fig. S4: Average Bader charge transfer ∆Q as a function of the group coverage with respect
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(Zi − QBader

i
)/n, where N is the total

number of atoms in the attached groups, Zi is the number of electrons of atom i, QBader

i
is the

Bader charge of atom i and n is the number of functional groups. A positive charge transfer

value indicates electron flow from the substrate to the functional group.
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2H-MoS2 and 1T’-MoS2 monolayers.

Fig. S6: Total density of states and the projected density of states for the functionalized (a)
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Fig. S2: Optimized structures of functionalized 2H-MoS2 and 1T’-MoS2 with various groups.
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Fig. S3: Average energy difference ∆E between functionalized 2H- and 1T’-MoS2 as a function of

the group coverage. Here ∆E = (E1T’ − E2H)/m, where m is the number of MoS2 units, E1T’ and

E2H are the total enegry of functionalized 2H- and 1T’-MoS2 for a given coverage, respectively. The

positive ∆E indicates that functionalized 2H-MoS2 is more stable, while the negative ∆E indicates

that functionalized 1T’-MoS2 is more stable.

Fig. S4: Average Bader charge transfer ∆Q as a function of the group coverage with respect to the

2H- and 1T’-MoS2 monolayers. Here ∆Q =
∑

N

i
(Zi − QBader

i
)/n, where N is the total number of

atoms in the attached groups, Zi is the number of electrons of atom i, QBader

i
is the Bader charge of

atom i and n is the number of functional groups. A positive charge transfer value indicates electron

flow from the substrate to the functional group.
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Fig. S5: DFT band gaps as a function of the group coverage with respect to the functionalized 2H-

MoS2 and 1T’-MoS2 monolayers.
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Fig. S6: Total density of states and the projected density of states for the functionalized (a) 2H-MoS2
and (b) 1T’-MoS2 calculated by PBE functional.

(a) 2H-MoS2 (b) 1T’-MoS2
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Fig. S7: Optical absorption spectra of the functionalized 1T’-MoS2 monolayer.
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Table S1: The optical band gap (Eopt) for the functionalized 2H-MoS2 at 6.25% coverage. Energies

are in eV.

2H-MoS2 -F -NH2 -CH3 -CH2CH2CN -CH2CH2OH

Eopt 1.84 1.14 0.55 0.37 0.49 0.37

Eext 0.67 0.67 0.65 0.63 0.60 0.64

-Ph -PhNO2 PhOH m-F/-NH2 m-NH2/-CH3 m-CH3/-Ph

Eopt 0.37 0.43 0.37 1.49 0.48 0.17

Eext 0.63 0.59 0.62 0.73 0.63 0.82

s-F/-NH2 s-NH2/-CH3 s-CH3/-Ph

Eopt 1.49 0.48 0.17

Eext 0.73 0.63 0.82
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4 Conclusions

In this thesis, we focused on tuning the structural, electronic and optical properties of

graphene and TMDC bymeans of stacking (paperM1), covalent functionalization (paper

M2 and paper M3), and defect doping in combination with small molecules adsorption

(paper M4 and paper M5). In the following, I will summarise and discuss the results

of each project in the order of the included papers and elucidate on the connections

between them.

Figure 4.1: Structural models and band structures of (a) graphene/Co0.5Ir0.5/Ir(111) and (b)
graphene/Ir/Co0.5Ir0.5/Ir(111). The colour scale indicates the heights measured from the first layer
of the substrate. The black rhombus marks the unit cell of the considered system. Ir and Co atoms
are shown in pink and blue, respectively.

Paper M1. In view of experimental technology, the most promising method for the

preparation of the graphene layer was the synthesis of a graphene sheet on the metallic

support via CVD. The intercalation of foreign atoms or molecules between a graphene

sheet and its substrate often affected the properties of the considered interface. However,

the study of intercalation of alloy in between graphene and substrate was still lacking.
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Hence, in this project we explored how different compositions of surface and near-surface

alloys (Co𝑥 Ir1−𝑥 , 0<𝑥<1) influenced the moiré structure, graphene-metal charge transfer,

band structure, and stability of a graphene layer on Ir(111) by DFT method, and further

compared them with the experimental results. In this work, five different stoichiometric

compositions of Co𝑥 Ir1−𝑥 alloy were considered, i.e. 𝑥 =0.00, 0.25, 0.50, 0.75 and 1.00. As

shown in Figure 4.1, the surface alloy of Co𝑥 Ir1−𝑥 on Ir(111) would remarkably enhance

the corrugation of the graphene moiré superstructure, and this trend was strengthened

with the increase of Co composition. This indicated the strong interaction between

graphene and the surface alloy, which could be further proved by our charge density

difference analysis. As a result, the Dirac cone of graphene as well as linear dispersion

of 𝑝 states was destroyed by the surface Co𝑥 Ir1−𝑥 alloy, in particular at the high Co

concentration. In contrast, the subsurface alloy of Co𝑥 Ir1−𝑥 in Ir(111) would suppress

the geometrical corrugation and this effect was rather insensitive to the 𝑥 value. This

was due to the rather weak interaction of graphene with the substrate since the subsur-

face Co-Ir alloy in Ir(111) under graphene blocked the interaction between graphene

and the Ir surface layer. Thereby the graphene layer was more quasi freestanding and

the Dirac cone was well preserved accompanied by weak 𝑝 doping. Our analysis of

stability suggested that at low Co concentration, the Co𝑥 Ir1−𝑥 alloy preferred to exist

on the subsurface underneath the gr/Ir interface bilayer to interact indirectly with the

graphene layer; whereas at high Co concentration, Co𝑥 Ir1−𝑥 alloy tended to segregate

to the surface, thereby directly bonding with the graphene monolayer. This depended

on the balance between the deformation of graphene and the interaction of graphene

with the substrate. Our results, in particular the band structures were supported by

intensive ARPES measurements, which demonstrated that, when graphene was lying on

a Co monolayer on Ir(111), the Dirac cone vanished. The formation of subsurface Co-Ir

alloy restored the presence of the Dirac cone at the Fermi level. The deeper insights

into the interplay between graphene structure and different kinds of Co𝑥 Ir1−𝑥 alloy from

this study are expected to provide a useful guide for achieving precise layer controlled

graphene growth and the design of graphene-based devices.

Paper M2. By utilizing plasma (such as CF4 and SF6) or exposing graphene to weak

fluorination agents (such as XeF2 and HF aqueous solution), fluorinated graphene could

be generated efficiently.[96, 211] Furthermore, partially fluorinated graphene has also

been synthesized.[96] Obviously, it is worthy of conducting a systematic investigation on

fluorinated graphene, including the geometric, electronic and optical properties. More-

over, the effect of fluorinated coverages on the behaviors of conductance and optical

absorption has not been explored in previous studies. Therefore, we intended to investi-

gate the electronic and optical properties of partially fluorinated graphene with various

fluorination coverages by the DFT-GW-BSE method. Our initial calculation suggested

that the two-sided fluorinated configuration was much more stable than the one-sided

ones and consequently this work mainly focused on the two-sided fluorinated graphene.
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Figure 4.2: Structural models and band structures of (a) linear fluorination pattern and (b) cluster
fluorination pattern at 16.7% coverage. C and F atoms are shown in grey and green, respectively.

Different graphene supercells, 6×1 and 3×2, were employed for two-sided fluorination,

which corresponds to the linear fluorination pattern and cluster fluorination pattern,

respectively (see Figure 4.2). Our stability analysis showed that at the low fluorinated cov-

erage, the linear fluorination pattern was energetically more favorable; as the fluorinated

coverage increased, the energy difference between the two patterns became smaller,

indicating that both patterns may occur in the synthesis at a high coverage. For both

fluorination patterns, an increase in the fluorination coverage yielded a general increase

in the band gap value. In particular, at the 100% coverage, the band gap of the fluorinated

graphene reached as large as 6.76 eV. The detailed study indicated that the band gap was

determined by the fluorination coverage to a large extent, while the fluorination pattern

had a strong impact on the characteristics of the bands and the electron mobilities along

certain high symmetry paths. Concerning the optical absorption, the resulting spectra

of linear fluorination pattern were sensitive toward the polarization directions of the

electromagnetic field, as a linear fluorination pattern provided geometric possibilities for

confined electrons; while the cluster fluorination pattern was rather robust in this regard,

as confined electrons in one specific direction were not possible. From a theoretical

point of view, the expected properties (e.g. the opening of the band gap) of fluorinated

graphene can be fully realized when a required quantity of fluorine atoms is placed with

the necessary concentration on the graphene plane. This is an experimentally challenging
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Figure 4.3: QP band gap as a functional of coverage of functionalized (a) 2H-MoS2 and (b)
1T’-MoS2.

task, which requires the use of nanoscale manipulations.

Paper M3. In addition to fluorinated graphene, experimental studies had demonstrated

that the 2H- and 1T-MoS2 could be covalently functionalized by various functional

groups.[92, 95, 212, 213] Despite the large number of studies on the covalently function-

alized MoS2, no systematic study was carried out on monofunctionalization with large

functional groups as well as bisfunctionalization. Therefore, in the present study, we

performed first principle calculations to investigate the effect of monofunctionalization

and bisfunctionalization at different coverages on the 2H- and 1T’-MoS2. The functional-

ized T phase was not considered since this structure evolves to T’ structure upon energy

minimization. Non-aromatic derivatives (-F, -NH2, -CH3, -CH2CH2CN and -CH2CH2OH)

and aromatic derivatives (-Ph, -PhNO2 and PhOH) with varying electron donor and

acceptor properties were used to monofunctionalize 2H- and 1T’-MoS2. Furthermore,

bisfunctionalization including mixed bisfunctionalization, where the different kinds of

groups were mixed and bonded to both sides of the MoS2 monolayer, and separated
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bisfunctionalization, where the different kinds of groups were bonded respectively to dif-

ferent sides of the MoS2 monolayer, were also considered in this study (see Figure 4.3(a)).

We found that bisfunctionalization of 2H-MoS2, such as with m-F-CH3 and m-NH2-CH3,

could promote the formation of intermolecular hydrogen bonds and therefore, improve

the stability. For other cases, the average binding energy first reduced with the increase

of coverage, which indicated that the functional group could act as an anchor, boosting

further functionalization of 2H-MoS2; when the functionalization coverage exceeded

certain value, the computed trends for the binding energy increased as the coverage

increased, suggesting that the high functionalization coverage was unfavorable due to

the repulsion interaction between the organic groups. The direction of charge transfer

between the adsorbate and substrate exhibited a strong dependence on the electron donat-

ing or withdrawing ability of functional groups. The functionalized 2H-MoS2 displayed

a semiconducting feature at 6.25% functionalized coverage; whereas the functionalized

1T’-MoS2 was predicted to be metallic at the same coverage. As the coverage increased,

the variation of band gaps of both 2H-and 1T’-Mo2 showed an oscillatory behavior (see

Figure 4.3(b)). Compared to the bare 2H-MoS2, the optical adsorption for each group was

red-shifted at 6.25% coverage; as the coverage increased to 18.75%, the overall optical

absorbance remained shifting to the infrared region and the intensity of optical adsorp-

tion was enhanced remarkably, especially in the spectral range of 0-1 eV. The red-shift

of optical absorption spectra concerning bare 2H-MoS2 was attributed to a joint effect:

(1) the reduced electronic band gap upon monofunctionaliation and bisfunctionaliation

and (2) the variation of exciton binding energy. In the case of functionalized 1T’-MoS2,

we observed an obvious blue-shift of the optical spectrum and an increase in optical

absorption as the coverage increased from 6.25% to 18.75%. This was related to the

opening of the electronic band gap of 1T’-MoS2 upon functionalizaion.

Paper M4. Oxygen (O2) was one of the most important gas adsorbates because it was

not only the second most abundant gas in the environment, but could significantly tune

the properties of 2D materials, and thus was highly likely to affect the performance

of devices in practical applications. Moreover, experimental studies found that the PL

intensity of MoS2 was greatly enhanced after O2 treatment.[214ś217] At present, the

atomic configuration causing the optical enhancement is still controversial and two

possible configurations have been proposed: (i) the physisorbed O2, where the PL inten-

sity changes instantaneously with changes in gas pressure;[214] (ii) the chemisorbed

O2, where the enhanced PL intensities of some locations in the sampling remain en-

hanced and stabilized after pumping process and laser irradiation. Hence, in this work,

we explored the effect of different adsorption modes of O2, including physisorption,

chemisorption, and dissociation, on the electronic, optical, and excitonic properties

of both pristine and defective MoS2 monolayers. The defective MoS2 was created by

removing one S atom from a supercell since theoretical and experimental studies had

proved that the sulfur (S) defects were the predominant point defect in 2D-MoS2. [215]
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Figure 4.4: Optical absorption spectra of part systems
considered in this work.

The corresponding defect den-

sity is 6.2×1013 cm−2, which

is in the same magnitude

of experimental density.[50,

218] By means of the climb-

ing image nudge elastic band

(CINEB) method, we investi-

gated the minimum energy

paths for O2 chemisorption and

dissociation on defective MoS2
and further performed prop-

erties calculation for all the

stable intermediate and final

states. Our band structure cal-

culations suggested that the

chemisorption and dissociation

of O2 on the defective surface

tended to passivate the S de-

fect state and restore the band

structure and optical absorption spectrum of pristine MoS2 due to the isovalence between

O2− (or O2−
2
) and S2−. Furthermore, the physisorption of O2 on the defective and pristine

MoS2 could enhance the optical absorption peak and the excitonic binding energy. More

specifically, the strengthened optical absorption observed from the experiment was re-

lated to the physisorption of O2 on the MoS2 monolayer. The work further explained the

mechanism of the enhanced optical peaks upon O2 adsorption.

Paper M5. Besides O2, the adsorption of other small molecules on MoS2 also attracted

much attention. For example, the MoS2 field-effect transistor had been experimentally

realized to detect NO[219]. Yet, the influences of NO on the optical and excitonic proper-

ties of MoS2 had not been explored in previous study. Hence, studying the adsorption

characteristics of NO molecule can facilitate its applications in reality. In this study, we

systematically studied the electronic and optical properties of monolayer MoS2 function-

alized by NO and further extend the system to small aromatic molecule C3H3N3. We

mainly focused on the combining effect of molecular functionalization and defective

engineering on the excitonic properties of MoS2. Band structure calculations showed

that the adsorption of NO introduced adsorption states into the band gap of both pristine

and defective MoS2, while the adsorption of C3H3N3 had no significant effect on the band

gap of the MoS2 monolayer. Combining the band structure with the optical absorption

spectrum, we found the holeśelectron interaction of the exciton was weakened upon the

NO adsorbed on the pristine surface due to the interaction between the excitonic dipole

and the unpaired electron; while concerning the defective surface, the NO molecule was
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Figure 4.5: Optical absorption spectra (BSE) of NO (left) and C3H3N3 (right) adsorbed on pristine
MoS2 monolayer with 11% and 25% molecular coverage. The blue vertical lines indicate the optical
absorption intensity corresponding to the first absorption peak. Red dashed lines indicate the
electronic band gap. Exciton binding energies are shown as well.

chemically bonded onto the S defect to tune the optical absorption and excitons of MoS2.

In addition, C3H3N3 could dramatically strengthen the holeśelectron interaction of the

exciton for both pristine and defective surfaces via the interaction between the excitonic

and the molecular dipole.

Overall, the purpose of this thesis was to explore the tunability of different functionaliza-

tion methods on 2D materials. The results confirmed that the stacking was an effective

method to tune the moiré superstructure and electronic properties of graphene, and

indicated that the intercalation mechanism could be controlled by the concentration of

alloy; the covalent functionalization was a direct method to control the properties of 2D

as it bonded with the surface by chemical interaction and the modulation of electronic

band gap and optical absorption exhibited a strong dependence on the functionalization

coverage, which offered the prospect that if the coverage of covalent functionalization

on the substrate is controlled, the band gap and optical adsorption can be artificially

tuned; the defect on the MoS2 acted as adsorption site for molecules, which provided

more opportunity to change the properties of 2D materials by doping. Our theoretical

investigations of the tunable electronic and optical properties of graphene and MoS2
provide a guide for further experimental study and bring opportunities to build novel

optoelectric devices from these synthesized 2D materials.
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