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1. Abstract 

In the decades since the first studies of amnesia in patient H.M., and subsequent discoveries of 

functional cell types linked to navigation, the hippocampus (HC) and medial entorhinal cortex 

(MEC) have been at the center of research on learning and memory. Activity of these structures is 

coordinated via neuronal oscillations, synchronizing the network at various frequencies including 

slow oscillations (< 1 Hz), theta (6 -11 Hz), gamma (40 -100 Hz) and ripple (140 – 200 Hz) 

oscillations. Layer 3 pyramidal cells (L3PCs) of the MEC send projections to area CA1 of the 

hippocampus, and are thought to be important for HC-MEC communication. 

 

I sought to understand the role of L3PCs of the MEC in two types of network activity. First, using 

optogenetic tools, I silenced L3PCs in an anaesthetized model of slow oscillations in the MEC. 

Rhythmic Up States (US) could be recorded in vivo, and demonstrated stable frequency and 

duration over time. Using L3PC-specific expression of archaeorhodopsin in an Oxr1 x Ai40D 

crossed line, I found that pulsed LED stimulation decreased the frequency of US. These results 

were mirrored at a lesser magnitude using a closed-loop stimulation system. Further experiments 

with this paradigm, including with the L2 stellate cell (L2SC)-specific Uchl1-Cre line suggest that 

L3PCs control the incidence of US in the MEC in a layer- and cell-type specific manner. 

 

In a second group of experiments, I studied the effects of L3PC silencing on spatial coding of 

pyramidal cells (PCs) in CA1, with a focus on theta phase precession (PP).  To do so, I employed 

chronic silicon probe implants with a chemogenetic strategy (hM4D) targeting L3PC cells of 

freely-moving Oxr1-Cre mice. This led to the abolition of synaptic transmission in vitro, and 

modest increase of CA1 PC firing rate in vivo after systemic injection of hM4D clozapine-n-oxide 

(CNO). I determined that treatment with CNO in vivo did not have an effect on PP slopes, 

correlations, offsets or phase range as measured in a single-trial analysis. The presence of place 

cells, as well as their spatial properties, were also not altered by CNO treatment.  

 

These findings demonstrate that L3PCs in the MEC are an important organizer of rhythmic activity 

during slow oscillations, but that they are not critical for PP and other spatial coding in CA1. This 

work may help draw a link between cell and layer-specific pathology in several conditions, as well 

as informing mechanistic explanations of cognitive symptoms.  
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2. Zusammenfassung 

Seit den ersten Studien zu Amnesie am Patienten H.M. und den anschließenden Entdeckungen von 

funktionellen Zelltypen, die mit der Navigation verbunden sind, stehen der Hippocampus (HC) 

und der mediale entorhinale Kortex (MEC) im Mittelpunkt der Forschung zu Lernen und 

Gedächtnis. Die Aktivität dieser Gehirnstrukturen wird über neuronale Oszillationen koordiniert, 

die das Netzwerk in verschiedenen Frequenzen synchronisieren:  unter anderem langsame- (Slow 

Oscillation < 1 Hz), Theta- (6 -11 Hz) Gamma- (40 – 100 Hz) und Ripple- (120 – 200 Hz) 

Oszillationen.  Eine wichtige Rolle spielen hierbei Pyramidenzellen aus der dritten Zellschicht 

(L3PCs) des MEC, die in Area CA1 des Hippocampus projizieren. Dementsprechend lässt sich 

eine wichtige Rolle dieser Zellen für die Kommunikation zwischen dem HC und dem MEC 

vermuten. 

 

Diese Arbeit untersucht die Rolle der L3PCs des MEC bei zwei Formen neuronaler Aktivität. 

Hierbei schaltete ich mit optogenetischen Werkzeugen L3PCs in einem anästhesierten Modell für 

Slow Oscillations im MEC aus. Synchronisierte, rhythmische Aktivitäten (‚Up States‘ (US)) 

wurden in vivo mit elektrophysiologischen Meßmethoden reliabel erfasst. Unter Verwendung von 

L3PC-spezifischer Expression von Archaeorhodopsin (Oxr1 x Ai40D), einem Konstrukt, welches 

lichtabhängig die zelluläre Aktivität inhibiert, konnte ich feststellen, dass gepulste LED-

Stimulation die Häufigkeit von US verringert. Diese Ergebnisse spiegelten sich in geringerem 

Ausmaß bei Verwendung eines Stimulationssystems mit geschlossenem Regelkreis wider. Weitere 

Experimente, unter anderem mit der Schicht-2-Sternzellen (L2SC)-spezifischen Uchl1-Cre-Linie, 

legen nahe, dass L3PCs das Auftreten von US im MEC schicht- und zelltypspezifisch steuern. 

 

In einer zweiten Gruppe von Experimenten untersuchte ich die Auswirkungen von L3PC-

Inhibition auf die räumliche Kodierung von Pyramidenzellen (PCs) in CA1, mit einem Fokus auf 

die Theta-Phasenpräzession (PP). Dazu wurden chronische Silizium-Sondenimplantate mit einer 

chemogenetischen Strategie (hM4D), die auf L3PC-Zellen von freibewegenden Oxr1-Cre-Mäusen 

abzielte, verwendet. Dies führte zur Unterbrechung der synaptischen Übertragung in vitro und zu 

einem geringen Anstieg der CA1 PC-Feuerungsrate in vivo nach systemischer Injektion von 

hM4D-Clozapin-n-Oxid (CNO) in vivo. Ich stellte fest, dass die Behandlung in vivo mit CNO 

keinen Einfluss auf die Steigungen, die zirkulär-lineare Korrelation, Offset oder den Phasenbereich 

der in der Einzeltrial-Analyse gemessenen PP hatte. Das Vorhandensein von Place Cells sowie 

deren räumliche Eigenschaften wurden durch die CNO-Behandlung nicht verändert.  
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Diese Ergebnisse zeigen, dass L3PCs im MEC ein wichtiger Organisator von rhythmischer 

Aktivität und Slow Oscillations sind, aber dass sie nicht entscheidend für die PP und andere 

räumliche Kodierung in CA1 sind. Diese Arbeit kann dazu beitragen, eine Verbindung zwischen 

zell- und schichtspezifischer Pathologie bei verschiedenen Erkrankungen herzustellen, sowie 

mechanistische Erklärungen für kognitive Symptome zu liefern. 
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3. Introduction 

The hippocampus (HC) and surrounding parahippocampal cortices have fascinated neuroscientists 

since first reports of anterograde amnesia after lesion of the temporal lobe in patient H.M. in the 

1950s1,2. In the intervening decades, extensive studies, including the discovery of place cells and 

other cell types related to navigation2, have meant that these structures remains a nexus of research 

on learning on memory in the brain. One of the most crucial elements in this network is the medial 

entorhinal cortex (MEC), which is the main cortical route of information flow in and out of the 

HC3,4. As the MEC is one of the earliest structures affected by Alzheimer’s disease5,6, and has a 

high susceptibility for epileptogenesis7, there is a great interest in understanding its contributions 

to cortico-hippocampal communication. 

 

In the healthy brain, rhythmic fluctuations, as measured by the local field potential (LFP), occur 

within HC-MEC network. These fluctuations are brought about by rhythmic de- and hyper- 

polarization of cells’ membrane potentials, and thought to be crucial for synchronizing activity in 

the two structures1. LFP oscillations can occur at different frequencies which correlate with 

different behavioral states. For example, slow oscillations or so-called “up down states”, propagate 

through the cortex at a frequency of < 1 Hz, accompanied by large irregular activity of the 

hippocampus during sleep8,9. In waking states, particularly during navigation, the HC and MEC 

also participate in theta oscillations, which are measurable as 8 – 11 Hz fluctuations of the LFP, 

often with nested gamma oscillations at 30 – 100 Hz10–12.  

 

Many researchers have proposed that alterations in network activity of MEC-HC connections may 

underlie cognitive deficits linked to learning and memory. For example, changes in slow 

oscillations correlated with HC-dependent memory consolidation have been described in humans 

with β-amyloid plaque pathlogy13, as well as rodent models of epilepsy14. However, it is not clear 

precisely which connections between the MEC and HC are most important for different elements 

of synchronized network activity, nor which cells are most important for mediating them. 

 

There are multiple pathways connecting the MEC and HC, which are both layer- and subregion-

specific. These connections are dominated by two main projections: layer 2 stellate cells in the 

MEC (L2SCs) synapsing onto dentate granule cells in the dentate gyrus via the perforant path (i.e. 

the “indirect” path), and projections from layer 3 pyramidal cells (L3PCs) in the MEC entering 

CA1 via the temporoammonic pathway (i.e. the “direct” path)3,15. The former cell type, which 
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makes up the majority of principal cells in L2, has been extensively researched due to the discovery 

of grid cells in superficial layers of the MEC16, and feeds spatial information forward to place cells 

in area CA1 via the dentate gyrus and area CA317. 

 

MEC L3 is comprised of a large band of neurons with pyramidal morphology and varying dendritic 

arborization terminating mainly in L118–21. The majority of these cells are notable for their long 

membrane time constant and high input resistance, leading to early speculation that they may be 

important for integrating and transmitting information from multiple sources19,20. Like L2SCs, 

L3PCs also code for spatial aspects of the environment22,23, yet with generally lower theta 

rhythmicity, spatial modulation, and regular spatial firing than L2SCs24–27. L3PCs also send a 

robust feedforward projection to L2SCs, which have extremely low connectivity among 

themselves28,29. Thus, L3PCs have the potential to be an important driver of MEC-HC 

communication, as they can potentially transmit information through both the direct and indirect 

pathways. 

 

Studies of cortico-hippocampal communication between MEC and CA1 have shown than 

inactivation of superficial layers of the MEC leads to profound changes in behavior and learning. 

These changes are evident on the level of population coding and oscillations30–33, as well as 

hippocampal coding of space via place cells (see for example30–36). However, most of these studies 

have not been able to differentiate cell type-specific effects of silencing L2SCs and L3PCs (for 

notable exceptions, see below).  

 

3.1 The role of the MEC in up down states 

Slow oscillations have been observed throughout the brain in both rodents and humans during 

natural sleep, quiet awake states, and under anaesthesia8,9. On a cellular level, these oscillations 

are linked to a bimodal rhythmic alternation between a depolarized and hyperpolarized membrane 

potential, otherwise known as “up down states” (UDS). UDS propagate through the cortex in a 

stereotyped manner37,38, and many studies have shown that distinct populations of excitatory and 

inhibitory cortical cells are responsible for controlling their initiation, spread, and 

termination8,9,39,40. More recently, it was shown that UDS aid in synapse elimination and 

refinement of memory traces during sleep41,42.  
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Through both in vitro preparations with young tissue39,40,43 and in vivo preparations in adult 

anaesthetized and sleeping mice44,45, it was discovered that L3 is the most active cell layer in the 

MEC during up states (US). Critically, it was found that L3PCs display persistent activity during 

US in vivo, and can bias multiunit activity in area CA1 of the HC44,45. Thus, it is likely that they 

initiate US in the MEC, and excite other cell layers and regions via their feed-forward projections.  

 

Despite all that is known about the MEC and its activity during UDS, several questions remain. 

First, L3PCs’ orchestration of UDS in the MEC has never been causally tested or controlled in 

vivo. Additionally, it is not known whether silencing other cell layers, such as L2SCs, also has the 

potential to disrupt the local LFP during UDS. A better understanding of the propagation of UDS 

through different layers of the MEC could have important implications for understanding how the 

MEC gates information flowing in and out of the HC during slow oscillations. 

 

3.2 The role of the MEC in phase precession 

Due to their prominent projection to area CA1 of the HC, MEC L3PCs also been studied for their 

contribution to the activity of HC place cells during navigation. Recent studies using the L3PC-

specific mouse line oxidation resistance 1 (Oxr1) - Cre have found that silencing of these cells 

leads to reduced gamma synchrony between MEC and CA132, tied to impairment in a spatial 

memory task (see also46). Yamamoto and Tonegawa33 also found more fragmented place cell 

sequences in sharp-wave ripple-mediated replay in awake animals. Interestingly, none of these 

studies found major changes in the properties of CA1 place cells themselves after L3PC silencing. 

These findings suggest L3PCs may be more important for the temporal structure of MEC-HC 

activity than “pure” spatial coding. On the other hand, Bittner and colleagues47 found that 

optogenetic silencing of L3PCs led to reduced ramp amplitude and initiation of dendritic plateau 

potentials (associated with new place field formation) in CA1 pyramidal cells in a virtual reality 

navigation task. These findings suggest that place cell activity is driven by conjunctive input from 

both CA3 and L3PCs input on a fine timescale. 

 

Thus it seems that MEC L3PCs could play an important role in both the temporal structure of 

population activity during UDS and temporal aspects of spatial coding. One explanation for this 

influence could be the role of MEC L3PCs in theta phase precession (PP) in the HC. PP, first 

identified by O’Keefe and Recce48, is the phenomenon whereby the theta phase (i.e. its position of 

a spike from 0 - 360° in an idealized version of a single theta cycle) of place cell spikes is 
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negatively correlated with an animal’s position in a place field. As an animal moves through a 

place field, spikes occur earlier relative to the phase of the ongoing theta oscillation, meaning that 

in addition to the rate of firing, the animal’s position is also coded by phase. Phase coding has been 

hypothesized to augment the information content of place cells, as it has been shown to allow more 

accurate decoding of location and trajectory than rate alone49–51. In turn, spikes clustered in a 

temporally meaningful way could aid in compression of behavioral sequences52 and allowing for 

NMDAR-dependent spike-timing dependent plasticity52,53. 

 

Three lines of evidence provide support for an important role of L3PCs in hippocampal PP. First, 

the activity of CA1 place cells during exploration is biased by input from MEC L3PCs and CA1 

cells fire close to the preferred phase of L3PCs input54. In addition, CA1 cells showing the highest 

quality of PP likely receive more projections from L3PCs than area CA351,54,55.  Second, theoretical 

and modelling work shows that PP in CA1 could be inherited from another structure56,57. Due to 

their feedforward projections to L2SCs in MEC microcircuitry28,58 unique long membrane time 

constants and slow decay of excitatory post-synaptic potentials 19–21, and own spatial coding and 

PP 22–24,59, L3PCs are a strong candidate for providing feedforward spatial information or temporal 

structure to place cells in CA1. 

 

The final line of evidence comes from work examining the effect of MEC lesions on PP in area 

CA1. Using different methods, Schlesiger et al.36 and Ormond et al.30 discovered that lesioning or 

pharmacologically silencing superficial layers in the MEC led to weakening of CA1 PP, as well 

as a general decrease in the specificity and quality of place coding. However, due to non-cell type 

specific interventions, it is impossible to determine whether these effects were due to effects on 

L2SCs, L3PCs, or even other structures. These studies, as well as other theoretical works56,57, 

hypothesize that inputs from MEC L2SCs to the dentate gyrus and area CA3 (i.e. the ‘indirect 

pathway’) could also have important effects on spatial coding in CA1. While a recent study 

interestingly showed no evidence of an effect of silencing CA3 pyramidal cells on CA1 PP60, the 

exact contributions of L3PCs and L2SCs to CA1 spatial coding remain complex and poorly 

understood3. 

 

3.3 Goal and hypotheses 

The central he goal of the work in this thesis is to better understand the role of MEC L3PCs in 

mediating MEC-HC communication using electrophysiological in vivo techniques in mice. This 
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was undertaken in two ways.  First, I studied the role of L3PCs in the initiation of US within the 

MEC. I hypothesized that L3PCs cells are powerful mediators of US, and silencing them could 

reduce detectable deflections in the LFP. Second, I tested whether L3PCs are a critical driver of 

PP and spatial properties of place cells in area CA1 of the HC during navigation. Here, I 

hypothesized that silencing L3PCs would lead to a decrease in the quality of PP, measured via 

slope and circular-linear correlation, but leave other spatial coding properties of place cells intact. 

 

4. Methods 

4.1 Mice and husbandry 

Experiments were performed in adult mice (p30+, 20 - 35 g) of both sexes  in the following strains: 

C57Bl6/n (wildtype, WT), Oxr1-Cre (JAX stock #030484, see also46), Oxr1-Cre x Ai40D 

(Archaerhodopsin-3/EGFP fusion protein, ArchT-EGFP) crosses (JAX stock #030484; JAX stock 

#021188), and Uchl1 (Ubiquitin C-Terminal Hydrolase L1)-Cre (MMRC, USA; see also61). Mice 

were housed with a 12-hour light/dark cycle in group cages, with ad libitum access to water and 

standard rodent chow. All experiments were performed in accordance with guidelines of the Berlin 

Office of Health and Social Affairs (G0092/15, G0150/17, and G0189/17). 

 

4.2 Viral injections 

Mice were deeply anaesthetized with 2% isofluorane and a craniotomy performed, exposing the 

transverse sinus. Viral injections were performed at an angle -8° in the antero-posterior axis at the 

following coordinates: 0.2 mm (target: MEC L2) or 0.3 mm (target: MEC L3) anterior to transverse 

sinus, ±3.3 ML, 1.8 DV. Halorhodopsin (NpHR) was expressed using the viral construct 

pAAVEf1a- DIO eNpHR 3.0-EYFP (a gift from Karl Deisseroth; Addgene viral prep # 26966- 

AAV1). Virally-expressed hM4D Designer Receptors Exclusively Activated by Designer Drugs 

(DREADDs), which shut down axonal synaptic transmission by activating intracellular Gi/o 

intracellular signalling pathways62, were expressed using the viral construct pAAV-hSyn-DIO-

hM4D(Gi)-mCherry. Channelrhodopsin (ChR2) for in vitro experiments was expressed using 

pAAV-EF1a-double floxed-hChR2(H134R)-EYFP), and was mixed at a ratio of 25:75 with the 

hM4D construct. All injections used 500nL of viral construct injected bilaterally, except for the 

ChR2 - hM4D mix, which was injected into the right hemisphere only. After surgery, mice were 

provided with carprofen and metamizol and were monitored for weight and general health daily 

thereafter. 
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4.3 In vitro CNO recordings 

In vitro recordings for testing efficacy of CNO in Oxr1-Cre mice were performed by colleagues 

P. Beed, D. Parthier and A. Stumpf, using optogenetic connectivity mapping, as described in more 

detail elsewhere (see63). Briefly, acute horizontal 400ɥm slices were prepared from the MEC of 

Oxr1-Cre injected with hM4D and ChR2 constructs. Cells downstream from L3 of the MEC (e.g. 

in layer 5b of the MEC64,65) were measured in whole-cell patch-clamp configuration. ChR2-

expressing fibers in the area were activated using 3x10 ms light pulses at 10 Hz from a LED 

(CoolLED pE-2, Andover, UK). If existing connections were established, 10 µM CNO (hellobio, 

Bristol, UK) were washed in while stimulation was performed in regular intervals (15 s) using the 

previous light stimulation protocol. 

 

4.4 Anaesthetized recordings 

Mice for UDS recordings (n = 9 WT, 7 Oxr1 x Ai40D, 3 Uchl1-Cre) were deeply anaesthetized 

by intraperitoneal injection of a 10% urethane solution (1-1.5g/kg, Sigma Aldrich). 32-channel 

linear silicon probes or optrodes (NeuroNexus) were painted with the fluorescent dye DiI (Thermo 

Fisher Scientific) and lowered slowly into the craniotomy at a 20° angle in the sagittal plane. An 

Ag/AgCl ground wire was placed into a well with saline above the frontal cortices. Signals were 

sampled at 20 kHz with an RHD2000 amplifier (Intan Technologies), and visualized using on-

board recording software. Recordings began after a 10 minute waiting period at a depth at which 

clear up states could be seen at a frequency of approximately 0.1 Hz. For optogenetic pulse barrage 

experiments, a 10 minute baseline (light OFF) was first recorded. Next, a 10 Hz light ON protocol 

(for 5 seconds) was applied using a 525 nm PlexBright LED (Plexon) coupled directly to the silicon 

optrode. This was repeated after a 5 second light OFF period. These dual barrages were repeated 

every 10 seconds over 20 minutes. In a second set of experiments, a closed-loop optogenetic 

stimulation system was created by routing one channel of the LFP via a National Instruments BNC-

2110 shielded connector block to a computer running Simulink (Mathworks). Whenever a 

threshold-crossing event was detected, a pulse was emitted to the LED, with a delay of 

approximately 50 ms (data not shown). 

 

4.5 Behavioral setup 

After injection, DREADD-injected Oxr1-Cre mice (n = 4) were handled daily and habituated to 

the chronic recording environment. This consisted of a 10 x 80cm hallway with walls of 10 cm. 
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All training and subsequent recordings were performed under illuminated conditions, with visual 

cues available on all 4 sides. 

 

4.6 Chronic silicon probe implants 

After 5 weeks’ recovery and incubation time, hM4D-injected Oxr1-Cre mice for place cell 

recordings were anaesthetized with 2% isofluorane, and a ground screw was affixed over the left 

cerebellum. A crainiotomy and durectomy were performed at the coordinates 1.8 AP and +1.8 ML. 

A 32-channel silicon probe mounted on a d-Drive (NeuroNexus), and painted with fluorescent DiI 

(Thermo Fisher Scientific), was lowered to a depth of 0.9 mm from the skull surface, and attached 

to the skull using OptiBond (Kerr), Charisma composite, and dental cement (both Kulzer). The 

crainiotomy was sealed with a mixture of paraffin oil and bone wax. Reference and ground wires 

from the silicon probe were soldered to the cerebellar screw and a small Faraday cage was soldered 

around the implant for shielding. Mice were provided with carprofen and metamizol and left for 

at least 3 days to recover. 

 

4.7 Chronic recordings 

After the implantation surgery and recovery in DREADD-injected Oxr1-Cre mice, the silicon 

probe was lowered approximately 0.3 ɥm daily until stable hippocampal units were detected using 

the same Intan recording system as described above. Thereafter, every day a 20 minute baseline 

session was recorded. Mice were then injected intraperitoneally with the DREADD agonist CNO 

dihydrochloride (1mg/kg) (hellobio) and placed back in their home cages to rest for one hour 

before beginning a 20 minute test recording. The following day, the baseline and test sessions were 

repeated with sterile saline (NaCl). This sequence was repeated for approximately 2 weeks. The 

position of the mouse during recordings was detected via an LED soldered to the headstage, and 

synchronized with the electrophysiological signal using a custom data acquisition pipeline created 

with the software Bonsai66. 

 

4.8 Analysis of anaesthetized recordings 

All analysis was performed offline using custom scripts written in Matlab (Mathworks; 

https://github.com/Schmitz-lab/MEC-Up-States). First, a channel was selected from the tip of the 

silicon probe in L3 or L2, and down-sampled from 20 kHz to 200 Hz. US were detected using a 

modified version of the Moving Averages for Up and Down Separation (MAUDs) algorithm67. 

Briefly, the LFP was filtered between 1 and 4 Hz, and smoothed using a Savitzky-Golay filter. 
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Using a moving window, deflections 2 standard deviations above the median were  calculated and 

compared with periods of elevated multiunit activity extracted with Kilosort268 to find indices of 

US. From these indices, the spectral content of these US could be calculated with the Stockwell 

Transform69. The effect of LED pulse barrages was calculated by detecting the number of US 

occurring inside of stimulation epochs, and comparing it to light OFF epochs of equivalent length 

(i.e. 50 ms) randomly sampled from the rest of the recording. The effect of closed loop stimulation 

was calculated by comparing the properties of US detected in 10-minute baseline (light OFF) and 

stimulation (light ON) sessions. 

 

4.9 Analysis of chronic recordings 

All analysis of recordings of chronically implanted mice was performed using custom scripts 

written in Matlab (Mathworks; repository in preparation and code freely available on request), 

including code from the buzcode repository (https://github.com/buzsakilab/buzcode/wiki). 

Recordings were spike sorted using Kilosort268, and manually curated. The quality of putative 

units was assessed by calculating (i) the Isolation Distance, (ii) L-ratio, and (iii) refractory period 

violations70. Using a k-means algorithm with the parameters spike asymmetry, mean firing rate 

and full-width at half maximum71, units were sorted into groups corresponding to putative 

pyramidal cells (PCs) and interneurons (INs). In order to lower the risk that slow-firing 

interneurons might erroneously have been included in this characterization, putative PCs were 

further restricted to units with a mean firing rate < 5 Hz. 

 

Epochs of PP were identified using a temporal clustering method adapted from Aghajan et al.72, 

see also73. Briefly, spike trains were convoluted with a Gaussian kernel of width 100 ms, and 

screened for periods in which the firing rate was above 5 Hz. These candidate runs were expanded 

forward and backwards in time with a window until the firing rate dropped < 10% for more than 

250 ms (ca. 2 theta cycles). Each individual run was required to have a duration of 300 ms and a 

minimum average speed > 5 cm/s. The phase of the spikes from these runs was extracted from the 

Hilbert transform of the filtered (6 -11 Hz) LFP. PP was measured on a single-run basis using 

circular-linear correlation, permitting extraction of (i) the slope of a regression line (deg/s)  (ii) a 

circular-linear correlation coefficient (r), (iii) the phase offset of the line of regression (deg) and 

(iv) a measure of phase range in a given precession epoch (slope x time, deg)50,74,75,76. Slopes 

greater than three times the population interquartile ratio were excluded, as were their 

corresponding correlations, offsets, and phase ranges. 
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For calculating spatial information related to each neuron, a speed threshold of 3 cm/s was applied 

to distinguish periods of rest and movement. To generate firing rate maps, the arena was divided 

into 1.25cm x 1.25cm bins. For each bin, the occupancy of each bin over time was calculated using 

a Gaussian smoothing kernel of σ = 1 s. Spatial information (I, bits/spike) was calculated using a 

cell’s firing rate as a function of location over time77.  

 

For definition of place cells, firing rate maps were first created as defined above. Putative fields 

were first defined by identifying contiguous bins with an area of at least 10 cm2 and an average 

firing rate of at least 50% of a cell’s peak firing rate. Spatial coherence was calculated by 

correlating the z transform of the correlation between a pixel and the firing rate of its 8 neighbors 

after smoothing78. Fields with a coherence measure > 0.5 were defined as putative place fields. 

Sparsity, a measure of place field coverage of the environment, was defined using a method 

adapted from Skaggs52. 

 

4.10 Histology 

After all recordings were completed, mice were deeply anaesthetized and given an overdose of 

urethane, then perfused transcardially with 0.1M phosphate-buffered saline (PBS) followed by 4% 

paraformaldehyde. Brains were kept in PFA overnight, then sliced using a vibratome (Leica 

Microsystems) into 100 μM (MEC) or 50 μM (HC) sagittal slices and mounted for post hoc 

anatomical identification of recording sites and immunohistochemical stainings.  

 

Slices were incubated in PBS containing 1% Triton X-100 and 5% normal goat serum for 4 hr at 

room temperature (RT). Slices were incubated with primary antibodies for 48 hr at RT. After 

rinsing two times in 0.1M PBS, sections were incubated in the PBS solution containing 0.5% 

Triton X-100 and secondary antibodies. The following primary and second antibodies 

combinations were used: WFS1 (1:1000, Rabbit, Proteintech) and anti-rabbit Alexa fluor 647 

(1:500, Invitrogen) for visualizing the borders of CA1; AntiGFP (1:1000, Chicken, Abcam) for 

amplifying signal of cells expressing Arch in Oxr1-Cre x Ai40D mice; Anti-NeuN (1:1000, Guinea 

Pig, Merck) and anti-guinea pig Alexa fluor 488 (1:500, Invitrogen) for visualizing neuronal cell 

bodies. Slices were mounted in Mowiol (Sigma Aldrich) under coverslips 2-3 hours after 

incubation with the secondary antibodies and stored at 4 °C. 
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4.11 Quantification and statistical analysis 

No randomization and blinding were performed for experiments in this thesis, nor were sample 

sizes determined a priori. For prespecified analysis plans of PP data, please see study 

preregistration (https://osf.io/crqpu). Statistical tests were performed with Matlab (Mathworks) 

and Graphpad Prism. Normality was assessed using the Kolmogorov-Smirnov test, and data failing 

this assumption were analyzed using non-parametric tests. All tests were two-tailed. Data are 

presented as median ± inter-quartile range (IQR) unless otherwise noted. Significance was 

determined at p < 0.05 and labeled as: n.s. (not significant) for p > 0.05, * p < 0.05 and ** p < 

0.01. 

 

5. Results 

5.1 Inhibition of L3PCs during up down states in the MEC 

The first group of experiments in this thesis examine whether L3PCs are critical for initiation of 

UDS in the MEC. Here, I began by establishing an in vivo model. First, using silicon probes 

positioned in wildtype mice anaesthetized with urethane, I recorded slow UDS oscillations, 

containing nested gamma oscillations, in MEC L3 (Figures 1a-c). These oscillations were stable 

over time, and demonstrated consistent frequency and duration (Figure 1d:  mean frequency ± 

standard error of mean (SEM) in the first 5 min = 0.15 ± 0.012 Hz; last 5 min = 0.15 ± 0.056 Hz; 

p = 0.82, U = 11; mean duration ± SEM in first 5 min = 1.86 ± 0.32 s, last 5 min = 1.53 ± 0.95 s; 

p = 0.42, U = 8, Mann-Whitney U test, n = 5 recordings from 5 mice).  
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Figure 1. Up states in the MEC recorded in vivo 
(A) Schematic drawing of the MEC (grey) in a sagittal view. (B) Example histology from an MEC recording, showing 

a sagittal section with track of silicon probe in L3 (top, red) and overlay with NeuN neuronal cell body staining 

(bottom, violet). (C) Raw LFP trace from recording (top) with highlighted nested gamma frequency oscillations 

(middle, band-pass filter from 30 to 80 Hz applied). Lower panel shows spectrogram of above trace created using a 

Stockwell transform. (D) Plot of stable detected up state frequency and duration over 15 minutes of recording (n = 5 

recordings from 5 mice). Data presented as means ± standard error of the mean, n.s. for p >. 0.05. Adapted from Figure 

1 of Beed, De Filippo, Holman et al. 201979. 

 

If L3PCs are the driving force behind UDS in the MEC, then silencing these cells should lead to a 

large reduction in detectable UDS in the LFP. We therefore crossed the Oxr1-Cre and Ai40D 

mouse lines, allowing for the selective expression archaeorhodopsin (Arch) in L3 of the MEC. In 

subsequent experiments, I used an optrode to silence Arch+ L3PCs directly at the recording site 

using a pulsed light protocol (Figure 2a, see also Methods). Silencing L3PCs in this way lead to 

a large reduction in the frequency of detected US (Figure 2b: light OFF of 1.58 ± 0.68 Hz, light 

ON = 0.34 ± 0.18 Hz). This corresponded to or an average reduction of 79.1% (p = 0.016, Z = -

2.37, Wilcoxon signed rank test, n = 7 recordings from 7 mice). 
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Figure 2. Up state recording with LED activation in vivo 
(A) Example histology from an MEC recording in Oxr1 x Ai40D mice, showing a sagittal section with constitutive 

Arch and GFP expression (left, green), a track of a silicon probe (middle, red), and 10x merge (right). (B) Frequency 

of detected up states in light OFF compared to light ON periods (n = 7 recordings from 7 mice). (C) Example trace 

from an optrode recording in L3 of the MEC. Green bars indicate LED activation (light ON) and red dotted lines 

represent beginning and end of detected up states. Two example up states indicated by i and ii are shown magnified 

(right). * = significance at p < 0.05. Adapted from Figure 3 of  Beed, De Filippo, Holman et al. 201979. 

 

I next sought to control MEC US in a more time-locked manner, using a closed-loop system that 

permitted LED activation with a delay of approximately 50 ms every time the beginning of a large 

LFP deflection was detected in Oxr1 x Ai40D mice (Figure 3a-c). Here, LED stimulation also 

resulted in lowered frequency of detected US, but in a non-statistically significant manner (Figure 

3d: light OFF = 0.27 ± 0.25 Hz, light ON = 0.14 ± 0.19 Hz; p = 0.13, Z = -1.75, Wilcoxon signed 

rank test). The duration of US in these mice was unchanged (Figure 3e: light OFF duration = 1.13 

± 1.57 s, light ON duration = 1.32 ± 1.56 s; p = 0.063, Z = -2.023, Wilcoxon signed rank test, n = 

5 recordings from 5 mice). I next sought to test this system in other mouse lines. 

 

L2SCs are downstream from L3PCs28,29. As related in vitro experiments pointed to the possibility 

that UDS propagate to deep layers of the MEC (see Beed, de Filippo, Holman et al. 202079), I 

wanted to determine whether silencing L2SCs during US could also have an effect on the local 

LFP, confounding interpretation of disruption of L3PCs on deep layer activity (see e.g. Figures 4 

and 5 in Beed, De Filippo, Holman et al., 2020). Thus, I used the Uchl1-Cre line, which expresses 

Cre in L2SCs61. I injected these mice with a viral construct bearing the inhibitory opsin 

halorhodopsin (NpHR) (Figure 4a) and subjected them to the same closed-loop stimulation 

protocol as above (Figure 4b). Here, there was no effect on the frequency or duration of detectable 

up states (Figure 4c: frequency: light OFF = 0.25 ± 0.22 Hz, light ON = 0.31 ± 0.17 Hz; p = 0.13, 

Z = -1.83; Figure 4d: duration: light OFF = 1.61 ± 0.92 s, light ON = 1.52 ± 0.67 s; p = 0.14, Z = 

1.46, Wilcoxon signed rank test, n = 4 recordings from 3 mice). 
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Figure 3. Up state recording using a closed-loop system 
(A) Schematic showing LED pulse emission after detected deflection of the LFP during recording using a closed-loop 

system. (B) Example histology from optrode closed-loop recording in L3 in Oxr1 x Ai40D mice, showing bright field 

image (grey), cell fibers expressing Arch and GFP (green), and probe track (red). (C) Example local field potential 

from baseline (left, light OFF) and light ON periods (right), with yellow rectangles indicating periods of stimulation. 

(D) Average frequency (Hz) of detected up states in Oxr1 x Ai40D mice during light OFF and light ON periods. (n = 

5 recordings from 5 mice) (E) Average duration (s) of detected up states in Oxr1 x Ai40D mice during light OFF and 

light ON periods (n = 5 recordings from 5 mice). For all line graphs in this figure: Points connected by black lines 

indicate individual recordings and red points lines indicate median. N.s. at p  > 0.05. Adapted from Figure S4 of  Beed, 

De Filippo, Holman et al. 201979. 

 

Finally, I also performed the same closed-loop inhibition protocol on non-injected WT mice to 

exclude non-specific effects of LED illumination of the MEC under anaesthesia (Figure 4e-h). 

There was also no significant effect of LED illumination on the frequency or duration of US 

(Figure 4g: frequency: light OFF = 0.14 ± 0.067 Hz, light ON = 0.22 ± 0.18 Hz; p = 0.19, Z = -

1.48; Figure 4h: duration: light OFF = 1.46 ± 0.51 s, light ON = 1.49 ± 0.534 s; p =0.31, Z = -

1.21, Wilcoxon signed rank test, n = 5 recordings from 5 mice). 

 

Comparing all three groups (Oxr1 x Ai40D, Uchl1-Cre x AAV-eNpHR3.0-EGFP and WT), I 

found that Oxr1 x Ai40D mice had a decreased (but non-significant, p = 0.050) normalized (light 

OFF/light ON) frequency of US compared to the other lines using the closed-loop protocol (Figure 

4i: p = 0.050, H = 5.6, Kruskal Wallis Test, n = 5, 4, and 5 recordings). A Dunn’s multiple 

comparisons test revealed that closed-loop stimulation produced a slight difference in frequency 

for Oxr1 x Ai40D compared to wild-type mice (p = 0.047). No significant difference was found 

between WT and Uchl1-Cre x AAV-eNpHR3.0-EGFP mice (p > 0.99). Thus, taken together with 

pulsed light experiments, it seems that L3PCs cells are a likely play a key role in initiation of US 

in vivo, and that inhibiting their activity leads to a reduction of detectable US in the MEC. 

Elaboration on these findings in vitro may be found in Beed, De Filippo, Holman et al., 202079. 
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Figure 4. Up state recording in Uchl1-Cre and WT mice 
(A) Example histology from optrode closed-loop recording in L2 in Uchl1-Cre x AAV-eNpHR3.0-EGFP mice, 

showing bright field image (grey), cell fibers expressing NpHR and EGFP (green), the probe track (red).  

(B) Example local field potential from baseline (left, light OFF) and light ON periods (right), with yellow rectangles 

indicating periods of stimulation. (C) Average frequency (Hz) of detected up states in Uchl1-Cre mice during light 

OFF and light ON periods. For all line graphs in this figure: Points connected by black lines indicate individual 

recordings and red points and lines indicate median (n = 4 recordings from 3 mice). (D) Average duration (s) of 

detected up states in Uchl1-Cre mice during light OFF and light ON periods (n = 4 recordings from 3 mice). (E) 

Example histology from optrode closed-loop recording in L3 in wildtype mice, showing bright field image (grey) and 

probe track (red). (F) Example raw traces from baseline (left, light OFF) and light ON periods (right), with yellow 

rectangles indicating periods of stimulation. (G) Average frequency (Hz) of detected up states in wildtype mice during 

light OFF and light ON periods (n = 5 recordings from 5 mice). (H) Average duration (s) of detected up states in 

Uchl1-Cre mice during light OFF and light ON periods (n = 5 recordings from 5 mice). (I) Comparison of detected 

up state frequency (Hz) in light ON periods normalized to light OFF periods, in recordings from wildtype mice (top), 

additionally showing recordings from Uchl1-Cre mice (middle) and Oxr1 x Ai40D (bottom). Red lines indicate 

medians of each group, with box edges extending to 25th and 75th percentile. Whiskers extend to most extreme data 

points (n = 5,4, and 5 recordings from 4, 3, and 5 mice). * = significance at p < 0.05, n.s. = not significant at p > 0.05. 

Adapted from Figure S4 of  Beed, De Filippo, Holman et al. 201979. 

 

5.2 Inhibition of L3PCs and exploration of spatial coding in area CA1 

While L3PCs appear to play a role in UDS in the MEC, it is not clear if they also are important in 

other behavioral contexts. In the second portion of this thesis, I sought to clarify the role of L3PCs 

in temporal organization of spatial activity in CA1 in mice exploring a linear track. To do so, I 

used a chemogenetic strategy with hM4D-injected Oxr1-Cre mice, allowing selective expression 

of DREADDs in L3PCs of the MEC and silencing their projections to CA1 by systemic injection 

of CNO. Before beginning in vivo measurements, the efficacy of CNO was tested with colleagues 

in vitro by injecting Oxr1-Cre mice with both viruses bearing ChR2 and hM4D, and preparing 

acute slices for patch clamp measurements. Connectivity to patched cells downstream of layer 3 

(e.g. in layer 5b64,65) could be established by stimulating axonal fibers expressing ChR2, and 

abolished by washing in CNO (data not shown).  
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In vivo experiments began with injection of hM4D into Oxr1-Cre mice (n = 4), followed by several 

weeks of habituation in the recording arena and surgical implantation of a chronic silicon probe 

(Figure 5a-b). Every recording day began with a 20 minute baseline, followed with intraperitoneal 

injection of either CNO or NaCl (a control for stress caused by injection or handling). Mice were 

placed back in their home cages for an hour to allow the CNO to take effect62, followed by a 20 

minute “test” session back on the linear track. In total, 22 baseline, 12 CNO and 10 NaCl sessions 

were successfully performed on the linear track. Spike sorting yielded a total of 257 units, which 

were sorted into putative PCs and INs using k-means clustering (Figure 5c). Further quality 

controls on the basis of Isolation Distance, L-ratio and violations of inter-spike interval refractory 

periods yielded 37 putative pyramidal cells and 73 putative interneurons for further analysis (e.g. 

Figure 5d).  

 

 
Figure 5. Design of in vivo experiments and cellular analysis 
(A) Simplified timeline of in vivo experiments. (B) (i) Example sagittal sections from Oxr1-Cre mouse injected in L3 

with hM4D, showing infected cell fibers (green) merged with NeuN (violet). (ii) Detail of CA1, showing cell bodies 

stained with NeuN (violet), CA1 pyramidal cells stained with Wfs1 (blue), and probe tracks (red). Note: the 4th probe 

track appears in a subsequent section. (C) K-means clustering of all clusters in a dataset, contrasting the trough to 

peak distance (x axis), asymmetry index (y axis) and firing rate (z axis). Red and blue points show clustered that were 

classified as putative PCs and INs, respectively. Inset shows calculation of parameters from average waveforms of 

individual clusters fed into the classifier (D) Example processing of locating and spiking from a putative pyramidal 

cell, showing (left – right) spikes (red) superimposed on the mouse’s trajectory (grey), occupancy calculated as time 

(s) spent in each 1.25 x 1.25 cm bin, spike count in each bin, and resulting rate map calculated based on occupancy 

and spike count. Original figure. 

 

To ascertain broad effects of L3PC on activity in CA1, I compared the firing rate of PCs between 

baseline and CNO session, with NaCl sessions as a control (Figure 6a). It was found that the firing 

rate of CA1 PCs with CNO slightly increased compared to the baseline (Figure 6a: baseline = 
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1.43 ± 1.79 Hz; CNO =1.80 ± 1.24 Hz, p = 0.035, n = 24 cells, Wilcoxon signed rank test. Note 

slight shift of cell population to the left). There was no effect on firing rate in NaCl sessions, 

indicating the effect was treatment-specific (Figure 6a: baseline = 1.81 ± 1.94 Hz, NaCl = 3.02 ± 

1.86 Hz, p = 0.38, n = 13 cells, Wilcoxon signed ranks test). The baseline firing rates of PCs for 

sessions that subsequently received CNO or NaCl did not differ (Data not shown: pre-CNO 

baseline = 1.43 ± 1.79 Hz, pre-NaCl baseline = 1.801 ± 1.94 Hz; p = 0.36, U = 116, Mann-Whitney 

U test, n = 24 and 13 cells from 4 mice). 

 

Interestingly, the firing rate of CA1 INs did not significantly change in the presence of CNO 

(Figure 6b: baseline = 12.78 ± 8.8818, CNO = 10.17 ± 9.09; p = 0.45, n = 43 cells), or NaCl 

(baseline = 12.63 ± 8.98, NaCl = 13.69 ± 7.23; p = 0.27, Wilcoxon signed rank test, n = 33 cells 

from 4 mice). Thus, it seems that CNO silencing of projections from L3PCs selectively had mild 

effects on the firing rate of CA1 PCs.  

 

 

Figure 6: Effects of treatment with CNO and NaCl in vivo 
(A) Average firing rates of putative pyramidal cells (triangles) across baseline (x axis) and test (y axis) sessions. Green 

points indicate test sessions with CNO, blue points represent test sessions with NaCl. Dotted black line represents 

identity. Note shift in CNO data points to left of line. N = 37 cells from 4 mice. (B) Average firing rates of putative 

interneurons (circles) across baseline (x axis) and test (y axis) sessions. Green points indicate test sessions with CNO, 

blue points represent test sessions with NaCl. Dotted black line indicates identity. N = 43 cells from 4 mice. (C) 

Comparison of average speed (cm/s) during baseline (yellow, left), CNO (green, middle) and NaCl recordings (blue, 

right). Horizontal black lines indicate group medians, with box edges delineating 25th and 75th percentiles. Box 

whiskers extend to most extreme data points. N = 22, 12 and 10 recordings from 4 mice. * = significance at p < 0.05, 

n.s. = not significant at p > 0.05. Original figure. 

 

CNO has been reported to have effects on locomotion in rodents80,  and firing rates in CA1 increase 

with running speed81. Thus, I compared average speed in baseline CNO and NaCl sessions. There 

was no difference in the average speed between session groups (Figure 6c; baseline = 2.99 ± 1.06, 

CNO = 2.33 ± 1.03, NaCl = 2.33 ± 0.81; p = 0.062, H(2) = 5.58, Kruskal-Wallis test, n = 22, 12 

and 10 sessions from 4 mice). Taken together, these findings show some efficacy of CNO-induced 

inhibition of L3PC, resulting in a slight increase in the firing rate of PCs without effects on 

locomotion. 
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To study L3PCs’ effect on spatial coding in area CA1, PP epochs were identified on a single-run 

basis (Figure 7a-d and Methods), and circular-linear correlation was performed to determine the 

slope, correlation, offset and phase range in each epoch. (Figure 7d). Runs were pooled between 

all mice (see e.g. Figure 7f - i), and above parameters compared across recording sessions. The 

slopes of individual runs showed high variability, and there was not significantly different between 

baseline, CNO and NaCl sessions (Figure 7f: baseline = -11.63 ± 337.28 deg/s, CNO = -5.59 ± 

269.49 deg/s, NaCl = 1.11 ± 288.23 deg/s; p = 0.39, H(2) = 1.88, Kruskal-Wallis test). Note that 

although the PP algorithm identified many incidences of phase re-cession (i.e. positive PP slopes), 

the medians of baseline and CNO sessions were still negative, in agreement with a previous single-

trial reports in area CA176. 

 

 
Figure 7. Comparison of phase precession between baseline, CNO and NaCl sessions 
(A) Top: Example trace of 20 s of an animal’s speed (cm/s). Green horizontal line represents 5 cm/s cutoff for average 

speed for phase precession (PP) epochs. Bottom: Firing rate of a putative pyramidal cell from the same 20s shown in 

(A). Dark blue ticks indicate spikes, with the pale blue trace showing extrapolated spiking rate after convolution with 

a Gaussian curve. Dotted and solid black vertical lines show beginning and end of putative epochs of PP. Box with 

red dotted lines indicates example epoch shown in B-C. (B) Trajectory of mouse during example epoch superimposed 

on normalized rate map from recording. (C) Spikes from example epoch plotted as a function of time (x axis) and 

phase (y axis). The black line represents the line of best fit from circular-linear regression. Note: the same putative 

epoch of PP is plotted here three times in blue, orange and yellow to aid visualization. (D) Schematic of calculation 

of parameters related to quality of PP drawn from spikes plotted as a function of time and phase as in (C). (E) Example 

PP epochs from baseline (i), CNO (ii), and NaCl recordings (iii). Each subpanel shows the mouse’s trajectory (white) 

superimposed on a rate map for the recording (left), speed (middle) and spikes plotted as a function of time (x axis) 

and phase (y axis). The 3 examples shown here are from 3 different mice and recording days. (F) Comparison of PP 

slope (deg/s) in baseline (yellow, left), CNO (green, middle) and NaCl recordings (blue, right). (G) Comparison of 

circular correlation values (r) in baseline (yellow, left), CNO (green, middle) and NaCl recordings (blue, right). 

(Figure legend continues on next page) 
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 (H) Comparison of phase offset (deg) in baseline (yellow, left), CNO (green, middle) and NaCl recordings (blue, 

right). (I) Comparison of phase range (deg) in baseline (yellow, left), CNO (green, middle) and NaCl recordings (blue, 

right). For all box plots in this figure: Horizontal black lines indicate group medians, with box edges delineating 25th 

and 75th percentiles. Box whiskers extend to most extreme data points. N = 474, 297, and 173 PP epochs from 4 mice. 

N.s. = not significant at p > 0.05. Original figure. 

 

As with slope, there was also no significant difference between circular-linear correlation values, 

phase offset or phase range between baseline, CNO and NaCl sessions (Figure 7g: Correlation: 

baseline = -0.021 ± 0.72, CNO = - 0.0028 ± 0.65, NaCl = 0.025 ± 0.58; p = 0.75, H(2) = 0.58; 

Figure 7h: Phase offset: baseline = -0.021 ± 0.72, CNO = - 0.0028 ± 0.65, NaCl = 0.025 ± 0.58; 

p = 0.75, H(2) = 0.58; Figure 7i: Phase range: baseline = 470.16 ± 334.43 deg, CNO = 458.19 ± 

325.24 deg, NaCl = 471.07 ± 330.14 deg; p =0.81, H(2) = 0.43, Kruskal-Wallis test, n = 474 

(baseline), 297 (CNO) and 173 (NaCl) runs from 4 mice). Thus, silencing L3PCs does not appear 

to have an effect on PP in CA1. 

 

While PP was largely unaffected by CNO treatment of L3PCs, it is possible that these cells play a 

role in other aspects of spatial coding. Thus, I compared the several measures of CA1 place cell 

activity between baseline, CNO, and NaCl recordings. Place fields were present in all 3 recording 

conditions, and showed high stability between baseline and test (CNO or NaCl) conditions (Figure 

8a). The proportions of cells with 0, 1 or 2+ fields did not differ between the three recording 

conditions (Figure 8b: p = 0.68, Χ2(4) = 2.29, Chi Square test, n = 37, 24 and 13 cells from 4 

mice). 
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Figure 8: Comparison of spatial firing in baseline, CNO and NaCl recordings 
(A) Example of rate maps from baseline (left) and test recordings (right) approximately 1 hour after injection of CNO 

(top) or NaCl (bottom). (B) Comparison of the proportion of putative pyramidal cells with 0 (white), 1 (pale blue) and 

2+ (dark blue) place fields. Text inset indicates the number of cells in each category. (C) Comparison of spatial 

information (bits/spike) in baseline (yellow, left), CNO (green, middle) and NaCl recordings (blue, right). N = 37, 24 

and 13 cells from 4 mice. (D) Comparison of spatial sparsity index in baseline (yellow, left), CNO (green, middle) 

and NaCl recordings (blue, right). N = 37, 24 and 13 cells from 4 mice. (E) Comparison of peak in-field firing (Hz) 

in baseline (yellow, left), CNO (green, middle) and NaCl recordings (blue, right). N = 46, 29 and 17 place fields from 

4 mice. For all box plots in this figure: Horizontal black lines indicate group medians, with box edges delineating 25th 

and 75th percentiles. Box whiskers extend to most extreme data points. * = significant at p < 0.05, n.s. = not significant 

at p > 0.05. Original figure. 

 

Next, I examined whether the spatial information of CA1 PCs differed between conditions. Here, 

there was also no statistically significant difference between groups (Figure 8c: baseline = 0.18 ± 

0.58 bits/spike, CNO = 0.13 ± 0.65 bits/spike, NaCl = 0.33 ± 1.31 bits/spike, H(2) = 1.48, p = 0.48, 

Kruskal-Wallis test). I also compared the spatial sparsity index, a representation of the fraction of 

the recording arena in which a given cell is active52. Here, there was a substantial difference 

between groups (Figure 8d, baseline sparsity index = 0.19 ± 0.093, CNO sparsity index = 0.050 

± 0.032, NaCl sparsity index = 0.064 ± 0.038; p <0.001, H(2) = 43.06, Kruskal-Wallis test, n = 37, 

24 and 13 cells from 4 mice), which was ascribable to differences between CNO and baseline (p 

< 0.0001) and NaCl and baseline sessions (p < 0.0001), but not between CNO and NaCl (p = 0.96, 

Dunn’s multiple comparison test). Thus it appears to be a non-specific effect. Finally, to assess 

whether spatial firing was disturbed on the level of individual place fields, the peak in-field firing 

between place fields in all three groups. No difference was detected (Figure 8e: baseline = 4.38 ± 

8.93, CNO = 5.18 ± 9.84, NaCl = 7.84 ± 4.55; p = 0.16, H(2) = 3.70; Kruskal-Wallis test, n = 46, 

29 and 17 fields from 4 mice). To summarize, silencing L3PC projections with CNO had no effect 

on either PP or spatial coding of place cells in measured in CA1. 
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6. Discussion and Limitations 

6.1 Role of L3PCs in up down state experiments 

The first part of this thesis explored the role of L3PCs in US in the MEC. I found that, akin to 

previous studies in vitro39,40 and in vivo44,45, L3 was highly active in an anaesthetized model, and 

that the frequency and duration of detected US remained steady over time (Figure 1d). This 

provided an ideal framework for studying different properties of US in a controlled manner. To 

this end, I used a mouse line with constitutive expression of Arch in L3PCs to silence US using 

optogenetic tools. A pulse barrage protocol indeed succeeded in dramatically reducing the 

frequency of US, while leaving their duration intact (Figure 2b). Therefore, I took recourse to a 

closed-loop system, where an LED was fired in response to first deflections of the LFP, allowing 

for more time-locked control of L3PC activity (Figure 4a). Here, effects on the frequency of US 

were slightly weaker (Figure 4d), suggesting that inhibition of L3PC activity after US were 

already initiated was less successful at suppressing future US. The transition between Down state 

to US is thought to be mediated by thalamic drive (although see isolated slice experiments in Beed, 

De Filippo, Holman et al., 202079), and through a complex interplay of excitation and inhibition8,40. 

Thus, US may already have been “in progress” at the onset of the light stimulation, such that the 

US could not be silenced as effectively via inhibition of L3PCs. 

 

While it is known that US propagate to deep layers of the MEC, it is not clear whether this is due 

to activity propagated by L2SCs or L3PCs, though L3PCs are strongly suggested by in vitro 

experiments (Beed, De Filippo Holman et al., 202079). Could interrupting the activity of L2SCs, 

which are downstream of L3PCs28 “break” the chain of propagation and substantially alter US 

properties? Here, using NpHR virally expressed in the L2SC-specific Uchl1-Cre line, we found 

that this was not the case (Figure 4a-d). Thus it seems that L2SCs likely receive excitatory US-

related input from L3PCs, but that their activity was not crucial for initiating or controlling 

duration of US. However, one limitation of these experiments is the matter of genetic versus viral 

expression of optogenetic proteins in different mouse lines used for these experiments82. A more 

direct comparison across would entail either implementing a completely genetic strategy (e.g. 

crossing the Uchl1-Cre with the Ai40D line for higher expression levels), or performing follow-

up experiments with Oxr1-Cre mice and viral expression of NpHR. However, control experiments 

with closed-loop stimulation in WT mice do seem to rule out systemic confounds, such as off-

target effects from tissue heating from optogenetic stimulation (Figure 4e-h, see also83). Overall, 
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a contrast between all 3 lines used in this study highlights a special role of L3PCs in the initiation 

of US in the MEC (Figure 4i).  

 

Generally, there are still some global limitations to studying US using the model chosen here. First, 

while it is known that anaesthesia replicates many features of UDS in sleeping mice45,84,85, it can 

dramatically alter signal integration and cortico-thalamic coupling86. This could mean that 

anaesthesia leads to more homogenous, less complex cortical activity compared to sleep or awake 

preparations87,88.  Urethane, in particular, activates a wide range of neurotransmitter-gated ion 

channels, and it is difficult to elucidate all of its effects on a cellular level89. Thus it is important 

to determine whether these US findings still hold true in a non-anaesthetized state.  

 

6.2 Role of L3PCs in phase precession and spatial coding 

In the second group of experiments in this thesis, I explored the role of L3PCs in spatial coding in 

CA1, particularly, PP. While silencing of cells of projections from L3PCs in in vitro experiments 

with hM4D was successful (data not shown), findings from in vivo experiments do not support a 

large role for L3PCs in spatial coding in CA1 (Figures 5-8). Here, I found that CA1 PCs appeared 

to undergo a slight increase in firing rate in the presence of CNO (Figure 6a), whereas there was 

no effect in INs (Figure 6b). Measures of average running speed running also did not point to a 

large effect of the drug (Figure 6c). The use of DREADDs in neuroscience has previously raised 

concerns about the exact mechanism of CNO action and off-target effects80,90. Two experimental 

approaches could help clarify and contextualize results of my study in the future. First, one could 

attempt continuous recordings at L3PC projections in CA1 directly after injection (mice in this 

study had a 1 hour break between baseline and test sessions). This could help verify whether the 

synaptic effects seen in vitro are also present in vivo, or whether synaptic drive from other regions 

such as CA3 is ramped up in response to silencing of L3PC projections. Second, if the effectiveness 

of CNO was limited by low infection rates of L3PCs, one could consider switching to a genetically-

driven hM4D approach (as with Oxr1 x Ai40D crosses, above). This could potentially improve 

receptor expression and effect magnitude, although appropriate controls of genetic expression are 

still necessary91. Infusion of CNO directly into CA1 could also reduce potential off-target effects, 

but was not attempted here due to the size of the 32-channel chronic implant. 

 

In the main body of experiments, I used these data to explore the effects of L3PCs on PP in area 

CA1 (Figure 7). Contrary to the initial hypothesis, and predictions from both theoretical56 and 
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experimental51,54 studies, I found that the slope, circular-linear correlation, phase offset and phase 

range were virtually identical between baseline, CNO and NaCl recordings (Figure 7f-i). This 

could imply that PP could be generated locally, perhaps via dendritic mechanisms92, in CA1, or 

somewhere along the indirect path, such as short-term facilitation at mossy fiber synapses in 

CA393. Alternative explanations with respect to alternate pathways and network models of PP are 

also discussed below. 

 

However, it is first important to consider analytical limitations of PP experiments. Here, for 

analyzing PP I used a method adopted from Aghajan et al.72, as it has been shown to detect more 

spikes than standard methods of PP analysis (which use place fields defined a priori), particularly 

when spatial firing is sparse or irregular72,73. An important future line of analysis would be to 

compare both analysis strategies, and see which more accurately captures patterning of temporal 

activity of CA1 PC spikes. 

 

In addition to measures of PP, I also examined the impact of silencing L3PC projections on place 

cells in CA1. In line with previous papers on L3PC silencing32,33, I could not identify major 

changes in the spatial information, sparsity or peak in-field firing of CA1 PCs (Figure 8a-e). The 

finding on in-field firing is interesting, especially given the slight overall increase in firing rate 

after CNO application (note: the ratio of in-field/out-field firing rates was also unaltered [data not 

shown]). This suggest that any CNO-induced alterations were not strong or specific enough to 

substantially impact spatial coding in this study. Interestingly, Bittner and colleagues47 found that 

optogenetic silencing of L3PC projections in CA1 only resulted in subtle changes to dendritic 

membrane potential, related to place cell formation, measured by whole cell patch clamp. If a 

similar effect was present in my data, it was not detectable at the level of extracellular waveform 

sorting.  

 

Taken together, these findings suggest that chemogenetic silencing of L3PC projections are not 

sufficient to substantially alter PP or spatial coding in area CA1. This has several implications, 

particularly for network models of PP. First, it strongly suggests that alterations to PP in studies 

silencing the MEC in a non-cell-specific manner30,36 were at least partially by cell populations 

other than L3PCs. Two immediate candidates are L2SCs (exerting influence in CA1 via the dentate 

gyrus, CA3, and the indirect pathway – though note weak PP in L2SCs noted in ref94), and cells 

in CA3 themselves88. Second, these findings imply that inheritance from L3PCs cannot explain all 

features of PP in area CA1 as predicted by variations of some models56. Indeed the possible 
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importance of projections from CA3 for PP in CA1 has been highlighted by several theoretical 

network models and experimental reports57,95,96. However, recent experimental work showing 

intact PP in CA1 after silencing CA360 also counters this hypothesis, although concurrent changes 

to place cell properties in the study make this finding difficult to interpret. 

 

Ultimately, it is likely that PP and spatial coding in CA1 are the result of complex interplay 

between projections from the MEC and CA3. This may include contributions at the of level cell- 

and layer-specific inputs51,54,57,96. Further stratifying my data by exact recording depth (i.e. 

predominantly L3PC or CA3 input sublayers) might bring more subtle effects to light (e.g. 

identifying deep pyramidal cells by anatomy and electrophsyiological properties51). Alternatively, 

one could perform recordings deep in the striatum lacunosum moleculare of CA1, where 

projections from L3PCs enter the hippocampus to pick up on subtle dendritic effects or activity of 

layer-specific INs3. A dissociation between CA3 and L3PCs could also be highlighted in 

behavioral tasks other than navigation, such as those including novel environments51,54.  

 

7. Outlook 

The work in this thesis has explored the role of L3PCs in the MEC in two seemingly contrasting 

areas: slow oscillations in a model of sleep, and spatial coding during active exploration. The first 

set of experiments points to a direct role of L3PCs in the local generation and maintenance of US. 

The second set of experiments show that L3PCs did not play a crucial role in spatial coding in 

CA1, perhaps working instead in conjunction with contributions from other projections. These two 

experimental directions are united by several important themes which could be crucial for future 

work. 

 

7.1 Outstanding questions on connectivity 

Despite being at the focus on research on learning and memory for decades, there is much that is 

still unknown about connectivity in the HC and MEC. For example, MEC L5b receives input from 

both L2SCs and L3PCs64,65, as well as the hippocampus64,97, allowing it to potentially act as a 

coincidence detector during US65 (see also Beed, De Filippo, Holman et al., 202079). However, a 

recent study has called this intra-MEC connectivity into question98 Thus, a better understanding 

of intra-MEC connectivity during slow oscillations could complement existing studies in vitro 28,29, 

and provide clues about how activity from L3PCs is propagated to other brain regions in a variety 

of contexts, including navigation. 
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Similarly, connectivity between L3PCs and area CA1 is still very much under investigation. It is 

not clear to what extent L3PCs synapse directly onto CA1 pyramids, or interneurons. The 

increased firing rate of PCs after L3PC inhibition (Figure 6a) suggests a role for feedforward 

disinhibition. However, at a population level a decrease in interneuron firing could not be 

confirmed (Figure 6b),   Here, more connectivity studies using cell-type specific mouse lines (see 

for example Bittner et al.47, Suppl. Figure 8, showing ChR2-assisted connectivity mapping) are 

warranted. Furthermore, recent works have also illuminated the role of “non-canonical” HC inputs 

in area CA1, such as L2 pyramidal cells from the MEC99, or projections from L3PCs to the 

subiculum100. Once again, gaining a better understanding of which projections are active when 

could provide powerful clues for understanding HC-MEC synchronization during US44,45, or 

integration of different types of spatial information during navigation101. 

 

7.2 L3PCs in behavior and pathology 

In this thesis, I sought to explore the role of L3PCs in two different conditions: slow oscillations 

and navigation. However, there is growing evidence that suggest that these cells may play a role 

in other forms of behavior. For example, Yamamoto and Tonegawa33 found that silencing L3PCs 

led to more fragmented spatial replay, which they correlated with earlier work describing L3-

induced deficits in tasks requiring a temporal delay32,46. Reports of US in vivo have noted that 

L3PCs’ persistent activity may allow them to bias activity of the HC and cortex on the timescale 

of seconds, potentially aiding in “interleaving” neocortical and hippocampal activity45,102,103. Thus 

L3PCs’ may be more important for gating temporal control of HC-MEC than providing direct 

(spatial) information to CA1101, and may be best illuminated by tasks that require fine temporal 

discrimination. Other authors have suggested that L3PCs activity is most prominent during 

exposure to novel contexts51,54, yet this has yet to be tested causally. Silencing approaches found 

in this thesis could be adapted to more sophisticated behavioral tasks, as task complexity has also 

been shown to amplify the spatial information coded-for by place cells104. These tasks could be 

helpful in distinguishing whether L3PCs are most important for “online” processing of (spatial) 

information, or more critical for memory consolidation during sleep and slow oscillations 

thereafter. 

 

It is well established that the MEC is a site of early neurodegeneration in conditions such as 

Alzheimer’s disease and epilepsy5–7, particularly in L3105,106. In the case of slow waves, it has 

previously been shown that coordination between the HC and cortex can be disrupted by amyloid-
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β plaques13, or interictal epileptiform discharges14, correlating in both cases with memory 

impairment. While understanding the underlying cellular pathology in L3 is outside the scope of 

this work, developing paradigms complementary to the ones used in this paper might provide an 

opportunity to boost HC-MEC communication and bolster memory, for example, as shown by a 

study augmenting slow wave activity in healthy young adults107. 

 

Great strides have also recently been made in aligning human and rodent studies on navigation and 

functional cell types in the hippocampal system108,109, including efforts to align observed pathology 

with functional deficits on a cellular or network basis in rodent models110,111. The presence of 

navigational difficulties in the early stages of AD or mild cognitive impairment are also gaining 

recognition112. More refined and non-invasive diagnostic or experimental techniques in humans, 

ideally involving celltype- or layer-specific connectivity113,114, may be able to provide a more 

definitive link between L3PC pathology and symptoms of neurodegenerative disorders. One day, 

detection of fine alterations in these cells or their projections may inform pre-symptomatic 

diagnostic biomarkers. 

 

8. Conclusion 

Communication between the HC and MEC is crucial in a variety of cognitive functions, and 

advances in cell-specific mouse lines and recording techniques mean that inter-regional projections 

and synchrony can be explored with high levels of precision. In this work, I studied to role of 

L3PCs in the MEC in both UDS and their contribution to place cells in CA1 during navigation. 

While these cells appear to play an important role in slow oscillations, their importance for spatial 

coding and PP remains to be elucidated. These findings add to the growing body of literature of 

layer- and cell-type specific contributions to network activity in the hippocampal network, and 

suggest future avenues of investigation with respect to both physiological and pathological 

activities in these structures.  
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