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Abstract

The Antarctic Ice Sheet is the largest single ice mass on earth. Future change of Antarctic
surface mass balance potentially impacts global sea level. Therefore, investigations of future
surface mass balance is highly relevant and also discussed by the “Intergovernmental Panel on
Climate Change”. While the role of future increase of atmospheric moisture content is already
analysed in several studies, the influence of changing atmospheric circulation on Antarctic
mass balance is underexplored. This thesis contributes to fill this gap.

Extra-tropical cyclones make the main contribution of atmospheric moisture flux in the mid-
and high-latitudes. For that reason this work investigates the possibility of objective identifi-
cation and tracking of extra-tropical cyclones in the Sub-Antarctic region and its influence of
moisture transport towards Antarctica. At first this is done for ERA Interim reanalysis. An
estimation of methodical dependency of cyclone tracking algorithms is done by means of anal-
ysis of 15 different objective methodologies. Strong cyclones were selected and their impact
on moisture transport is examined. A strong methodical dependency is found for the absolute
number of identified cyclones, whereas spatial patterns of cyclone densities mainly agree. Ma-
jor disagreements are found in Weddell and Ross Seas, where quasi-stationary systems occur.
A good agreement, i.e. small methodical dependency, can be found for the identification of
strong cyclones. Poleward moisture transport which is attributed to these strong systems is
well represented by the different algorithms.

Investigation of climate change signals of Southern Hemisphere cyclones is done by means
of a multi-model ensemble of six coupled atmosphere-ocean general circulation models with
nine simulations in total. Strong cyclones are also separately analysed. While each model
simulates a significant decrease of cyclone tracks between 20◦S and 90◦S in the 21st century,
seven of nine integrations show increasing strong tracks, whereas three changing signals are
significant. For the cyclone track density of all cyclones a robust poleward shift is simulated
by the ensemble mean. Strong cyclones show increases on the Eastern Hemisphere.

Antarctic net precipitation is the atmospheric branch of surface mass balance. In this work
net precipitation is calculated out of the divergence of the moisture flux vector. This analysis
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Abstract

is also done by means of coupled atmosphere-ocean general circulation model simulations for
the 20th and 21st centuries. By means of a scaling approach future changes of net precipi-
tation are split into thermodynamical (atmospheric warming) and dynamical (change of the
atmospheric circulation) parts. Dynamical parts are further attributed to different atmospheric
mechanisms. This attribution is done by means of a wave decomposition of spatial and tem-
poral variability. As expected the thermodynamical part shows an increasing net precipitation
for Antarctica. Although a poleward shift of the Southern Hemisphere stormtrack is found,
the dynamical part of the changing signal shows decreases for Antarctica. The stormtrack
shift is connected to the climate signal of cyclone activity. The dynamical climate change of
moisture flux is found to be decreasing south of 60◦S. This is attributed to a weakening of low
frequency waves around Antarctica.
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Zusammenfassung

Der Antarktische Eisschild bildet die größte zusammenhängende Eismasse der Erde. Zukünf-
tige Änderungen der Massenbilanz haben potentielle Einflüsse auf den globalen Meeresspiel-
gel. Daher ist die Untersuchung zukünftiger Massenbilanzen des Antarktischen Eisschildes
von großer Relevanz und wird in den Sachstandberichten des “Intergovernmental Panel on
Climate Change” diskutiert. Während die Rolle von zukünftig erhöhtem atmosphärischem
Feuchtegehalt in verschieden Studien untersucht ist, ist der Einfluss der Änderung der atmo-
sphärischen Zirkulation wenig erforscht. Dazu leistet diese Promotion einen Beitrag.

In den mittleren und hohen Breiten haben extra-tropische Zyklonen den größten Beitrag am
atmosphärischen Feuchtetransport. Daher untersucht diese Arbeit zunächst die Möglichkeiten
objektiver Identifikation und Verfolgung extra-tropische Zyklonen in subantarktischen Regio-
nen und deren Einfluss auf den Feuchtetransport in Richtung Antarktis. Dafür werden zunächst
ERA Interim Reanalysen untersucht. Zur Abschätzung der Methodenabhängigkeit verschie-
dener Identifikationsverfahren wird die Reanalyse mit 15 objektiven Algorithmen analysiert.
Starke Zyklonen werden hierbei gefiltert und deren Einfluss auf den polwärtigen Feuchtefluss
abgeschätzt. Es kann eine starke Methodenabhängigkeit für die absolute Anzahl der identi-
fizierten Zyklonenbahnen festgestellt werden, wobei räumliche Muster der Zyklonendichten
im Wesentlichen übereinstimmen. Größte Unterschiede können in den Regionen des Weddell
und Ross Meers festgestellt werden. Diese Regionen sind bekannt für das Auftreten quasi-
stationärer Systeme. Eine gute Übereinstimmung und somit geringe Methodenabhängigkeit
kann für die Identifikation starker Zyklonen festgestellt werden. Der polwärtige Feuchtetrans-
port, der durch diese starken Systeme verursacht wird, lässt sich mit den verschiedenen Algo-
rithmen sehr vergleichbar darstellen.

Zur Untersuchung des Klimaänderungssignals südhemisphärischer Zyklonen wird ein Multi-
Modell Ensembles sechs gekoppelter Atmosphäre-Ozean Modelle mit insgesamt neun Simu-
lationen verwendet. Starke Zyklonen werden hier ebenfalls getrennt analysiert. Während im
21. Jahrhundert jedes Modell des Ensembles für den Bereich 20◦S bis 90◦S eine signifikan-
te Abnahme aller Zyklonen simuliert, zeigen sieben von neun Simulationen eine Zunahme
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Zusammenfassung

starker Zyklonen, wobei davon drei signifikant sind. Für die Zyklonenzugbahndichte aller
Systeme simuliert das Multi-Modell Ensemble eine robuste Südverschiebung der Zyklonen-
Zugbahnen zeigen. Starke Zyklonen zeigen eine erhöhte Aktivität auf der Östlichen Hemi-
sphäre.

Der Antarktische Netto Niederschlag stellt die atmosphärische Komponente der Massenbi-
lanz dar. In dieser Arbeit wird der Netto-Niederschlag aus der Divergenz des Feuchteflussvek-
tors berechnet. Die Analyse des Feuchteflusses findet ebenfalls mit Hilfe eines gekoppelten
Atmosphäre-Ozean Modells im 20. und 21. Jahrhundert statt. Mit Hilfe eines Skalierungsan-
satzes werden zukünftige Änderungen durch thermodynamische (Erwärmung der Atmosphä-
re) und dynamische (Änderung der Zirkulation) Effekte getrennt, wobei in einem weiterem
Schritt die dynamischen Effekte entsprechenden Mechanismen der atmosphärischen Zirku-
lation zugeordnet werden. Diese Zuordnung findet durch eine Wellenzerlegung räumlicher
und zeitlicher Variationen statt. Erwartungsgemäß zeigt die thermodynamische Änderung des
Netto Niederschlags eine Erhöhung für die Antarktis. Obwohl eine polwärtige Verschiebung
des südhemisphärischen Stormtracks gefunden wird, zeigt der dynamische Anteil der Netto-
Niederschlagsänderung eine Abschwächung über der Antarktis. Der Effekt der Verschiebung
des Stormtracks kann mit der Änderung von Zyklonen-Zugbahnen in Verbindung gebracht
werden. Jedoch zeigt der dynamische Anteil der Feuchteflussänderung eine Abnahme südlich
von 60◦S. Diese lässt mit der Abschwächung niederfrequenter Wellenaktivität um die Antark-
tis beschreiben.

viii



1 Introduction

The topic of this thesis is the investigation of Southern Hemisphere (SH) extra-tropical cy-
clones and its influence on Antarctica. Synoptic activity has various impacts on the climate of
Antarctica. Extra-tropical cyclones are the major contributor to meridional moisture transport
in the mid- and high latitudes. Poleward moisture flux is an important part of the hydrological
cycle of Antarctica. This thesis analyses the impact of extra-tropical cyclones on meridional
moisture flux and its influences are discussed with respect to anthropogenic climate change to
contribute to a better understanding of the climate change signals of moisture accumulation
over Antarctica.

The introduction starts with a motivation why it is relevant to investigate moisture transports
into Antarctica in the last and current centuries, and why it is important to better understand
the underlying mechanisms. It follows a discussion of the current state of knowledge of atmo-
spheric poleward energy transport and its impacts on moisture budget of Antarctica. Further-
more, literature is discussed with respect to SH cyclone activity and its tools for identification
and tracking. Mechanisms leading to the projected climate change signals of Antarctic mois-
ture inflow are not fully understood yet. That fact motivates the research goals of this work.
The introduction ends with an outline of the thesis.

1.1 Motivation

The polar regions, and especially the Greenland and Antarctic ice sheets are important for
regional and global climate of the Earth’ system. The ice sheets are the reason for polar
amplification of surface temperature, they are sources for freshwater, and are potential causes
of irreversible climate changes (Bindoff et al., 2013). The Antarctic ice shield contains about
90% of the world’s ice. This fact makes Antarctica to one of the most important contributors
to potential sea level rise, with respect to climate change. During the last century, surface
temperature did not change spatially uniform distributed. Whereas the Antarctic Peninsula
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1 Introduction

shows strong positive surface temperature trends, changes are little and mostly insignificant
across the rest of the continent (Turner et al., 2009). The temperature increase at the Peninsula
has lead to different ice shelf disintegrations, which in turn speeds up Antarctic glaciers to
move in the direction of the Southern Ocean. The transport of moisture from the mid-latitudes
into the Antarctic region is the main contributor to ice sheet increase. Decrease takes place by
melt-water run-off and glacier movement towards the coast, and interaction with the Southern
Ocean. This interplay balances the mass of the Antarctic ice sheet, whereas local differences
of temperature changes lead to regional imbalances of ice sheet mass distributions, e.g. the
catastrophic disintegration events during the late 20th and early 21st centuries (Turner et al.,
2009).

An important contributor to Antarctic ice sheet accumulation rates, is the amount of atmo-
spheric moisture inflow. Surface mass balance (SMB) of the ice sheet can be calculated by
means precipitation and evaporation rates as well as melt water run-off. The latter is negligi-
ble for the current climate, but it has to be taken into account as well as ice sheet dynamics
for an estimation of SMB projections (Church et al., 2013). This in turn is important for an
estimation of potential future global sea level rise. That means that a better understanding of
mechanisms leading to moisture transport changes, can help for an interpretation of SMB and
sea level rise changes.

Climate projections of CMIP3 and CMIP5 models show the Antarctic ice sheet to be a
negative contributor to global sea level rise with a various strength spread over the different
climate models (Meehl et al., 2007b; Church et al., 2013). This is due to a increased hydro-
logical cycle in a warmer climate. Nevertheless, atmospheric circulation shows also changes
in the future climate projections. Both global temperature increase, and thus the feedback of
the hydrological cycle and circulation changes, e.g. the poleward shift of the SH storm track,
is differently pronounced by the general circulation models (GCMs). For a estimation of the
causes for a spread of SMB changes, it is necessary to better understand the mechanisms lead-
ing to climate change signals of Antarctic moisture inflow, and to assign it to changing signals
of temperature and atmospheric circulation, respectively.

2



1.2 State of knowledge

1.2 State of knowledge

1.2.1 Atmospheric energy transport and the hydrological cycle of
Antarctica

Antarctica is the driest and coldest continent on earth. Consequently a moderate hydrological
cycle is found in the SH high latitudes. In comparison to the Arctic region of the North-
ern Hemisphere (NH), the Antarctic ice shield is grounded on bedrock. The last time of a
completely ice-free continent was more than 33 million years ago (mya). At the Oligozän
(33.9 - 23.03 mya) Antarctica split up from South America and Australia. Since then the
Antarctic continent was completely surrounded by the Southern Ocean. Thus the Antarctic
circumpolar current (ACC) emerged and isolated Antarctica from warm surface water. The
continent cooled down and growth of the Antarctic ice shield started. Nowadays about 90%
of the world’s ice can be found at Antarctica and form its ice shield. The mechanism of ice
formation is described in the following passage.

The polar regions generally show an energy deficit. The amount of long wave emission
exceeds short wave immission which is connected to solar irradiance, and which has gener-
ally less power per unit area at the polar regions in comparison to the tropics. A meridional
energy transport has to be fulfilled to locally balance energy budget. A meridional atmo-
spheric circulation emerges, i.e. the Hadley circulation. In mid-latitudes a secondary eddy
driven circulation can be found. Due to large temperature gradients mid-latitude climate is
dominated by bands of high baroclinicity. This leads to conditions where atmospheric wave
disturbances have the possibility to grow. Mean meridional energy transport is low in these
bands of latitudes and energy flux is dominated by transient waves.

Different components of atmospheric energy transport is already discussed by Peixoto and
Oort (1983). When concerning meridional heat flux, it is possible to distinguish between
transport of sensible and latent heat. Meridional moisture flux is proportional to the transport
of latent heat. It is possible to analyse the moisture accumulation by means of the flux. It can
be shown that the convergence of moisture flux is equal to net precipitation, i.e. the difference
between precipitation P and evaporationE (Peixoto and Oort, 1983). For the SH polar region,
this relation is valid for seasonal and longer time scales (Bromwich, 1988). It is beneficial to
use this approach for high latitudes, since atmospheric energy transport is generally directed
polewards. Moisture flux convergence can be defined within a spherical cap centred at pole.
Net precipitation is the atmospheric branch of accumulation. For an analysis of accumulation,
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1 Introduction

the convergence of snow drift as well as melt water runoff have to be taken into account
(Bromwich, 1988).

The variation of the Antarctic ice sheet is an interplay between atmospheric inflow and
runoff, and ice sheet dynamics, respectively. In equilibrium state, increasing snow accumula-
tion would simultaneously increase ice thickness and thus, increase the ice flow towards the
Southern Ocean, where the interaction with the ocean balances the ice sheet (Turner et al.,
2009). This state is more a theoretical concept than a description of reality. The differ-
ent parameters of this interaction are permanently varying, which modifies the equilibrium
state. Recent observations show Antarctic net precipitation to be positive for the hole year (cf.
Bromwich, 1988; Cullather et al., 1998).

The investigation of moisture flux divergence for the evaluation of net precipitation is com-
monly used for the Antarctic region due to different reasons (cf. Bromwich, 1988; Bromwich
et al., 1995; Cullather et al., 1998). Because of the generally small amount of snow fall over
Antarctica and comparably high snow drift, precipitation measurement by means of ground
based station standard methods is often impossible (Bromwich, 1988). This technical prob-
lems does not exist for numerical analysis, whereas other problems have to be discussed.
Although precipitation and evaporation are variables which are calculated by the numerical
model of the analysis, it can be even useful to evaluate the hydrological cycle of the numer-
ical data (Cullather et al., 1998). Model physics have to deal with the polar conditions of
Antarctica, which can lead to problems for the characterisation of P and E. The analysis of
the equations of the hydrological cycle are potentially better represented even in high latitudes
(Cullather et al., 1998).

Several studies analyse meridional moisture flux with respect to a splitting of components
into mean meridional circulation (MMC) and transient eddies (TE) (cf. Bromwich, 1988;
Bromwich et al., 1995; Cullather et al., 1998). This approach can be used to calculate net pre-
cipitation with respect to different mechanisms (Cullather et al., 1998). The eddy component
of P − E is generally higher than the mean part and positive for different bands of latitude as
well as over the Antarctic continent (Cullather et al., 1998; Tietäväinen and Vihma, 2008). On
the other hand, the mean component of P −E shows negative values, which can be explained
by an equatorward flux direction, due to katabatic winds with high directional constancy (Ti-
etäväinen and Vihma, 2008). In principle, moisture inflow into Antarctica takes place at three
coastal areas, i.e. the region of Dronning Maud Land, Wilkes Land and Marie Byrd Land (Cul-
lather et al., 1998; Leckebusch, 1999). SH westerlies interact with the near-surface easterlies
off-coast Antarctica, which are a phenomena of katabatic winds. Streamlines of moisture
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1.2 State of knowledge

inflow show that interaction and the corresponding regions of moisture inflow (Leckebusch,
1999).

Future climate projections of coupled atmosphere-ocean general circulation models (AOGCMs)
generally show climate warming at the end of the 21st century (Collins et al., 2013). Although
impacts are manifold and have to be discussed with respect to different phenomena, it is very
likely that atmospheric temperature will increase during the century (Christensen et al., 2013).
Following the basic formulation of Clausius-Clapeyron, atmospheric specific humidity will
be increase, too, which shows strong feedbacks on atmospheric radiation (cf. Held and So-
den, 2000). This implies that there are two potential sources of climate change signals of
atmospheric moisture flux, i.e. changes of the general circulation and the content of specific
humidity. Held and Soden (2006) analyse the global hydrological cycle with respect to cli-
mate change and find robust responses to atmospheric warming. This approach is modified
by Lorenz and DeWeaver (2007), since they discuss changes in the hydrological cycle to be a
function of zonal mean temperature at 850hPa. For a more detailed discussion of mechanisms,
Seager et al. (2010) split MMC part of moisture flux climate change signals into thermody-
namical and dynamical parts. Since TE is a covariance, it is not straightforward possible for
this component.

Held and Soden (2006) also analyse the response of net precipitation to global warming.
Consistent with their finding, thermodynamics also dominate the change of P−E over Antarc-
tica (Uotila et al., 2007). Thermodynamical influences can be attributed to atmospheric tem-
perature increase, whereas dynamical impacts are not refered to the exact phenomena. This is
still an open question which will be discussed by this thesis in chapter 4.

1.2.2 Southern Hemisphere extra-tropical cyclones

Synoptic activity is a main feature of mid- and high-latitude atmospheric circulation. At these
latitude belts main parts of weather and climate can be referred to extra-tropical cyclones,
which are associated to low pressure systems. SH observation of extra-tropical cyclones is
attempted to perform since the middle of the last century (e.g. Karelsky, 1963; van Loon,
1965). These early works use weather charts to manually analyse low pressure systems. Al-
though these methods have been very time-consuming and the quality of weather charts has
been restricted to the sparse coverage of measurements, results already show qualitative well
distributed spatial densities of cyclone activity, with maxima around the Antarctic coastline
(e.g. Taljaard, 1967). In the late 1970s, with a come up of SH satellite observations, previous
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1 Introduction

studies have been supplemented by manually identified cyclone activity by means of satellite
data (e.g. Carleton, 1979). In the early 1980s, first studies of extra-tropical cyclones in numer-
ical analysis have been performed (e.g. Silberberg and Bosart, 1982). In the following years,
objective methodologies for cyclone identification become established and could be applied to
different numerical analysis, such as operational analysis, Reanalysis as well as climate model
data (e.g. Lambert, 1988; Murray and Simmonds, 1991a).

When using SH reanalysis data, the sparse observational network in early years has to be
taken into account. The quality has been significantly increased once satellite observation can
be used since the late 1970s (Bromwich and Fogt, 2004). The first objective analysis of SH
extra-tropical cyclone activity for a Reanalysis dataset starting in the middle of the last century
is done by Simmonds and Keay (2000) investigating NCEP-NCAR Reanalysis (Kalnay et al.,
1996). In further studies, additional state-of-the-art reanalysis data have been investigated by
means of different objective cyclone tracking algorithms (Simmonds et al., 2003; Lim and
Simmonds, 2007; Bromwich et al., 2007; Ulbrich et al., 2009).

The objective cyclone identification of numerical data enables the possibility to addition-
ally investigate GCM data. So, the application of cyclone trackings to future projections of
climate models facilitates the analysis of climate change signals of SH synoptic activity (Geng
and Sugi, 2003; Lambert and Fyfe, 2006; Bengtsson et al., 2006). Results robustly suggest
poleward shifts of cyclone activity, which will also be examined by this thesis in chapter 3.

Objective cyclone identification

There are several different objective methodologies for the identification and tracking of extra-
tropical cyclones (Ulbrich et al., 2009). An extra-tropical cyclone is not uniquely defined.
Traditionally cyclones are referred to low pressure systems. Therefore, an automatic identi-
fication method should objectively look for pressure minima in the output of any numerical
model. Often, extra-tropical cyclones are embedded into the strong pressure gradient field
nearby the polar front. Thus, enclosed isobars are not necessarily found although a distinct
cyclonic vortex can be identified. Therefore, some objective algorithms are based on the iden-
tification of the relative vorticity of the corresponding vortex.

Neu et al. (2013) compared 15 different objective methodologies to discuss similarities and
differences of the algorithms investigating the same ERA Interim reanalysis. Therefore, the
Intercomparison of mid latitude storm diagnostics (IMILAST)1 project has been established.

1http://www.proclim.ch/imilast/index.html

6



1.3 Objectives

According on how extra-tropical cyclones are defined and thus, which parameter is identified
and tracked, the results have to be interpreted. In general, there is no best algorithm for the
identification and tracking of extra-tropical cyclones. Different methodologies have their ad-
vantages and disadvantages. Nevertheless, the characterization of the most severe cyclones is
more similar represented throughout the different methods (Neu et al., 2013). Well comparable
results can also be found for climate change signal of strong cyclones, regarding various algo-
rithms, whereas the general signal is obviously depending on the methodology, since different
algorithms are identifying varying numbers of cyclones (Ulbrich et al., 2013). However, natu-
ral variability and trends of cyclone densities can be captured by different methods, regarding
reanalysis data (Leckebusch et al., 2015).

In chapter 3 and 4 the algorithm of Murray and Simmonds (1991a) is used with the refine-
ments of Simmonds and Murray (1999) and Simmonds et al. (1999). The method is a kind of
a hybrid methodology since in a first step a maximum of the quasi-geostrophic relative vortic-
ity is identified following by the assignment of a mean sea level pressure (MSLP) minimum
to this vorticity maximum. This is advantageous, since the MSLP field is much smoother
than the vorticity field which simplifies the tracking of identified systems. On the other hand,
the identification of cyclones by means of the relative vorticity enables the finding of synoptic
systems in a state where they do not necessarily show closed isobars, yet (Ulbrich et al., 2009).

1.3 Objectives

The main objective of this thesis is to contribute to a better understanding of the different
parts of climate change signals of SH moisture flux and Antarctic net precipitation. Therefore,
mechanisms leading to moisture transport will be investigated. It is known, that extra-tropical
cyclones play an important role for meridional energy transports. Therefore, the representa-
tion of cyclones in the current climate, i.e. by means of reanalysis data, will be analysed as
well as climate change signals have to be are investigated. This thesis will propose an ap-
proach how to distinguish between temperature and circulation changes for an understanding
of the climate change signal of net precipitation. Both the uncertainty of the possible usage
of different cyclone methodologies as well as the usage of different AOGCMs for the future
climate projection will be discussed.

The following research questions will be discussed by this thesis:

7



1 Introduction

Is the cyclone characterization dependent on the identification algorithm?

• How are Sub-Antarctic extra-tropical cyclones represented by different tracking schemes
in reanalysis data?

• How do the identified cyclones contribute to moisture inflow into Antarctica?

• Are the results sensitive on different objective tracking algorithms?

Is the cyclone climate change signal dependent on the dataset?

• How are extra-tropical cyclones represented in a multi-model ensemble (MME)?

• How does the MME simulate climate change of SH extra-tropical cyclones?

Understanding the climate change of Antarctic net precipitation

• How is Antarctic net precipitation represented in an AOGCM?

• How large is the climate change signal of net precipitation?

• What is the role of water vapour increase in a warmer climate for changed net precipi-
tation?

• What is the role of changed atmospheric circulations for changes in Antarctic net pre-
cipitation?

1.4 Outline

This thesis is structured into three main chapters, each approaching one research topic defined
in section 1.3. Each chapter is written in a the style of a separate scientific article and can be
read largely independently of the others. Chapter 2 will be part of a contribution to a special
issue in the context of IMILAST, and has still to be submitted, whereas chapter 3 is already
published, and chapter 4 has be submitted. If the phrasing "this paper" is used in the following
chapters, the corresponding chapter is referred to.

• In chapter 2 ERA Interim reanalysis is investigated by 15 objective cyclone tracking
and identification algorithms performed by the IMILAST team. Results are shown for

8



1.4 Outline

the evaluation of Sub-Antarctic cyclones represented by the different schemes, whereas
strong cyclones are separately examined. The chapter includes an analysis of moisture
flux for ERA Interim in relation to the most severe cyclones. This chapter is part of
a contribution to a special issue in the context of IMILAST. It will be submitted to
TELLUS-A2.

• Chapter 3 deals with the investigation of SH winter cyclone activity analysing a multi-
model AOGCM simulations with one algorithm for the identification of extra-tropical
cyclones. The climate change signal of all and strong cyclones is analysed, with re-
spect to the multi-model ensemble (MME). Furthermore, mechanisms responsible for
the changing signal of all cyclones are discussed. This chapter is published in Interna-

tional Journal of Climatology 3.

• Chapter 4 analyses Antarctic net precipitation. An approach is presented how to di-
vide climate change signals of net precipitation into thermodynamical and dynamical
parts. Furthermore, the changes of the dynamical component are attributed to atmo-
spheric processes, such as the climate change signal of extra-tropical cyclones. Strong
cyclones as well as local Antarctic pressure pattens, i.e. the Amundsen-Bellingshausen
Sea Low (ABSL), play an important role. This chapter corresponds to a manuscript
which has been submitted to Journal of Climate. A revised version of the manuscript is
now accepted 4.

• The thesis concludes with a summary, discussion, and outlook in chapter 5.

2J. Grieger, G. C. Leckebusch, I. Rudeva, C. C. Raible, and I. Simmonds. Comparison of different tracking
algorithms analysing subantarctic cyclones. in preparation for TELLUS-A, 2015a

3J. Grieger, G.C. Leckebusch, M.G. Donat, M. Schuster, and U. Ulbrich. Southern hemisphere winter cyclone
activity under recent and future climate conditions in multi-model aogcm simulations. Int. J. Climatol.,
34(12):3400–3416, 2014. ISSN 1097-0088. doi: 10.1002/joc.3917. URL http://dx.doi.org/10.
1002/joc.3917

4Jens Grieger, Gregor C. Leckebusch, and Uwe Ulbrich. Net precipitation of Antarctica: thermodynamical and
dynamical parts of the climate change signal. J. Climate, 2015b. doi: 10.1175/JCLI-D-14-00787.1. URL
http://dx.doi.org/10.1175/JCLI-D-14-00787.1
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2 Cyclones around Antarctica

This chapter will be part of an IMILAST Special
Issue which will be submitted to Tellus A.1.

2.1 Introduction

SH extra-tropical cyclones have major impacts on the climate of Antarctica. Especially the
coastal regions of Antarctica are highly influenced by synoptic activity. Atmospheric energy
fluxes are strongly influenced by extra-tropical cyclones (Peixoto and Oort, 1983). Thus, they
are important for heat and moisture transport into Antarctica. Extra-tropical cyclones can be
associated with major SH high latitude precipitation events (Turner et al., 1995). Therefore,
cyclones are important for certain parts of snow accumulation over Antarctica. Cyclonic ac-
tivity has been investigated in several previous studies (e.g. Murray and Simmonds, 1991a;
Simmonds and Keay, 2000; Hoskins and Hodges, 2005) as well as in connection with different
teleconnections phenomena (Pezza et al., 2008, 2012).

Previous works dealing with extra-tropical cyclones used different datasets and various
methodologies for the cyclone identification and tracking. This complicates comparability of
results and makes it hard to estimate in how far outcome underlies some uncertainties due to
the used method and dataset, respectively. Therefore, the IMILAST project has been brought
into being for an intercomparison of different algorithms for the identification and tracking of
extra-tropical cyclones (Neu et al., 2013). In this paper the same reanalysis dataset is analysed
by 15 objective methodologies for the representation of Sub-Antarctic cyclones.

In the following section the used dataset and the methodologies are discussed. The statistics
of Sub-Antarctic cyclones represented by the different schemes is shown in section 2.3. This
section also includes an analysis of strong cyclones as well as a discussion in how far these
strong systems can be attributed to meridional moisture flux. It is analysed whether the results
depend on the used cyclone tracking scheme. Section 2.4 gives a summary and conclusion of

1J. Grieger, G. C. Leckebusch, I. Rudeva, C. C. Raible, and I. Simmonds. Comparison of different tracking
algorithms analysing subantarctic cyclones. in preparation for TELLUS-A, 2015a
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2 Cyclones around Antarctica

the results.

2.2 Data and methods

In this current study, 30 years (1979-2008) of ERA Interim reanalysis (Dee et al., 2011) are
investigated for cyclone behaviour around Antarctica. Therefore, output of 15 state-of-the-art
methods for mid-latitude cyclone identification and tracking is analysed (details see Neu et al.,
2013) for SH winter (JJA) and summer (DJF) seasons. The used ERA Interim parameters are
depending on the corresponding methodologies, whereas generally 6-hourly values are taken.
Several algorithms use MSLP as input parameter, whereas geopotential height at 1000hPa and
850hPa is also used as well as horizontal winds and vorticity, respectively. An overview of
the used methodologies is given in table 2.1. For the whole analysis, a postprocessed dataset
has been used, which does not include cyclone tracks over high topography, i.e. all tracks are
excluded which have been identified over regions higher than 1500m. This is done to take into
account that several methods use MSLP, which has to be extrapolated over orography and can
lead to unphysical values and identification of spurious lows.

2.2.1 Filtering subsets of cyclone track data

Temporal and spatial selection

In comparison to previous works of the IMILAST community, this paper has a special focus
on the high southern latitudes, i.e. Sub-Antarctic regions. Therefore, the cyclone tracks cal-
culated by the single groups have been temporally and spatially filtered. For the selection of
winter (JJA) and summer (DJF) tracks, each cyclone track is chosen which shows at least on
time step in the corresponding period. Tracks have not been cut and thus, can be found in
the adjacent month of the accordant period. This is similar for the spatial selection, which
is performed in this paper. At first, all cyclone tracks have been filtered, which can be iden-
tified at least once south of 60◦S. These tracks are named “ALL” in the following. Tracks
are not cut, i.e. in the statistics of this paper are single cyclone counts which can be found
north of 60◦S. Additionally, three regions are separately taken into account, East Antarctica
(EA), the Amundsen-Bellingshausen Sea (ABS) and the Weddell Sea (WED), by means of a
longitudinal criteria. Here, tracks are not cut as well as done for the latitudinal filtering. This
implicates several tracks to be attributed to multiple sectors. Hence, the sum of the sectorally
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2.2 Data and methods

Member Reference
M02 Murray and Simmonds (1991a); Pinto et al. (2005)
M06 Hewson and Titley (2010)
M07 Manos Flaounas
M08 Trigo (2006)
M09 Serreze (1995); Wang et al. (2006, 2012)
M10 Murray and Simmonds (1991a); Simmonds et al. (2008)
M12 Zolina and Gulev (2002); Rudeva and Gulev (2007)
M14 Kew et al. (2010)
M15 Blender et al. (1997); Raible et al. (2008)
M16 Lionello et al. (2002)
M18 Sinclair (1994, 1997)
M20 Wernli and Schwierz (2006)
M21 Inatsu (2009)
M22 Bardin and Polonsky (2005); Akperov et al. (2007)

Table 2.1: Used methodologies in this paper. Enumeration of the IMILAST members is as
that used in Neu et al. (2013). Methods which do not provide cyclone core pressure
are printed in italics.

filtered dataset includes a higher number of tracks than the sectorally unfiltered data. Spatially
filter criteria and the naming of the corresponding dataset can be found in table 2.2.

Selection of strong cyclones

It is possible to define strong cyclones by means of absolute thresholds of intensity parameters,
e.g. minimum values of cyclone core pressure (Lambert and Fyfe, 2006; Neu et al., 2013). An
analysis of different datasets and a comparison of strong cyclones, which have been defined
by absolute thresholds, enables the possibility to extract in how far absolute intensities are

Data latitudinal longitudinal
criteria criteria

ALL lat < 60◦S none
EA lat < 60◦S 0◦ < lon < 180◦

ABS lat < 60◦S 180◦ < lon < 240◦

WED lat < 60◦S 240◦W < lon < 360◦

Table 2.2: Spatial filter criteria for the different datasets analysed in this study. Note that the
definition of the sectoral criteria is done by means of longitudes ranging from 0◦to
360◦. (240◦is equivalent to 60◦W, 0◦is equivalent to 360◦).
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2 Cyclones around Antarctica

represented by different data. Furthermore, strong cyclones can be defined by means of per-
centile thresholds of a cyclone intensity measure, e.g. the 95th percentile of the Laplacian of
MSLP (Leckebusch and Ulbrich, 2004; Leckebusch et al., 2006, 2008; Grieger et al., 2014).
This is beneficial if an intensity bias is represented by the analysed data, which can be the case
for numerical climate models integrated at different horizontal resolution (e.g. Blender and
Schubert, 2000; Pinto et al., 2005; Grieger et al., 2014). This paper investigates one single
dataset by means of different algorithms for the identification and tracking of extra-tropical
cyclones. Neu et al. (2013) discuss the different representation of intensity distributions of
cyclones which are found by various methodologies analysing the same dataset. Although the
mean distribution of identified cyclones largely differs, strong cyclones are much more simi-
lar characterized. This finding can be confirmed by the analysis of one AOGCM experiment,
where strong cyclones are defined by a fixed number of the most severe events (Ulbrich et al.,
2013). Following Ulbrich et al. (2013), for the definition of strong cyclones, the most intense
500 cyclone tracks for the 30 year dataset are used, which are about 5.5% of all identified
tracks on average. Strong cyclones are calculated for the winter period for all methodologies,
which provide cyclone core pressure. On overview can be found in table 2.1.

2.2.2 Meridional moisture flux and attribution to strong cyclones

In this paper it is aimed to attribute extraordinary amounts of moisture flux to the occurrence
of strong cyclones. Therefore, vertically integrated moisture flux ~Q has been calculated.

~Q =
1

g

∫ psfc

p0

q(p) ~v(p)dp, (2.1)

where g is acceleration of gravity, q is specific humidity and ~v is the horizontal wind vector.
Moisture flux is integrated from surface pressure psfc to p0 = 200 hPa using 6-hourly data
on 23 pressure levels. For the assignment of moisture flux to extra-tropical cyclones, which
can be attributed to atmospheric transient waves, a Reynolds decomposition of the meridional
moisture flux has been performed. The decomposition of meridional moisture flux Q can be
written as follows:

Q = qv = q v + q′v′, (2.2)

whereas the first part is the transport due to MMC and the latter is the component of TE.
In the SH extra-tropics, the most important part of meridional transport is due to transient
flux perturbations (Peixoto and Oort, 1983). Moisture flux as well as the decomposition of
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2.3 Results

equation 2.2 is calculated separately for each of the 30 years for the period between April-
September. This period is chosen because it is aimed at the attribution of cyclones for the
winter season, which possibly can exist in the adjacent months, as described in section 2.2.1.
Moisture flux during this period is highly relevant for humidity transport into Antarctica, since
net precipitation shows its maximum during this months over the continent (e.g. Bromwich
et al., 1995; Cullather et al., 1998).

In the following, daily means of the TE component of Q are used for the comparison with
extra-tropical cyclones. For each strong cyclone track, the day of minimum pressure is iden-
tified. For each member, these 500 days are used for the calculation of a TE composite. The
30 year mean of the TE component of Q is then subtracted from each composite, to get mois-
ture transport anomalies, which can attributed to the existence of strong cyclones. Statistical
significance of the differences is evaluated by means of a t-test, where daily variances of the
composites and 30 year mean, respectively are used.

2.3 Results

2.3.1 Cyclone track counts in the different regions

As known from previous studies (cf. Neu et al., 2013), the number of identified cyclones
shows large differences with respect to the analysed tracking methods. Table 2.3 shows the
number of cyclone counts identified by each method between 1979-2008 with respect to the
different regions and seasons. The definition of the regions and the corresponding filter criteria
can be found in section 2.2.1.

To assess the similarities and differences of cyclone tracks in certain regions identified by
the various methodologies, the anomaly of each identified track number in comparison to
the mean of all members is investigated. Figure 2.1 shows the anomaly of tracks in % for
winter (JJA) and summer (DJF) for four regions filtered with the criteria of table 2.2. For
JJA, there are three methods which generally identify more tracks than the mean (M02, M06,
M18), and five methods which generally identify less tracks (M08, M12, M14, M21, M22),
whereas the others fluctuate near the mean. Surprisingly, the relative representation of the
different number of identified tracks does not depend on the region, whereas the absolute
number largely differs between the regions (cf. table 2.3). In summer season, the spread
between the various members is less pronounced in comparison to winter season. At first
sight, this is counterintuitive, since cyclones generally are of lower intensity in summer and
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2 Cyclones around Antarctica

winter (JJA) summer (DJF)
Member ALL WED EA ABS ALL WED EA ABS

M02 14040 3336 8493 6510 8848 1793 5324 4179
M06 13101 2608 6936 6285 8257 1422 3935 4019
M07 10892 2107 5567 4946 8172 1439 3981 3963
M08 6989 1499 3987 3212 6587 1359 3615 3033
M09 8088 1817 4539 3759 7337 1673 3805 3642
M10 9848 1989 5827 4409 7545 1523 3924 3561
M12 6725 1555 4036 3320 6126 1472 3375 3164
M14 5345 1233 3176 2467 4644 1163 2631 2273
M15 10212 1943 5498 4719 7344 1359 3882 3421
M16 7862 1913 4230 3802 7381 1740 3790 3674
M18 12822 2887 6807 6202 9592 2043 4941 4683
M20 8456 2101 4662 3926 6963 1592 3736 3427
M21 6503 1261 3663 2933 4348 804 2294 1994
M22 6961 1512 3961 3230 5589 1199 3018 2656

Mean 9131 1982 5098 4265 7052 1470 3732 3406

Table 2.3: Number of identified cyclone tracks for each method for JJA and DJF in the region
(all) south of 60◦S, (WED) between 60◦W - 0◦, (EA) 0◦- 180◦E, and (ABS) 180◦E
- 60◦W.

results of different tracking algorithms are better comparable for intense cyclones (Neu et al.,
2013; Ulbrich et al., 2013). As found for winter season, the results do not depend on the
different regions.

For a better understanding of the results concerning the identified number of cyclone tracks
by different methods, the cyclone track frequency for each region and season is shown as a
function of minimum core pressure of the corresponding track (figure 2.2). This analysis is
done for each member, which provides cyclone core pressure (cf. table 2.1). Figure 2.2 shows
the minimum pressure density function multiplied by the number of identified tracks for each
member. Note, that the integral of each curve gives the absolute number for each member,
region and season as shown in table 2.3. As expected, core pressures are generally lower for
winter season. Here, the largest differences between the methods occur for strength around
the peak and for less intense ones, respectively. As supposed by previous studies, the number
of stronger cyclones does not largely differ. The picture drawn here, does not strongly depend
on the region, whereas the different number of identified for each region can clearly be seen
in figure 2.2. For JJA, the intensity distributions show a more bell like shape. Differences
between the methods occur mainly at the peak, whereas both more and less intense cyclones
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2.3 Results

are comparable. The conclusion here is, that the generally broader range of extra-tropical
cyclone intensity distributions in winter lead to higher possibilities for differences between
the various methodologies. Indeed, the numerous methods mostly differ for shallow cyclones
and show better agreements for intense ones. The large intensity range in winter season results
in higher discrepancy for identified cyclone tracks, found in figure 2.1.

2.3.2 Horizontal system density

For the further analysis of cyclone frequencies represented by the different methodologies,
cyclone system density is calculated. The system density, i.e. the average number of cyclone
counts per season in a (◦lat)2 area is calculated at each point of an 2.5◦grid using a weight-
ing function that is strictly monotonically decreasing and zero for r > 2.5◦ (c.f. Murray and
Simmonds, 1991b). Figure 2.3 and 2.4 show the system density for JJA and DJF, respectively
for each member. Note that no cyclones tracks have been identified over Antarctica due to the
postprocessed filtering of cyclones over high topography. In general, both figures show the
characteristic of the various methods to identify different numbers of cyclones. The system
density presented here, shows the number of cyclones counts, which can be assigned to cor-
responding tracks. Therefore, the total amount of cyclones shown in figure 2.3 and 2.4 is not
directly comparable to the number of tracks shown in table 2.3, because each track consists of
a different number of cyclone counts. At this point, this gives an additional information about
the track length and number of cyclone counts of the tracks, respectively. Most notably is the
panel of M06 in figure 2.3 and 2.4. With respect to all members, M06 identifies almost the
maximum number of cyclone tracks (cf. table 2.3) but shows the smallest system density. This
is due to the high number of short tracks identified by this methodology (not shown). Apart
from that, the identification of local maxima is comparable between the members. In principle,
methods most agree for the local maxima, which can be identified off-coast Dronning Maud
Land at 30◦E, near Wilkes Land at 120◦E, and at Ross Sea. This maxima can be attributed to
climatological MSLP minima, which can be identified in that regions (Schwerdtfeger, 1984).
These characteristics are more pronounced for winter season (figure 2.3). Some methods iden-
tify additional local maxima of the system density, i.e. mainly the region of Ronne, and Ross
ice shelf. At these regions the most pronounced differences occur between the members. Six
methodologies show their absolute maximum system density over at least one of the huge ice
shelf regions (M02, M07, M14, M16, M20, M21), whereas the others do not show pronounced
system densities in these regions. M02 and M15 find another local maximum at the Antarctic
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Figure 2.1: Anomaly [%] of identified cyclone tracks with respect to the mean number found
per season and region (cf. table 2.3).
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Figure 2.2: Density function for minimum pressure for each cyclone track multiplied by the
number of identified tracks for each method found per season and region (cf. table
2.3). Note the different scale of the y-axis for the lower three panels in comparison
to the uppermost one.
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2 Cyclones around Antarctica

Peninsula, which is the absolute maximum for M15. M07 is the only method, which shows
an extraordinary pronounced maximum at Amery Ice Shelf. Generally, a similar picture can
be drawn for summer season (figure 2.4). Additionally to the local maxima, which have been
identified for winter season (figure 2.3), highly pronounced system density can be identified
throughout the methodologies at Bellingshausen Sea. This is possibly due to the annual cycle
of the ABSL, which is shifted in the direction of the Antarctic Peninsula for summer months
(Fogt et al., 2012).

Strong cyclone tracks are defined by means of the most intense 500 tracks of each method,
with respect to the minimum core pressure. This is done for winter season, when pressure
values are generally lower. Figure 2.5 shows the system density of strong cyclones per winter
season. This time absolute values of the system density are well comparable, since the same
absolute number of 500 tracks is used for the statistics of 30 years. Only methodology M06
shows distinctive lower values of system densities, because of the shorter tracks (not shown).
All members identify four local maxima of strong cyclone system density, i.e. a pronounced
maximum at the ABSL sector, one at Prime meridian, at 30◦E, and at 90◦E. At this point it can
be concluded that strong cyclones are well comparably represented by various methodologies
in comparison to the characteristic of all cyclones. Nevertheless, the different identification of
track length has to be taken into account.

2.3.3 Attribution of moisture flux to strong cyclones

Extra-tropical cyclones are an important source for meridional energy transport towards Antarc-
tica Peixoto and Oort (1983); Tietäväinen and Vihma (2008). For an analysis in how far strong
cyclones are responsible for an extraordinary meridional moisture flux Q, the TE component
of Q is evaluated by means of a composite study. Therefore, all days are taken into account,
where each strong cyclone for the 30 year period shows its maximum intensity (minimum
core pressure). The 30 year mean of TE was subtracted from each composite corresponding
to one member to get the anomaly of moisture flux, which can be attributed to strong cyclone
activity. SH poleward moisture transport is generally negative because of the definition of the
meridional component of the wind vector v. For an easier interpretation of anomaly fields,
poleward transports are defined to be positive here. Hence, a positive anomaly means more
poleward transport.

Figure 2.6 shows the moisture flux anomaly due to strong cyclone activity for each method-
ology. As expected, anomalies are mainly positive since strong cyclones have major impacts
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2.3 Results

Figure 2.3: System density for winter (JJA) [cyclones per 103(◦lat)2 area, and season].
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2 Cyclones around Antarctica

Figure 2.4: System density for summer (DJF) [cyclones per 103(◦lat)2 area, and season].
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Figure 2.5: Strong system density for winter (JJA) [cyclones per 103(◦lat)2 area, and season].
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on poleward moisture transports. Generally, the different members show similar results of flux
anomalies. For all methods, the most pronounced region is at Prime meridian, whereas sig-
nificant positive anomalies are further found around East Antarctica up to 90◦E. With respect
to zonal symmetry, an interruption of significant positive anomalies can be identified between
90◦E and 120◦E. Again all methodologies show significant positive anomalies at Wilkes Land.
Here, some members find significant values over the continent, whereas the absolute values
of the anomalies seem to be very small. This is due to the general low amounts of moisture
flux over Antarctica. Furthermore, north of the Ammundsen-Bellingshausen Sea significant
positive values are found up to 90◦W. Small insignificant negative anomalies are also iden-
tified by some members in the region of Bellingshausen Sea. This delimits moisture flux in
the direction of West Antarctica, where strong cyclones are steered under the influence of
the ABSL. Obviously, the regions of increased moisture flux are related to the occurrence of
strong cyclone activity as discussed in section 2.3.2. In principle, there are three major regions
of moisture inflow into Antarctica, i.e. the region of Dronning Maud Land, Wilkes Land and
Marie Byrd Land (Cullather et al., 1998; Leckebusch, 1999). This evaluation of the attribution
of transient moisture flux to strong cyclones shows the importance of these severe synoptic
systems for Antarctic moisture transport at least at Dronning Maud Land and Wilkes Land.

2.4 Summary

This study analysed Sub-Antarctic cyclones identified by 15 objective identification and track-
ing algorithms for extra-tropical cyclones. Therefore, SH winter (JJA) and summer (DJF)
season is investigated. By means of a spatially filtering postprocess, four regional subsets
of data were produced and analysed. As suggested by previous studies (Neu et al., 2013),
the number of identified cyclones varies for the different methodologies. Although a largely
different number of cyclone tracks is identified for the four regions, the general behaviour
weather a methodology identifies more or less cyclones tracks is very similar. Interestingly,
the spread of identified cyclone track numbers between the methodologies is larger in winter
than in summer, where cyclones are generally less intense. This is explained by the smaller
range of cyclone intensity.

For the representation of horizontal cyclone distributions, the cyclone system density is
calculated for each member and season. At first sight, the results of the different identified
cyclone tracks are characterized by the system density, as well. There is especially one ex-

24



2.4 Summary

Figure 2.6: Composite of transient meridional moisture flux anomaly for all days where the
maximum intensity of strong winter (JJA) cyclones is identified. Anomalies are
calculated with respect to the long term (1979-2008) mean for April-September.
Stipples show 95% significance with respect to daily mean and variance. Note that
poleward moisture flux is defined to be positive.
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ception (M06), which identifies a huge number of tracks, but is underrepresented in system
density. This is due to the extraordinary short tracks, found by this method.

The most severe cyclones are well comparable between the methods. Both absolute values
as well as the location of relative maxima are well represented by the methods.

The study investigated transient moisture transports for an attribution of these fluxes to
strong cyclones. Therefore, a composite analysis were performed, where all days of maxi-
mum intensity of strong cyclones were used for a calculation of moisture flux composites.
Anomalies were computed by means of the difference between the composite and the long
term mean. A generally positive anomaly of increased poleward moisture flux can be found
and attributed to the regions of strong cyclone density. The major locations of moisture in-
flow to Antarctica are characterized by the composite study. With respect to the different
methodologies, the results are robust.
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3 Southern Hemisphere winter cyclone
activity under recent and future climate
conditions in multi-model AOGCM
simulations

This chapter has been published in International
Journal of Climatology1.
Section 3.3.5 results out of the Master Thesis of
Mareike Schuster (Schuster, 2012).
The co-authors supervised the work on the
manuscript. All the rest was done by Jens Grieger.

3.1 Introduction

Extra-tropical cyclones have major influences on mid-latitude weather and climate. In the
Southern Hemisphere (SH) mid-latitudes, synoptic systems have a substantial impact on pole-
ward energy transport (Peixoto and Oort, 1983) and a potential influence on the energy balance
of certain regions of Antarctica (Turner et al., 2009 and references therein). The meridional
temperature gradient between the tropics and the polar regions in the SH is associated with
numerous cyclonic systems over the Southern Ocean, forming a low-pressure band around the
Antarctic continent (King and Turner, 1997).

Several studies analyse varieties of characteristics of SH cyclone activity in reanalysis data
(e.g. Simmonds and Keay, 2000; Simmonds et al., 2003; Hoskins and Hodges, 2005;

1J. Grieger, G.C. Leckebusch, M.G. Donat, M. Schuster, and U. Ulbrich. Southern hemisphere winter cyclone
activity under recent and future climate conditions in multi-model aogcm simulations. Int. J. Climatol.,
34(12):3400–3416, 2014. ISSN 1097-0088. doi: 10.1002/joc.3917. URL http://dx.doi.org/10.
1002/joc.3917
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3 SH cyclone activity in multi-model AOGCM simulations

Lim and Simmonds, 2007). Results agree with peak winter track density in the Indian and
Australian sectors of the Southern Ocean around 60◦S whereas cyclone activity especially at
Ross Sea and Weddell Sea is differently pronounced depending on the reanalysis dataset used.

Yin (2005) investigates baroclinic wave activity calculated from the bandpass-filtered eddy
kinetic energy in a multi-model ensemble (MME) of coupled atmosphere-ocean general cir-
culation models (AOGCM). He finds a poleward shift of the winter season storm tracks in the
future scenario simulations. Lambert and Fyfe (2006) analyse low-pressure events in a sim-
ilar set of AOGCMs using the daily averaged mean sea level pressure (MSLP) in a 120-day
winter season. Robust results are shown in terms of the analysed multi-model ensemble; for
example, a reduction in the total number of all events and an increase in the number of intense
events are identified in all AOGCMs with respect to the SRES A1B scenario (Nakicenovic
et al., 2000). However, their study did not find any shift of cyclonic activity. Bengtsson et al.
(2006) analyse cyclonic activity in three integrations of the ECHAM5 coupled climate model
with respect to the SRES A1B scenario and identify an increase of track density in the high
latitudes and a reduction around 40◦S in the winter season. Furthermore, an intensification of
cyclones in terms of their vorticity is found in the regions of enhanced activity. The intensifi-
cation is suggested to be caused by the more poleward position of the tracks which possibly
enables cyclonic access to cold air masses from Antarctica. In a subsequent study, Bengtsson
et al. (2009) investigate different parameters representing cyclonic intensity in terms of their
impacts, e.g. wind speed and precipitation. They use a high-resolution AOGCM and conclude
that they cannot identify a clear intensification in the future climate forcing scenario. Geng
and Sugi (2003) analyse the difference of two 20-year time-slices representing a control exper-
iment and greenhouse gas forcing for the 2050s. They identify a decrease of cyclone activity
in SH mid-latitudes and explain the reduction with decreased baroclinicity due to enhanced
static stability mainly caused by relatively little warmings over the SH extra-tropical oceans.
Furthermore, Geng and Sugi (2003) find an increase of strong cyclones with respect to the
experiment with enhanced greenhouse gases and suggest increasing atmospheric moisture due
to global warming to be the reason for this changed intensity distribution. Lim and Simmonds
(2009) have performed idealised temperature forcing experiments for a better understanding
of SH change of cyclone tracks with respect to climate change scenarios. In their study, the
decrease of identified cyclones is also discussed to be caused by an enhancement of static
stability but due to increasing temperature of the upper tropospheric tropics. To describe the
poleward shift of synoptic activity, Bengtsson et al. (2006) discuss the influence of changing
sea surface temperature (SST) gradients that was also investigated in previous studies (e.g.
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Inatsu et al., 2002). Inatsu et al. (2002) have performed aqua-planet simulations with ideal-
ized SST gradients for the analysis of storm tracks. They found baroclinicity to be influenced
in their idealized simulations mainly due to variations of vertical wind shear. Kidston and
Gerber (2010) analyse SH jet stream in CMIP3 simulations and find a correlation between the
bias in the location of the 20C forcing and the strength of the shift in future projections. Chang
et al. (2012) investigate storm tracks and cyclone activity in a CMIP5 multi-model ensemble
and find a consistent poleward shift of track locations with respect to the RCP8.5 scenario.
However, the decrease of SH winter cyclone track frequency is not a consistent results in their
investigation of the CMIP5 AOGCMs, whereas the increasing number of extreme events is a
robust finding.

While the general picture of SH winter cyclonic climate change is discussed in several stud-
ies, quantitative comparisons are hardly reasonable. A huge number of cyclone identification
and tracking methodologies and data-sets enable a lot of different investigations of cyclone
characteristics (Ulbrich et al., 2009). Furthermore, different definitions of strong cyclones
have been used in several previous studies (e.g., Leckebusch and Ulbrich, 2004; Lambert and
Fyfe, 2006; Chang et al., 2012). Neu et al. (2013) compared different cyclone identification
and tracking algorithms for the investigation of an identical reanalysis data set. While absolute
numbers of detected cyclones show large spreads between the methods, trends of track densi-
ties are well captured across the algorithms. Major climate change signals seem to be robust
independently of the used method (Ulbrich et al., 2013). The representation of different inten-
sity classes of extra-tropical cyclones by AOGCMs and possible influences on climate change
signals are still an open scientific question. While different studies discuss the reasons for
the projected change of extra-tropical cyclone behaviour, detailed mechanisms are not fully
understood yet.

Our current study principally focuses on potential future changes of the SH cyclonic activity
in simulations following the SRES A1B forcing scenario compared to simulations of recent
climate conditions. To this end, a multi-model ensemble of AOGCMs is analysed by means
of an objective cyclone identification and tracking algorithm to investigate how the change
of cyclone characteristics is represented in this multi-model ensemble. Therefore, we present
a scaling technique for a fair combination of simulated cyclones by AOGCMs of different
horizontal resolutions. Specific thresholds for the definition of strong cyclones and calculation
of climate change signals are analysed and the sensitivity of changes in intense cyclones with
regard to natural variability is investigated. Furthermore, two possible mechanisms driving
the change of SH winter cyclone activity are discussed.
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3 SH cyclone activity in multi-model AOGCM simulations

The following section describes the ensemble of analysed AOGCMs and the objective algo-
rithm for cyclone identification and tracking. The representation of cyclone characteristics in
the multi-model ensemble simulations of the 20th and 21st centuries is shown in section 4.3.
This also includes investigations of the sensitivity of the results regarding different intensity
thresholds, natural variability, different model contributors to the ensemble mean and possible
mechanisms relevant for the climate change signals. Section 3.4 gives a summary, discussion
and conclusion of our findings.

3.2 Data and methods

3.2.1 Data

This study investigates an ensemble of nine coupled AOGCM integrations from six differ-
ent models (Table 3.1) performed in the ENSEMBLES project (van der Linden and Mitchell,
2009). SH cyclonic parameters are analysed in simulations representing the climate of the
20th century and future projections of the SRES A1B forcing for the 21st century, hereafter
denoted by 20C and A1B, respectively. In all model integrations analysis is done for a 20-year
time period at the end of the 20th and 21st centuries, respectively. Because of these short pe-
riods multidecadal variability may influence both, the climate change signal and inter-annual
standard deviation of the corresponding parameter. The multi-model ensemble approach in-
vestigates climate signals of all model years (180 years for 20C and 180 years for A1B) and
uses the inter-annual standard deviation of the whole ensemble for the calculation of statisti-
cal significance. Thus, it is ruled out that signals and their significance are strongly influenced
by multi- decadal variability. Nevertheless for three integrations of one climate model, for
which 6-hourly data could be made available over longer time periods, we also use time se-
ries of transient 200 years to discuss the identified climate change signals in comparison with
multi-decadal variability (cf. Table 3.1).

In the multi-model ensemble used here, the ECHAM5 model is over-represented (four of
nine ensemble members). The same ensemble of GCM simulations was also used in previous
studies investigating changes in European storminess conditions (Donat et al., 2010) and storm
losses related to extreme wind speeds (Donat et al., 2011). These studies have shown that
even different simulations with the same model, starting from different states with regard to
internal variability, may lead to different climate change signals with respect to the occurrence
of extreme events. As it was our aim to include as many members as possible in the ensemble
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Model Institute Resolution 20C A1B References
BCCR-BCM2 Bjerkness Centre T42, L45 1980-1999 2080-2099 Furevik et al. (2003)

for Climate Research
CNRM-CM3 Meteo France/Centre National T42, L31 1981-2000 2081-2100 Salas-Mélia et al. (2005)

de Recherches Meteorologiques
DMI-ECHAM5 Danish Meteorological T63, L31 1981-2000 2081-2100 Jungclaus et al. (2006)

Institute
FUB-EGMAM Freie Universität Berlin T30, L39 1981-2000 2081-2100 Manzini and McFarlane (1998)

Institute of Meteorology Legutke and Voss (1999)
Huebener et al. (2007)

IPSL-CM4 Institut Pierre Simon Laplace 2.5◦×3.75◦, L19 1981-2000 2081-2100 Marti et al. (2005)
METO-HC-HadGEM1 UK Met Office 1.25◦×1.875◦, L38 1980-1999 2080-2099 Johns et al. (2006)

Hadley Center Martin et al. (2006)
Ringer et al. (2006)
MPI-ECHAM5 Max Planck Institute T63, L31 1981-2000 2081-2100 Jungclaus et al. (2006)

for Meteorology 1901-2000∗ 2001-2100∗

Table 3.1: AOGCMs analysed in this study. Datasets marked ∗ are used for additional investi-
gations in section 3.3.3.

representing different models and different phases of climate variability, we generally used all
nine available model integrations to compute the ensemble mean. Nevertheless, the outcome
is also discussed using only one integration of each model (Section 3.3.4).

Reanalysis data is used as a reference to validate the capability of the AOGCMs to simu-
late SH parameters that are identified by an objective cyclone tracking algorithm. Compared
to station observations, reanalysis products had problems producing realistic MSLP datasets,
before the incorporation of satellite data in the late 1970s (Bromwich and Fogt, 2004), par-
ticularly on Southern Hemisphere. Bromwich and Fogt (2004) found ERA40 to perform well
in the modern satellite era. Hence, in this study we use 20 years of ERA40 reanalysis data
(Uppala et al., 2005) from the end of the 20th century, namely 1981-2000, on a spatial reso-
lution of 2.5◦× 2.5◦. This horizontal resolution is in a similar order of magnitude as in most
analysed AOGCMs.

For the analysis of cyclone tracks, we use 6-hourly values of mean sea level pressure
(MSLP) from all models. Cyclones are less frequent and generally weaker in summer (Sim-
monds and Keay, 2000). Their impact on poleward energy transport is reduced in that season
(Peixoto and Oort, 1983). Therefore, we restrict our study to SH extended winter season
(April-September). Extra-tropical cyclones are analysed between 20◦S and 90◦S.
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3 SH cyclone activity in multi-model AOGCM simulations

3.2.2 Cyclone identification and tracking algorithm

We apply an algorithm for identification and tracking of extra-tropical cyclones that was de-
veloped by Murray and Simmonds (1991a) with the modifications specified in Simmonds and
Murray (1999) and Simmonds et al. (1999). A short description of the algorithm is given here.
According to Simmonds and Murray (1999) a multi-pass smoother is used as a first step of
the algorithm to the MSLP field. Thereafter, this field is interpolated by means of a bicubic
spline to a polar stereographic grid centred at the south pole. Areas where the orography
exceeds 1000m are disregarded because MSLP is derived from extrapolation of the lowest
model-level pressure to sea level and may be inexact especially in regions with high orogra-
phy. On the new grid the Laplacian of the MSLP, ∇2p, is calculated which is proportional to
the quasi-geostrophic relative vorticity. This field of the Laplacian is scanned for local max-
ima compared to eight surrounding grid points. Local minima of the MSLP field are assigned
to the maximum values of∇2p.

The core of a cyclone with closed isobars is identified if the assignment is successful. If this
is not the case within a radius of 6◦lat, a search of the pressure inflection point is performed.
This point is related to the minimum gradient of the pressure field and determines the location
of an open depression. The Laplacian of MSLP can be used as a measure of the intensity of
the identified low-pressure systems since it is physically related to wind speed by means of
the quasi-geostrophic approximation. Therefore, for each identified low pressure system,∇2p

is averaged over a radius of 2◦lat around its maximum value.

For the cyclone tracking procedure, a subsequent position of each identified cyclone is
predicted and compared to identified candidates in the following time step.

The identification and tracking scheme may also identify spurious cyclone tracks that have
to be filtered off. The requirements for each track are a lifetime of more than one day, i.e.
at least five time-steps, and the criteria of closed isolines and high-intensity classification
(∇2p > 0.7hPa(◦lat)−2 in our case) once in its life cycle (Leckebusch and Ulbrich, 2004).

Various statistical characteristics of the cyclones are calculated. A more detailed description
is given in Murray and Simmonds (1991b). In our current study, horizontal cyclone statistics
are calculated on a 2.5◦ × 2.5◦ grid using a distance weighting function that is monotonically
decreasing and zero for distances r > 7.5◦lat.

32



3.2 Data and methods

3.2.3 Scaling the cyclone characteristics from different models for
ensemble mean analysis

The analysed AOGCMs have been integrated at different spatial resolutions (Table 3.1). Pinto
et al. (2005) have demonstrated how spectral reduction of horizontal data resolution leads to
a decreased number of identified shallow systems, whereas the distribution of strong systems
remains unaffected. Bengtsson et al. (2009) compared cyclone activity in the same GCM
integrated at different horizontal resolutions. They find a similar number of cyclone tracks
after homogenisation of the model output. Nevertheless, the high-resolution dataset shows
much higher intensities in terms of the vorticity and the core pressure.

Indeed, the various model integrations in our study hold a large spread in numbers of low-
pressure systems and cyclone tracks (Figure 3.1). To make sure that all simulations are equally
weighted when calculating the multi-model ensemble mean of the cyclone track density (e.g.
Figure 3.2d), a scaling is performed. For each AOGCM i, a temporally independent scaling
factor ci is derived, specifying the proportion between the total number of identified lows in
ERA40 lera relative to the cyclone number in the 20C run of each model li.

ci =
lera
li

(3.1)

The track density at each grid point of model integration i is then multiplied by the hemi-
spheric model-specific scaling factor ci. This scaling assures conservation of individual model
specific spatial patterns of the track density while standardising all model outputs to the same
order of magnitude with regard to total hemispheric cyclone counts. Hence, there is no over-
estimation of individual model integrations featuring high absolute track density values when
calculating the ensemble averages. In contrast to track density, scaling is not used for the
intensity measures. The scaling factor is derived for the 20C runs in comparison to the reanal-
ysis data, but also applied to the A1B runs. Consequently, the relative climate change signal
of each model integration is unaffected by this scaling technique.

3.2.4 Definition of strong cyclone tracks

In this paper, following the approach of previous studies (Leckebusch and Ulbrich, 2004;
Leckebusch et al., 2006, 2008), strong cyclone tracks are defined by means of the 95th per-
centile of the Laplacian of MSLP with respect to the maximum along-track distribution. This
threshold is calculated for each model individually over the considered temporal period in
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Model ∇2pP95

[hPa(◦lat)−2]
ERA40 3.642
BCCR BCM2 2.011
CNRM CM3 2.019
DMI ECHAM5 3.924
FUB EGMAM 2.544
IPSL CM4 2.955
METO HC HadGEM1 3.828
MPI ECHAM5 run 1 3.969
MPI ECHAM5 run 2 3.950
MPI ECHAM5 run 3 3.950

Table 3.2: 95th percentile of the Laplacian of MSLP related to all identified tracks in the 20C
runs on the SH. For each model, this value is used as the threshold to define tracks
of strong cyclones.

20C (Table 3.2). Only cyclonic systems that exceed the threshold at least once in their lifetime
are chosen. The threshold for the Laplacian is calculated for the 20C period and fixed for
A1B. Hence, it is possible to discuss the change of strong cyclones in terms of their individual
representation in the 20C integration. For each AOGCM this is a consideration of strongest
cyclonic activity independently of arguable absolute thresholds.

The Laplacian is a cyclonic intensity measure reflecting the curvature of the pressure field.
It is proportional to relative vorticity in terms of the quasi-geostrophic approximation. Several
studies use this intensity parameter (e.g. Simmonds et al., 1999; Simmonds and Keay, 2000;
Simmonds et al., 2003; Leckebusch and Ulbrich, 2004; Pinto et al., 2005; Leckebusch et al.,
2006; Lim and Simmonds, 2007; Pinto et al., 2007; Nissen et al., 2010) whereas there is a large
number of alternative possibilities for the definition of cyclone intensity (Neu et al., 2013). In
comparison to vorticity the Laplacian is varying for different latitudes with the inconstant
coriolis parameter.
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Figure 3.1: Cyclone tracks per year in the SH extra-tropics (20◦S-90◦S) in reanalysis and the
AOGCMs data for a) the number of all identified tracks and b) the number of
strong tracks. Hatching of the bars indicate significant changes at the 95% level.

3.3 Results

3.3.1 Cyclone tracks and their changes in a multi-model perspective

Validation of the AOGCMs (20C) with ERA40

For the SH extra-tropics (20◦S - 90◦S) an average number of 816.7 tracks per extended winter
season can be found for ERA40 (Figure 3.1). Note that the absolute number of identified
cyclone tracks is dependent of the used identification methodology (Neu et al., 2013). Between
the ensemble members, a large spread is detected regarding the total number of identified
cyclones, as to be expected given the different spatial resolutions and specific representations
of the atmospheric GCM. For the analysed ensemble, models with a coarse resolution (e.g.
BCCR, CNRM, FUB) tend to simulate fewer cyclone position counts than the other ones
(e.g. DMI, IPSL, MPI, METO). The ratio of cyclone counts between the models holding
fewest counts (BCCR) and most counts (DMI) is about 2 (not shown). The ratio is even
larger, i.e. about 3 for the number of cyclone tracks, BCCR and MPI-2, respectively (Figure
3.1). Although the influence of horizontal resolution on the number of identified cyclones
was shown in previous studies for individual models (e.g. Blender and Schubert, 2000; Pinto
et al., 2005), for the analysed multi-model ensemble, it is not possible to identify a functional
relationship between the horizontal resolution of the model data and the number of identified
cyclones.
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(a) (b) (c)

(d) (e) (f)

.

Figure 3.2: Cyclone climatology (April-September) of all cyclones: ERA40 (a) Track Density
[tracks/winter ◦lat−2] (b) Core Pressure [hPa] (c) ∇2p [hPa ◦lat−2] and MME (d)
scaled Track Density [tracks/winter ◦lat−2] (e) Core Pressure [hPa] (f) ∇2p [hPa
◦lat−2].

Horizontal distributions of cyclonic characteristics calculated from ERA40 reanalysis are
discussed for model validation. The main characteristics are in agreement with earlier studies
(Simmonds and Keay, 2000; Simmonds et al., 2003; Lim and Simmonds, 2007; Hoskins and
Hodges, 2005). Maximum track density can be identified south of 60◦S (Figure 3.2a). Highest
values are found in the Australian sector of the Southern Ocean with more than 70 tracks per
winter season per (◦lat)2. Core pressure and the Laplacian of MSLP represent two different
intensity measures related to the statistic of identified cyclone tracks (Figure 3.2b and c).
Maximum intensity is found at 60◦S in Ross Sea and in the Indian sector, whereas values are
lower in the Drake Passage concerning this band of latitude.
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The spatial patterns of ERA40 and the GCM ensemble mean show similar cyclone char-
acteristics. Regions of highest track density south of 60◦S are consistent, and the absence
of circumpolar maximum track density around 60◦S north of Weddell Sea is simulated cor-
rectly (Figure 3.2d). Compared to reanalysis, the scaled track density of the ensemble mean
has higher values in the mid-latitudes of the Pacific. The scaling approach makes sure that
for reanalysis and each AOGCM the total number of cyclones is the same in the entire anal-
ysed area. Especially in the Atlantic and Pacific sectors of the Southern Ocean (around 40◦S
and 50◦S), the ensemble mean of the scaled track density shows higher values than ERA40
reanalysis. This overestimation of the scaled track density at certain regions leads to an un-
derestimation of peak values south of 60◦S. While the track density of ERA40 has maximum
values up to 70 tracks per winter per (◦lat)2 in the Australian sector of the Southern Ocean, in
the multi-model ensemble mean only 60 tracks per winter per (◦lat)2 can be identified in this
region. Particularly for core pressure, some differences are apparent between model ensemble
and reanalysis. In the climate model simulations, minimum values of core pressure are iden-
tified in the Atlantic and Indian sectors. Different to ERA40 reanalysis, the minimum in the
Pacific sector is less pronounced. The horizontal distribution of ∇2p is well simulated by the
ensemble mean. Highest cyclonic intensity can be identified in the Indian sector of the South-
ern Ocean and at Ross Sea, whereas the characteristics of intense cyclones at Tasman Sea are
not as distinctive. Several integrations (DMI, MPI, IPSL) show another maximum of ∇2p at
Bellingshausen Sea, which cannot be identified after averaging AOGCMs to the model mean.
ERA40 reanalysis does not feature this additional intensity maximum west of the Antarctic
Peninsula. In general, ERA40 reanalysis shows higher intensities, i.e. lower values of the core
pressure and higher Laplacian per cyclone track, than the multi-model ensemble mean. The
AOGCMs in the analysed model ensemble with the highest spatial resolutions (DMI, MPI,
METO) hold values in the same order of magnitude as ERA40, whereas the underestimation
of the mean is mainly due to lower cyclone intensities in BCCR and CNRM.

Strong cyclone activity according to the 95th percentile of ∇2p and the total distribution
feature similar properties in ERA40. Differences are pronounced in the occurrence of an
additional maximum of strong track density in the Indian sector at 60◦S (Figure 3.3a). The
characteristics are shifted to the direction of the Indian Ocean and especially to the Atlantic,
whereas the track density in the Pacific is only slightly pronounced. Obviously, the intensity
measures of strong cyclones are more pronounced than the mean ones related to all cyclone
tracks (Figure 3.3b and c). Both measures show wavelike irregularity patterns where strong
track density becomes small. Since these measures are given per number of tracks, the patterns
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are based on a small sample. In general, the characteristics of the intensity are comparable to
those of all cyclones. In comparison to all cyclones, the local maximum of the Indian sector
expands further into the Atlantic sector towards lower latitudes (Figure 3.3c).

With regard to strong cyclone track density, the shift in direction of the Atlantic sector is
even stronger in the AOGCMs than in ERA40. The ensemble mean shows a pronounced max-
imum of strong scaled cyclone track density in the Indian sector (30◦E-90◦E) of the Southern
Ocean at 60◦S (Figure 3.3d). This shift is distinguishable in all single AOGCMs, except
METO. The intensity of strong cyclonic activity in the multi-model ensemble mean repre-
sents the more distinctive characteristic of strong cyclones in direction of the Atlantic sector,
whereas peak values are not as pronounced as in the case of ERA40 reanalysis (Figure 3.3e
and f). In addition, the same model integrations which show further maxima at Bellingshausen
Sea for all cyclones (DMI, MPI, IPSL) reveal this characteristic in the statistics of strong cy-
clone activity. As found for all cyclones this intensity maximum cannot be seen in the MME
mean.

Changes in the SRES A1B scenario

The climate change signal of the cyclone parameters discussed in the previous section is anal-
ysed for the multi-model ensemble mean, whereas the changes of the track density are also
discussed for single model integrations in terms of their consistency. Changes in the parame-
ters are investigated in terms of the difference between the mean values in the 20-year periods
at the end of the 21st and 20th centuries and the relative change is normalised by the mean
of the 20th century. To compute the mean and inter-annual standard deviation of the accor-
dant period, all 180 model years (Table 3.1) of the multi-model ensemble are used. Statistical
significance of the changes is estimated by applying Student’s t-test.

A systematic significant decrease of identified cyclone tracks is found in the future scenario
simulations with each analysed AOGCM (Figure 3.1a). While absolute numbers of the cy-
clone track decrease show an obvious spread since the total amount of identified cyclones has
huge differences in the single AOGCMs, the relative changes of the number of cyclone tracks
are much closer, ranging between about -3% and -11% (Table 3.3).

Regarding the A1B scenario, most model integrations in this study indicate an increase in
the identified number of strong cyclone tracks as defined in section 3.2.4 (Figure 3.1b). On
the other hand, only three AOGCMs show increases which are significant at the 95% level.
Different to the majority of simulations, two integrations show a decrease of strong cyclone
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(a) (b) (c)

(d) (e) (f)

.

Figure 3.3: Same as Figure 3.2, but for strong cyclones.

Model relative change [%] of
all cyclone tracks strong cyclone tracks

BCCR-BCM2 -3.8 23.7
CNRM-CM3 -3.1 22.8
DMI-ECHAM5 -7.8 14.1
FUB-EGMAM -5.6 11.3
IPSL-CM4 -11.2 -12.8
METO-HC-HadGEM1 -7.5 -7.0
MPI-ECHAM5 1 -8.0 5.4
MPI-ECHAM5 2 -7.8 1.1
MPI-ECHAM5 3 -7.4 8.8

Table 3.3: Relative change of cyclone tracks of each model integration in the future scenario
simulation (A1B) compared to 20C. Parameters are investigated in the whole anal-
ysed area, i.e. the SH between 20◦S and 90◦S, excluding locations higher than
1000m.
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tracks, namely IPSL, METO (Figure 3.1b) with relative changes of about -7% and -12%. The
decreasing number of strong tracks is significant for IPSL but not for METO.

The climate change signal of the horizontal distribution of scaled cyclone track density
shows significant increases of up to 20% in the Atlantic-Indian sector at the Antarctic coast
line, whereas decreasing values are distinctive north of about 50◦S in a hemispheric perspec-
tive (Figure 3.4a). While there is no increase off the Antarctic coast in the Pacific sector, a
weak signal of increase can be found around 50◦S south of Australia. The climate change
signal in the single model integrations shows slightly different specifications in this region,
whereas the signal in the Atlantic and Indian sectors is more robust. All single integrations of
the analysed ensemble show a significant reduction of scaled track density in several regions
north of 40◦S, whereas a completely consistent significant decrease can be identified in the
Indian sector, at Tasman Sea, and east of New Zealand (Figure 3.5b). All models also show
a higher amount of track density in the high latitudes, whereas significantly increasing track
densities are found around East Antarctica. This leads to a robustness of increasing cyclone
track density in up to six of nine integrations at Davis Sea (Figure 3.5a).

The intensity measures discussed above show a cyclonic intensification in certain regions
in the ensemble mean for the future scenario simulations (Figure 3.4b and c). South of about
55◦S, a decrease of core pressure, i.e. an intensification, can be identified in a band around
Antarctica (Figure 3.4b); this is related to the general lowering of the ambient pressure in these
bands of latitude (Niehörster et al., 2008). Regions of maximum decrease of core pressure are
found in the Atlantic and Australian sectors south of 60◦S up to 0.5%, i.e. 5hPa deeper in the
multi-model ensemble mean. A weak but significant increase of the cyclonic core pressure
is found north of 40◦S in the multi-model ensemble mean. ∇2p considers the shape of the
pressure field. It is proportional to quasi-geostrophic vorticity and thus is an intensity measure
related to wind speed. This quantity shows slight increases in the Indian and Australian sectors
of the Southern Ocean, whereas the only area with significant increase is found in the south
of Tasman Sea (Figure 3.4c), where no changes of scaled cyclone track density were identi-
fied. Nearby this location, meridional SST gradients are simulated to increase in the future
projection (Figure 3.10c). It indicates an enhancement of low level atmospheric temperature
gradients and thus increasing baroclinicity.

Despite reduced total cyclone counts, strong cyclone activity is simulated to increase in the
future scenario in the majority of analysed model integrations (Figure 3.1). This characteris-
tic is confirmed by investigations of the horizontal track density distributions (Figure 3.4d).
Changing patterns of strong cyclones are dominated by an increase of the scaled track density
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in the Indian and Australian sectors of the Southern Ocean with local maximum values up
to 40% south of Tasman Sea and up to 50% in southern Australia. Further spots of increas-
ing scaled track density are east of South America, where a maximum of strong cyclones’
genesis is detected (not shown) and the southern tip of Africa. It is noticeable that different
integrations of the same ECHAM5 model show marked differences in the change of strong
cyclone tracks. While the DMI run holds distinctive areas of increasing values in the Indian
and Australian sectors higher than 50%, the MPI-1 integration shows only small insignificant
increase in this region (not shown). Investigation of consistency shows an increase of scaled
strong cyclone track density for all integrations in a large-scale area of the Indian sector as
well as for the region south of Tasman Sea. These increases south of Tasman Sea and in the
Indian sector of the Southern Ocean are statistically significant for three and five integrations,
respectively (Figure 3.5c). In terms of increasingly strong cyclone tracks in all integrations,
these regions of complete consistency are comparable with the areas of significant increase of
the ensemble mean (Figure 3.4d). In contrast to all cyclone tracks, the climate change signal
of the strong ones is not as zonally symmetric. The number of changing strong tracks in a
hemispheric point of view is somewhat ambiguous, whereas results become more robust in
the Eastern Hemisphere. With respect to a significant decrease of scaled strong track density,
only one location can be found in the multi-model ensemble mean, namely the Pacific region
north of New Zealand (Figure 3.4d). Two of nine single model integrations show significant
decreases of strong tracks in this region (Figure 3.5d). Furthermore, one model shows a sig-
nificant decrease of strong tracks in the Amundsen-Bellingshausen Sea. This signal is not
significant in the MME perspective.

With respect to the climate change signal, almost no pressure increase per strong cyclone
track, i.e. weakening of systems, is found in the SH (Figure 3.4e). In the low latitudes, where
statistics of all cyclones showed an increase in core pressure, almost no strong cyclone tracks
are identifiable (cf. Figure 3.3d). Nevertheless, core pressure for strong cyclones is reduced at
almost the same locations as in the statistics of all cyclone systems, even if the decrease of up
to 0.8%, i.e. 8hPa, is more intense with respect to the maxima located south of Tasman Sea
and south of Ross Sea. For the strong cyclonic intensity in terms of the Laplacian of MSLP,
a significant increase can be identified in three regions, namely south of Ross Sea, south of
Tasman Sea, and southern Australia (Figure 3.4f). The latter two are related to maximum
increase in scaled strong track density. Intensification is up to 15% south of Tasmania and
more than 50% south of Australia. Thus these locations represent regions with potentially
high impacts with respect to strong cyclone activity in the investigated future climate scenario.
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Single model integrations show even stronger intensifications. But these results cannot be
found in the multi-model ensemble perspective.

3.3.2 Intensity threshold sensitivity of changes in cyclone tracks

In contrast to the robust finding of fewer cyclone tracks in the future simulations, the changes
in strong cyclones are somewhat inconclusive. To gain a clearer picture of changes related
to extreme cyclones, we investigate the changing number of cyclone tracks as a function of
different intensity thresholds. To calculate the number of cyclone tracks exceeding the inten-
sity of a certain value of Laplacian, an empirical cumulative density function (ECDF) is used.
The function for each period is multiplied by the average number of cyclone tracks per year
according to the 20C and A1B, respectively. Hence, the value of the ECDF holds the number
of tracks exceeding the threshold represented by the value on the x-axis in Figure 3.6a, which
shows the difference of the ECDF between A1B and 20C. Due to our criterion to filter the
cyclone tracks (Section 3.2.4), there are no cyclone tracks with a maximum ∇2p value lower
than 0.7hPa(◦lat)−2. Figure 3.6b shows the same differences of the ECDF between A1B and
20C dependent on percentile of the Laplacian threshold.

The leftmost value of Figure 3.6 shows the difference of all cyclone tracks between A1B
and 20C (cf. Figure 3.1a). Differences become smaller with increasing intensity thresholds
and change sign in four of six models (seven of nine simulations). The percentile of the
threshold for which the number of tracks increases is around the 50th for BCCR and CNRM
and between 70th and 90th for EGMAM and the four ECHAM5 runs. Only IPSL and METO
have no intensity range in which the number of cyclone tracks shows an increase. The general
climate change characteristic (less strong tracks in the future projection) of these two models
is independent of the intensity threshold. The other integrations show huge differences for
the thresholds where strong cyclone tracks become more frequent. Absolute values as well
as absolute thresholds of the Laplacian are generally lower for the models with a coarser
resolution (cf. Table 3.1 and Table 3.2). Furthermore, the spread of the percentile of intensity
thresholds implies a different representation of cyclone strength classes by the AOGCMs.
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(a) (b) (c)

(d) (e) (f)

.

Figure 3.4: Relative climate change signal of the multi-model ensemble (April-September).
Change of all cyclones (a) Scaled track density [%] (b) Core Pressure [%] (c)∇2p
[%]. Change of strong cyclones (d) Scaled track density [%] (e) Core Pressure [%]
(f) ∇2p [%]. Stippled areas indicate regions where the statistical significance of
change exceeds 95% confidence level.
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(a) (b)

(c) (d)

.

Figure 3.5: Number of model integrations with significant (p < 0.05) changes in cyclone track
density for (a,b) all and (c,d) strong cyclones. Number of integrations are shaded
in colours for (a,c) positive and (b,d) negative changes. The magnitude of the
climate change signal of the ensemble mean is shown by isolines with an interval
of one [track/winter], whereas dashed lines indicate negative changes.
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Figure 3.6: Difference of cyclone tracks between A1B and 20C exceeding the varying inten-
sity threshold of (a) Laplacian and (b) percentile of Laplacian, calculated from a
ECDF.

3.3.3 Sensitivity of increase in strong cyclones to multi-decadal
variability

The presented analysis was performed for a 20-year period at the end of the 20th and the
21st centuries (Table 3.1). Climate change signals calculated from these short time periods
are liable to be influenced by natural variability on multi-decadal time-scales. However, since
all investigated AOGCMs show the same signal of decreasing cyclone tracks, there is only a
small chance that the robust signal is just caused by natural variability. This is different in the
case of strong cyclone tracks, where only four of six models show increasing numbers. For
a better understanding whether future changes of strong cyclones are possibly influenced by
natural variability, long-term time series of strong tracks are also investigated.

Because 6-hourly MSLP fields could not be made available from all models over the entire
transient forcing period during 20C and A1B, this analysis is restricted to the three realisa-
tions of the MPI model. Figure 3.7 shows the number of strong cyclone tracks (according
to ∇2p exceeding the 95th percentile of the 1981-2000 period) in the SH for a 20 year time
window. Horizontal lines represent the mean frequency in the 1981-2000 period, i.e. the dif-
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ference between the red curve and the black horizontal line at the end of time series shows
the climate change signal discussed before. In contrast to the climate change behaviours of all
cyclones, which show clearly decreasing numbers, signals of strong cyclone activity are more
superimposed by natural variability. For MPI1 a small increasing number of strong cyclones
is identified, whereas the higher frequency is more pronounced if the beginning of the 20th
century is considered (3.7a). For the MPI2 simulation, a high number of strong cyclone tracks
is found at the beginning of the 20th century and at following mid-century (3.7b). Natural
variability leads to almost no changing signals at the end of the 21st century. In MPI3 an
increasing frequency can be found in the middle of the 21st century resulting in the clearest
climate signal across the three MPI integrations (3.7c).

3.3.4 Sensitivity of the multi-model ensemble to different model
selections

Here we investigate the sensitivity of the ensemble mean results if only one of the four avail-
able simulations of the ECHAM5 integrations was used, to find out whether the presented
results may be biased by the inclusion of different realisations of the same climate model.
With respect to the future climate scenario, the change of the scaled cyclone track density
is unequally represented in the different model integrations, in particular when investigating
the characteristics of strong cyclone tracks. The multi-model ensemble mean using four in-
tegrations of the same ECHAM5 model is compared to four different sub-ensembles, which
all contain only one of the ECHAM5 simulations. Horizontal structure as well as absolute
values of climate change signals are similar in the four sub-ensembles (Figure 3.8). Small dif-
ferences are mostly remarkable in terms of significance. For the statistics of all cyclones, the
sub-ensemble containing run 2 of the MPI and integration of the DMI shows the most contigu-
ous region of significant increase of track density south of 60◦S (Figure 3.8b and d). Variations
between the different sub-ensembles are more pronounced in the case of strong cyclone activ-
ity, whereas changing signals are robust in large areas of the SH (Figure 3.9). Differences are
mostly pronounced for statistical significance here, too. The most robust signal is found in the
Indian sector of the Southern Ocean and south of Tasman Sea in all sub-ensembles.

In conclusion, consideration of different sub-ensembles that contain only one realisation
of each climate model shows that the multi-model results would be similar to the ensemble
including all available simulations (Section 3.3.1), even though the different integrations of
ECHAM5 show a considerable spread. Apparently the ensemble mean results presented above
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Figure 3.7: Time series of long-term variability of the hemispheric number of strong cyclone
tracks for MPI(1-3). Red lines show the running mean of the previous 20 years.
Black horizontal line indicates the average of the 1981-2000 period.
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(a) (b)

(c) (d)

.

Figure 3.8: Relative climate change signal of Track Density of all cyclones in terms of sub-
ensemble containing the integration of a)MPI-1, b)MPI-2, c)MPI-3, d)DMI. Stip-
pled areas indicate regions where the statistical significance of change exceeds
95% confidence level.
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.

Figure 3.9: Same as Figure 3.8, but for strong cyclones.
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are not significantly biased by including several runs of the same model. As this study aims to
investigate the robustness of the change signals and given the considerable spread between the
different ECHAM5 simulations, it seems preferable to include a larger number of simulations,
even if the multi-model ensemble contains different numbers of realisations from the different
models.

3.3.5 Possible mechanisms driving the shift of cyclone tracks

As to the poleward shift of cyclone activity, different mechanisms are discussed in literature
as possible causes. On the one hand, upper tropospheric warming in the tropics, which is
a marked temperature signal in climate change projections (Meehl et al., 2007b), leads to
modifications of meridional temperature gradients and changing conditions of atmospheric
stability as suggested by Lim and Simmonds (2009). On the other hand, the shift of the
meridional temperature gradients of the SST in the Southern Ocean was also shown to affect
atmospheric baroclinicity, and hence the storm tracks (Inatsu et al., 2002; Bengtsson et al.,
2006). Here, we are investigating for both effects how they relate to the reported poleward
shift of cyclone activity. Due to limited availability of suitable data from the different models
(see also Section 3.3.3), we perform here an exemplary analysis of three ECHAM5 model
runs each containing 200 years (1901-2100) of transient forcing.

Internal variability is investigated to select certain years (winter seasons) for that the dis-
cussed possible reasons for cyclone shifts are highly pronounced. These years are used for a
composite study of cyclone track density. We select seasons that show a characteristic com-
parable with the long-term climate change signals, i.e. years are chosen which show a high
anomaly of the upper tropospheric temperature in the tropics or high anomaly of the merid-
ional SST gradient in the Southern Ocean, respectively. By means of track density composites
for these seasons, it is analysed in how far the two described effects contributes to shifts in
cyclone activity. Note that it is not possible to compare the magnitudes of the composites with
those of climate change signals as for the composites the detrended time series were used.
However, the track density anomalies at different locations of one composite pattern allow a
qualitative discussion of the role of the corresponding physical mechanism in relation to the
changes in cyclone activity.

Figure 3.10 shows the climate change signal of the ensemble of three MPI runs for (a) the
zonally averaged atmospheric temperature and (c) the meridional SST gradient. The upper
tropospheric warming in the tropics was previously discussed to enhance static stability in
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mid-latitudes and increase meridional temperature gradients (Lim and Simmonds, 2009). This
leads to lower baroclinicity in the mid-latitudes while it is possibly increasing in the high
latitudes. The climate change signal of the meridional SST gradient is characterised by a
poleward shift mainly in the regions where the maximum gradients are located in the 20C
simulations. This variation of SST gradients possibly influences atmospheric temperature
gradients and thus lead to a poleward shift of the cyclone track density (Bengtsson et al.,
2006).

Two different indices are defined to capture the essence of two possible reasons of the cy-
clonic climate change signal: a) the tropical upper tropospheric warming and b) the shift of
the meridional SST gradient. Relating the indices to cyclone track density will then help to
examine the response of cyclonic activity due to possible mechanisms. In general, for each
winter from 1901 to 2100 an anomaly of the current winter mean relative to the average during
the 1981-2000 period is calculated, for the respective variable. Then the index is defined as
an area average of this anomaly over a specific region, where a strong climate change signal
is apparent. In detail, the Temperature Anomaly Index (TAI) represents the change of zonal
mean temperature in the upper tropospheric tropics. It is defined as the mean winter tempera-
ture anomaly between 25◦S to 25◦N and 300hPa to 200hPa. The SST Gradient Anomaly Index
(SGI) is a measure for the modification of the meridional SST gradient at the Southern Ocean.
It is defined as the sum of the mean winter anomalies of the meridional SST gradient in three
sectors of the Southern Ocean. As both indices are calculated within a specific area, they there-
fore only depict the winter anomaly of the corresponding variable inside these regions (Figure
3.10a and 3.10c, black boxes). Time series of TAI and SGI show distinctively increasing char-
acteristics with the beginning of the A1B forcing (grey curves in figure 3.10e and f). The
index time series are linearly detrended with a breakpoint at year 2000 (three colours in figure
3.10e and f). For each index and each integration, winter seasons are selected in which the
value of the detrended index exceeds its long term standard deviation. These years represent
exceptional high index values, in the same direction as expected from the future scenario GHG
forcing. Composites of the detrended temperature and the detrended meridional SST gradient
for exceptional years of the TAI and SGI, respectively, show the major spatial patterns of the
climate change signal of the corresponding variable (Figure 3.10b and d). The comparison
between the climate change signal (Figure 3.10a and c) and the composites (Figure 3.10b and
d) give information in how far exceptional TAI and SGI values, respectively, are qualitatively
able to represent the climate change of the corresponding variable. Quantitative comparisons
are not meaningful here. Furthermore, we use composites of seasons with particularly high
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TAI and SGI values to investigate the response of the cyclone tracks to increased index val-
ues. The seasonal response of cyclone statistics allows then to infer on potential mechanisms
causing the shift in the future climate simulations.

Out of all winter seasons of the three MPI integrations which exceed one standard deviation
of TAI (96 seasons) and SGI (95 seasons), composites of the cyclone track density are cal-
culated. Therefore, anomalies of the detrended track density relative to the reference period
1981-2000 are used. The zonal mean of these composites as well as the climate change signal
(difference of 2081-2100 and 1981-2000 for the MPI ensemble) is shown in figure 3.11. Both
composites show that in years with particularly strong TAI and SGI anomalies, there is a pole-
ward shift of cyclone track density. However, the shift of the SGI/TAI composite is located
further in the direction of low/high latitudes. The SGI composite shows increased cyclone
track density (about 50◦-70◦S) poleward of the latitude belts where the maximum SST gradi-
ents tend to shift to (about 35◦-55◦S). In high latitudes (70◦-90◦S), the track density difference
is negative with respect to the SGI composite. Only in these high latitudes the TAI composite
shows a positive anomaly. While it is not necessarily meaningful to match the magnitudes of
the composites with the climate change signal, it is possible to compare the shape of each curve
itself with its peak values. The climate change signal is characterised by a distinct decrease
of cyclone track density between 30◦S and 60◦S, while the peak of increasing track density
holds about half of the magnitude of the decrease. This relation is partly represented by the
TAI composite. For the SGI composite the peak of increasing track density is dominating the
shape of the curve.

This analysis leads to the conclusion that both mechanisms, warming in the tropical upper-
troposphere and shifting SST gradients, seem to play a role in order to explain the poleward
shift in cyclone activity. The TAI composite shows a negative track density anomaly over the
entire mid-latitudes. The relevant mechanism is likely to be the increasing static stability. Here
it is mainly affecting cyclone tracks density in the belts south of 60◦S. Increasing meridional
temperature gradients represented by SGI especially affect the increase of track density in
latitudes between 55◦S and 75◦S. A latitude dependent superposition of both mechanisms
potentially can describe parts of the climate change signal in terms of a poleward shift of
cyclone track density.
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Figure 3.10: Climate change signal (difference between 2081-2100 and 1981-2000) of three
MPI ECHAM5 runs: (a) zonally averaged atmospheric temperature, (c) merid-
ional SST gradient. Black boxes indicate regions for the definition of (a) TAI and
(c) SGI. Composites of detrended (b) temperature and (d) meridional SST gradi-
ent for exceptional TAI and SGI values, respectively. Time series of (e) TAI and
(f) SGI. Grey curves show the raw index. Three colours represent the detrended
time series of three MPI runs.
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Figure 3.11: Zonal mean for MPI ensemble of (green) cyclone track density climate change
signal (difference between 2081-2100 and 1981-2000), detrended cyclone track
density composite for exceptional (red) SGI and (blue) TAI values.
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3.4 Summary, Discussion and Conclusions

This study analysed extra-tropical cyclones in the SH in climate model simulations under
recent and potential future climate conditions according to the SRES A1B forcing scenario.
For this purpose, six coupled AOGCMs were used to perform a multi-model ensemble of nine
integrations. With respect to climatological features of cyclone activity, horizontal distribution
of cyclone track density patterns of ERA40 reanalysis are in good agreement with the model
simulations, whereas absolute numbers of identified cyclones differ a lot for certain models.
A scaling approach was performed to calculate an equally weighted multi-model ensemble
mean. Especially AOGCMs with coarse horizontal resolutions show too low values in their
cyclonic strength distribution. This leads to an underestimation of horizontal intensity patterns
for the multi-model ensemble mean in comparison to ERA40.

For the future climate scenario (SRES A1B), the multi-model ensemble simulates a pole-
ward shift of the scaled cyclone track density and a significant reduction of the number of
cyclone tracks is identified in the ensemble mean and all individual models. The climate
change signal of strong cyclones defined by the 5% strongest tracks in terms of the Laplacian
of MSLP is not as distinctive. Increasing numbers of strong cyclone tracks are simulated by
four of six models, i.e. seven of nine integrations. For three MPI integrations, a study of long-
term variability shows multi-decadal influences especially for strong cyclones. It is found that
results of climate change signals for strong track numbers are highly influenced by the state
of the climate model within its internal variability. This analysis casts doubt on the robustness
of the signal of increasing activity of strong cyclone tracks. On the other hand, the sensitivity
of the signal to different thresholds of the Laplacian of MSLP has no influence on the general
climate change signal since two models show decreases for cyclone tracks at each intensity
class. For seven integrations the thresholds for the changing sign in the differences between
A1B and 20C forcings are identified between the 50th and 90th percentile. Hence, it is hardly
possible to quantify the climate change signal of strong cyclone frequency due to the different
representation of cyclonic intensity by the AOGCMs shown by this study of threshold depen-
dency. The climate change signal of strong cyclone track density becomes more consistent
for a constraint on the Eastern Hemisphere where all integrations show an increase for certain
regions.

We also discuss two different mechanisms as possible causes of the poleward shifts of SH
winter cyclone activity in the future projections, based on three integrations of the ECHAM5
model. On the one hand, warming of the upper tropospheric tropics increases meridional
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temperature gradients in the high latitudes and also enhances static stability of mid-latitudes.
As a result, baroclinicity decreases in the regions of enhanced stability and increases in the
polar regions (Lim and Simmonds, 2009). On the other hand, the shift of the meridional
SST gradients in the Southern Ocean is analysed for its influences on cyclonic activity, since
modification of SST gradients was shown to have influences on storm tracks (Inatsu et al.,
2002). We find that both mechanisms seem to play a role for the explanation of SH cyclonic
climate change. Upper tropospheric warming tends to mainly influence the general decreases
in lower latitudes, whereas SST shifts mainly lead to increase of cyclone track density in the
higher latitudes.

Lambert and Fyfe (2006) do not identify “large changes in the position of the storm tracks”
calculated out of horizontal distributions of cyclone counts and by means of the 500hPa merid-
ional wind in a multi-model ensemble of IPCC AR4 AOGCMs. In agreement with our results,
Bengtsson et al. (2006) find a significant poleward shift of track density in three coupled
atmosphere-ocean model integrations of ECHAM5. Furthermore, a consistent poleward shift
of cyclone tracks is also found by Chang et al. (2012) in their analysed CMIP5 ensemble
forced by the RCP8.5 scenario.

Kidston and Gerber (2010) analysed the differences of CMIP3 AOGCMs in their projection
of the magnitude of future poleward shift of SH jet stream. They find correlations between
the bias in the latitude of 20th century jet simulations and the magnitude of the shift. Similar
results are shown by Chang et al. (2012) investigating storm tracks as well as extra-tropical
cyclones in CMIP5 AOGCM simulations. It is possible to find this relationship in our model
ensemble, too, although the correlation is not significant for the whole sample of AOGCM
integrations possibly due to the smaller sample size in comparison to previous studies (Kidston
and Gerber, 2010; Chang et al., 2012).

Lambert and Fyfe (2006) find a reduction of low-pressure systems in their analysed multi-
model ensemble investigating different future climate scenarios. With respect to the SRES
A1B scenario, they find an increase of strong cyclones in all analysed models at the end of
the 21st century. They use the threshold of 960 hPa to define intense low-pressure systems.
The model ensemble of our study shows similar behaviour since the climatology of MSLP
is reduced in high latitudes in all models (Niehörster et al., 2008). For CMIP5 AOGCMs,
the climate change signal of cyclone frequency does not seem to have a consensus, whereas
extreme cyclones significantly increase in the future projection (Chang et al., 2012).

Bengtsson et al. (2006) for ECHAM5 as well as Chang et al. (2012) for several CMIP5
AOGCMs find cyclone intensities which are simulated generally weaker than their ERA40
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counterparts. With respect to the SRES A1B scenario, Bengtsson et al. (2006) detect an in-
crease of cyclone intensity, in terms of vorticity, in similar regions where they find an increas-
ing track density and suggest the increase of cyclone intensity is due to the more poleward
position of tracks and thus enhanced cyclonic access to cold air masses from Antarctica which
possibly facilitates cyclone development. In our study, the analysed single model integrations
confirm these findings in relation to their identified track density but in the multi-model en-
semble perspective the behaviour of increasing intensity, in terms of ∇2p, is less robust and
mainly insignificant.

Bengtsson et al. (2009) discuss the strength of extra-tropical cyclones with respect to the
same SRES A1B forcing scenario in a high-resolution (T213) run with the ECHAM5 model.
Their analysis of the 99.5 percentile of 925 hPa wind speed reflects a distinctive maximum
increase south of Tasman Sea with respect to the climate change scenario. The enhancement
of strong cyclone frequency and intensity in this region which is a robust result of the MME
of our study agrees with the finding of wind speed intensification by Bengtsson et al. (2009).

Major results of our study are the characteristic of climate change signals of all and strong
SH cyclone tracks in the analysed AOGCMs. Our scaling technique for the ensemble mean
as well as the definition of strong cyclones by means of a percentile approach has been taken
into account the general bias of models with coarser horizontal resolution to simulate less
cyclones which additionally have lower intensities in comparison to AOGCMs with higher
resolutions. The study of intensity threshold dependency on the climate change signal of
strong cyclone track frequency illustrates the different representation of cyclone intensities
by the analysed AOGCMs. While we suggest mechanisms for the changing behaviour of all
cyclones, causes for increasing strong cyclone track density which is mainly apparent on the
Eastern Hemisphere is not fully understood yet. Our study provides SH cyclone investigations
for the “ENSEMBLES” AOGCMs which has not been done so far and helps for a better
understanding of SH cyclone climate change signals. Physical mechanisms for the climate
change of cyclone intensity distributions as well as model sensitivities are still open questions
and call for further research.
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4 Net precipitation of Antarctica:
thermodynamical and dynamical parts
of the climate change signal

This chapter corresponds to a manuscript which
has been submitted to Journal of Climate. A
revised version of the manuscript is now
accepted1.

4.1 Introduction

The general energy deficit of the polar regions is compensated by poleward energy fluxes,
such as atmospheric transports of latent and sensible heat (Peixoto and Oort, 1992). Southern
hemisphere (SH) poleward atmospheric fluxes have major impacts on the Antarctic climate,
i.e. temperature and moisture accumulation (e.g. Yamazaki, 1992; Turner et al., 1995; Con-
nolley and King, 1993; Bromwich et al., 1995; Cullather et al., 1998). Concerning this, the
transient component of moisture flux is the dominating part of SH mid-latitudes (Peixoto and
Oort, 1983). The amount of moisture, which is transported towards Antarctica is an impor-
tant part of the atmospheric contribution to Antarctic surface mass balance (SMB). Estimation
of SMB can be done by in-situ observations, remote sensing, and atmospheric modelling,
whereas each technique has to deal with its own difficulties regarding the extreme weather
conditions of Antarctica (Turner et al., 2009 and references therein). Previous studies have
analysed the precipitation and evaporation of Antarctica by means of climate models and re-
analysis products, respectively (Bromwich et al., 2004; Monaghan et al., 2006; Tietäväinen
and Vihma, 2008). Differences of results depend on the different datasets and methods as well

1Jens Grieger, Gregor C. Leckebusch, and Uwe Ulbrich. Net precipitation of Antarctica: thermodynamical and
dynamical parts of the climate change signal. J. Climate, 2015b. doi: 10.1175/JCLI-D-14-00787.1. URL
http://dx.doi.org/10.1175/JCLI-D-14-00787.1
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as varying time periods for the analysis (Tietäväinen and Vihma, 2008).

Understanding processes of the SMB variations of Antarctica in recent and future climate
is an important issue since the Antarctic ice sheet provides enormous potential for the contri-
bution on sea level rise. Antarctica is likely to be a negative contributor to sea level rise in
the 21st century, which is a result of CMIP3 and CMIP5 future projections of global climate
models (Meehl et al., 2007b; Church et al., 2013).

Uotila et al. (2007) investigates Antarctic net precipitation, i.e. precipitation minus evapora-
tion (P-E), by means of an ensemble of CMIP3 coupled atmosphere-ocean general circulation
models (AOGCM). With respect to the climate change signal at the end of the 21st century,
they find an increase for almost all models. Using the approach of the identification of circula-
tion weather types, they distinguish between thermodynamical and dynamical effects. Uotila
et al. (2007) conclude that thermodynamics dominate the climate change signal, and the dy-
namical part has small impact on the increase, especially for the whole Antarctica.

Held and Soden (2006) analyse the climate change of the hydrological cycle simulated by
an ensemble of CMIP3 AOGCMs and discuss changing net precipitation to be a function of
changes of global near surface temperature. They found a robust intensification of the hy-
drological cycle due to global warming simulated by their analysed multi-model ensemble.
Seager et al. (2010) analyse different components of moisture transport. They split the mean
meridional flux into thermodynamical and dynamical parts, but discuss that it is not straight-
forwardly possible for the transient component of transport since it is a covariance. Lorenz
and DeWeaver (2007) discuss changes in the hydrological cycle to be a function of zonal mean
temperature at 850hPa. In comparison to Held and Soden (2006), this is a more local response
of humidity change to temperature variations.

This work discusses the change of SH moisture transport simulated by three members of
one AOGCM. Therefore, an approach is presented to distinguish between thermodynamical
and dynamical influences on moisture flux. Furthermore, decomposing atmospheric waves
into different length scales and temporal variations, a physical interpretaion of the transport
changes is adressed and compared with fluctuations of geopotential height fields as well as
climate signals of extra-tropical cyclones.

The following section describes the analysed AOGCM and reanalysis data as well as the
methodology used for the flux investigation, and the objective algorithm for cyclone identifi-
cation. The validation of model precipitation with reanalysis as well as the evaluation of SH
moisture transport is done in section 4.3. It also includes the discussion of the climate change
signals of moisture flux, geopotential height variations, with respect to their different decom-
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positions, as well as cyclone activity. At the end of this section, the change of net precipitation
within the Antarctic Circle is adressed. Section 4.4 gives a conclusion of our findings.

4.2 Data and methods

4.2.1 Coupled atmosphere-ocean general circulation model and
reanalysis

Analysis is done with three members of a one AOGCM, which has been evaluated within the
Coupled Model Intercomparison Project phase 3 (CMIP3) (Meehl et al., 2007a). The AOGCM
consists of the atmospheric component ECHAM5 (Roeckner et al., 2003) computed at a hori-
zontal resolution, which is triangular truncated at wavenumber 63 (T63) and the oceanic model
MPIOM (Marsland et al., 2003). Validation is performed with ERA40 reanalysis data (Uppala
et al., 2005).

SH reanalysis has to deal with sparse observational data, especially in the pre-satellite era.
ERA40 is discussed to perform well since satellite products have been used for the reanalysis
in the late 1970s (Bromwich and Fogt, 2004). Therefore, 20 years of ERA40 (1981-2000)
are used in this study, on a horizontal resolution of 2.5◦× 2.5◦, which seems to be a fairer
comparison with AOGCM data, especially for the identification of extra-tropical cyclones
(Grieger et al., 2014). The three AOGCM members have also been analysed between 1981-
2000, and between 2081-2100 following the SRES A1B scenario (Nakicenovic et al., 2000).
In principle, the whole investigation has been done for extended austral winter season, i.e.
April-September. Primary analysis of precipitation as well as the discussion of annual cycles
has been done for the whole year.

For a good representation of vertically integrated moisture transport as well as possibilities
to distinguish between mean an transient flux components, CMIP3 standard data availability of
3-dimensional daily variables, which consists of 9 pressure levels between 1000 hPa and 200
hPa is discussed to be insufficient (Uotila et al., 2007). Also CMIP5 model output standards
are not adequate. To emphasize the analysis of this current study, 6-hourly data on 11 pressure
levels between 1000 hPa and 200 hPa (1000, 925, 850, 775, 700, 600, 500, 400, 300, 250,
200) has been used. This data availability could be achieved for that model run.

For the calculation of atmospheric moisture flux 3-d data of horizontal wind and specific
humidity has been analysed. Method validation of calculation net precipitation by means of
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moisture flux convergence is done by an evaluation of direct AOGCM output of large scale
and convective precipitation, and evaporation. The stormtrack is investigated by means of
the 500hPa geopotential height. The objective algorithm for the identification and tracking of
extra-tropical cyclones uses mean sea level pressure (MSLP) as input.

4.2.2 Hydrological cycle, moisture flux and flux divergence

Net precipitation can be computed by means of the evaluation of the hydrological cycle (e.g.
Bromwich et al., 1995; Cullather et al., 1998). We start with vertically integrated moisture flux
vector Q. Generally, moisture flux is defined to be positive in northward direction. This study
deals with SH moisture transport and its relevance for Antarctica, i.e. poleward moisture flux
is an important quantity, here. For the whole paper, poleward moisture flux is defined to be
positive to make it easier to interpret climate change signals of poleward moisture transports.

Q =
1

g

∫ p0

psfc

q(p)v(p)dp, (4.1)

where g is acceleration of gravity, q is specific humidity and v is the horizontal wind vector.
Moisture flux is integrated from surface pressure psfc to p0 = 200 hPa. The divergence of Q
can be written as

〈E − P 〉 = 〈∇ ·Q〉+
〈
∂W

∂t

〉
, (4.2)

where 〈.〉 denotes areal averaging and W is total column water vapour (TCWV). Temporal
mean (.) of eqation 4.2 can be written as

〈E − P 〉 = 〈∇ ·Q〉, (4.3)

since
〈
∂W

∂t

〉
is small for seasonal and longer time scales (Bromwich, 1988).

Equation 4.3 can be written as a line integral using Gauss’s theorem (Bromwich and Robasky,
1993). This simplifies the calculation of net precipitation south of an arbitrary polar cap for
gridded data sets, since the zonal component u of wind vector v is no longer needed for the
evaluation:

〈E − P 〉 = 1

A

1

g

∮ {∫ p0

psfc

q(p)v(p)dp

}
dl, (4.4)
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where A is the area of the polar cap and dl is the increment of the line around the cap.

4.2.3 Reynolds decomposition

Reynolds decomposition can be performed to distinguish between mean and eddy flux com-
ponents. Any quantity A can be separated into average A and pertubation A′:

A (t) = A+ A′ (t) . (4.5)

Using equation 4.5 for moisture flux Q which is the product of specific humidity q and hori-
zontal wind v, decomposition can be written as follows:

Q = qv = q v︸︷︷︸
MME

+ q′v′︸︷︷︸
TE

, (4.6)

whereas the first part is the transport due to the mean meridional circulation (MMC) and the
latter is the component of transient eddies (TE). In the SH extra-tropics, the most important
part of meridional transport is due to transient flux perturbations (Peixoto and Oort, 1983),
which are also highly relevant for the Antarctic region (Bromwich et al., 1995; Cullather et al.,
1998).

This decomposition is done for each winter season (April-September) separately, to have
the possibility of analysing inter-annual variabilities.

4.2.4 Wave decomposition

For an assignment of atmospheric wave components to different physical mechanisms, we
follow the approach of Blackmon (1976), who has investigated 500hPa geopotential height
fields for the Northern Hemisphere (NH). The methodology is straightforwardly adapted for
the used AOGCM and reanalysis data for the objectives of this current study. Following Wu
et al. (2011), who have been applied bandpass filtering on different energy flux components,
little refinements for the bandpass filter are done.

Transient moisture transport (q′v′) as well geopotential height anomalies (z′z′) are divided
into spacial waves of long transient and synoptic length scales by means of a triangular trunca-
tion. For the long wave scale, wavenumbers greater than 7 are truncated, whereas the residuum
of the field is used as the synoptic scale. Furthermore, a 21 point low pass filtering is used to
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distinguish between low and high frequency fluctuations. Referring to Blackmon (1976), the
SH stormtrack is defined as the square of synoptic scale, high frequency fluctuations of the
500hPa geopotential height anomaly. Straightforwardly, the transient component of the verti-
cally integrated meridional moisture flux is divided into long transient and synoptic waves of
both, low and high frequency fluctuations. In the following, especially the synoptic scale is
discussed, since this component dominates poleward atmospheric moisture transport.

4.2.5 Splitting thermodynamical and dynamical parts of moisture flux

If the climate change signal of moisture flux is investigated, it is often to be discussed mainly
influenced by atmospheric temperature increase, since the hydrological cycle is strengthened
in a warmer climate (e.g. Held and Soden, 2006; Lorenz and DeWeaver, 2007). Nevertheless,
atmospheric circulation is changing in the future projections, generally and for regions which
are important for atmospheric poleward moisture transport, i.e. the tropospheric mid-latitudes
(e.g. Bengtsson et al., 2006; Grieger et al., 2014). Therefore, it is meaningful to perform an
investigation of both thermodynamical and dynamical parts of the climate change signal of
moisture transport and to distinguish between these parts.

We start with the results of previous studies that climate changes of net precipitation can
be discussed as a function of projected temperature changes, since general circulation is un-
changed (Held and Soden, 2006; Lorenz and DeWeaver, 2007). Held and Soden (2006) eval-
uate net precipitation to be a function of changes of global near surface temperature, whereas
Lorenz and DeWeaver (2007) use the approach of analysing changes in the hydrological cycle
as a function of zonal mean temperature at 850hPa. Since we investigate moisture flux in the
SH mid- and high-latitudes, it is meaningful to follow the approach of Lorenz and DeWeaver
(2007). At first, we define the future projection of transient moisture flux TEA1B due to ther-
modynamics as a function of temperature change:

TEA1B = TE20C exp [α (TA1B − T20C)] , (4.7)

where TE20C and TEA1B are transient moisture flux, and T20C and TA1B are zonal mean tem-
peratures in the 20th and 21st centuries and α is a proportionality constant. The exponential
function can be expressed by the quotient of TCWV for the 21st and 20th centuries. Equation
4.7 becomes

TEA1B = TE20C exp [α (TA1B − T20C)] = TE20C
WA1B

W20C

, (4.8)

64



4.3 Results

wheras W = W (φ) is zonal mean of TCWV. Out of equation 4.8, a scaled transient flux
TEscaled

A1B can be defined:

TEscaled
A1B = TEA1B

W20C

WA1B

. (4.9)

The climate change signal due to a dynamical change signal can be written with equation 4.9
as the difference between scaled transient flux in the 21st and the flux in the 20th century.

δTEdynamical = TEscaled
A1B − TE20C (4.10)

4.2.6 Objective cyclone tracking algorithm

For the comparison of the stormtrack with statistics of extra-tropical cyclones, an objective
algorithm for cyclone identification and tracking is used. A description of the methodology
can be found in Murray and Simmonds (1991a), whereas modifications are specified by Sim-
monds and Murray (1999) and Simmonds et al. (1999). A more detailed description of the
setting can be found in Grieger et al. (2014).

4.3 Results

4.3.1 Reanalysis and AOGCM 20C

Precipitation and net Precipitation

At first, precipitation (P ) and net precipitation (P − E), respectively will be investigated for
ERA40 and the ECHAM5 AOGCM integration. Therefore, reanalysis and AOGCM model
output of precipitation and evaporation is analysed on the same 2.5 × 2.5 horizontal grid as
used for ERA40 in this study, i.e. P and E are regridded by a conservative remapping.

SH precipitation patterns of ERA40 reanalysis show a distinctive gradient of high precipita-
tion values over the Southern Ocean towards lower values over Antarctica (Figure 4.1a). This
general behaviour is already discussed in previous studies (e.g. Bromwich, 1988; Tietäväi-
nen and Vihma, 2008). The regions at the coast line of Amundsen and Bellingshausen Seas
show maximum values of precipitation off coast of Antarctica. For net precipitation, positive
values, i.e. precipitation predominates evaporation, can be found at nearly every location be-
tween 50◦S and 90◦S (Figure 4.1b), but downstream the southern tip of South America and
south of Ross Sea. Remarkable are maximum values at the Antarctic coast line of Amundsen-
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Bellingshausen Seas and west of the Antarctic Peninsula, which are already be found for
precipitation.

General behaviour of precipitation and net precipitation can be simulated by the investi-
gated AOGCM runs (Figure 4.1c and d), although differences are found in some details. The
amount of precipitation over the Southern Ocean is generally higher in the AOGCM, whereas
precipitation as well as net precipitation is underestimated west of the Antarctic Peninsula,
which is likely due to the smoother topography of the AOGCM (cf. Bromwich et al., 2004).
Lower orography of the Antarctic peninsula also leads to a less pronounced minimum at Wed-
dell Sea, which is due to blocking of moist air (cf. Tietäväinen and Vihma, 2008). On the other
hand, there are additional remarkable locations of high net precipitation off coast the Antarctic
continent, namely north of Enderby Land and north of Adelie Land (Figure 4.1d). Although,
modelled P and E seem to be a bit more noisy in comparison to ERA40 the AOGCM gener-
ally simulates patterns for precipitation and net precipitation, which are well comparable with
reanalysis. This is not obvious for a GCM integrated at T63 (cf. Genthon and Krinner, 2001).

Precipitation south of 67.5◦S

The reanalysis and the AOGCM analysed in this study use different land sea masks (LSM)
as well as a different orography, which complicates fair comparison of precipitation since it
is largely influenced of the representation of the Antarctic continent. Therefore, the region of
interest is objectified to the spherical cap south of 67.5◦S. By this choice additional regridding
is not necessary. To ensure that the new area is an acceptable representation of Antarctica, in
terms of net precipitation, correlation between E − P , given as model output, of both areas is
calculated. For monthly values of the analysed period (1981-2000), correlations for the three
members of the AOGCM are 0.88, 0.87, and 0.87, respectively.

Figure 4.2 shows the annual cycle for precipitation, evaporation, and the difference of both,
i.e. net precipitation, south of 67.5◦S for (a) ERA40 and (b) ECHAM5. Precipitation peaks
at March for ERA40 with slightly decreasing values for the following months with respect to
the annual cycle. Maximum values for evaporation can be found for austral summer (DJF),
whereas it is almost zero in winter (JJA). Combination of both leads to an annual cycle of net
precipitation, which is maximal for the extended winter season (April-September).

This general behaviour can be found in previous studies (Bromwich et al., 1995; Cullather
et al., 1998). The annual cycle simulated by ECHAM5 is shifted towards winter season, i.e.
maximum values of evaporation can be found in March and April, and precipitation peaks at
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(a) (b)

(c) (d)

Figure 4.1: Precipitation for (a) ERA40 and (c) ECHAM5 (ensemble of three runs), and net
precipitation (P-E) for (b) ERA40 and (d) ECHAM5 (ensemble of three runs) be-
tween 1981-2000. Both ERA40 and ECHAM5 have been regridded to the same
2.5◦ × 2.5◦ grid.
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(a) (b)

Figure 4.2: Monthly climatology of precipitation (dashed blue), evaporation (solid red), and
net precipitation (dotted black) for (a) ERA40 and (b) ECHAM5 (ensemble of
three runs) between 1981-2000 south of 67.5◦S.

April (Figure 4.2b). As expected by the general characteristic of an higher amount of SH pre-
cipitation, in comparison to ERA40 (Figure 4.1), simulated net precipitation over Antarctica
is generally higher (Figure 4.2). Nevertheless, the annual cycle of net precipitation shows its
maximum throughout extended winter season, as found for ERA40.

Comparison between net precipitation and flux divergence

Following equation 4.4, the divergence inside a spherical cap calculated by moisture flux
through the boundary, i.e. latitude of 67.5◦S. Using the regridded data on the same 2.5◦× 2.5◦

grid, P −E and moisture flux convergence can easily be compared for the same region. Table
4.1 shows this comparison between net precipitation and flux convergence for ERA40 and
ECHAM5 from 1981 to 2000 for the whole year. Results for ERA40 match very well, possibly
even better than in the study of Tietäväinen and Vihma (2008). Maybe this is due to the coarser
grid used for our calculation, which leads to a smoother representation of the values, which
can be beneficial for precipitation. Differences are higher for ECHAM5, i.e. P − E is about
15% higher than flux convergence. This is consistent for each run. Therefore, it seems more
to be a systematic bias than a general discrepancy. It is possible that the temporal and vertical
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P − E [mm/year] −〈∇ ·Q〉 [mm/year]
ERA40 219.6 215.2
Run 1 264.0 228.9
Run 2 258.2 223.6
Run 3 264.9 229.6

Table 4.1: Net precipitation and flux divergence for ERA40 and the three runs of ECHAM5
south of 67.5◦S from 1981 to 2000 for the whole year.

resolution has been still insufficient for an correct calculation of moisture flux convergence
(Uotila et al., 2007). On the other hand, E − P values have to be carefully discussed, since it
is known that climate models have difficulties in their representation of Antarctic precipitation
(Genthon and Krinner, 2001). Generally, it is assumed that the approach of moisture flux
convergence can lead to more realistic results for certain regions, if vertical and temporal
resolution is sufficiently high.

Splitting moisture flux into components of MMC and TE by means of Eq. 4.6 results in
a dominating role of TE for SH moisture flux in the mid- and high-latitudes, as shown by
previous studies (e.g. Peixoto and Oort, 1983; Bromwich et al., 1995; Cullather et al., 1998).
At the latitude belts covering the Antarctic ice shield, MMC turns into eqatorward direction.
This is due to katabatic winds which play a dominant role for the near surface wind system
of Antarctica, and are known to show high directional constancy (Tietäväinen and Vihma,
2008). In this current work, further investigation of moisture flux is done for the transient
component, since this study focus on the understanding of transport mechanisms from mid-
and high-latitudes towards the Antarctic continent. In the following, this paper concentrates
on the extended winter season (April-September), since P − E shows maximum values for
these month (Fig. 4.2). Figure 4.3 a) and b) show the transient component of vertically
integrated meridional moisture flux for ERA40 and the AOGCM runs. The values are negative
everywhere which implies a poleward transport on the SH. As shown by previous studies (e.g.
Peixoto and Oort, 1983), maximum flux can be identified around 40◦S downstream of the
continents at the Atlantic, Indian Ocean and Pacific. In comparison to ERA40, it can be stated
that the TE component of moisture flux is well characterized by ECHAM5.

Circulation - cyclones and geopotential variations

Transient moisture flux is the transport component due to atmospheric eddies. While the
meridional wind component is increasing by height through the troposphere, specific humid-
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4.3: Transient component of vertically integrated meridional moisture flux [kgm−1s−1]
for extended winter season (April-September) between 1981-2000 for (a,c,e,g)
ERA40 and (b,d,f,h) ECHAM5 (ensemble of three runs). Flux is (a,b) not fil-
tered, (c,d) spatially filtered for synoptic wave length, and additionally temporal
filtered for (e,f) high and (g,h) low frequencies.70
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(a) (b) (c)

(d) (e) (f)

Figure 4.4: Variation of the 500hPa geopotential height anomalies (z′z′) [gpm2] for (a,b,c)
ERA40 and (d,e,f) simulated by ECHAM5 (ensemble of three runs) for extended
winter season (April-September) between 1981-2000 for (a,d) spatially filtered for
synoptic wave length, and additionally temporal filtered for (b,e) high and (c,f)
low frequencies.

ity is decreasing. Moisture flux has its highest part in the lower troposphere (Bromwich et al.,
1995). The identification of tropospheric wave activity is commonly done at 500hPa (Black-
mon, 1976). Due to the fact that maximum moisture transport occurs in the lower troposphere,
500hPa wave activity is assumed to be a good measure for the assignment of transient mois-
ture transport to atmospheric circulation. Variations of geopotential height show different
characteristics in terms of length scale and temporal frequency. Synoptic scale variations of
the 500hPa geopotential height field in the frequency band between 2.5 and 8 days is known
as stormtrack (Blackmon, 1976) and mainly affected by extra-tropical cyclones.

Geopotential height variations are analysed as described in Sec. 4.2. Figure 4.4 shows
synoptic scale variations of 500hPa geopotential height in terms of the square of the anomaly
for ERA40 and ECHAM5. Maximum variations can be found between 50◦S and 60◦S in the
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Atlantic and Indian Oceans and around 60◦S in the Pacific. Decomposition into high (Figure
4.4b) and low frequency variations (Figure 4.4c) highlight different regions. High frequency
variations, i.e. the stormtrack, shows more or less zonaly symmetric wave activity with max-
imum values around 50◦S in the Indian ocean for both, reanalysis and the AOGCM. Track
density of extra-tropical cyclones is remarkable slightly poleward of the stormtrack whereas
strong cyclone activity corresponds to the maximum of the stormtrack in the Indic sector of
the Southern Ocean (Figure 4.5). Strong cyclone track density of ERA40 shows another max-
imum in the Australian Sector of the Southern Ocean off the Antarctic coast (Figure 4.5b),
which cannot be found in the stormtrack. The maximum of the low frequency variation is
found around 60◦S and southward in the Pacific sector of the Souther Ocean (Figure 4.4c and
f). Blackmon (1976) discussed NH low frequency variations of synoptic length scale due to
blocking situations that are typically more persistent in comparison to low pressure systems.
On the SH, synoptic activity of the Pacific Sector of the Southern Ocean is dominated by the
Amundsen-Bellingshausen Sea Low (ABSL) (e.g. Fogt et al., 2012). This quasi stationary
low steers many cyclones in the direction of West Antarctica (Fogt et al., 2012). Transport of
sensible and latent heat is very high in this region (Nicolas and Bromwich, 2011). We assume
the ABSL to be the reason for the low frequency variation of the geopotential height field in
the Pacific sector of the Southern Ocean.

Meridional moisture flux due to different wave frequencies in the 20th century

A decomposition of the flux into waves of different length scale shows the domination of
transport by synoptic scale waves (Fig. 4.3 c-h) in comparison to transient long waves (not
shown). This can also be seen by the comparison of the decomposition with the total flux (Fig.
4.3a and b). The synoptic scale waves are split into a high and low frequency components as
done for the geopotential height. In the mid-latitudes poleward moisture flux is dominated
by the high frequency component. Maximum values can be found in the Atlantic and Indian
Sectors of the Southern Ocean. Mid-latitude transport due to low frequency waves is about one
order of magnitude smaller in comparison to the high frequency component. This difference
becomes smaller in the high-latitudes south of 60◦S where the high frequency component is
in parts negligible. South of 60◦S low frequency component shows maximum values off coast
of Adelie land and east of Ross Sea. In these latitude belts, both components are in the same
order of magnitude.
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(a) (b)

(c) (d)

Figure 4.5: Cyclone track density identified for (a,b) ERA40 and (c,d) ECHAM5 (ensemble
of three runs) for extended winter season (April-September) between 1981-2000
for (a,c) all and (b,d) strong cyclones.
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(a) (b) (c)

Figure 4.6: Climate change signal of (a) TCWV, (b) transient meridional moisture flux and
(c) transient meridional moisture flux due to dynamics. Stippled areas indicate
significant changes ( p < 0.05) with respect to a Student’s t-test. Note that the
signal of TCWV is significant everywhere. Therefore stipples are not shown for
TCWV.

4.3.2 Simulated changes in the A1B scenario

Thermodynamical and dynamical change of moisture flux

The AOGCM used in our study shows a distinctive increase of TCWV with respect to the A1B
scenario (Figure 4.6a), as suggested by previous studies analysing the model response of the
hydrological cycle to temperature changes (Held and Soden, 2006). Higher values of TCWV
lead to an increasing signal of the meridional moisture flux in the whole analysed area (Figure
4.6b).

Using Eq. 4.10 enables the possibility to calculate the dynamical change of moisture flux.
These climate change signal of the vertically integrated transient moisture flux is dominated
by three increasing spots (Figure 4.6c). They are found in the Atlantic and the Indian sectors
of the Southern Ocean and south of Tasman Sea. These spots can also be identified in the un-
scaled total signal as maximum values of the increasing signal (Figure 4.6b). In the following,
we concentrate on the discussion of the dynamical changes of moisture flux.

Changes of different wave decompositions

Because of the small influence of transient long waves on meridional moisture transport, we
concentrate on the climate change signals of the synoptic length scale. Figure 4.7a shows the
climate change signal of synoptic length scale variations of the 500hPa geopotential height
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field. Wave activity is enhanced in a circumpolar band between 50◦S and 60◦S. This is even
more pronounced for the high frequency component, i.e. the climate change signal of the
stormtrack (Figure 4.7b). The intensification of the stormtrack shows maximum values in the
Eastern Atlantic and Indian sectors of the Southern Ocean. Slightly decreasing signals are
found north of about 40◦S in the Indian and Pacific Oceans. This signal can be interpreted
as the commonly named poleward shift of the stormtrack, which can also be seen in previous
studies (e.g. Yin, 2005). This characteristic can also be seen in the climate change signal of
extra-tropical cyclones (Figure 4.8a) since the stormtrack is an Eulerian measure for cyclone
activity. Low frequency wave activity shows a decreasing signal on almost the whole SH but
a small region of increase in the Pacific around 45◦S and another one south of it. Maximum
values of decrease can be seen north and south of Ross Sea, which is assumed to be a shifted
and less variable ABSL. On the other hand, following the discussion of Blackmon (1976),
who assigned this low frequency variability mainly to atmospheric blockings, the decreasing
low frequency variability can be the signal of a future shift towards more frequent situations
of low pressure circulation patterns (Lynch et al., 2006).

The dynamical part of the climate change signal of the meridional moisture flux due to
synoptic scale waves shows decreasing poleward flux south of 60◦S around Antarctica (Figure
4.7d). Increasing poleward flux can be found between 40◦S and 60◦S, whereas a decrease is
seen again north of about 40◦S mainly in the Indian and Pacific Oceans. The high frequency
component of this signal clearly shows the impact of the shifted stormtrack (Figure 4.7e),
i.e. an increasing poleward flux between 40◦S and 60◦S and decreases north of it. Beside
the shift of the stormtrack which can be seen in the change of the variation of the 500hPa
geopotential height (Figure 4.7b), maximum values of increases reflect the increasing signal of
strong cyclone activity in the South Atlantic, on the Eastern Hemisphere and south of Tasman
Sea (Figure 4.8b). The decrease of poleward flux around Antarctica is hardly seen in the high
frequency component. The climate change signal of the low frequency part shows more or
less decreasing poleward flux on the whole SH. Especially the reduction of poleward moisture
transport south of 60◦S is due to the climate signal of the low frequency component.

4.3.3 Climate change signal of net precipitation south of the Antarctic
Circle

As previously done in Sec. 4.3.1 net precipitation south of a polar spherical cap can be calcu-
lated by means of the zonal mean moisture flux at 67.5◦S, following equation 4.4. As expected
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(a) (b) (c)

(d) (e) (f)

Figure 4.7: Climate change signal of synoptic length scale variations of the 500hPa geopo-
tential height for (a) all frequencies, (b) high frequencies, (c) low frequencies and
meridional moisture flux for (d) all frequencies, (e) high frequencies, (f) low fre-
quencies. Stippled areas indicate significant changes ( p < 0.05) with respect to a
Student’s t-test.
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(a) (b)

Figure 4.8: Cyclone track density simulated by ECHAM5 for the 20th century for (a) all and
(b) strong cyclones. Stippled areas indicate significant changes ( p < 0.05) with
respect to a Student’s t-test.

by the climate change signal of meridional moisture flux, which shows increasing poleward
transports at almost every location of the SH extra-tropics (Figure 4.6b), increasing values for
net precipitation can be found south of 67.5◦S (Table 4.2). This is not the case for the dy-
namical part of the climate signal, which can also be seen for the dynamical signal of the flux
(Figure 4.6c). For both, the 20th and 21st century, the synoptic scale component dominates
the whole transient flux divergence within the spherical cap. Dividing this part of wavelength
into low and high frequency fluctuations leads to an almost balanced ratio of flux divergence
with 45% for the low frequency and 55% for high frequency component, whereas the low fre-
quency part of the transient flux in the mid-latitudes is an order of magnitude smaller than its
high frequency counterpart (Figure 4.3e-h). South of 60◦S, the amount of poleward moisture
flux is more similar for low and high frequencies, whereas spacial patterns differ. The high
frequency part shows a zonally symmetric behaviour, whereas the main low frequency flux
can be found between the Australian Sector of the Southern Ocean (150◦E) and the Antarctic
Peninsula, where generally the major moisture inflow towards Antarctica takes place.

With respect to the climate change signal, the low frequency component of the flux diver-
gence shows the highest change at all. This can be seen in the high latitude climate change
signals of moisture flux itself (Figure 4.7e and f). The high frequency flux component mainly
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20C A1B climate change signal
[mm/y] [mm/y] [%]

transient 266.5 309.2 +16.0
dynamical 250.6 -6.0
synoptic scale 217.1 193.8 -10.7
synoptic scale - low frequency 98.4 75.3 -23.4
synoptic scale - high frequency 118.7 118.5 -0.2

Table 4.2: Moisture flux convergence simulated by the ensemble of three ECHAM5 runs for
different temporal and spacial wave activity south of 67.5◦S.

reflects the shift of the SH stormtracks and climate change signal of cyclone activity, respec-
tively (Figure 4.7e), whereas the signal is negligible at the Antartic coast line. The low fre-
quency flux signal is characterised by an opposite sign, i.e. decreasing poleward moisture
transport (Figure 4.7f), which mainly leads to the decreasing climate change signal of Antarc-
tic net precipitation due to the dynamical component.

4.4 Summary, discussion and conclusions

This paper analysed SH moisture flux and net precipitation over Antarctica in the 20th and
21st century. For that reason reanalysis data and three runs of ECHAM5/MPIOM integrations
were used, which provide 6-hourly output at 11 pressure levels between 1000hPa and 200hPa.
Thermodynamical and dynamical components of the climate signal were distinguished by a
scaling approach. Furthermore, the dynamical part of the changing signal was analysed by
means of spatial and temporal wave decompositions.

This study has found thermodynamical and dynamical parts of the climate change signal
of Antarctic net precipitation to be opposing in sign. Although a robust poleward shift of
the SH stormtrack can be identified in the future projection, the dynamical component of
net precipitation shows a decreasing signal. In parts this can be understood by the climate
signal of strong extra-tropical cyclones, which mainly show increasing track density on the
Eastern Hemisphere. Furthermore the low frequency variability of geopotential height as well
as moisture flux lead to that decrease which is suggested to be attributed to the quasi-stationary
lows around Antarctica.

Yin (2005) finds a robust poleward shift of the stormtrack in future projections of a CMIP3
multi-model ensemble. This is consistent with the results of Bengtsson et al. (2006) investi-
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gating cyclone activity in the same model runs analysed in our study. Also an examination of a
multi-model ensemble which has been investigated in the context of “ENSEMBLES” (van der
Linden and Mitchell, 2009) has shown a poleward shift of SH extra-tropical cyclone track den-
sity (Grieger et al., 2014). This finding could be reproduced in this paper. Since extra-tropical
cyclones are mainly responsible for mid- and high-latitude transport of atmospheric energy
(Peixoto and Oort, 1983; Wu et al., 2011), it can be expected that the major parts of moisture
flux also shift towards the pole.

Consistent with previous studies, it has been found that the thermodynamical part dominates
the climate change of SH moisture flux as well as the changes of Antarctic net precipitation.
Counter-intuitively the dynamical component of Antarctic net precipitation change counter-
acts with the thermodynamical part, although a poleward shift of the SH stormtrack has been
identified, as expected. It results in a decreasing signal of moisture transport east of the three
climatological low pressure regions off-coast of Antarctica. This is due to the low variability
component of spatially synoptic scale waves, which shows a weakened variability across al-
most the whole analysed area of the SH. As expected the high frequency counterpart of the dy-
namical moisture flux signal, which can be attributed to SH stormtrack, is shifted poleward and
enhanced in the high latitudes. This can be understood by the climate change signal of extra-
tropical cyclones, which also show a poleward shift with increasing track density at certain
regions of the Antarctic coast. As part of the overall climate change signal there is a particular
change pattern for the subset of strong cyclones. These most severe synoptic systems show an
increasing track density especially on the Eastern Hemisphere and south of Tasman Sea. They
also strongly influence total climate change of moisture flux in the mid-latitudes. On the other
hand, south of 60◦S the dynamically induced moisture flux change shows decreasing signals
which leads to the identified decrease of net precipitation of Antarctica.

Generally, an intensification of atmospheric moisture flux can be identified in future projec-
tions of CMIP3 AOGCM simulations (Held and Soden, 2006). Obviously, this is discussed to
be due to an increase of atmospheric moisture in a warmer climate. This can be confirmed by
our work, since the model projection shows an overall significant increase of TCWV and an
increasing signal of moisture flux due to thermodynamics. Held and Soden (2006) discuss the
intensification of the hydrological cycle as well as the change of P−E mainly to be a function
of global near-surface temperature whereas Lorenz and DeWeaver (2007) relates moisture flux
changes with zonal means of 850hPa temperature. Seager et al. (2010) splits the MMC part of
moisture transport into thermodynamic and dynamics, which is not possible for the transient
component. Since the transient component of moisture flux dominates mid- and high-latitude
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transport, this study introduces a scaling approach for the transient part of future moisture flux
by means of zonal mean TCWV. Therefore, a climate change component of moisture transport
is calculated, which is related to the dynamical climate signal. The major increasing spots of
future moisture flux can also be found for the dynamical component, namely in the Atlantic
and Indian Sectors of the Southern Ocean and south of Tasman Sea as well as for a small
region in the East Pacific. Thermodynamical and dynamical parts show an opposing sign of
the climate change signal south of 60◦S. This is the key difference of both components, which
is important for the climate change signal of net precipitation of Antarctica.

Uotila et al. (2007) investigate Antarctic net precipitation for a multi-model ensemble of
CMIP3 AOGCMs. They criticize the temporal and vertical standard resolution of CMIP3 for
an analysis of vertically integrated moisture flux to calculate net precipitation. Therefore, they
use model output of precipitation and evaporation for their analysis of Antarctic net precip-
itation. By means of an investigation of circulation weather types they distinguish between
thermodynamical and dynamical components of the climate change signal and discuss the
thermodynamics to be dominating. In comparison to our results, they do not find a decreasing
signal due to dynamics for the whole Antarctica. For the dynamical component of the climate
change net precipitation Uotila et al. (2007) find mainly increases for the the Antarctic Penin-
sula and a small decrease for certain parts, i.e. East Antarctica. This contrasting signal reflects
the situation, which can be found in positive phases of the southern annular mode (SAM),
where climate models tends to shift to in future projection (Meehl et al., 2007b). SH Wester-
lies are then increased and suppress meridional exchange of energy towards East Antarctica,
whereas the Antarctic Peninsula is more overflowed by the mean circulation (van den Broeke
and van Lipzig, 2004). This characteristic is potentially less pronounced in our study since
it concentrates on transient transports of moisture whereas the direct impact of SAM as de-
scribed above is more characterized in the mean meridional circulation. Furthermore, Uotila
et al. (2007) uses precipitation and evaporation, where AOGCMs potentially still have prob-
lems dealing with the Antarctic region (cf. Genthon and Krinner, 2001).

For a better understanding of geopotential variability in the mid-troposphere Blackmon
(1976) has divided variability into different spatial and temporal scales of atmospheric waves.
In parts, Wu et al. (2011) have been applied these ideas to atmospheric energy fluxes by means
of a bandpass filter between 2.5 and 8 days. Our study uses a low pass filter for fluctuations
of 8 days and longer for selection of high and low frequency variability. Spatial filtering is
done for waves smaller and larger than wavenumber 7. This approach enables to attribute the
major contribution of SH moisture transport to the synoptic length scale. The SH stormtrack
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is clearly identified as well as the corresponding part of moisture flux due to high frequency
variability. In the SH mid-latitudes the low frequency moisture flux component is an order of
magnitude smaller than the high frequency part. Near the Antarctic coast, the low and high
frequency moisture fluxes are in the same order of magnitude. On the SH high latitudes, near
the Antarctic coast quasi-stationary low pressure patterns can be found (cf. Schwerdtfeger,
1984), whereas the most prominent is the Amundsen-Bellingshausen Sea Low also known
as Amundsen Sea Low (ASL) (Turner et al., 2013). Its characterization and variability is
important for synoptic activity (Fogt et al., 2012) as well as the climate of West-Antarctica
(Hosking et al., 2013). Our analysis seems to cover ASL fluctuations by means of the low
frequency geopotential height variability. This can hardly be seen in the corresponding mois-
ture flux part. The climate change signal of the low frequency geopotential height is most
pronounced in the ASL sector by decreasing variability. Although the low frequency compo-
nent of both geopotential height variability and moisture flux shows a decreasing signal for
almost the whole analysed area, the changing signal south of about 60◦S is highly relevant
for Antarctica. The role of the quasi-stationary low pressure patterns around the Antarctic
coast are already discussed in previous studies (cf. Turner et al. (2009); Hosking et al. (2013);
Turner et al. (2013)). In parts the variability can be also connected to the Southern Oscillation
Index (SOI) as well as SAM. The development of the quasi-stationary lows in future climate
projections is still ongoing research.
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The Antarctic ice sheet is the largest contiguous ice mass on globe. This fact makes Antarctica
to an important source of sea level rise, with respect to climate change. Estimating Antarctic
SMB and its impact on sea level rise is an important issue, which is also discussed in the as-
sessment reports of the Intergovernmental Panel on Climate Change (IPCC) (cf. Meehl et al.,
2007b; Church et al., 2013; Collins et al., 2013). Observations as well as model projections
underlie various uncertainties. For that reason it is important to better understand mechanisms,
which lead to Antarctic mass accumulation and its change in future climate projections. This
thesis has investigated the atmospheric branch of Antarctic mass balance, i.e. net precipitation
(P − E), its representation in reanalysis and AOGCM data. Therefore, this work analysed
processes leading to the poleward transport of atmospheric moisture and examined the change
these processes in future climate projections.

Since extra-tropical cyclones dominate the moisture flux of SH mid- and high-latitudes (cf.
Peixoto and Oort, 1983) this thesis firstly has analysed the representation of Sub-Antarctic
cyclones by 30 years of ERA Interim reanalysis. Method uncertainties of objective identi-
fication and tracking of extra-tropical cyclones is assessed by means of an intercomparison
project introduced by Neu et al. (2013). The thesis used the outcome of 15 different cyclone
tracking algorithms to analyse how these methodologies characterize synoptic activity in the
Sub-Antarctic region as well as how these algorithms capture processes which are relevant
for poleward moisture flux in the SH high-latitudes. It is found that especially the strongest
cyclones are similar represented and robustly lead to extraordinary moisture inflow towards
Antarctica (chapter 2).

Future projections of AOGCM simulations show a poleward shift of the SH stormtrack
(Yin, 2005) as well as extra-tropical cyclone track densities (Bengtsson et al., 2006; Ulbrich
et al., 2009). This thesis analysed the robustness of future extra-tropical cyclone change by
means of a MME of AOGCMs and specially focussed on strong cyclones which are highly
relevant for poleward moisture transport. With respect to different methodologies, the climate
change signal of the most severe cyclones is more robust in comparison to the whole intensity
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spectrum (Ulbrich et al., 2013). In comparison to all cyclones which show a poleward shift,
strong cyclones are found to increase especially on the Eastern Hemisphere, with respect to
the climate signal of the MME (chapter 3).

The content of atmospheric moisture will increase in a warmer climate. This results in an in-
tensified hydrological cycle of climate models with respect to climate change (Held and Soden,
2006). Future estimations of P −E are discussed to be mainly a function of atmospheric tem-
perature increase. This thesis takes also into account that the atmospheric circulation shows
changing signals, with respect to future projections. Since relevant processes for moisture
transport correspond to mid- and high-latitude cyclone activity, this work compares climate
change signals of moisture flux and net precipitation with changing extra-tropical cyclone
characteristics. For that reason, an approach is introduced to distinguish between thermody-
namical and dynamical parts of the climate change signal of moisture flux. The thermody-
namical component dominates the climate change signal. The dynamical part decomposed
into different spacial and temporal waves. The climate signal of the dynamic component can
be understood by a stormtrack shift whereas especially the signal of strong cyclones contribute
to a better interpretation. On the other hand, the dynamical component shows a decreasing sig-
nal near Antarctica which leads to decreased Antarctic net precipitation due to dynamics. This
is explained to be due to low frequency waves which seem to weaken (chapter 4).

The results of the previous chapters are discussed in the following with respect to the thesis
objectives introduced in section 1.3.

How are Sub-Antarctic extra-tropical cyclones represented by different tracking
schemes in reanalysis data?

This question is analysed by means of the output of 15 objective algorithms for the identifica-
tion and tracking of extra-tropical cyclones. Tracks have been selected by regional criteria to
filter cyclone tracks which mainly exist south of 60◦S as well as in three longitudinal sectors,
namely the Weddell Sea (WED), East Antarctica (EA), and the ABSL Sector. Statistics of
cyclone track counts show large differences for the identified numbers of cyclone tracks, with
respect to the 15 objective algorithms. The spread is consistent with findings of Neu et al.
(2013), who investigated similar methodologies without a special focus on the Sub-Antarctic
region. The separation of three sectors around Antarctica shows the differences of cyclone ac-
tivity with respect to their occurrence. If the different size of the sectors is taken into account,
cyclone activity more frequent for WED and the ABSL sectors in comparison to EA. These
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simple statistics have to be discussed with care because some cyclone tracks will be found
simultaneously in at least two sectors. Because of the filter criteria they occur in both sectoral
datasets. The small sectors, i.e. WED and ABSL should be more influenced by this doubling
artefact. Nevertheless, an interesting finding of the track number statistic is the fact that the
spread is very similar for the different regions, i.e. methods identifying a number of tracks
above average do this in all regions and vice versa. The spread between the identified number
of tracks is found to be smaller in summer season when generally less cyclones are identified
and the systems are shallower (Simmonds and Keay, 2000; Simmonds et al., 2003). Neu et al.
(2013) find the representation of extra-tropical cyclones to be more similar for stronger events,
which is counter-intuitive to the smaller spread of identified numbers between the tracks. This
is explained to be due to a smaller range of possible cyclone strength in summer.

The analysis of the cyclone system density shows the general representation of different
methodologies identifying large and small numbers of cyclone tracks. Different spots of high
cyclone activity are expected, i.e. in the Indian and Australian Sectors of the Southern Ocean
as well as south of Weddell Sea and Ross Sea, which can in parts attributed to quasi-stationary
systems (Simmonds and Keay, 2000; Simmonds et al., 2003). The results of previous studies
can be confirmed by different methodologies, whereas differences are found in some details.
Southern Weddell and Ross Seas are regions of maximum cyclogenesis whereas around 30◦E,
north of Amery Ice Shelf as well as off-coast Adelie Land secondary maxima can be found
(Simmonds and Keay, 2000; Bromwich et al., 2011). Weddell and Ross Seas are also regions
of large cyclolysis. In fact, there can be found many short moving systems in these regions.
On the other hand, in the Indian and Australian Sector of the Southern Ocean, the cyclones
with the largest radii can be identified (Simmonds et al., 2003) as well as largest mean velocity
(Hoskins and Hodges, 2005). The major spots of large cyclone activity is well captured by
the different methodologies whereas larger differences occur in the regions of short moving
cyclones, i.e. Weddell and Ross Seas.

The most intense 500 cyclones identified in 30 winter seasons are similar represented by the
different algorithms. These most severe extra-tropical cyclones have been chosen similar to
the study of (Ulbrich et al., 2013). These most intense systems are found in the East Atlantic as
well as Indian Sectors where generally large and intense cyclones can be detected (Simmonds
and Keay, 2000; Simmonds et al., 2003; Hoskins and Hodges, 2005). Another region of
maximum strong cyclone system density in found in the Pacific Sector where cyclone activity
is known to be related to the ABSL (Fogt et al., 2012).

85



5 Summary, Discussion and Conclusions

How do the identified cyclones contribute to moisture inflow into Antarctica and are the
results sensitive on different objective tracking algorithms?

Transient waves are the major contribution to poleward moisture transport in the SH mid-
and high-latitudes (Peixoto and Oort, 1983; Tietäväinen and Vihma, 2008; Wu et al., 2011).
High poleward energy fluxes in the Antarctic region can be associated with strong cyclone
activity (Fogt et al., 2012) as well as extreme Antarctic snowfall events (Turner et al., 1995).
To analyse the association of moisture inflow with strong cyclone activity the day of minimum
pressure is chosen for the most severe events of each methodology to calculate a composite
of transient moisture flux. This composite is compared with the climatological mean transient
flux to calculate a flux anomaly. It results in extraordinary poleward moisture transport in the
regions of high system density of strong cyclones. This result is robust with respect to the
different cyclone tracking methodologies.

In sum a strong method dependency has been found for the general number of identified cy-
clone tracks. But the representation of strong cyclones as well as their contribution to moisture
transport can be robustly analysed by various algorithms for the identification and tracking of
extra-tropical cyclones.

How are extra-tropical cyclones represented in a multi-model ensemble?

To address this question a multi-model ensemble of six AOGCMs was investigated which
have also been analysed in the context of “ENSEMBLES” (van der Linden and Mitchell,
2009). The objective algorithm for the identification and tracking uses 6-hourly values of
MSLP. This parameter has not been CMIP3 standard output, which has been made this study
to an important contribution of model evaluation for this generation of AOGCMs. The number
of identified cyclone tracks largely differ for the various AOGCMs which is in parts due to the
different horizontal resolution (cf. Blender and Schubert, 2000; Pinto et al., 2005). A scaling
approach is introduced for a fairer calculation of the MME mean of cyclone track densities.
This results in the identification of major cyclone characteristics in the MME, which can also
be found in reanalysis data. On the other hand, cyclone intensity in terms of core pressure as
well as the Laplacian of MSLP is underestimated by the MME.

Since the cyclone intensity distribution represented by different AOGCMs largely differs
an investigation of strong cyclones is done by an analysis of percentile thresholds rather than
absolute intensity values. Thus, following the approach of previous studies (Leckebusch and
Ulbrich, 2004; Leckebusch et al., 2006, 2008), strong cyclone tracks are defined by means
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of the 95th percentile of the Laplacian of MSLP. Therefore, a scaled MME mean of strong
cyclone track density has been calculated and compared to reanalysis. As found for all cy-
clones, intensity of the MME mean is also underestimated for strong cyclones in comparison
to reanalysis.

How does the MME simulate climate change of SH extra-tropical cyclones?

The future projections of the AOGCMs have followed the SRES A1B emission scenario (Na-
kicenovic et al., 2000). Cyclone activity has been investigated for 20 years of each AOGCM
run at the end of the 20th and 21st centuries. Each model integration simulates a significant
reduction of cyclone activity on the SH for extended winter season. Strong cyclones are found
to be increase for 7 of 9 AOGCM runs whereas this hemispheric signal is significant for 3
of them. The climate signal of strong cyclone track numbers for the two models which show
decreasing numbers does not depend on the intensity threshold.

Results become more robust for an analysis of track density patterns with respect to the
MME mean. All cyclones show a distinct decrease north of 50◦S and increases south of
60◦S in the Atlantic and Indian Sectors of the Southern Ocean. Strong cyclones show an
increasing signal especially on the Eastern Hemisphere with maximum increases south of
Tasman Sea. These regions are additionally characterized by an intensification of cyclone
tracks (cf. Bengtsson et al., 2006) as well as increase of extreme wind speed (Bengtsson et al.,
2009).

The climate change signal of extra-tropical cyclones especially the strong ones is an im-
portant result of this study. The MME helps to assess the robustness of the climate change
signal. In comparison to the climate signal of all cyclones, the most severe tracks are hardly
dependent on the identification methodology (Ulbrich et al., 2013). For that reason the climate
change signal of strong cyclones on the eastern Hemisphere can reliably be used for the fur-
ther interpretation of SH moisture flux change. Certainly the change of all cyclones have also
to be taken into account but can discussed to be more dependent on the cyclone identification
and tracking algorithm.

How is Antarctic net precipitation represented in an AOGCM?

Net precipitation of a climate model, i.e. the difference between precipitation and evaporation
can be calculated by the usage of modelled values for P and E. This is beneficial since the
model can do the evaluation of P andE at each internal model integration time step taking into
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account all vertical model levels. On the other hand, these benefits can turn into problems for
the Antarctic region since the climate model has to deal with the representation of the steep
topography, and in general physics of polar region. This can lead to systematic deviations
of observational and modelled net precipitation (Genthon and Krinner, 2001). Since obser-
vations of Antarctic net precipitation also have to deal with several problems as the general
small amount of precipitation and large snow drift, several studies evaluated the atmospheric
hydrological cycle for an estimation of P −E by means of radiosonde and numerical analysis
(Bromwich, 1988; Bromwich et al., 1995; Cullather et al., 1998; Leckebusch, 1999). Follow-
ing these ideas, this thesis mainly analysed net precipitation by means of the convergence of
vertically integrated moisture flux. Nevertheless at first the three members of an ECHAM5
experiment representing the climate of the 20th century are analysed and modelled P − E is
compared to the output of ERA40 reanalysis. Principal characteristics of SH high-latitude pre-
cipitation are captured by the AOGCM although it produces generally more precipitation than
ERA40 and shows a more noisy horizontal distribution. The ECHAM5 run which has also
been investigated for cyclone activity in chapter 3 has been integrated at T63. In comparison
to ERA40, the Antarctic Peninsula seems to be a less intense barrier in the AOGCM, since
precipitation is underestimated on the western flank of the Peninsula and overestimated down-
stream, i.e. north of Weddell Sea. The annual cycle of P , E, and P − E is well represented
in the AOGCM for a spherical cap south of 67.5◦S. As seen in the horizontal distribution
modelled precipitation exceeds the value of ERA40, which results in an higher amount of net
precipitation. Nevertheless, the annual cycle is well captured with maximum values in the
extended winter season (April-September).

How large is the climate change signal of net precipitation and what is the role of water
vapour increase in a warmer climate?

Antarctic net precipitation is simulated to increase in future climate projections (cf. Meehl
et al., 2007b; Church et al., 2013; Collins et al., 2013). This is discussed to be due to increas-
ing atmospheric moisture content which leads to increased Antarctic precipitation over the
still cold enough ice sheet which does not show significantly increasing evaporation. On the
other hand, large differences can be found for East and West Antarctica and in particular the
Antarctic Peninsula. The latter region has been affected by huge temperature increases during
the last century as well as catastrophic Ice Shelf disintegrations (Turner et al., 2009). This in
turn, affects ice sheet dynamics of the adjacent glaciers which has to be taken into account for
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a correct estimation of Antarctic SMB (Vaughan et al., 2013).

This thesis investigates the atmospheric branch of SMB, i.e. net precipitation, which is
calculated by means of vertically integrated moisture flux. For an analysis of underlying
mechanisms of moisture transport and its change, the flux is split into MMC and TE parts. TE
has the major contribution to moisture poleward transport. The amount of net precipitation for
extended winter is simulated to increase by 16%. This study introduced a scaling approach to
distinguish between thermodynamical and dynamical parts of the climate change signal. The
dynamical component shows a decreasing signal. In fact, the thermodynamical component is
even larger than the totally simulated climate change signal.

What is the role of changed atmospheric circulations for changes in Antarctic net
precipitation?

This thesis has used a scaling approach for the extraction of the dynamical part of the climate
change signal of Antarctic net precipitation. This part shows a decreasing climate change
signal of Antarctic net precipitation. This is counter-intuitive since the climate change sig-
nal of the SH atmospheric circulation is characterized by a poleward shift of the stormtrack.
This is evaluated by 500hPa geopotential height variability. For a better understanding of the
processes geopotential height variability as well as moisture flux is decomposed into different
spatial and temporal wavelength (cf. Blackmon, 1976; Wu et al., 2011). The climate change
signal of the stormtrack results in a poleward shift which is also be found for moisture flux,
although no increases are found south of 60◦S. The signal can be better interpreted if strong
cyclones are taken into account. Results of chapter 2 for the relevance of strong cyclones as
well as the robustness with respect to methodologies motivate this interpretation. The findings
of chapter 3 for the robustness of the climate change signal of cyclone activity give impor-
tance to the results of dynamical moisture flux changes. The dynamical climate change signal
of Antarctic net precipitation is mainly influenced by low frequency eddies in the spatially
synoptic wavelength which shows a decreasing signal for almost the whole analysed area.
South of 60◦S this component can potentially attributed to the climatological low pressure
patterns around Antarctica.

The ASL, which has large influences on the climate of West Antarctica (Fogt et al., 2012;
Turner et al., 2013) is discussed to be unperfected represented in CMIP5 historical simulations
(Hosking et al., 2013). Understanding the climate change signal of the variability is part of
current research.
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5 Summary, Discussion and Conclusions

For a better understanding of future Antarctic net precipitation it would be beneficial to
apply the approach of this study to a multi-model ensemble of AOGCMs, which requires
temporally and vertically high resolution data. The understanding of near Antarctic pressure
patterns seem to be crucial for the climate change signal of very high-latitude moisture flux.
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