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Summary

Borehole fluid injections are frequently used for diverse geo-technical and geo-energy
applications. As such hydraulic stimulations modify the pore-fluid pressure level,
they are typically accompanied by the occurrence of microearthquakes. Following
the seismicity-based reservoir characterization (SBRC) approach, the spatio-temporal
evolution of such earthquakes can be evaluated to quantify in-situ fluid transport
properties of the rock, assuming that they are constant with time and pressure.
However, field and laboratory experiments demonstrate that permeability can be
significantly pressure-dependent.

The main objective of this thesis is to further investigate the phenomenon of fluid
injection induced earthquakes taking into account pressure-dependent hydraulic trans-
port properties. This study includes the derivation of analytical scaling relations for
the triggering front (i.e. upper bound envelope of injection phase seismicity in space-
time diagrams), the development of novel simulation models and their application to
real data. In particular, a power-law as well as an exponential-dependent diffusivity
model are considered and integrated into simulation workflows. Non-linear diffusion
equations are numerically solved to compute synthetic seismicity. The analysis of
their spatio-temporal signatures shows that the triggering front concept still holds for
the case of a pressure-dependent hydraulic transport. However, instead of providing
an in-situ diffusivity estimate, the triggering front is found to hydraulically charac-
terize the medium not before but after stimulation including hydraulic fracturing of
the rock. Additionally, synthetic seismicity also demonstrates that the triggering front
signature depends on the diffusivity model in use. In agreement with scaling relations
obtained from dimensional analysis, a linear and exponential-dependent diffusion
both lead to a square root of time dependent triggering front. For the power-law
diffusion model, this signature can yet change into a cubic root of time dependency.
In other words, a time-dependent triggering front which is different from the square
root is a clear indication of a non-linear diffusional pressure relaxation and therefore
of a pressure-dependent hydraulic diffusivity.

Motivated by these findings, the applicability of the power-law diffusion model
to real data is further examined. For this, hydraulic fracturing induced seismicity
from the Barnett Shale gas reservoir (USA) is analyzed and compared with results
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obtained from numerical simulations. A normalization approach is introduced to
account for the influence of hydraulic anisotropy on the distribution of induced
microearthquakes. Together with a concept of a factorized anisotropic pressure
dependence of permeability, this approach allows to reconstruct the principal compo-
nents of the permeability tensor from the characteristic dimensions of the seismicity
cloud. A new modelling scheme is presented to compute calibrated non-linear
pressure evolutions for real flow rate data. Following this numerical simulation
workflow, synthetic seismicity is generated which shows similar spatio-temporal
features as the ones from the Barnett Shale. Hence, a non-linear pore pressure diffu-
sion with a power-law pressure dependence of the permeability is found to provide
a reasonable model for hydraulic fracturing induced seismicity from the Barnett Shale.

Despite the injection phase, the impact of pressure-dependent hydraulic transport
properties on post-injection induced microearthquakes is also comprehensively
analyzed. The proposed normalization approach is further generalized and applied
to seismicity from the Ogachi (Japan) and Fenton Hill (USA) geothermal reservoir
stimulation. From the spatio-temporal analysis of corresponding induced seismicity,
the back front (i.e. lower bound envelope of post-injection induced seismicity in
space-time diagrams) is found to provide an estimate for the minimum principal
component of the permeability tensor. However, to explain the observation that for
some situations the linear diffusion back front does not appropriately describe the
temporal evolution of post-injection induced microearthquakes, further catalogs of
synthetic seismicity are generated on the basis of numerical simulations. For this, a
new model of a so-called frozen medium diffusivity is developed and implemented.
This model explicitly accounts for a post-injection enhanced hydraulic transport
which is one of the major objectives of hydraulic stimulation including hydraulic
fracturing treatments. It is found that the linear diffusion back front is only applicable
for a weak non-linear fluid-rock interaction and three dimensional exponential
diffusion. For such situations which seem to correspond to Ogachi and Fenton Hill,
a cubic root of time-dependent power-law function is then a good approximation of
the exact back front. For a strong non-linear fluid-rock interaction like the hydraulic
fracturing, the back front is found to deviate from its linear diffusion signature. This
finally is observed from synthetic seismicity, which shows similar spatio-temporal
characteristics as the ones observed from hydraulic fracturing induced seismicity
from the Horn River Basin (Canada) gas reservoir.

In such a way, this thesis represents a significant further development and important
non-linear generalization of the SBRC approach. Simultaneously, it contributes to a
better understanding of the physical processes of borehole fluid injections and associ-
ated earthquakes.
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Zusammenfassung

VORBEMERKUNG: Die vorliegende Dissertation ist bis auf diese Zusammenfassung
in englischer Sprache geschrieben. Da auch in der deutschen Sprache einige englische
Fachausdrücke gebräuchlich sind, wurde bei diesen Ausdrücken auf eine Übersetzung
verzichtet.

Fluidinjektionen in Bohrlöchern kommen regelmäßig im Rahmen unterschiedlicher
geotechnischer und geo-energierelevanter Anwendungen zum Einsatz. Da derartige
hydraulische Stimulationen Änderungen des Porenwasserdrucks verursachen, werden
sie in der Regel durch das Auftreten von Mikroerdbeben begleitet. Nach der Methode
der seismizitätsbasierten Reservoircharakterisierung (SBRC) kann das raum-zeitliche
Ausbreitungsverhalten dieser Erdbeben ausgewertet werden, um die in-situ Fluid-
transporteigenschaften des Gesteins, welche als konstant mit der Zeit und dem Druck
angenommen werden, zu quantifizieren. Allerdings zeigen sowohl Feld- als auch
Laborexperimente, dass die Permeabilität signifikant druckabhängig sein kann.

Der wesentliche Gegenstand dieser Dissertation besteht darin, das Phänomen der
durch Fluidinjektionen ausgelösten Erdbeben unter Berücksichtigung druckabhän-
giger hydraulischer Transporteigenschaften zu untersuchen. Diesbezüglich werden
in dieser Arbeit analytische Skalierungsbeziehungen für die triggering front (Ein-
hüllende der in Raum-Zeit Diagrammen dargestellten induzierten Seismizität der
Injektionsphase) hergeleitet, sowie neue Simulationsmodelle entwickelt und auf
Realdaten angewendet. Hierfür werden insbesondere sowohl eine Potenz- als auch
eine exponentielle Abhängigkeit der Diffusivität berücksichtigt und in Simulations-
prozesse integriert. Ferner werden nichtlineare Diffusionsgleichungen numerisch
gelöst um synthetische Seismizität zu berechnen. Die Analyse deren raum-zeitlicher
Signaturen zeigt, dass auch im Falle eines druckabhängigen hydraulischen Transpor-
tes die triggering front noch immer anwendbar bleibt. Allerdings stellt sich heraus,
dass anstelle einer Abschätzung für die in-situ Diffusivität, die triggering front das
Medium nicht vor, sondern nach der Stimulation bzw. dem hydraulic fracturing
charakterisiert. Darüber hinaus belegen die synthetischen Seismizitätsverteilungen
auch, dass der Charakter bzw. die Signatur der triggering front vom verwendeten
Diffusivitätsmodell abhängt. In Übereinstimmung mit den aus der Dimensionsana-
lyse gewonnenen Skalierungsbeziehungen führen sowohl die lineare als auch die
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exponentiell abhängige Diffusion zu einer von der Quadratwurzel der Zeit abhängigen
triggering front. Diese Signatur kann sich im Fall der potenzabhängigen Diffusion
zu einer Kubikwurzel der Zeit ändern. Mit anderen Worten, eine triggering front
die eine von der Quadratwurzel der Zeit verschiedene Abhängigkeit aufweist, ist ein
deutlicher Hinweis für eine nichtlineare Porendruckdiffusionsrelaxation und damit
für eine druckabhängige hydraulische Diffusivität.

Motiviert durch diese Ergebnisse wird die Anwendbarkeit des potenzabhängigen
Diffusionsmodells auf Realdaten weiter untersucht. Hierzu wird die induzierte Seis-
mizität aus dem Barnett Shale Gasreservoir (USA) analysiert und mit Ergebnissen
aus numerischen Simulationen verglichen. Ferner wird ein Normalisierungsansatz
zur Berücksichtigung des Einflusses der hydraulischen Anisotropie auf die Verteilung
der induzierten Mikroerdbeben eingeführt. Zusammen mit dem Konzept einer fakto-
risierten anisotropen Druckabhängigkeit der Permeabilität ermöglicht dieser Ansatz
die Hauptkomponenten des Permeabilitätstensors unter Verwendung der charakteri-
stischen Abmessungen der Seismizitätswolke zu rekonstruieren. Im Übrigen wird
eine neue Modellierungsmethode vorgestellt, mit der unter Berücksichtigung realer
Fließraten kalibrierte nichtlineare Druckentwicklungen berechnet werden können.
Diesem numerischen Simulationsschema folgend wird synthetische Seismizität
generiert, deren raum-zeitliche Merkmale zu denjenigen des Barnett Shale ähnlich
sind. Somit stellt die nichtlineare Porendruckdiffusion zusammen mit einer auf dem
Potenzgesetz basierten Druckabhängigkeit der Permeabilität ein berechtigtes Modell
für die induzierte Seismizität in Barnett Shale dar.

Neben der Injektionsphase werden die Auswirkungen druckabhängiger hydraulischer
Transporteigenschaften auch auf die induzierten Mikroerdbeben der Postinjektions-
phase umfassend analysiert. Hierfür wird der vorgeschlagene Normalisierungsansatz
weiter verallgemeinert und auf die bei geothermischen Reservoirstimulationen in
Ogachi (Japan) und Fenton Hill (USA) induzierte Seismizität angewendet. Aus deren
raum-zeitlicher Analyse folgt, dass die back front (Einhüllende der in Raum-Zeit
Diagrammen dargestellten induzierten Seismizität der Postinjektionsphase) eine
Abschätzung der kleinsten Hauptkomponente des Permeabilitätstensors liefert. Um
allerdings die Beobachtung zu erklären, dass in manchen Situationen die auf der
linearen Diffusion basierte back front die zeitliche Entwicklung der entsprechen-
den Mikroerdbeben nicht angemessen genug beschreibt, werden weitere Kataloge
synthetischer Seismizität auf der Basis numerischer Simulationen erzeugt. Hierzu
wird ein neues Modell der so genannten frozen medium diffusivity entwickelt und
implementiert. Dieses Modell berücksichtig explizit einen nach der Injektion verbes-
serten hydraulischen Transport, der einer der Hauptziele solcher Stimulationen bzw.
hydraulic fracturingOperationen ist. Es zeigt sich, dass die auf der linearen Diffusion
basierte back front nur bei schwacher nichtlinear Fluid-Gestein Wechselwirkung und
dreidimensionaler exponentiell abhängiger Diffusion angewendet werden kann. Für
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derartige Situationen, die auf Ogachi und Fenton Hill zuzutreffen scheinen, ist eine
von der Kubikwurzel der Zeit abhängige Potenzfunktion eine gute Annäherung an
die exakte back front. Für eine starke nichtlineare Fluid-Gestein Wechselwirkung wie
dem hydraulic fracturing zeigt sich, dass die back front von ihrer auf der linearen
Diffusion basierten Signatur abweicht. Dies wird schließlich in synthetisch erzeugter
Seismizität beobachtet, die ähnliche raum-zeitliche Eigenschaften aufweisen, wie
diejenigen der induzierten Mikroerdbeben aus dem Horn River Basin (Kanada)
Gasreservoir.

Auf diese Weise stellt die vorliegende Dissertation eine wesentliche Weiterentwick-
lung und wichtige nichtlineare Verallgemeinerung der SBRC Methode dar. Gleichzei-
tig trägt sie zu einem besseren Verständnis der physikalischen Prozesse von Bohrloch-
fluidinjektionen und der damit verbundenen Erdbeben bei.
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Chapter 1

General introduction

In civil, energy and environmental engineering hydraulic transport properties of rocks
play an important role. As they control fluid flow, rock hydraulic properties are essen-
tial for a variety of projects such as the design of an effective drainage of construction
sites, measures for water and soil protection or the elaboration of a long-term strategy
for dealing with high-level radioactive waste disposal in geological subsurface
repositories. Beyond these engineering applications, hydraulic transport properties
become even more important when it comes to the exploration of geo-resources. In
particular, knowing how fluids flow through a reservoir is fundamental to a successful
management and operation of both geothermal and hydrocarbon reservoirs.

Admittedly, even up to date, an accurate determination of fluid migration in rocks is
still one of the most difficult tasks for the exploration industry. This is due to the fact,
that standard seismic methods have fundamental difficulties in accessing information
about fluid mobility. While illuminating the subsurface no longer than for seconds,
active seismic methods only provide snapshot-like images of the underground rock
volume. Consequently, these methods are restricted in a way that they can not fully
capture or quantify hydraulic processes which generally last for hours or days. How-
ever, over the past few years, one has understood that promising possibilities for rock
hydraulic transport determination are given as a by-product of hydraulic stimulation
treatments. Such fluid injections through a borehole into the surrounding rock are
frequently used for waste injections, carbon capture and sequestration as well as par-
ticularly for the development of hydrocarbon and geothermal reservoirs. By evaluat-
ing the spatio-temporal evolution of fluid injection induced earthquakes, the so-called
seismicity-based reservoir characterization (SBRC) approach allows to determine in-
formation about the permeability of rocks.
Since the present thesis further develops and generalizes the SBRC, a brief review of
this approach will be given in the following. First, however, the concept of permeabil-
ity will be shortly addressed along with an introductory description of borehole fluid
injections and associated earthquakes.
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1 General introduction

Figure 1.1: Simplified illustration of rocks on the grain scale. The pore space (white)
in between the rocks solid constituents (grey) is in-situ filled with fluids (liquid or
gaseous).

1.1 From porosity to permeability

Although rocks are hard and appear to be solid, they are naturally porous. Rocks con-
sist of mineral grains whose irregular shape and distribution forms fluid filled void
spaces (Figure 1.1). The larger this pore volume the larger the amount of fluids (liq-
uid or gaseous) trapped inside the rocks. The storage capacity can be quantified by
the porosity φ which describes the relative volume of void space not occupied by the
solid substance. This pore volume is controlled by the shape, size and distribution of
grains as well as on deformational processes during and after deposition like for in-
stance burial compaction, dissolution or recrystallization. Furthermore, most geologi-
cal formations down to depths interesting for hydrocarbon and geothermal exploration
contain natural fractures (Zemanek et al., 1970; Plumb and Hickman, 1985; Seeburger
and Zoback, 1982; Ito, 2003; Gale et al., 2007). Such fractures appear as displacement
discontinuities on micro to macro scales. They comprise not only fissures and cracks
which might be limited to a single rock layer but also include large scale fractures
which extend throughout more than one single formation. Fractures exist due to brit-
tle deformations in the Earth’s crust associated with mechanical failure. Subsurface
stress changes can exceed the rock strength resulting in failure on pre-existing planes
of weakness. Such stress changes can be caused by natural processes like tectonic ac-
tivity, altering lithostatic and thermal stresses, as well as man-made activities such as
drilling of boreholes or injection and withdrawal of fluids. As porosity only quantifies
the relative volume of void space it does not provide information about the size and
distribution of pores nor on their hydraulic interconnectivity. Hence, different rocks of
the same porosity may have a substantially different amount of interconnected fluid-
filled pores. However, besides the storage capacity quantifying the amount of trapped
fluid, it is also the interconnectivity of pores which plays a key role for transmitting
fluids.
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1.2 Aspects of rock permeability
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Figure 1.2: Range of laboratory measured permeabilities for different types of rocks
(after Brace, 1980; de Marsily, 1986; Guéguen and Palciauskas, 1994; Jaeger et al.,
2007)

1.2 Aspects of rock permeability
The capability with which fluids flow through the pore space is described by the per-
meability. Hence, permeability is a physical property of the rock which characterizes
the hydraulic transport. The larger the interconnectivity of pores and fractures the
larger the permeability. Generally, permeability is given in units of square meters al-
though sometimes, in honor of the French engineer Henry Darcy, permeability is also
given in darcy (1 darcy ≈ 10−12 m2). From filtration experiments of water through
beds of sands Darcy found an empirical relation which until today describes the main
permeability formula in use. It relates the fluid filtration velocity "q to the pore pressure
gradient ∇ p and is given in the most general form as (Jaeger et al., 2007)

"q = −
k

η
∇ p . (1.1)

Here, η is the dynamic viscosity of the pore fluid and k the second order permeability
tensor accounting for the appreciable hydraulic anisotropy. This anisotropy is mainly
caused by the naturally preferred orientation of minerals due to different physical and
chemical processes related to diagenesis or stress induced alignment of cracks and
fractures. However, as the experimental determination of the permeability tensor is
quite laborious and associated with high technical effort (Kwon et al., 2004; Clavaud
et al., 2008) most analysis neglect hydraulic anisotropy. This then simplifies the
tensor to the scalar permeability coefficient k. Based on Darcy’s law, Figure 1.2
shows a compilation of documented laboratory determined permeability coefficients
for different porous rocks. As the permeability of intact rocks changes approximately
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1 General introduction

with the fourth power of the mean pore size (Dullien, 1992), it becomes obvious that
permeability varies over several orders of magnitude, even for the same type of rock.
For instance, sand or other material such as gravels show permeabilities greater than
1 darcy. In contrast, for rocks forming typical hydrocarbon and geothermal reservoirs,
their permeability magnitudes are usually much smaller than 1 darcy. Especially for
shales, permeabilities down to the order of about 0.1 to 300 nanodarcy are reported
(Best and Katsube, 1995; Mayerhofer et al., 2006). However, due to fracture enhanced
fluid flow, permeability magnitudes of in-situ rocks can be significantly larger than
the ones obtained in laboratory measurements (Brace, 1980; Guéguen et al., 1996).

Such laboratory experiments (Summers et al., 1978; Moore et al., 1994; Guéguen
et al., 1996; Morrow et al., 2001; Polak et al., 2003) including X-Ray imaging (Polak
et al., 2003) have been also performed in order to investigate temperature effects on
the permeability which in-situ rocks are expected to be exposed to. These experi-
ments show that rock permeability decreases with increasing temperature. Chemical
processes at elevated temperatures lead to mineral redistribution, dissolution and pre-
cipitation (Guéguen and Palciauskas, 1994). As a result, asperities can be diminished
which decreases the aperture width. At the same time, pores and discontinuities can
be filled up which overall reduces the capability of transmitting fluids by a factor of
two to one hundred (Morrow et al., 1984; Vaughan et al., 1986; Lee and Farmer, 1993).

Apart from these permeability influencing factors (i.e. temperature or pore structure
consisting of pore size and interconnectivity), the primary and by far most significant
control on permeability is its sensitivity to pressure (and stress). With increasing
depth pores and fractures are subsequently diminished and even closed as a result
of the increasing lithostatic pressure. Evidently, this effect has to be considered
when it comes to simulations of subsurface fluid flow, formation characterization or
reservoir evaluation. To understand the interaction between the transport of fluids
and the deformation of rock, it is necessary to understand how permeability evolves
with pressure. For this, the pressure sensitivity of permeability has been extensively
studied in laboratory experiments (Brace et al., 1968; Somerton et al., 1975; Walls
et al., 1982; Yilmaz et al., 1994; David et al., 1994; Morrow and Lockner, 1997;
Kwon et al., 2004; Dong et al., 2010; Li et al., 2009; Liu and Rutqvist, 2010; Meng
et al., 2011).

To describe the observed strong dependency of permeability on effective pressure dif-
ferent relations have been proposed, including inverse power (Tiller, 1955; Ghabezloo
et al., 2009), cubic-power (Gangi, 1978) and cubic-log relations (Walsh, 1981). How-
ever, the most widely observed and accepted data driven model shows an exponential
dependence of permeability on effective pressure Peff (Figure 1.3)

k = k0 e−κ Peff = k0 e−κ (Pc−α P ). (1.2)
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1.2 Aspects of rock permeability
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Figure 1.3: Two examples for an exponential dependence of permeability on effective
pressure, both determined from laboratory measurements. Data of Westerly granite
and Wilcox Shale are given in Brace et al. (1968) and Kwon et al. (2004).
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1 General introduction

Table 1.1: Compilation of documented permeability compliances κ for different
porous rocks (obtained from laboratory measurements) and injection sites.

Rock type / Reservoir Porosity φ κ [GPa−1] Reference

Faulted crystalline rocks 0.01 ... 0.03 35 ... 200 Evans et al. (1997)
Fractured rock 5 ... 400 Yilmaz et al. (1994)
Fractured rock ≈ 500 Daley et al. (2006)

Granite 18 ... 69 Morrow and Lockner (1997)
Fractured granitic rocks 79 ... 92 Kranz et al. (1979)
Barre granite 21 Bernabe (1986)
Chelmsford granite 20 Bernabe (1988)
Pigeon Cove granite 14 Bernabe (1987)
Westerly granite 36 Bernabe (1987)

Sandstone 0.16 ... 0.24 1 ... 38 Nur et al. (1980)
Adamswiller sandstone 0.23 12 David et al. (1994)
Berea sandstone 0.21 10 David et al. (1994)
Boise sandstone 0.35 7 David et al. (1994)
Cholan sandstone1 0.17 3 ... 8 Dong et al. (2010)
E-bei sandstone 0.02 ... 0.11 60 ... 170 Li et al. (2009)
Fontainebleau sandstone 0.14 10 David et al. (1994)
Pottsville sandstone 17 Bernabe (1987)
Rothbach sandstone 0.20 18 David et al. (1994)
Tight gas sandstone 0.03 ... 0.08 33 ... 115 Walls et al. (1982)

Shale2,3 11 ... 81 Best and Katsube (1995)
Chinshui Shale1 0.09 ... 0.14 17 ... 43 Dong et al. (2010)

Coalbed methane reservoir4 193 ... 446 Meng et al. (2011)
Fenton Hill 79 ... 196 Nathenson (1999)
KTB 140 Millich et al. (1998)
Rosemanoves 225 ... 334 Nathenson (1999)

1 Taiwan Chelungpu fault Drilling Project, TCDP
2 Venture gas field (Canada)
3 Beaufort-MacKenzie Basin (Canada)
4 Southern Qinshui Basin (China)
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1.3 Borehole fluid injections and their applications

Here, Peff = Pc − α P , where Pc is the confining pressure, α a poroelastic parameter
and P the pore-fluid pressure. Although α does not necessarily have to be constant,
it is close to one for most fractured reservoir rocks. Hence, reducing the confining
pressure or increasing the pore pressure both reduce Peff . Additionally, at reservoir
operating conditions, variations in the confining pressure are supposed to be rather
small (i.e. ∆ Pc ≈ 0). Consequently, equation 1.2 becomes

k = k0 eκ P , (1.3)

where k0 describes a reference or background medium permeability. The parameter
κ denotes the so-called permeability compliance which describes the variation of
permeability with pore pressure (Walls et al., 1982; Yilmaz et al., 1994; Guéguen
et al., 1996; Nathenson, 1999). This exponential relation holds for most rocks
including sandstones (David et al., 1994), granites (Kranz et al., 1979), coals
(Somerton et al., 1975; Durucan and Edwards, 1986) and even shales (Best and
Katsube, 1995). Table 1.1 summarizes values of κ documented for different porous
rocks and injection sites. Although the magnitudes of the permeability compliance
of most rocks are usually in the order of 10 - 100 GPa−1, values of 200 to even 500
GPa−1 have also been observed. However, this then includes that the rock is either
faulted or even fractured. These aforementioned characteristics have shown that
hydraulic permeability is strongly influenced by the presence of cracks and other
heterogeneities of the pore space. Hence, it becomes obvious that permeability is a
highly fluctuating parameter whose estimates can vary by orders of magnitude, even
for adjacent locations.

Although permeability is generally used to describe and quantify the ability of rocks to
transmit fluids, the alternative concept of the hydraulic diffusivitymay be used instead.
Both transport properties are directly proportional to each other (Shapiro et al., 1997;
Jaeger et al., 2007)

k =
η

N
D , (1.4)

where η is the dynamic viscosity of the pore fluid and N is a poroelastic modulus
related to porosity and different bulk moduli for the pore-fluid, the rock skeleton, the
grain material as well as the Biot coefficient. Thus, instead of [m2], the components
of the diffusivity tensorD have the unit of [m2/s].

1.3 Borehole fluid injections and their applications
Accurate knowledge of the permeability is important for engineering projects asso-
ciated with borehole fluid injection. Such fluid injections into the deeper subsurface
are used for different purposes, including for instance the capture and sequestration
of carbon dioxide (CCS) (see for example Holt et al., 1995; Gibbins and Chalmers,
2008; Haszeldine, 2009; Gilfillan et al., 2009; Mathieson et al., 2010). In order
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to reduce the rate of global warming, the amount of this greenhouse-gas within
the atmosphere needs to be reduced. One way of mitigating the quantum of fossil
power-plant emitted CO2 is to inject and store carbon dioxide into underground
geological formations. Potential long-term storage sites include depleted oil and
gas reservoirs or deep saline aquifers (Figure 1.4). However, in order to prevent the
carbon dioxide from penetrating back to the surface due to leakage, the storage site
must have an impermeable cap rock.

Despite CCS or other geo-technical engineering projects, the most common appli-
cations of fluid injections through a borehole into the surrounding rock are used for
energy production, in particular for hydrocarbon exploration. These hydrocarbons
are trapped in the pore space of subsurface geological formations (Figure 1.4).
Depending on the in-situ conditions of pressure and temperature these pores are
mainly filled with oil or natural gas. To exploit hydrocarbon bearing formations
with a relatively high permeability (i.e. so-called conventional reservoirs) wells are
drilled into the corresponding reservoir. Due to the pressure gradient between the
reservoir pressure and the pressure at the bottom of the well hydrocarbons are forced
to flow through the porous rock into the well. Typically, this stage is referred to as
primary recovery. However, due to a decrease in reservoir pressure fluids can not be
recovered longtime at high and constant rates. Methods have been developed in order
to artificially provide a longterm profitable production rate. These secondary recovery
methods include for instance water flooding to displace residual oil (Carnes Jr., 1966;
Economides and Nolte, 2000). For this, water is injected into the reservoir to increase
its pressure and to press fluids to adjacent production wells.

However, since most of the discovered conventional reservoirs have already been
exploited during the past, new sources for fossil energy production had to be
discovered. In contrast to conventional reservoirs, these alternative hydrocarbon
bearing formations are tight and compact. Therefore, they have a significant lower
permeability. Such unconventional reservoirs include for instance, shale gas, tight
gas sand, coalbed methane, heavy oil or oil/bituminous sand (Holditch, 2003).
Since unconventional reservoirs do not produce commercially profitable volumes of
hydrocarbons their exploitation requires immense technical efforts. These efforts
include the injection of steam and solvents (Farouq Ali, 1974; Farouq Ali and
Abad, 1976; Brock and Bryan, 1989; Macaulay et al., 1995) or special stimulation
treatments called hydraulic fracturing (Hubbert and Willis, 1957; Economides and
Nolte, 2000). The latter case corresponds to a massive hydraulic stimulation aiming
to increase the permeability and hence production by connecting pre-existing cracks
with larger fractures. Specially engineered fluids are injected into the reservoir
through an open-hole section or perforated interval of the wellbore with flow rates
high enough so that the bottom hole pressure exceeds the strength of the rock (i.e
minimum principal tectonic stress). As a result, the rock breaks artificially and a
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1.3 Borehole fluid injections and their applications

Figure 1.4: Applications of borehole fluid injections for hydrocarbon and geothermal
exploration as well as carbon capture and sequestration (CCS).
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tensile opening hydraulic fracture is created which further penetrates up to several
hundreds of meters into the formation. Hence, the drainage area for hydrocarbons
is significantly increased. Simultaneously, highly permeable flow paths are created
which work as guiding paths for the oil and gas to drain from the rock into the cracks
and finally to the well.

Since a hydraulically induced fracture will open along the least resistive direction, its
orientation and geometry depends on the local underground stress conditions. The
stress state of subsurface rocks can be fully described using the concept of principal
stresses, σ1 ≥ σ2 ≥ σ3 (Jaeger et al., 2007). These principal stresses can be found
after a coordinate transformation into the principal coordinate system of the stress
tensor in which shear stresses vanish. Since the Earth’s surface is in contact with
fluids (i.e. water and air) which cannot support shear tractions, the Earth’s surface
itself represents a principal stress plane. Hence, at a certain location and (shallow)
depth, one principal stress should be close to the vertical direction while the other
two are in the horizontal plane (Zoback and Zoback, 2002). The magnitude Sv of
the vertical stress corresponds to the weight of the overburden while SHmax and
Shmin

denote the maximum and minimum principal horizontal stress. If the minimum
principal stress is horizontal, σ3 = Shmin

, the fracture orientation will be vertical.
Vice versa, if σ3 is vertical (i.e. Sv) , the fracture orientation will be horizontal.

Independent of its orientation, the fracture will close as soon as the pressure is
released after stop of the injection. To prevent fracture closing, proppant is added to
the treatment fluid. These solid materials include for instance sand or high strength
granular substitutes for sand (Mader, 1989; Sheriff, 2002; Renpu, 2011). The eco-
nomic benefits include a cost effective exploration strategy because the hydraulically
increased drainage results in higher production rates with less production wells.
However, due to the fact that the fracturing fluid includes some additives, there
are also environmental concerns including for instance groundwater contamination
(Osborn et al., 2011; Vidic et al., 2013).

Besides hydrocarbon exploration, hydraulic borehole stimulation treatments are also
carried out to develop non-hydrocarbon energy sources. A not yet fully established
and adequate alternative to fossil energy is geothermal energy (Figure 1.4). The source
of this renewable energy is the heat stored in the subsurface (Gudmundsson and Lund,
1985). This heat is produced by radioactive processes inside the Earth (for example
Schubert et al., 2001; Stevenson, 2004; Jaupart and Mareschal, 2010). Basically, there
are two different types of geothermal reservoirs. So-called hydrothermal reservoirs
consist of a naturally hot aquifer from which hot water is extracted to the surface
(Elders et al., 1984; Muraoka et al., 1998; Baria et al., 1999; Barbier, 2002). Hence,
such reservoirs could be exploited using only one single borehole. However, in order
to keep a hydrothermal reservoir in sustainable operation, the extracted and therefore
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cooler fluid is circulated by re-injection from a second well. In contrast, petrothermal
reservoirs have no own aquifer. Therefore, water has to be circulated from an injection
well through the hot formation to a production well (Potter et al., 1974; Smith, 1983;
Baria et al., 1999; Tenzer, 2001; Lund, 2007). Such reservoirs are usually referred to as
hot-dry-rock reservoirs or Enhanced Geothermal Systems (EGS). In the optimal case
the reservoir rock is naturally fractured and has a small to modest permeability. In this
case, water can be circulated from the injection to the production well using injection
pressures being smaller than the minimum principal tectonic stress. However, if the
permeability is too low resulting in an insufficient hydraulic connectivity between both
wells, artificial flow passages have to be induced prior to stimulation. This is normally
done by hydraulic water fracturing treatments (Smith, 1983; Brown et al., 1999).

1.4 Fluid injection induced seismicity
Independent of the application of borehole fluid injections (including also extraction
and withdrawal operations), they are typically accompanied by small magnitude
earthquakes. This phenomenon has been widely observed throughout the past dating
back to 1966. The seismically monitored experiment of injecting pressurized waste
water into a disposal well close to the city of Denver has proven that earthquakes can
be triggered by such hydraulic operations (Healy et al., 1968, 1970; Raleigh et al.,
1972; Gibbs et al., 1973; Raleigh et al., 1976). Soon after, this discovery has been
confirmed from water flooding treatments at Los Angeles (Teng et al., 1973) as well
as from the research fluid injection experiment at Matsushiro, Japan (Othake, 1974).

Although seismogenic processes are still subject of current research, such hydraulic
experiments have shown that artificial man-made changes in pore-fluid pressure
can modify the stress state within subsurface rocks in a way capable to induce an
earthquake as follows.

The stress state of rocks can be analyzed graphically by so-called Mohr-Coulomb
diagrams (Mohr, 1914). For any plane within the rock, these diagrams relate the shear
stress τ with the normal stress σn. For the simplified 2-D case, the state of stress
is completely described by a Mohr circle of radius (σ1 − σ3)/2 being centered at
(σ1 +σ3)/2, where σ1 and σ3 are again the maximum and minimum principal stresses
(Figure 1.5). Following the linearized Coulomb criterion, rock failure is assumed to
occur when the shear stress τ equals the sum of the shear strength S0 and frictional
stress on the fault plane µ · σn (Scholz, 2002; Jaeger et al., 2007)

|τ | = µ · σn + S0 . (1.5)

Equation 1.5 describes a straight line of slope µ in the σ-τ plane. The parameter µ
is the so-called coefficient of internal friction which, taking into account the angle of
internal friction φ, is also expressed as µ = tan φ. According to Byerlee’s law (i.e.
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Figure 1.5: Sketch showing a Mohr diagram together with a Coulomb failure criterion.
A safe stress state is represented by a Mohr circle which is below the failure line
(grey). However, a safe in-situ stress state can become critical if the pore pressure P
is sufficiently increased. This shifts the Mohr circle closer to the failure line. If this
line becomes tangent to the Mohr circle shear failure occurs.

bilinear empirical relation) typical laboratory determined magnitudes of µ are of the
order of 0.6 (Byerlee, 1978). However, despite the fact that this relation holds for a
common range of different types of rocks, noticeable exceptions include for instance
clays and other sheet silicates (Jaeger et al., 2007). Equation 1.5 further shows that the
failure line intercepts the ordinate at S0. This parameter S0, sometimes also denoted
as cohesion c, reflects the fact, that without any normal stress a certain shear stress is
still necessary to initiate failure. Any Mohr circle below this failure envelope defines
a stable stress state which does not give rise to failure on any plane. In contrast, if
the stress state defines a Mohr circle which is tangent to this line, the rock will fail
in shear. Then, Θ defines the angle by which the failure plane is oriented to the σ1

direction.

However, so far, the effect of pore fluids has not been considered. Due to the porous
nature of rocks, their pore space is filled in-situ with fluids under pressure. Since
the pore-fluid pressure P acts against the total stress, Terzaghi (1936) proposed that
rock failure is not controlled by the simple stresses but by the effective stresses (i.e.
principal stresses minus pore pressure)

σeff,i = σi − P for i = 1, 2, 3. (1.6)

Given that most experiments on rocks support this effective stress law, the aforemen-
tioned discussion still holds in the presence of fluids. If stresses σ are replaced by
the effective stresses σeff , Mohr circles are shifted closer to the failure line (i.e. to
the left) by the amount of the pore pressure P . Consequently, a safe in-situ stress
state can become critical if the pore pressure build up is sufficient. Since most parts
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of the Earth’s crust are in a critically stressed state (Barton et al., 1995; Zoback and
Townend, 2001) artificial stress perturbations through hydraulic stimulations increase
the pore pressure inside the interconnected pore space which in turn decreases the
effective normal stress

σn,eff = σn − P . (1.7)

A sufficient reduction of the effective normal stress can therefore lead to shear induced
reactivation of pre-existing sub-critically stressed cracks or fractures by releasing the
previously accumulated shear stress in the stimulated rock volume (Pearson, 1981;
Zoback and Harjes, 1997; Shapiro et al., 1997; Rutledge et al., 1998; Shapiro et al.,
1999, 2002; Rutledge and Phillips, 2003). Typically, such earthquakes associated with
borehole fluid injections (or extractions) have small magnitudes ranging from -3 to 2.
This is why such usually non-noticeable earthquakes are referred to as (micro)seismic
events or simply events. However, occasionally, borehole fluid injections induce
events of a significant larger magnitude (Davis and Pennington, 1989; Nicholson and
Wesson, 1992; Lahaie et al., 1998; Ake et al., 2005; Ottemöller et al., 2005; Dahm
et al., 2007; Häring et al., 2008; Evans et al., 2012).

If an event occurs, seismic waves travel away from the unknown event source
location. The P- and S-wave field can be recorded by a monitoring system which
typically consists of a few to several hundred receivers (i.e. usually geophones and/or
seismometers but also accelerometers) which are installed subsurface, near surface or
even at the surface (Fehler, 1989; Rutledge et al., 2004; Häring et al., 2008; Cuenot
et al., 2008; Viegas et al., 2012). If the layout and positioning of the seismically
sensitive monitoring network is adequate, the hypocenter of a microseismic event
can be located with accuracies in the order of several tens of meters (for example
House, 1987). For this, different (semi-)automatic location algorithms like arrival
time based (i.e. require to identify seismic phases and picking of P- and S-wave
arrival times, Thurber and Rabinowitz, 2000; Lay and Wallace, 1995) or migration
based (i.e. use full wavefield around a detected event, McMechan, 1982; Baker et al.,
2005) have been developed. Once induced events are accurately located microseismic
monitoring provides numerous possibilities of analyzing the nature of induced
seismicity including especially the high resolution spatial mapping of fractures.

In such a way, passive seismic monitoring provides valuable applications for both
geothermal and hydrocarbon exploration. Some of these applications include for in-
stance the estimation of the stimulated reservoir volume (e.g. Brown et al., 1999; May-
erhofer et al., 2006; Häring et al., 2008), leakage detection due to casing failure (e.g.
Talebi et al., 1998), observations of the caprock integrity (e.g. Zoback and Zinke,
2002; Lescanne et al., 2011), quantification of the reservoirs seismotectonic condi-
tions for hazard risk assessment (Langenbruch and Shapiro, 2010; Shapiro et al., 2010)
or the determination of the fracture geometry and azimuth (Pearson, 1981; Eberhart-
Phillips and Oppenheimer, 1984; Rutledge et al., 1998; Fisher et al., 2002; Rutledge
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Figure 1.6: Categorization of different types of fractures after Fisher et al. (2002).
The simple fracture model represent the classical bi-wing shaped hydraulic fracture
with the well bore in the centre. This type of fracture approximately corresponds to
the situation at Cotton Valley (Rutledge and Phillips, 2003; Dinske et al., 2010) or
the Canyon Sands (Fischer et al., 2008). In contrast, the very complex fracture model
describes the situation observed at Barnett Shale where induced hydraulic fractures
interact with pre-existing natural fractures which together form a complex fracture
network (Gale et al., 2007; Maxwell et al., 2009).

and Phillips, 2003; Dinske et al., 2010). Especially the latter one was of particular
importance, as mapping of induced seismicity helped to optimize injection strategies
for economic hydrocarbon production from unconventional reservoirs like the Barnett
Shale. For this tight gas reservoir, spatial mapping of induced events significantly
helped to reveal its complex fracture geometry (see Figure 1.6, Fisher et al., 2002;
Gale et al., 2007; Maxwell et al., 2009). For waste injections or CCS, microseismic
monitoring helps to observe and ensure that fluids do not migrate but are contained
in corresponding underground salt caverns or depleted formations (Bohnhoff et al.,
2010; Bohnhoff and Zoback, 2010; Lescanne et al., 2011). However, besides these
applications of passive seismic monitoring, induced seismicity can also be used to
characterize and quantify rock hydraulic transport properties.

1.5 Characterization of rock hydraulic transport
properties

In the past, much effort has been made to estimate and quantify rock hydraulic trans-
port properties. However, in the frame of understanding the nature and physics of fluid
injection induced seismicity, first fundamental findings were obtained by Shapiro et al.
(1997, 1999, 2002). For hydraulically induced events, they showed that the dominant
mechanism of seismicity triggering is governed by a diffusional relaxation of the pore-
fluid pressure perturbation which initially has been created at the injection source. In
agreement with the aforementioned Mohr-Coulomb failure concept, these pressure
perturbations can induce seismic events caused by shear slippage.
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If a real configuration of a fluid injection into a borehole is approximated by a
point source of pressure perturbation into an infinite hydraulically heterogeneous
anisotropic poroelastic fluid-saturated medium, then, in the low frequency limit of
Biot’s equations of poroelasticity (Biot, 1962), the spatio-temporal evolution of the
pressure perturbation p can be described by the following differential equation of dif-
fusion (Shapiro et al., 2002)

∂ p

∂ t
=

∂

∂ xi

[

Dij
∂ p

∂ xj

]

for i, j = 1, 2, 3 . (1.8)

Here, t is the time, Di j are the components of the hydraulic diffusivity tensor, and
xi,j are the components of the radius vector from the injection point to an observation
point inside the medium. For the simpler case of a homogeneous and hydraulically
effective isotropic medium equation 1.8 becomes (Shapiro et al., 1997)

∂ p

∂ t
= D∇2 p . (1.9)

Equation 1.9 shows that the spatio-temporal pressure evolution in such a medium is
completely described by the constant with time and pressure scalar hydraulic diffu-
sivityD. Following the seismicity-based reservoir characterization (SBRC) approach
(Shapiro et al., 1997, 1999, 2002) a reasonable heuristic field scale magnitude estimate
of D can be determined by analyzing the spatio-temporal characteristics of induced
events. For this, so-called r − t diagrams are computed which show the radial dis-
tance between event location and the injection point r as a function of the elapsed
time t since beginning of the injection. In such diagrams, clouds of hydraulically in-
duced events show a characteristic parabolic signature which can be understood as
footprint of the underlying hydraulic transport. This characteristic signature of pore
pressure diffusion triggered seismicity is evaluated by the so-called triggering front.
The triggering front represents a spatial surface which approximately separates regions
in which the pressure has not yet relaxed from those in which the pressure has already
relaxed. Hence, in r − t diagrams, it approximately describes the outermost envelope
of induced seismicity. From the dispersion equation of the diffusion wavenumber the
following expression for the triggering front can be obtained assuming a homogeneous
and effective hydraulically isotropic medium (Shapiro et al., 1997)

r =
√

4 π D t . (1.10)

Hence, fitting this square root of time-dependent parabola as an envelope of injection
phase induced events allows to heuristically estimate the field-scale in-situ hydraulic
diffusivity of a given seismically active rock volume.

The following example of the Fenton Hill, New Mexico, hydraulic stimulation
treatment demonstrates the applicability of the SBRC approach. The purpose of this
borehole fluid injection experiment was to create an artificial geothermal reservoir
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Figure 1.7: Engineering data and r − t diagram of induced seismicity being recorded
during and after the 1983 fluid injection experiment carried out at Fenton Hill, New
Mexico. Fitting the triggering front (equation 1.10) as the envelope of injection phase
induced events provides a heuristic field scale in-situ diffusivity estimate of D =
0.14 m2/s. With termination of the fluid injection, a developing domain of seismic
quiescence evolves. The corresponding spatio-temporal distribution of post-injection
induced events is well described by the back front (equation 1.11) which accounts
for the same hydraulic diffusivity estimate as well as a two dimensional active rock
volume.

within a low permeability granitic rock (House, 1987; Fehler, 1989). As a result of the
high pressure fluid injection more than 11300 events have been recorded and located
(Figure 1.7). The computed r− t diagram shows the characteristic parabolic signature
of the seismicity cloud. Fitting the triggering front (equation 1.10) as envelope of
injection phase induced events provides a large scale in-situ rock hydraulic diffusivity
estimate ofD = 0.14 m2/s (see also Parotidis et al., 2004; Shapiro et al., 2005).

However, seismicity has not only been observed during the fluid injection. Meanwhile,
numerous field experiments at different globally distributed injection sites are known,
where a significant number of events has also been monitored up to several hours to
days after termination of the injection. Amongst others, these experiments include
for instance Barnett Shale (Shapiro and Dinske, 2009a), Basel (Häring et al., 2008;
Dinske et al., 2009; Goertz-Allmann and Wiemer, 2013), the Canyonsands (Fischer
et al., 2008), Cooper Basin (Baisch et al., 2006), and also Fenton Hill (Fehler et al.,
1998; Parotidis et al., 2004; Langenbruch and Shapiro, 2010). This phenomenon of
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post-injection induced seismicity has first been studied by Parotidis et al. (2004). They
show that after shut-in, r − t diagrams of post-injection induced seismicity show a
growing parabolic domain of seismic quiescence (see Figure 1.7). To explain this ob-
servation and to investigate the nature of post-injection induced seismicity triggering,
they also consider a linear diffusional pressure relaxation (as Shapiro et al., 1997,
1999, 2002). However, despite shut-in, the pressure perturbation is still able to in-
crease as a function of time and distance from the injection point. After reaching a
certain maximum, the pressure starts to decrease which, in turn, increases the effec-
tive normal stress. According to the Mohr-Coulomb failure mechanism (section 1.4
and Figure 1.5), an increase of the effective normal stress shifts the Mohr circle to the
right. As a result, pre-existing cracks and fractures become more stable which overall
leads to a strengthening of rocks. Consequently, the triggering of seismic events is
only possible for positive pore pressure changes. In other words, seismic events can
not be triggered at locations where the pressure has already reached its maximum.
This minimum distance from the injection point r at which seismicity is terminated at
a given time t after the end of the fluid injection at t0 is described by the back front
(Parotidis et al., 2004). In other words, the back front separates the spatial seismically
active from the inactive domain. For a hydraulically homogeneous and isotropic d- di-
mensional space the analytically derived back front is given by the following equation
(Parotidis et al., 2004; Shapiro, 2008)

r =

√

2 d D t

(

t

t0
− 1

)

ln

(

t

t − t0

)

. (1.11)

Hence, fitting the curve described by equation 1.11 as an envelope of the post-injection
aseismic area in the r − t domain allows to determine a scalar hydraulic diffusivity
estimateD. For the given assumptions this hydraulic diffusivity estimate corresponds
to the one provided by the triggering front (see Figure 1.7).

1.6 Transition from linear to non-linear fluid-rock in-
teraction

So far, the characterization of rock hydraulic transport properties is based on the
assumption of a constant with time and pressure hydraulic transport (i.e. linear
pressure diffusion). However, as shown previously, the hypothesis of such a linear
fluid-rock interaction is not always valid. This has not only been proven by numerous
laboratory experiments in which the strong sensitivity of permeability on pressure
has been demonstrated (see section 1.2 and Figure 1.3). Recent field experiments
also come to similar conclusions. For example, from intensive hydraulic tests at
the Soultz-sous-Forêts hot-dry-rock injection site Cornet et al. (2007) conclude
that the assumption of linear pressure diffusion is only valid within a narrow pore
pressure window. Additionally, fluid injections like for example hydraulic fracturing
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treatments can considerably enhance the permeability (Economides and Nolte, 2000).
In such situations permeability becomes a function of the pressure. Consequently, it
is not sufficient to assume a constant with time and pressure hydraulic transport.

Motivated by these facts, Shapiro and Dinske (2008) show that the aforementioned
process of linear diffusion-based seismicity triggering can be considered as an asymp-
totic end member of a more general non-linear pressure diffusion. This non-linear
diffusional relaxation of the pressure perturbation can be described by combining two
fundamental equations. One corresponds to Darcy’s law (equation 1.1) which de-
scribes the balance of the pressure perturbation and viscous friction force. The other
represents the continuity equation which describes the conservation of mass

∂ φ ρ

∂ t
= −∇ "q ρ . (1.12)

Here, φ is the porosity of the rock, ρ denotes the density of the pore fluid and "q its
filtration velocity. If the temporal dependence of φ ρ is supposed to be proportional to
the pressure perturbation than it can be displaced by φ ρ = ρ0 p S, where ρ0 describes a
reference density of the pore fluid and S a poroelastic compliance (i.e. uniaxial storage
coefficient). The combination of both equations 1.1 and 1.12 lead to the following
equation

∂ p

∂ t
=

ρ

ρ0 S
∇

(

k

η
∇ p

)

, (1.13)

which, assuming a spherically symmetric problem in a d− dimensional space as well
as a pressure-dependent hydraulic diffusivity of the form D(p) = k(p) ρ(p) /(S η ρ0),
can further be simplified to

∂ rd−1 p

∂ t
=

∂

∂ r

(

D(p) rd−1 ∂ p

∂ r

)

. (1.14)

This general non-linear diffusion equation includes a pressure-dependent hydraulic
diffusivityD(p), which basically accounts for a non-linear Darcy’s law. At the time of
commencing this work, Shapiro and Dinske (2008) proposed to use a general power-
law dependent hydraulic diffusivity of the form D(p) ∝ pn, which later, has been
extended to (Shapiro and Dinske, 2009b)

D(p(r; t)) = (n + 1) D0 pn(r; t) . (1.15)

Here, n is the so-called index of non-linearity which controls the grade of non-linearity
on the diffusion. In the limit of n = 0 the diffusivity becomes independent of the pres-
sure and equation 1.14 becomes a linear diffusion equation governed by the constant
D0. For this linear diffusion limit seismicity triggering has been described in the previ-
ous section 1.5. This, however, formally requires thatD0 is replaced byD. If the index
of non-linearity is n > 0, then the diffusivity depends on the pressure. Consequently,
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Figure 1.8: Engineering data and r − t diagram of seismicity being recorded during
a hydraulic fracturing treatment in the Barnett Shale, Texas. A cubic root of time
dependent triggering front better matches the data compared to a square root envelope
(as shown by Shapiro and Dinske, 2008).

D0 becomes a normalizing parameter which should not be interpreted independently.
For such a general non-linear diffusional relaxation of the pressure perturbation being
governed by a power-law dependent hydraulic diffusivity (equation 1.15) the follow-
ing relation for the triggering front can be obtained from theoretical considerations
(see Shapiro and Dinske, 2009b)

r ∝
(

D0 Qn
I tn+1

)
1

3 n+2 , (1.16)

where QI is a constant flow rate of the injection. Considering once more the linear
diffusion case of n = 0 the triggering front becomes

r ∝
√

D0 t . (1.17)

This again corresponds to equation (1.10) if D0 is formally replaced by D. However,
in the other asymptotic limit of a very strong non-linearity, in which n ' 1, the
triggering front is not any more characterized by a square root but by a cubic root of
time dependency

r ∝ (QI t)1/3 . (1.18)

For seismicity being recorded during a hydraulic fracturing treatment in the Barnett
Shale, Shapiro and Dinske (2008) find that such type of a cubic root of time depen-
dent triggering front describes the data better than a square root parabola (Figure 1.8).
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Figure 1.9: Fluid injection-caused distribution of pore pressure and diffusivity as func-
tion of the distance from the injection point. Both pressure-dependent diffusivity mod-
els are considered to approximate the complicated evolution of hydraulic transport
properties during stimulation treatments.

Hence, a non-linear power-law dependent pore pressure diffusion seems to poten-
tially describe seismicity triggering for the situation of a three dimensional hydraulic
fracturing with a volumetric opening of pre-existing fractures and fracture networks
embedded into an extremely impermeable reservoir rock volume.

Besides the power-law dependent diffusivity relation (equation 1.15), another
pressure-dependent diffusivity model has been introduced. Based on the exponential
pressure dependence obtained from laboratory experiments (equation 1.3) Hummel
and Müller (2008a) propose the following model (see also Müller and Hummel, 2008;
Hummel and Müller, 2008b)

D(p(r; t)) = D0 eκ p(r;t) , (1.19)

where κ again denotes the already introduced permeability compliance. Taking into
account this exponential-dependent diffusivitymodel, they compute pore pressure pro-
files by solving 1-D and 2-D non-linear diffusion equations. Additionally, they follow
the approach of Rothert and Shapiro (2003) and generate synthetic clouds of micro-
seismicity which they also analyze in terms of their spatio-temporal characteristics.
They find that fitting event clouds with the square root of time dependent triggering
front does not allow to conclude that the hydraulic transport is governed by a linear
diffusion equation. Distributions of synthetic seismicity based on the exponential-
dependent hydraulic transport also show the parabolic character.
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1.7 Motivation
This thesis provides a comprehensive study about a pressure-dependent hydraulic
transport as a model for fluid injection induced earthquakes. For this, both pressure-
dependent permeability models will be considered to approximate the complicated
stimulation-caused permeability evolution for different rock conditions in the follow-
ing way (Figure 1.9):
During stimulation including hydraulic fracturing, significant alterations of hydraulic
properties occur. These alterations may either be continuous due to the increase of
pore pressure or discontinuous due to fracturing. The power-law and exponential
relation between pore pressure and permeability is used as a reasonable first order
approximation of this complex stimulation-caused permeability evolution. This is
motivated by the fact that both models constitute the most rapid pressure increase
which, in the case of the exponential relation is even continuous. Simultaneously, both
models are also supported by experimental observations from field and laboratory
tests.

Integrating numerical simulations and analytical findings, this thesis will provide an
extensive investigation on both pressure-dependent permeability models and their im-
pact on the physics and nature of fluid injection induced seismicity triggering. In
this way, important open question and problems concerning media with pressure-
dependent transport properties will be addressed, such as the following ones:
Is the SBRC approach generally still applicable? What type of diffusivity estimates
are provided by the triggering front and the back front? How suitable are the expo-
nential and the power-law model with respect to real injection experiments? How
can these models help to improve the stimulation design? What does post-injection
induced seismicity tell us about the medium behaviour?

1.8 Outline of this thesis
The results obtained during the development of this thesis led to two major publica-
tions in Geophysical Journal International and Geophysics as well as one manuscript
which recently has been submitted to Geophysical Prospecting. These works here-
inafter are referred to as chapters which are briefly introduced in the following.

Chapter 2

First, a numerical modelling study will be presented. This study aims to explore what
type of diffusivity estimates the triggering front provides if the relaxation of the pres-
sure perturbation is governed by non-linear diffusion. For this, the power-law and the
exponential pressure-dependent diffusivity model are taken into account. For 1-, 2-
and 3-D media non-linear diffusion equations are solved for different pressure depen-
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dencies. For the computed pressure fields, r−t diagrams of synthetic event catalogues
are generated and analyzed in terms of their spatio-temporal characteristics.

Chapter 3

Theoretical relations have shown that a power-law dependent hydraulic transport can
lead to a triggering front which is not characterized any more by a square root but by
a cubic root of time dependency. Such a behaviour has been observed for seismicity
induced during a hydraulic fracturing treatment in the Barnett Shale. Hence, this
chapter focuses on the power-law diffusion model and its applicability to hydraulic
fracturing induced seismicity. A scaling approach based on a factorized anisotropy and
non-linearity is presented which allows to determine the principal components of the
permeability tensor. A numerical workflow is presented to compute calibrated flow-
rate based pressure profiles. Following this modelling approach synthetic seismicity
is generate whose spatio-temporal features are similar as the ones observed in Barnett
Shale. The comparison of real and synthetic seismicity even allows to determine and
quantify the influence of the pressure dependence.

Chapter 4

So far, the analysis of spatio-temporal characteristics is focused on the injection phase.
However, even after termination of the fluid injection seismic activity can still be
monitored for several hours to days. This chapter examines the question what type
of diffusivity estimate the back front provides for the more general assumptions of
a pressure-dependent hydraulic transport in anisotropic rocks. The aforementioned
transformation approach is further generalized to account for any unknown non-linear
fluid-rock interaction. Moreover, it is applied to microseismic data from the Ogachi
and Fenton Hill fluid injection experiment. The analysis of spatio-temporal character-
istics shows that the back front provides an estimate for the minimum principal compo-
nent permeability tensor. However, as for the triggering front, it is also shown that the
temporal dependence of the back front can deviate from the linear diffusion signature.
To explore if non-linear pressure diffusion can explain these signatures a numerical
modelling is performed. Following chapter 2 both the power-law and the exponential
dependent diffusivity model are considered. To account for a post-injection enhanced
hydraulic state of the rock a new model of a so-called frozen medium diffusivity is
introduced. Following this modelling synthetic seismicity is generated whose spatio-
temporal back front features coincide with the ones observed in real data.
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Perspectives

Not all ideas that have come up during the course of this thesis could be considered
here. However, these ideas represent interesting and promising directions of future
research as they will contribute to improve our understanding of the physics of fluid
injections and associated earthquakes. Several thoughts will be addressed which could
serve as initial step of possible future work.

APPENDIX A: SUPPLEMENTARY STUDY

Finally, another industrial data set is considered. This data set has been provided by
an anonymous sponsor of the PHASE consortium. It contains a total number of 231
microseismic events which have been recorded during and after a three stage hydraulic
fracturing treatment of an unconventional reservoir. However, due to this low number
of induced events the data statistics is not sufficient enough to apply the here presented
analysis of spatio-temporal characteristics. Additionally, the distribution of induced
events indicates that the geometry of the hydraulic fracture can not be considered as
a three dimensional volumetric hydraulic fracture. Consequently, this data set could
not be considered and analyzed in a way similar to the Barnett Shale (chapter 3).
Therefore, this data set has been alternatively analyzed and interpreted in the frame
of the hydraulic fracturing interpretation of the SBRC approach. This method aims to
determine fracture geometry, fluid loss as well as scalar magnitude estimates of rock
hydraulic transport properties.
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Chapter 2

Microseismic estimates of hydraulic
diffusivity in case of non-linear
fluid-rock interaction 1

1This article has been accepted for publication inGeophysical Journal International c©: N. Hummel
and S. A. Shapiro (2012). Microseismic estimates of hydraulic diffusivity in case of non-linear fluid-
rock interaction. 188(3), 1441-1453, http://dx.doi.org/10.1111/j.1365-246X.2011.05346.x. Published
by Oxford University Press on behalf of The Royal Astronomical Society and Deutsche Geophysikalis-
che Gesellschaft. All rights reserved.
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2 Microseismic estimates of hydraulic diffusivity in case of
non-linear fluid-rock interaction

Summary
As a rule, rock stimulation by fluid injection induces microearthquakes. Assuming
that pore-fluid pressure diffusion is responsible for this phenomenon one can use seis-
micity to estimate the hydraulic properties of rocks. Previously, for the estimation
of hydraulic transport properties from the triggering front it has been assumed that
they are independent of time and pressure. However, fluid injections can strongly
change permeability of rocks (e.g. hydraulic fracturing). In this paper, we investigate
what kind of diffusivity estimates are provided by the triggering front in cases where
hydraulic transport properties are functions of pore-fluid pressure (i.e. they are chang-
ing during the injection). In this case the pressure relaxation results in a non-linear
pore-fluid pressure diffusion associated with heterogeneously and time dependent dis-
tributed permeability. We consider numerically two models of pressure-dependent
hydraulic diffusivity, a power-law- and an exponential law. We generate synthetic mi-
croseismicity by solving corresponding 1-, 2- and 3-D non-linear diffusion equations.
Our results show that the triggering front provides reasonable estimates of the effective
diffusivity approximately corresponding to the hydraulic diffusivity resulting from the
stimulation (including hydraulic fracturing) of rocks and thus constitute a significant
conceptual update of the seismicity-based reservoir characterization approach.
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2.1 Introduction

Fluid injections through a borehole into the surrounding rock are frequently used for
the development of hydrocarbon as well as geothermal reservoirs. Such operations
are performed for enhancing hydrocarbon recovery (Economides and Nolte, 2000)
or for creation of Enhanced Geothermal Systems (Majer et al., 2007) and are
accompanied by microseismic activity. Here, we follow the approach formerly
introduced by Shapiro et al. (1999, 2002) who showed that a diffusional pore-fluid
pressure relaxation (i.e. linear fluid-rock interaction) can explain the spatio-temporal
characteristics of the observed microseismic activity. Assuming linear pore-fluid
pressure diffusion they introduce the so-called SBRC approach (Seismicity-Based
Reservoir Characterization) showing that the field-scale hydraulic diffusivity tensor
can be estimated from the spatio-temporal distribution of observed microseismicity.

In this paper we extend the SBRC approach to the case where non-linear diffusion
is considered to be responsible for triggering seismicity. Like Shapiro and Dinske
(2009b) as well as Hummel and Müller (2009) we take into account a hydraulic
diffusivity which depends on the pore-fluid pressure. However, in contrast to these
two works, we investigate what is the character of the diffusivity that controls the
triggering front of fluid injection induced seismicity. We numerically solve non-linear
diffusion equations to derive pore-fluid pressure distributions. We subsequently
compare the pore-fluid pressures with randomly distributed values of critical pressure
assumed to be necessary to trigger seismicity. In this way we define synthetic micro-
seismic events. We analyze the spatio-temporal characteristics of the event clouds in
the r − t domain, where r is the distance between event location and the injection
point as function of the elapsed time t since beginning of the injection (so-called r− t
plot). We compare diffusivity values derived from two different methods, a heuristic
and a computational one. First, we follow the SBRC approach and fit the triggering
front parabola to the entire microseismic data set to obtain a heuristic estimate of
hydraulic diffusivity. We then compare this diffusivity estimate using a computational
method where we calculate the effective diffusivity for a heterogeneous medium
created by the non-linear pressure diffusion. Note that in our computation we assume
a monotonous increase of pressure in the medium which leads to an increase of
the diffusivity. Thus, the largest diffusivity corresponds to the last moment of the
injection. This maximal created diffusivity we denote as diffusivity after stimulation.

In the present study we address the question whether the SBRC approach is still ap-
plicable to induced seismicity and what kind of hydraulic diffusivity estimates will
be provided by the triggering front if the pore pressure diffusion is significantly non-
linear.
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2.2 Methodical background

2.2.1 From linear to non-linear fluid-rock interaction
In recent years the interest in fluid injection-induced microseismicity has grown
considerably. Using microseismicity in reservoir characterization has become an
important tool in the exploration industry. One way of explaining the occurrence of
fluid injection-induced microearthquakes is based on a diffusional pore-fluid pressure
relaxation induced by the fluid injection (Talwani and Acree, 1985; Shapiro et al.,
1997, 1999).

The fluid injection causes an increase of fluid pressure within the connected pore
space of the rock. Raleigh et al. (1972) observe that such a rise of pore-fluid pressure
can lead to microseismic activity. Pearson (1981) further discusses the relationship
between microseismicity and high pore pressures during hydraulic stimulation
experiments and conclude that the induced events seem to be caused by shear failure.
As a result of hydraulic stimulation the pore-fluid pressure increases which in turn
reduces the effective normal stress. Such a reduction of the effective normal stress
can lead to rock sliding along pre-existing sub-critically stressed cracks inducing
microseismic events (see also Zoback and Harjes, 1997).

Within the SBRC approach Shapiro et al. (1999, 2002) introduce a technique to ob-
tain the in-situ hydraulic diffusivity of the formation using induced microseismicity.
Assuming that the pore-fluid pressure relaxation is governed by a constant hydraulic
diffusivity (linear fluid-rock interaction) they show that the field-scale hydraulic diffu-
sivity tensor can be estimated from the spatio-temporal distribution of observed micro-
seismicity. The estimation of the hydraulic diffusivity uses the concept of the so-called
’triggering front’. The triggering front provides an approximate outermost envelope of
the distances between event locations and the injection point r as function of the time
t elapsed since beginning of injection (r − t plot). For a homogeneous and isotropic
medium the triggering front is approximately given by

r =
√

4 π D t , (2.1)

where D is the scalar hydraulic diffusivity. Shapiro et al. (1997, 1999, 2002) apply
the triggering front to several data sets (KTB, Soultz-sous-Forêts, Fenton Hill) and
conclude that the SBRC approach provides estimates of hydraulic diffusivity before
the stimulation of the rock. Based on the hydraulic diffusivity estimates obtained from
the triggering front and the knowledge of poroelastic parameters they furthermore
show that the order of magnitude of estimates of hydraulic permeability is in good
agreement with independent results.

However, one has understood that the assumption of linear pore-fluid pressure diffu-
sion resulting from a hydraulic diffusivity being independent of pressure is not always
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valid. Cornet et al. (2007) conclude from hydraulic tests at the Soultz-sous-Forêts hot-
dry-rock site that this assumption is only valid within a restricted pore-fluid pressure
window. Laboratory experiments show that the pore-fluid pressure can have a strong
impact on the fluid transport properties. Brace et al. (1968) as well as Li et al. (2009)
show the significant influence of effective pressure on permeability of granite samples
as well as tight gas sandstone samples. Yilmaz et al. (1994) study pore-fluid pressure
distribution in fractured and compliant rocks by simulating 1-D pore-fluid pressure
profiles with a pressure-dependent permeability. Based on laboratory studies their
suggested model shows an exponential relation of permeability on pore-fluid pressure.

On that basis Hummel and Müller (2009) simulate and analyze synthetic clouds of 1-
and 2-D microseismicity triggered by a non-linear pore-fluid pressure diffusion using
an exponential dependence of diffusivity on pore-fluid pressure

D(p(r; t)) = D0 eκ p(r; t) . (2.2)

The background medium diffusivity is denoted by D0, p is the pore-fluid pressure
perturbation and κ is the so-called permeability compliance. For large κ, the hy-
draulic diffusivity will depend strongly on the pressure. For κ = 0 Pa−1, the pressure
relaxation will be described by a linear diffusion equation. For the permeability
compliance κ Hummel and Müller (2009) report values ranging from 0 ... 40 GPa−1

for sandstones and values up to 500 GPa−1 for fractured rocks (see also Daley et al.,
2006). Millich et al. (1998) state that for the KTB site the evolution of the in-situ
permeability with effective pressure can be described by an exponential relation
including a permeability compliance value of 140 GPa−1.

Based on the philosophy of a diffusional pore-fluid pressure relaxation Shapiro and
Dinske (2009b) extend the SBRC approach to non-linear diffusion describing the
phenomena of microseismic triggering. They argue that fluid-induced seismicity can
occur due to a wide range of processes within two extrema. The one corresponds to
stimulation experiments in liquid-saturated rocks with a small-to-modest permeability
where the injection pressure is smaller than the minimum principal tectonic stress. In
this regime the triggering of microseismicity can be caused by nearly linear diffusion
of pore-fluid pressure (linear fluid-rock interaction). The other extremum corresponds
to non-linear fluid-rock interaction describing the strong increase of hydraulic trans-
port properties that corresponds to hydraulic fracturing experiments. Such operations
are used to actively destroy low-permeability rock masses in order to create highly
permeable fracture sets. If fluid is injected into the formation through a perforated
well much faster than it can escape into the surrounding rock there is a pressure built-
up. At some point the increasing pressure exceeds a certain threshold level and the
formation breaks resulting in an opening of tensile ’hydraulic’ fractures. In these sit-
uations the initial permeability of non-fractured (virgin) rocks can be nearly neglected.
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For such a non-linear behaviour Shapiro and Dinske (2009b) propose to use a power-
law dependence of diffusivity on pore-fluid pressure

D(p(r; t)) = (n + 1) D0 pn(r; t) , (2.3)

where n is the measure or index of non-linearity. For large n, the hydraulic diffusivity
will depend strongly on the pressure. For n = 0, the pressure relaxation will be
described by a linear diffusion equation with the diffusivity D0. Shapiro and Dinske
(2009b) show, for example, a case study from Barnett Shale which seems to be well
described by such a model.

Mathematically, the permeability compliance κ and the index of non-linearity n will
describe and control the influence of non-linearity on the governing diffusion equa-
tion. Physically, κ and n are properties of the reservoir. Depending on their mag-
nitude they describe a strong pore-fluid pressure dependent diffusivity (equation 2.2
and 2.3) and therefore characterize the fluid-rock interaction of the reservoir. What is
the effective diffusivity that controls the propagation of the seismicity front in such a
medium? What kind of hydraulic diffusivity estimates does the triggering front pro-
vide if hydraulic transport properties are functions of pore-fluid pressure? To answer
these questions is the focus of our study.

2.2.2 Modelling non-linear pore-fluid pressure diffusion
In our modelling we approximate a real configuration of a fluid injection into a bore-
hole by a point source of pore-fluid pressure perturbation into an initially hydraulically
homogeneous and isotropic fluid-saturated medium. The medium is large enough to
neglect the interaction of the pore-fluid pressure perturbation with the boundary in the
considered time. The spatio-temporal evolution of the pore-fluid pressure perturbation
induced by the fluid injection is described according to Shapiro and Dinske (2009b)
by the following non-linear diffusion equation:

∂ rd−1 p

∂t
=

∂

∂r

(

D(p) rd−1 ∂p

∂r

)

. (2.4)

This equation is obtained by combining the continuity equation expressing the
fluid mass conservation with the Darcy law describing the balance of pore-fluid
pressure perturbation and viscous friction force. We neglect anisotropy and consider a
spherically symmetric diffusion in a d-dimensional space where r describes the radial
distance from the injection point. As one can see, equation (2.4) takes into account
an arbitrary functional dependence D(p) of the hydraulic diffusivity on pore-fluid
pressure p. For this functional dependenceD(p) we use the exponential as well as the
power-law relation introduced in equation (2.2) and equation (2.3).
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In order to obtain the particular spatio-temporal pore-fluid pressure evolution we solve
equation (2.4) using finite element methods. Note that the non-linear equation is car-
ried over into a linear diffusion equation for κ = 0 Pa−1 and n = 0. Thus, the limit of
linear fluid-rock interaction is also included in our modelling.
We use boundary and initial conditions corresponding to a pressure source of magni-
tude p0 at the injection point applied instantaneously at t = 0 and remaining constant
for all times t ≥ 0:

p(r; t < 0) = 0 , p(r = 0; t ≥ 0) = p0 . (2.5)

In the numerical modelling scheme we implement the fluid injection as a Dirichlet-
type boundary condition with a constant injection pressure of p0 = 10 Pa. Therefore,
the values of the permeability compliances κ are normalized to the order of 10−1 Pa−1

(according to Yilmaz et al., 1994). For example, for a typical injection pressure of 10
MPa the permeability compliance value of κ = 140 GPa−1 at the KTB site (Millich
et al., 1998) is rescaled to a value of 0.14 Pa−1 for an injection pressure of 10 Pa. In
the same way a permeability compliance value of κ(p0 = 10 MPa) = 500 GPa−1

(corresponding to a highly fractured rock, Daley et al., 2006) is rescaled to a value of
κ(p0 = 10 Pa) = 0.5 Pa−1. For the initial background diffusivityD0 in (2.2) and (2.3)
we use a value of 1 m2 s−1. Based on the permeability compliance values reported by
Hummel and Müller (2009) we use values of κ = 0, 0.2, 0.4 and 0.5 Pa−1. For the
indices of non-linearity n we use n = 0, 1, 2 and 3.

2.2.3 Simulation of synthetic microseismicity
We generate synthetic microseismic event clouds according to the approach of Rothert
and Shapiro (2003) and Hummel and Müller (2009). The fluid injection causes the
pore-fluid pressure in the rock to increase. This increase in turn decreases the ef-
fective normal stress which can lead to a seismic event (Zoback and Harjes, 1997;
Bruel, 2007). The triggering of a seismic event is defined by comparing the pressure
perturbation with a synthetic field of randomly distributed critical pressures. We as-
sume that there are pre-existing and randomly distributed critically stressed cracks.
To simulate the strength of these cracks the medium is subdivided into cells. Each
cell corresponds to a center of a single crack and is characterized by a certain critical
pore pressure value C representing the required pressure perturbation which brings
the rock to failure. The value C is called criticality in the following. Small C- values
correspond to weak cracks, large C- values correspond to stable cracks. The values
of the criticality field C are equally distributed between Cmin and Cmax. We set the
lower bound of C to Cmin = 0 Pa. We restrict the upper bound of C to the order of the
injection source magnitude p0 and set Cmax = 10 Pa. Therefore the critical pore-fluid
pressure values are broadly distributed which corresponds to reality (see for example
Rothert and Shapiro, 2007). An event is triggered if the pore-fluid pressure exceeds
the local criticality value,

p(r; t) > C(r) . (2.6)
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The triggering process is confined such that once the pore-fluid pressure exceeded
criticality at a certain location the triggering of a later microseismic event is not possi-
ble. This constraint excludes the possibility that the rock mass experiences some kind
of ’healing’. It approximates the fact that the necessary time for tectonic reloading
is much larger compared to the time for the diffusion process of pore-fluid pressure
perturbation.

2.2.4 Triggering fronts in non-linear media
Following the SBRC approach in the case of a linear fluid-rock interaction the fitting
of the triggering front to the upper bound of observed microseismicity provides a
large-scale hydraulic diffusivity of the rock (Shapiro et al., 2002). Our aim is to
understand what kind of diffusivity estimates a r − t plot provides in the case of
non-linear fluid-rock interaction. Hence, we fit a triggering front parabola to the
farthest events of the particular synthetic microseismic event clouds. As a result we
obtain a heuristic diffusivity valueDh.

To explore the behaviour of the triggering front in the case of non-linear fluid-rock
interaction defined by equation (2.4) (using 2.2 or 2.3 and 2.5) we start with a
dimensional analysis (see for example Barenblatt, 1996). Note that the initial and
boundary condition problem we consider here differs from those of Shapiro and
Dinske (2009b). In this study we define a constant-pressure boundary problem (see
eq. 2.5) while Shapiro and Dinske (2009b) investigate the problem of boundary
conditions simulating fluid injection rates.

For the exponential diffusion model (equation 2.2) the relaxation radius rt (we will
identify rt with the triggering front) of the pore-fluid pressure perturbation p depends
on the quantities p0, t, D0, s0 and κ. Here s0 describes the surface of an effective in-
jection source cavity. Although we theoretically consider the case of a point-injection
source, the size of the injection source cavity in our modelling corresponds to the size
of the first finite element. The dimensions of these quantities are

[p0] = P , [t] = T , [D0] =
L2

T
, [s0] = L2 , [κ] =

1

P
. (2.7)

L, T and P denote physical dimensions of length, time and pressure. We can construct
two dimensionless quantities, Θe 1 and Θe 2:

Θe 1 =
D0 t

s0
, (2.8)

Θe 2 = κ p0 . (2.9)

Θe 1 describes the influence of time t and of the surface of the effective injection source
cavity s0. Θe 2 describes the experimental setup and depends only on the medium
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parameters as well as on the injection source magnitude. Then, the relaxation radius
must have the form

rt =
√

D0 t fe(Θe 1, Θe 2) , (2.10)
where fe is a function of the variables Θe 1, 2.

For the power-law diffusion model (equation 2.3) the dimensional analysis works in
the same way. The relaxation radius of the pore-fluid pressure perturbation p depends
on the quantities p0, t, D0, and s0. The dimensions of these parameters are

[p0] = P , [t] = T , [D0] =
L2

T P n
, [s0] = L2 . (2.11)

With these quantities we can construct one dimensionless quantity Θp 1:

Θp 1 =
D0 t pn

0

s0
. (2.12)

Hence the relaxation radius has the form

rt =
√

D0 pn
0 t fp(Θp 1) , (2.13)

where fp is a function of the variable Θp 1. For both, the exponential - and power-law
diffusivity models, the strength of the injection source is given by a surface force
density, i.e. pressure.

In 1-D the injection source represents a surface of a half-space. The pressure is dis-
tributed along an infinite vertical plane intersecting the distance-axes at the origin.
Therefore, the surface area s0 of the effective injection source becomes infinite large,
s0 → ∞. As a result, the quantity Θe 1 goes to zero, Θe 1 → 0. Thus, for the ex-
ponential diffusion model, the pressure fronts (and, therefore, triggering fronts) are
given by

rt ∝
√

D0 t fe(0, κ p0) , (2.14)
where fe(0, κ p0) denotes a function for the limit of Θe 1 → 0 and of the parameters
κ p0 (i.e. Θe 2). For the power-law diffusion model, the triggering fronts in 1-D are
given by

rt ∝
√

t D0 pn
0 fp(0), (2.15)

where fp(0) is a function for the limit of Θp 1 → 0. In equations (2.14) and
(2.15) we assume that the corresponding limits exist. For both models describing
non-linear fluid-rock interaction relation (2.14) and (2.15) show a

√
t-dependence of

the triggering front.

In 2-D the situation is similar. The pressure is distributed across the surface of an
infinitely extended cylinder so that s0 → ∞. This cylinder is vertical to the plane in
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which pore-fluid pressure diffusion takes place. As a result Θe 1 → 0 and Θp 1 → 0.
Thus, triggering fronts for both exponential diffusion model and power-law diffusion
model are also described by relations (2.14) and (2.15).

For pore-fluid pressure diffusion in 3-D the pressure is now distributed across the sur-
face area of an effective injection source cavity of a finite radius r0. In this case the
surface area is limited and does not approach infinity. Moreover, we are interested
in a solution for a point injection source, i.e. s0 → 0. Therefore, we are looking
for the asymptotic behaviour of both functions fe(Θe 1, Θe 2) and fp(Θp 1) in the limits
Θe 1 → ∞ and Θp 1 → ∞. For such situations it is more difficult to derive a relation
for the triggering front. According to Barenblatt (1996) it is possible that the limits of
fe(Θe 1) and fp(Θp 1), if they exist, will become either constant or power-law depen-
dent. For the exponential diffusion model we will later numerically demonstrate a

√
t-

dependent triggering front. Therefore, Θe 1 is a constant. However, for the power-law
diffusion model, our results will show that Θp 1 depends on an exponentm so that

fp(Θp 1) =

(

D0 t pn
0

s0

)m

. (2.16)

In section 2.4 we will return to discuss the relation for the triggering front for the 3-D
power-law model in more details.

2.2.5 Effective diffusivity

In order to interpret the estimates of heuristic diffusivity obtained from the triggering
front we introduce the effective diffusivity. We assume that the diffusivity will not
decrease after the stop of the injection. Otherwise we have to consider the so-called
back front of seismicity (Parotidis et al., 2004). The fluid injection creates a medium
with an increased heterogeneously distributed diffusivity. With the last moment of
the injection phase the fluid injection has caused the maximal impact on hydraulic
diffusivity which we attempt to represent by an effective diffusivity. This effective
diffusivity value is computed for the already stimulated (including hydraulically
fractured) medium and represents the corresponding enhanced diffusivity value in a
replacing homogeneous medium. The replacement of a heterogeneously distributed
diffusivity by a single effective diffusivity value is designed in such a way that
the position of a triggering front in the replacing homogeneous medium would
approximately coincide with its actual position.

For a steady state one dimensional flow perpendicular to a horizontally layered
medium with equal layer thicknesses δ the effective diffusivity is calculated according
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Figure 2.1: Illustration about how we calculate the effective diffusivity of a medium
which was stimulated by a non-linear pressure diffusion. This example shows the
so-called r − t plot of microseismic events (grey crosses) based on 2-D exponential
pore-fluid pressure diffusion with κ = 0.5 Pa−1 which have been triggered according
to the procedure explained in section 2.2.3. In such a r − t plot the farthest triggered
events (black stars) define the location of the triggering front. For a certain time tfe the
distance of the farthest event from the injection point rfe is subdivided into equidistant
intervals dr. For this particular time tfe and distances dr the corresponding pore-fluid
pressure p(r; tfe) is inserted into equation (2.18) in order to calculate the effective
diffusivityDeff(r; tfe). For all farthest events this calculation leads to a distribution of
Deff- values which is shown in Figure 2.2.

to (see for example Freeze and Cherry, 1979)

Deff =
δtotal

N
∑

i=1

δi

Di

=

[

1

D1
+

1

D2
+ ... +

1

DN

]−1 δtotal

δ
. (2.17)

In this equation D1, D2 and DN denote the diffusivities of the first, second and N th

layer, whereas δtotal describes the overall thickness of the stratified medium. For a
particular synthetic microseismic event cloud we calculate the effective diffusivity in
the following way. The position of the triggering front describing the envelope of seis-
micity is defined by the farthest triggered events which are characterized by a certain
occurrence time tfe and distance from the injection point rfe. For each single farthest
event we subdivide its distance from the injection point rfe into equidistant intervals
dr (Figure 2.1). This spatial subdivision provides an equivalent to the horizontally lay-
ered medium. For this particular occurrence time tfe and all discrete distances from
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the injection point dr we pick up the corresponding pore-fluid pressure p(r; tfe) from
the calculated pore-fluid pressure evolution. We insert these pressure values into the
appropriate pressure-dependent diffusivity model (equation 2.2 or 2.3) to calculate the
effective diffusivity value for this particular farthest triggered event according to

Deff(rfe; tfe) =





1

rfe

rfe
∫

0

1

D(p(r; tfe))
dr





−1

. (2.18)

Obviously, if we do not take into account one single farthest event but consider all
farthest triggered events of the r − t plot and if we further calculate the effective
diffusivity for each of these events according to equation (2.18) then we will obtain
a distribution of effective diffusivity values (Figure 2.2). Before the shut-in of the
injection source the lastDeff value represents the final state of the enhanced diffusivity
which results from the hydraulic stimulation. At the same time it corresponds to the
maximal impact of the fluid injection on the medium. This largest created diffusivity
we denote as diffusivity after stimulation. We insert the last Deff value into equation
(2.1) to have a comparison to the parabola which uses the single heuristic diffusivity
estimate. Therefore, we obtain an ’effective diffusivity parabola’ which reads

reff =
√

4 π Defflast
t . (2.19)

2.3 Results

2.3.1 Solutions for the pore-fluid pressure
As a result of our modelling we first obtain the spatio-temporal pore-fluid pressure
evolutions as solutions of the corresponding non-linear diffusion equation. In
the following we analyze these pore-fluid pressure profiles obtained for different
permeability compliances κ and indices of non-linearity n.

For non-linear fluid-rock interaction the pressure perturbation penetrates much deeper
into the medium compared to linear fluid-rock interaction driven by D0 (Figure 2.3).
This effect becomes more distinct with increasing non-linearity. It is caused by the
pressure enhanced hydraulic diffusivity which strongly increases due to the depen-
dence of pore-fluid pressure on the index of non-linearity n. As a result the pressure
perturbation is able to penetrate a larger distance within the same time compared to the
linear diffusion case. In addition, for increasing influence of non-linear fluid-rock in-
teraction, the shape of the pore-fluid pressure profiles changes from a concave-shaped
profile to a more and more convex-shaped profile. This behaviour is independent of
the diffusion model and quite distinct in 1- and 2-D.
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Figure 2.2: Three examples showing the farthest triggered events (stars) together with their corresponding calculated ef-
fective diffusivity values (crosses). For comparison we also added the heuristic diffusivity estimates (circles) which are
obtained using equation (2.1) for each farthest triggered event. Compared to the heuristic diffusivity estimates the calcu-
lated effective diffusivity values are broader distributed. The reason is that according to equation (2.18) the calculation
of Deff depends on different pore-fluid pressures. As a result of the stimulation experiment the fluid injection causes an
enhanced hydraulic diffusivity. At the end of the injection phase the final state of the enhanced diffusivity is represented
by the the last effective diffusivity value.
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Figure 2.3: Snapshots of pore-fluid pressure profiles for different permeability com-
pliances κ and indices of non-linearity n after t = 100 s of injection. The left column
shows the profiles for the exponential relation in 1-, 2- and 3-D. The right column
shows the profiles for the power-law relation, also for 1-, 2- and 3-D media. For
κ > 0 Pa−1 and n > 0 hydraulic diffusivity becomes pressure-dependent and in-
creases strongly (see Figure 2.4). As a result the pore-fluid pressure profiles penetrate
deeper into the medium compared to linear diffusion (κ = 0 Pa−1 and n = 0). Due to
additional dimension the pore-fluid pressure profiles in 2-D and 3-D are characterized
by a large pressure drop in the vicinity of the injection point (geometrical spreading).
Comparing the profiles from both pressure-dependent models one can see that the tips
of the profiles look different. For the exponential model the pore-fluid pressure pro-
files are characterized by a smooth transition at the pressure heads. For the power-law
model the pressure drops to zero.
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Figure 2.4: Snapshots of the medium diffusivityD(p(r; t)) for different permeability
compliances κ (left) and indices of non-linearity n (right) after t = 100 s of injection.
The medium diffusivity is calculated using the pore-fluid pressure evolution shown in
Figure 2.3. One can see that the diffusivity strongly increases for increasing κ and
n. For non-linear fluid-rock interaction (κ > 0 Pa−1 and n > 0) and a zero pressure
perturbation the minimum diffusivity D(p(r; t)) for the exponential diffusion model
is Dmine = 1m2s−1. For the power-law diffusion model the minimum diffusivity is
Dminp = 0m2s−1.
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In 3-D the convex character of the pore-fluid pressure profiles still can be seen for
the power-law diffusion model. For the exponential-dependent diffusivity model the
permeability compliances κ are too small. However, if κ would be increased up to
κ = 10 Pa−1 the pore-fluid pressure profiles would also develop towards convexity.
Regarding the shape of the pore-fluid pressure profiles another characteristic can be
observed from their tips. For the exponential diffusion model the pressure profiles are
characterized by a smooth transition at the pressure heads (like in the linear diffusion
case). For the power-law diffusion model the pressure at the tip of the profiles drops
to zero. Finally, the effect of geometrical spreading also appears in the pore-fluid
pressure distributions. In 2- and 3-D the pressure perturbation injected with a constant
magnitude is able to propagate into additional directions. As a result the pore-fluid
pressure profiles are characterized by a strong spatial pressure decay in the vicinity of
the injection point.

After analysing the spatio-temporal pore-fluid pressure distributions we now deter-
mine the hydraulic diffusivity of the medium D(p(r; t)). To obtain this medium dif-
fusivity we insert the pressure field p(r; t) into the corresponding diffusion model
(equation 2.2 or 2.3). For linear fluid-rock interaction (κ = 0 Pa−1 and n = 0) the
diffusivity within the medium is equal to D0 = 1m2 s−1 (Figure 2.4). For non-linear
fluid-rock interaction (κ > 0 Pa−1, n > 0) the minimum medium diffusivity for the
exponential model is Dmine = 1m2 s−1 whereas for the power-law diffusion model
the minimum medium diffusivity is Dminp = 0m2 s−1. Therefore, we propose that
the exponential diffusion model better describes rocks having a non-negligible initial
diffusivity. In contrast, the power-law model is more appropriate for rocks with very
low permeabilities, such as shales.

2.3.2 Diffusivity estimates
From the comparison of the spatio-temporal pore-fluid pressure evolution with a
criticality field we generate synthetic clouds of microseismicity (see section 2.2.3).
In the following we analyze these clouds in terms of their diffusivity content. The
heuristic diffusivity estimates are obtained using equation (2.1) and compared with
averaged effective diffusivity values. For linear fluid-rock interaction we do not show
the clouds of synthetic microseismicity. The results are consistent with the SBRC
approach because in all three dimensions both heuristic diffusivity value Dh and
effective diffusivity value Deff are in agreement with the initial medium diffusivity
D0. We included the corresponding results in the following tables.

Exponential diffusion model

The results obtained for the exponential diffusion model (Figure 2.5 and Table 2.1)
show that the envelope of the microseismic event cloud is always described by a
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Figure 2.5: Synthetic clouds of microseismicity together with the results of the dif-
fusivity analysis for the exponential diffusion model for 1-D (top), 2-D (middle) and
3-D (bottom). Comparing obtained heuristic diffusivity estimates Dh with the cal-
culated effective diffusivity values Deff one can see that even up to strong non-linear
fluid-rock interaction (κ = 0.5 Pa−1) the triggering front still provides reasonable dif-
fusivity estimates. According to dimensional analysis the

√
t- dependent triggering

front describes the envelope of seismicity - independent of the influence of non-linear
fluid-rock interaction and spatial dimension.

parabola proportional to
√

t. This behaviour of the triggering front is independent of
the influence of non-linearity as well as spatial dimension and agrees with the results
obtained from dimensional analysis. Additionally, both heuristic diffusivity estimates
and calculated effective diffusivity values increase with increasing non-linear fluid-
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Table 2.1: Overview of results of our diffusivity analysis for the exponential diffu-
sion model. Even up to strong non-linear fluid-rock interaction corresponding to a
permeability compliance of κ = 0.5 Pa−1 the heuristic diffusivity estimatesDh are in
good agreement with the calculated effective diffusivity valuesDeff . We conclude that
taking into account pressure-dependent diffusivity the triggering front still provides
reasonable diffusivity estimates.

Model exponential diffusion
Dimension κ [Pa−1] Deff [m

2

s ] Dh [m
2

s ]

1-D

0 1.0 1.2
0.2 1.9 2.1
0.4 3.9 5.5
0.5 6.5 9.4

2-D

0 1.0 1.2
0.2 1.2 1.5
0.4 1.8 2.7
0.5 2.5 3.4

3-D

0 1.0 0.9
0.2 1.0 1.1
0.4 1.0 1.4
0.5 1.1 1.7

rock interaction. Even for the largest value of the permeability compliance κ = 0.5
Pa−1, corresponding to a highly fractured rock (see Hummel and Müller, 2009), the
heuristic diffusivity estimates are in a good agreement with the calculated effective
diffusivity values. In 1-D, Dh is at most 1.8 m2 s−1 smaller compared to Deff . In 3-D
the difference between Dh and Deff is at most 0.6 m2 s−1. These results show that
even up to strong non-linear fluid-rock interaction the triggering front still provides
reasonable diffusivity estimates. However, these are estimates of the Deff and not of
D0!

Power-law diffusion model

For the power-law model (Figure 2.6 and Table 2.2) the agreement between heuris-
tic and effective diffusivity depends on the magnitude of n. Heuristic diffusivity
estimates and effective diffusivity values show good correlation for indices of non-
linearity n < 2 in 1-D and n < 3 in 2-D. For larger n the heuristic estimates are
approximately half as much as the effective values. However, the order of magnitude
of the estimates is still the same compared to the effective values. Finally, the envelope
of 1- and 2-D synthetic microseismicity is described by the

√
t- dependent triggering

front (solid parabola). This
√

t- behaviour is in agreement with our results obtained
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Figure 2.6: Synthetic clouds of microseismicity together with the results of the dif-
fusivity analysis for the power-law diffusion model for 1-D (top), 2-D (middle) and
3-D (bottom). One can see that for 1-D and 2-D the

√
t- dependent triggering front

(solid parabola) is the envelope of the microseismic event clouds. In 3-D the hexagram
marked curved represents a function r = A tb describing the envelope of seismicity.
For all three indices of non-linearity n the exponents b corresponds to the theoretically
obtained exponents from relation (2.21).

from dimensional analysis. Only for the 3-D case a
√

t- dependent parabola (solid
curve) is not any more the envelope of the microseismic event clouds. Moreover, the
shape of the microseismic event clouds changes and the heuristic diffusivity estimates
are smaller thanD0 although the fluid-rock interaction is non-linear.
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Table 2.2: Overview of results of our diffusivity analysis for the power-law diffusion
model. In general the agreement between heuristic and effective diffusivity is quite
good. At mostDh is half as much as Deff but the order of magnitude still remains the
same.

Model power-law diffusion
Dimension n Deff [m

2

s ] Dh [m
2

s ]

1-D

0 1.0 1.2
1 5.3 4.1
2 45.4 28.4
3 212.6 241.3

2-D

0 1.0 1.2
1 1.7 1.3
2 11.3 6.2
3 99.0 41.2

3-D

0 1.0 0.9
1 0.2 0.1
2 0.1 0.3
3 1.9 0.8

2.4 Discussion of the results

2.4.1 Triggering front signatures
Independent of a linear or non-linear fluid-rock interaction described by both diffusiv-
ity models, our results reveal that for 1- and 2-D the triggering front is characterized
by a

√
t- signature. From the results of the 3-D exponential diffusion case we also

obtain a
√

t- dependent triggering front. This
√

t behaviour is in agreement with di-
mensional analysis. For this case the function fe(Θe 1) in the limit of Θe 1 → ∞
becomes constant. Therefore, the triggering front has the form:

rt =
√

D0 t fe(∞, Θe 2) , (2.20)

where fe(∞, Θe 2) denotes a function for the limit of Θe 1 → ∞ and κ p0.

We observe that for the 3-D power-law diffusion case a
√

t- dependent triggering
front does not any more describe the envelope of synthetic microseismicity. Further,
we attempt to find a function describing the rt. We look for a function r = A tb which
describes the envelope of synthetic microseismicity (Figure 2.6) and provides a certain
value for the exponent b. For n = 1 we obtain an exponent of b = 0.39. For n = 2 the
exponent is b = 0.37 and for n = 3 the exponent is b = 0.36.
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2.4 Discussion of the results

In the following we investigate the relationship for the triggering front introduced by
Shapiro and Dinske (2009b) which is obtained for another set of boundary conditions
simulating a constant fluid injection rate:

rt ∝
(

D0 tn+1
)

1
d n+2 . (2.21)

The theoretically obtained exponents of relation (2.21) are in agreement with expo-
nents b obtained from fitting a function A tb as envelope of synthetic microseismicity.
Such a power-law dependence of the triggering front is in agreement with dimensional
analysis. In this particular case the limit of the function fp(Θp 1) for Θp 1 → ∞
becomes power-law dependent according to equation (2.16). For this asymptotical
limit, solutions of the diffusion equation for boundary conditions simulating either
a constant pressure source or a constant fluid injection source both coincide which
leads to the same relaxation radius of pore-fluid pressure perturbation.

Besides our determination of the scaling behaviour of the triggering front in the case
of non-linear diffusion our results constitutes a significant conceptual update of the
SBRC approach. Formerly, the triggering front was considered to provide a large scale
hydraulic diffusivity estimate of the in-situ rock. However, we demonstrate that the
triggering front provides reasonable diffusivity estimates of Deff instead of D0 - even
for strong non-linear fluid-rock interaction. In contrast to D0 this effective diffusivity
represents the medium after stimulation (including hydraulic fracturing) of rocks.

2.4.2 Assumptions and restrictions of our modelling
Both pressure-dependent hydraulic diffusivity models presented in equation (2.2) and
(2.3) and corresponding differential equation (2.4) have the potential to describe fluid
injection induced microseismicity based on non-linear pore-fluid pressure diffusion
not only for the case of hydrocarbon recovery but also for geothermics. For example
based on the exponential diffusion model Hummel and Müller (2009) found micro-
seismic signatures of non-linear pore-fluid pressure diffusion in the case of the mas-
sive hydraulic fracturing experiment at Fenton Hill, New Mexico. On the other hand
it is very well known that if the injection pressure exceeds the minimum principal
stress magnitude, a hydraulic fracture is created. The growth velocity of the hydraulic
fracture is mainly controlled by the injection rate, the viscosity of the fluid and the
fluid losses through the walls of the fracture. Shapiro et al. (2006) describe hydraulic-
fracturing controlled dynamics of microseismic clouds. Such situations, where fluid
loss phenomena and fracture growth take place are more complex than our models
(2.2) and (2.3). However, situations of an extremely impermeable rock (like for exam-
ple shales) resulting in a negligible fluid loss from the hydraulically fractured domain
is described by equation (2.3). Here d = 1 and n ' 1 approximately corresponds to
a classical hydraulic fracturing without fluid loss. The case of volumetric hydraulic
fracture is described for d = 3 and n ' 1 (Shapiro and Dinske, 2009b). Further-
more both models (2.2) and (2.3) have the same limit of linear pore-fluid pressure
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diffusion approximately responsible for triggering microseismic events observable at
geothermic sites like for example Basel or Cooper Basin (see also Shapiro and Dinske,
2009b). On the other side, our model has of course a limitation that we only consider
monotonically increasing diffusivity (and hence permeability) with pressure. Thus it
is unable to take into account possible irregularities in shear-induced dilatancy-related
permeability changes like for example an occurrence and pressure-driven dynamic of
a large-scale shear failure.

2.5 Conclusion

We investigated estimates of hydraulic diffusivity obtained from the triggering
front in the case of non-linear fluid-rock interaction. We considered two models
for the pressure dependence of hydraulic diffusivity, an exponential model as well
as a power-law model which both lead to non-linear diffusion equations. Based
on non-linear diffusion we obtained spatio-temporal pore-fluid pressure profiles
that differ significantly in shape and magnitude from the profiles resulting from
linear fluid-rock interaction. A comparison of the two diffusivity models shows that
exponential-dependent diffusion is appropriate to describe the spatio-temporal evolu-
tion of the pore-fluid pressure perturbation in rocks having an in-situ non-negligible
initial diffusivity. In contrast, the power-law diffusion model is more appropriate for
rocks with a very low to almost zero diffusivity such as shales.

Non-linear diffusion, caused by both models describing non-linear fluid-rock interac-
tion, still leads to a distinct and therefore detectable triggering front in the case of a
constant injection pressure source. Based on the analytic scaling from dimensional
analysis we revealed the character of the triggering front. For an exponential
relation between diffusivity and pore-fluid pressure we found a square root temporal
dependency of the triggering front as it is the case for linear diffusion. The power-law
relation may lead to envelopes of the seismicity that can significantly deviate from the
square root behaviour. In other words, a non square root of time-dependent triggering
front is a clear indication of a non-linear diffusional pore-fluid pressure relaxation
and therefore of a pressure-dependent hydraulic diffusivity.

Finally, the diffusivity analysis presented here leads to a new understanding of the
SBRC approach. It also contributes to the important non-linear generalization of this
method. Formerly, SBRC was perceived to provide large-scale estimates of hydraulic
transport properties of the in-situ rock. However, with the results obtained from our
study we clearly demonstrate that the triggering front provides reasonable diffusivity
estimates characterizing the medium after a stimulation including a possible hydraulic
fracturing of the rock.
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2.6 Appendix: Determination of the effective diffusiv-
ity

In the following we explain how we obtain the effective diffusivity averaging. Ac-
cording to Shapiro and Dinske (2009b) the non-linear diffusion equation (2.4) can be
derived from two equations. The first one is the continuity equation which expresses
the fluid mass conservation

∂ ρ0 p S

∂ t
= −∇ "U ρ , (2.22)

where ρ0 is the reference fluid density, S is a poroelastic compliance which is related
to porosity and "U is the filtration velocity of the fluid. Assuming a spherical coordinate
system in a d- dimensional space with the origin at the injection point, we can neglect
the angular dependence and consider only the radial component. With the divergence
in cylindrical and spherical coordinates

∇ "U =
1

rd−1

∂

∂ r
(rd−1 Ur) (2.23)

the radial component of the continuity equation gives

∂ ρ0 p S

∂ t
= −

1

rd−1

∂ (rd−1 Ur ρ)

∂ r
. (2.24)

The second equation which is necessary to obtain the non-linear diffusion equation
(2.4) is the Darcy law which describes the balance between the viscous friction force
and the pore-fluid pressure perturbation

"U = −
k

η
∇ p . (2.25)

Here, k describes the permeability tensor and η is the dynamic viscosity of the pore
fluid. If we again suppose spherical symmetry the radial component of the Darcy law
is given by

Ur = −
k

η

∂ p

∂ r
. (2.26)

Both, k and p depend on the radial distance r from the injection point. We can rewrite
the two equations (2.24) and (2.26) resulting in

− rd−1 S
∂ p

∂ t
=

∂

∂ r
rd−1 Ur (2.27)
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and
− Ur

η

k
=

∂

∂ r
p . (2.28)

By introducing averaging as well as matrix notation we obtain from equation (2.27)
and (2.28)

〈

∂

∂ r

(

rd−1 Ur

p

)

〉

=

〈

(

0 −S rd−1 ∂
∂ t

− η
rd−1 k(r) 0

) (

rd−1 Ur

p

)

〉

. (2.29)

Here, rd−1 Ur and p are continuous functions of r. If we consider a sufficiently small
shell of thickness δ r both rd−1 Ur as well as p are constant. Therefore, they can be
excluded from the averaging which results in

〈

∂

∂ r

(

rd−1 Ur

p

)

〉

=

〈

(

0 −S rd−1 ∂
∂ t

− η
rd−1 k(r) 0

)

〉

(

rd−1 Ur

p

)

. (2.30)

At this point we strictly follow the theory of homogenisation (see Sanchez-Palencia,
1980) and introduce a second scale rs being smaller than r. On this smaller scale
rs medium properties like k and S do not have to be constant within the shell of
thickness δ r. Moreover, as a consequence of the nature of the medium, k and S can
vary significantly within the shell. For the averaging of the matrix containing the
medium properties it follows that

〈

S

〉

= S∗ , (2.31)

〈

η

k

〉

= η

〈

1

k

〉

= η
1

k∗
. (2.32)

In (2.32) we assume that the dynamic viscosity of the pore fluid is constant. It becomes
obvious that

k∗ =

〈

1

k

〉−1

. (2.33)

Consequently, for the hydraulic diffusivity we obtain
〈

1

D

〉−1

=

(

η S∗

k∗

)−1

= Deff , (2.34)

which finally will result in equations (2.17) and (2.18).

To confirm our averaging scheme we consider a numerical simulation. The model for
this simulation consists of a 3-D radial symmetric medium with only two layers. The
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first shell has a thickness of R1 = 10 m and a homogeneous diffusivity of D1 = 1
m2/s. The second shell also has a thickness of 10 m and a homogeneous diffusivity
of D2 = 3 m2/s (Figure 2.7a). For this model we solve equation (2.4) for the linear
diffusion limit. Afterwards we perform the same simulation but instead of using a
heterogeneous medium characterized by D1 and D2 we now consider a hydraulically
homogeneous medium with an average hydraulic diffusivity. According to equation
(2.17) this effective hydraulic diffusivity is Deff = 1.5 m2/s. The same value is ob-
tained from equation (2.18) which for this particular model takes the following form

Deff =

[〈

1

D

〉]−1

=

[

1

(R2)

R2
∫

0

1

D
dr

]−1

. (2.35)

For both simulations we compare the temporal evolution of the pore-fluid pressure
perturbation at R = 20 m (see Figure 2.7b). The resulting relative differences are of
the order of 10−4 which hence confirms the applicability of our averaging.
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R1 = 10 m

R2 = 20 m

D1 = 1 m^2/s

D2 = 3 m^2/s
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(b) Resulting temporal pore-fluid pressure evolution
evaluated at R2 = 20 m.

Figure 2.7: (a): Simple radial symmetric model to validate our averaging scheme.
The model consists of two layers having the same thickness of 10 m, but different
diffusivities D1 =1 m2/s and D2 = 3 m2/s. (b): Temporal evolution of the pore-
fluid pressure perturbation at R = 20 m for two different simulations. First the 3-D
diffusion equation (2.4) in the linear diffusion limit is solved using the hydraulically
heterogeneous model shown on the left (solid line). Second, the pore-fluid pressure
perturbation is calculated for a replacing homogeneous medium with an effective dif-
fusivity of Deff = 1.5 m2/s obtained from the averaging scheme (dashed line). As
one can see the temporal pore-fluid pressure evolutions from both simulations show
good agreement. The small differences in the pore-fluid pressure perturbation are of
relative magnitude 10−4.
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Chapter 3

Non-linear diffusion-based
interpretation of induced
microseismicity: A Barnett Shale
hydraulic fracturing case study 1

For copyright reasons, this chapter was removed from the digital version.

1This article has been accepted for publication inGeophysics: N. Hummel and S. A. Shapiro (2013).
Nonlinear diffusion-based interpretation of induced microseismicity: A Barnett Shale hydraulic frac-
turing case study. 78(5), B211–B226, http://dx.doi.org/10.1190/geo2012-0242.1. Published by the
Society of Exploration Geophysicists (SEG).
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Chapter 4

Back front of seismicity induced by
non-linear fluid-rock interaction 1

1Submitted to be considered for publication in Geophysical Prospecting: N. Hummel and S. A.
Shapiro. Back front of seismicity induced by non-linear fluid-rock interaction.
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4 Back front of seismicity induced by non-linear fluid-rock interaction

Summary
Borehole fluid injections are accompanied by microseismic activity not only during
but also after termination of the fluid injection. Previously, this phenomenon has
been analyzed assuming that the main triggering mechanism is governed by a
linear pressure diffusion in a hydraulically isotropic medium. In this context the
so-called back front of seismicity has been introduced which allows to characterize
the hydraulic transport from the spatio-temporal distribution of post-injection induced
events.

However, rocks are generally anisotropic and, in addition, fluid injections can strongly
enhance the permeability which then becomes a function of pressure. For such situa-
tions, we carry out a comprehensive study about the behaviour and parameterization
of the back front. Based on a model of a factorized anisotropic pressure dependence
of permeability we present an approach to reconstruct the principal components of the
diffusivity tensor. We apply this approach to microseismic data from the Ogachi and
Fenton Hill geothermal experiment. Our results show that the back front characterizes
the least hydraulic transport.

To investigate the back front of non-linear pore-fluid pressure diffusion we consider
numerically a power-law and an exponential dependent diffusivity. To account for a
post-injection enhanced hydraulic state of the rock we introduce a model of a frozen
(i.e. nearly unchanged after the stimulation) medium diffusivity and generate synthetic
seismicity. As for Ogachi and Fenton Hill, we find that for a weak non-linearity and
3-D exponential diffusion the linear diffusion back front is still applicable. However,
for a strong non-linear fluid-rock interaction such as the hydraulic fracturing, the back
front can significantly deviate from a time dependence of a linear diffusion back front.
This is demonstrated for a data set from the Horn River Basin. Hence, the behaviour
of the back front is a strong indicator of a non-linear fluid-rock interaction.
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4.1 Introduction
For the successful development and operation of hydrocarbon and geothermal
reservoirs knowledge of the hydraulic transport is of crucial importance. Flow
characteristics influence not only the position optimization of cost-effective stimula-
tion and production wells. They also affect the design and completion of borehole
fluid injections. Such hydraulic stimulation treatments are performed to increase
hydrocarbon recovery or to create Enhanced Geothermal Systems (see for example
Economides and Nolte, 2000; Majer et al., 2007). Since fundamental physical
processes of borehole fluid injections are still insufficiently understood gathering
information about transport properties of rocks under field conditions is still quite
difficult.

However, over the past few years, one has understood that promising possibilities
for permeability characterization are given as a by-product of hydraulic stimulation
treatments. As a consequence of the fluid injection the pore-fluid pressure becomes
perturbed. Since most parts of the Earth’s crust are in a critically stressed state
(Barton et al., 1995; Zoback and Townend, 2001) artificial stress perturbations
through fluid injections can cause seismic activity. Nowadays, these induced events
are taken into account in a variety of applications such as fracture evaluation mapping
(for example Rutledge et al., 1998; Economides and Nolte, 2000) or quantification
of the reservoirs seismotectonic conditions for hazard risk analysis (Shapiro et al.,
2010). However, these events also can be used for permeability characterization. In
particular, understanding the distribution of induced seismicity in space and time
provides a substantial contribution in gathering information about the corresponding
hydraulic transport.

For instance, Shapiro et al. (1997, 1999, 2002) show that the spatio-temporal
characteristics of fluid-injection induced seismicity can be explained by a diffusional
relaxation of the pore-fluid pressure perturbation p. Additionally, they develop a
technique to determine hydraulic transport properties from the observed rate of growth
of the microseismic cloud. The so-called seismicity-based reservoir characterization
(SBRC) approach assumes a linear pressure diffusion to be the main triggering
mechanism of fluid injection induced seismicity. Therefore, the hydraulic transport is
supposed to be characterized by a constant with time and pressure diffusivityD0 (i.e.
linear fluid-rock interaction).

An estimate of this scalar hydraulic diffusivity D0 can be derived from the parabolic
signature (i.e.

√
t− dependence of the envelope) of observed seismicity on r − t

diagrams. For this, the radial distance r of events from the injection point is plotted
versus their corresponding occurrence times t. In such r − t diagrams the triggering
front approximately describes the outermost envelope of seismicity which is induced
during the injection phase. For a homogeneous and isotropic medium the triggering
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front is given by the following equation

r =
√

4 π D0 t . (4.1)

Hence, fitting the parabola described by equation 4.1 as an envelope of induced events
allows to characterize the hydraulic transport of a given rock volume.

However, the occurrence of fluid injection induced seismicity is not only limited to the
injection phase. Even after termination of the fluid injection seismic activity can still
be monitored for several hours to days, as for instance at Barnett Shale (Shapiro and
Dinske, 2009a), Basel (Häring et al., 2008; Dinske et al., 2009; Goertz-Allmann and
Wiemer, 2013), the Canyonsands (Fischer et al., 2008), Cooper Basin (Baisch et al.,
2006), Cotton Valley (Urbancic et al., 1999; Shapiro et al., 2006; Dinske et al., 2010),
Fenton Hill (Fehler et al., 1998; Parotidis et al., 2004; Langenbruch and Shapiro,
2010), Soultz-sous-Forêts (Dyer et al., 1994; Parotidis et al., 2004; Langenbruch and
Shapiro, 2010) or Ogachi (Kaieda et al., 2010). This phenomenon of post-injection
induced seismicity has been studied by Parotidis et al. (2004). In corresponding r − t
diagrams of induced events they observe a domain of seismic quiescence. After shut-
in this parabolic aseismic area evolves with increasing time and distance from the
injection point. To explain this observation Parotidis et al. (2004) follow the approach
formerly introduced by Shapiro et al. (1997, 1999, 2002). They also consider lin-
ear pore pressure diffusion as the main triggering mechanism of observed seismicity.
However, despite shut-in, the pressure perturbation is still able to increase as a function
of time and distance from the injection point until it has reached a certain maximum.
Thereafter, the pressure perturbation starts to decrease which, in turn, increases the
effective normal stress and leads to a strengthening of induced cracks and fractures.
Consequently, seismic events can not be triggered at locations where the pressure
has already reached its maximum. This distance from the injection point r at which
seismicity is terminated at a given time t after the end of the fluid injection at t0 is
described by the back front (Parotidis et al., 2004). For a hydraulically homogeneous
and isotropic d- dimensional medium the back front is given by the following equation

r =

√

2 d D0 t

(

t

t0
− 1

)

ln

(

t

t − t0

)

. (4.2)

Hence, fitting the curve described by equation 4.2 as an envelope of the post-injection
aseismic area in the r − t domain allows to determine a scalar hydraulic diffusivity
estimateD0. For the given assumptions this hydraulic diffusivity estimate corresponds
to the one provided by the triggering front.

However, fluid injections like for example hydraulic fracturing treatments can
considerably enhance the permeability (Economides and Nolte, 2000). Consequently,
it is not sufficient to assume a constant with time and pressure hydraulic transport.
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Moreover, permeability becomes a function of the pressure. In this case the fluid-rock
interaction becomes strongly non-linear which results in a non-linear pressure
diffusion (Shapiro and Dinske, 2009b; Hummel and Müller, 2009; Hummel and
Shapiro, 2012, 2013).

Currently, two different models of a pressure-dependent hydraulic transport are dis-
cussed in the literature. Both models approximate the complicated stimulation-caused
permeability evolution for different rock conditions (Figure 4.1). One is the following
power-law model

D(p(r; t)) = (n + 1) D0 pn(r; t) , (4.3)

which formerly was introduced by Shapiro and Dinske (2009b). This power-law
model approximates the evolution of hydraulic transport properties during fracturing
for situations where the initial formation permeability can be nearly neglected (e.g.
shales). The quantity n is called index of non-linearity. It does not only control the
grade of non-linearity on the diffusion. Physically, n is also an effective reservoir
property which depends on the lithology, elastic properties, strength, pore space
geometry and stress state of rocks. If n is large, the diffusivity will depend strongly on
the pressure. In the limit of n = 0 the diffusivity becomes independent of the pressure
which results in a linear pressure diffusion. The corresponding hydraulic transport is
then characterized by the constant D0. Therefore, D0 is also a normalizing parameter
which should not be interpreted independently.

Shapiro and Dinske (2009b) show that the t1/2 behaviour of equation 4.1 is a partic-
ular case of a more general form for the triggering front. Based on the power-law
dependent diffusivity model (equation 4.3) this general form also includes the
possibility of a t1/3 dependence. For seismicity induced during a hydraulic fracturing
treatment in the Barnett Shale Shapiro and Dinske (2009b) demonstrate that such a
cubic root of time-dependent triggering front better matches the data than a square
root parabola. Consequently, such a triggering front signature is a strong indication
for a pressure-dependent hydraulic transport.

Additionally, this observation is confirmed by Hummel and Shapiro (2013). For the
power-law dependent diffusivity model (equation 4.3) they generate synthetic non-
linear diffusion-based seismicity clouds. For an index of non-linearity n = 7 they ob-
serve that the temporal behaviour of the envelope of synthetic seismicity is in agree-
ment with the triggering front behaviour of Barnett Shale seismicity. Their results
demonstrate that non-linear pressure diffusion in the fractured domain can explain
seismicity triggering. Potentially, such a power-law dependent permeability describes
the corresponding fluid transport process during the hydraulic fracturing treatment in
the Barnett Shale. Consequently, this power-law model is motivated and supported by
real data.
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Figure 4.1: Fluid injection-caused distribution of pore pressure and diffusivity as func-
tion of the distance from the injection point. To approximate the complicated evo-
lution of hydraulic transport properties during stimulation treatments two pressure-
dependent diffusivity models are considered in more detail. The power-law dependent
diffusivity model is useful for situations where the initial formation permeability can
be almost neglected (e.g. shales). In contrast, the exponential dependent diffusivity
model is more appropriate if the initial formation permeability plays a non-negligible
role (e.g. granitic rocks).

Alternatively, we also consider an exponential dependence of diffusivity on the pres-
sure perturbation p

D(p(r; t)) = D0 eκ p(r;t) . (4.4)

Formerly, this model is based on a study of Yilmaz et al. (1994). They analyze pore
pressure distribution in fractured and compliant rocks. In the context of fluid injection
induced seismicity, the exponential model shown in equation 4.4 was introduced by
Hummel andMüller (2009). It is appropriate for rocks having an in-situ non-negligible
initial diffusivity (e.g. granitic rocks, geothermal reservoirs). The pressure influence
is given by the so-called permeability compliance κ. Table 4.1 shows values of κ
reported for different porous rocks and geothermal injection sites. If κ is large the
hydraulic diffusivity will strongly depend on pressure. In the limit of κ = 0 Pa−1

the diffusivity becomes independent of the pressure which results in a linear pressure
diffusion. In analogy to the power-law model the corresponding hydraulic transport is
then characterized by the constantD0.

Both pressure-dependent diffusivity models (equation 4.3 and 4.4) effectively
address the impact of a growing hydraulically stimulated domain on the pressure
diffusion. Pre-existing joints or planes of weakness can be completely closed at a
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Table 4.1: Some documented permeability compliances κ for different porous rocks
(obtained from laboratory measurements) and injection sites.

Rock type / Reservoir Porosity κ [GPa−1] Reference

Fractured rock 5 ... 400 Yilmaz et al. (1994)
Fractured rock ≈ 500 Daley et al. (2006)
E-bei sandstone 0.02 ... 0.11 60 ... 170 Li et al. (2009)
Tight gas sandstone 0.03 ... 0.08 33 ... 115 Walls et al. (1982)
Shale 11 ... 81 Best and Katsube (1995)

Fenton Hill 79 ... 196 Nathenson (1999)
KTB 140 Millich et al. (1998)
Rosemanoves 225 ... 334 Nathenson (1999)

zero injection pressure (for instance, D(p(r; t)) = 0 m2/s for n > 0 and p(r; t) = 0
Pa). Consequently, they do not contribute at all to the diffusivity. An increase
in pressure can cause these joints to open which then contribute to an enhanced
hydraulic transport. For such situations of a non-linear fluid-rock interaction Hummel
and Shapiro (2012) explore the nature of hydraulic diffusivity estimates provided
by the triggering front. Taking into account different indices of non-linearity n and
permeability compliances κ they compute r − t diagrams of synthetic event catalogs.
Thereafter, they analyze spatio-temporal characteristics of corresponding seismicity
clouds. For a pressure-dependent hydraulic transport their results show that the
triggering front still provides reasonable diffusivity estimates. However, instead of
D0, these estimates correspond to an effective diffusivity. This effective diffusivity
represents the enhanced heterogeneously distributed diffusivity of the stimulated rock.

However, in addition to a non-linear hydraulic transport most rocks are also elastically
and hydraulically anisotropic. Such a nature controls the distribution of microseis-
micity which is not only caused by an anisotropic permeability. For instance, an
anisotropic stress distribution is strongly influenced by an anisotropic elasticity and
strength of the rock (see e.g. Langenbruch and Shapiro, 2012). Usually, the anisotropy
of hydraulic permeability is much stronger than the anisotropy of elastic properties.

So far, knowledge about non-linear fluid-rock interaction and its impact on induced
seismicity is focused on the triggering front. As described above, there are several
studies working towards a further generalization of the SBRC approach in the
sense of taking into account pressure-dependent transport properties. However,
these works only consider the injection phase. In comparison, little is known
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about the post-injection phase. This motivated us to comprehensively investigate
the termination of seismicity induced by non-linear fluid-rock interaction with a
particular focus on corresponding signatures of the back front. To our knowledge
such a study has been neither published nor performed. Since the back front has
been derived for situations of a constant with time and pressure hydraulic transport
within isotropic media the following questions arise: If we consider a hydraulically
anisotropic medium what kind of diffusivity estimates are provided by the back front
in respect of the permeability tensor? How does the back front look like in media with
a pressure-dependent hydraulic transport? How can we use the information of the
back front signature for reservoir characterization? What does post-injection induced
seismicity tell us about the medium behaviour?

To answer these questions is the subject of our paper. In its first part we focus on im-
proving the understanding of the back front for the case of hydraulically anisotropic
media. We will explore what kind of diffusivity estimates are provided by the back
front in respect of the corresponding permeability tensor.
In the second part we particularly focus on the back front signatures. We will show
that the temporal dependence of the back front does not always have to be the same
as in the linear diffusion case. To explain this phenomenon we perform a numerical
modelling. We introduce a model of a frozen medium diffusivity to account for a
post-injection enhanced hydraulic transport. We then generate clouds of synthetic mi-
croseismicity by solving non-linear diffusion equations. We analyze spatio-temporal
characteristics of these clouds and find back front signatures which can significantly
differ from the ones of the linear diffusion case. In particular, we show that these
signatures are in agreement with those observed in real data. Additionally, the com-
parison of real and synthetic data even allows us to determine the type of fluid-rock
interaction in more detail.

4.2 Meaning of back front estimates in anisotropic me-
dia

In the following we will focus on the nature of diffusivity estimates provided by
the back front. For the data under consideration we will first apply the back front
concept to determine a heuristic diffusivity estimate solely from the spatio-temporal
distribution of post-injection induced seismicity. Then, we will independently apply
the triggering front concept to deduce a diffusivity estimate for the injection phase.
Hence, this allows us to directly compare both hydraulic estimates.

However, locations of microseismic events are generally influenced by the anisotropic
nature of the rock. Since the back front (equation 4.2) has been derived for hydrauli-
cally linear and isotropic media (and we are going to apply it for effective estimates)
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we must firstly apply an event cloud transformation. This transformation approach
allows to account for an anisotropic hydraulic transport. With this normalization
approach we transform clouds of hypocenters of events obtained in a hydraulically
anisotropic non-linear medium into a cloud which would be obtained in an equivalent
isotropic but still non-linear medium.
For this resulting event cloud we then repeat our analysis of spatio-temporal charac-
teristics. We combine the estimated diffusivity value with scaling factors obtained
from the transformation approach to reconstruct the factorized diffusivity tensor. Fi-
nally, we compare the original back front diffusivity estimate obtained from the natural
event cloud with the reconstructed factorized diffusivity tensor. This allows us to de-
termine what kind of diffusivity estimates are provided by the back front with respect
to the underlying anisotropic hydraulic transport. Finally, we will apply this analysis
to seismicity recorded during borehole fluid injection experiments at Ogachi (Japan)
and Fenton Hill (New Mexico, U.S.).

4.2.1 Normalization of microseismic event clouds

Most rocks associated with geothermal and hydrocarbon reservoirs are elastically
and hydraulically anisotropic. Usually, the anisotropy of hydraulic permeability is
much stronger than the anisotropy of elastic properties. For deeper subsurface rocks
like granites, hydraulic anisotropy is mainly caused by the preferred orientation
of pre-existing fissures, cracks and fractures. Such small to large scale natural
fractures are favorably oriented according to the local stress conditions (Pechnig
et al., 1997; Ito, 2003; Häring et al., 2008). In contrast, sedimentary rocks like shales
or sandstones have been subjected to deposition. Diagenese including physical,
chemical and biological processes leads to compaction, dewatering, cementation,
layering and gravity induced alignment (i.e. ordering and sorting) of grains which all
changes the composition and texture of such rocks. Additionally, recrystallization
due to pressure and temperature causes grains themselves to undergo significant
alteration. This does not only change the original sediments, but also leads to the
formation of different rocks (Pettijohn, 1948; Larsen and Chilingarian, 1983; Tucker,
2001). Besides these processes on the grain and bedding scale, fracturing and folding
due to tectonic activity can lead to well-defined rock domains of different physical
properties. However, since hydraulic anisotropy affects the distribution of induced
seismicity independently of the existing rock type, anisotropy has to be taken into
account when studying back front signatures of induced seismicity.

Hummel and Shapiro (2013) have introduced an event cloud transformation approach
which accounts for this anisotropy. It is based on a model of a non-linear and factor-
ized anisotropy of permeability. In what follows we briefly recapitulate this approach
which we then further generalize for the case of any unknown non-linear fluid-rock
interaction.
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4 Back front of seismicity induced by non-linear fluid-rock interaction

A real configuration of a fluid injection into a borehole is approximated by a point
source of pore-fluid pressure perturbation into a three dimensional, initially hydrauli-
cally homogeneous, anisotropic, non-linear, and fluid-saturated medium. According
to Shapiro et al. (1997, 1999) and Shapiro and Dinske (2009b) the spatio-temporal
evolution of the pressure perturbation can be derived by considering two different
equations. The first is the continuity equation which expresses the conservation of the
fluid mass. The second equation, Darcy’s law, describes the balance of the pressure
perturbation and viscous friction force. The combination of both equations leads to
the following differential equation of diffusion:

∂p

∂t
= ∇D(p)∇ p . (4.5)

Equation 4.5 describes the distribution of the pressure perturbation in space and time.
In the principal coordinate system of the pressure-dependent hydraulic diffusivity
tensor, D(p) is a diagonal matrix with corresponding tensor components Dii(p) for
i = 1, 2, 3. Generally, these tensor components Dii(p) and their pressure dependence
do not necessarily have to be mutually similar. Depending on the anisotropy of the
rock, the directivity of the hydraulic transport can be arbitrarily different. However,
although the anisotropic permeability depends on the geological structure and strength
of the rock Hummel and Shapiro (2013) assume that for all three components i of the
permeability tensor in the principal coordinate system the dependence of hydraulic
diffusivity on the pressure perturbation is the same. We call such a model a factorized
non-linear hydraulic anisotropy. For both the power-law as well as the exponential-
dependent diffusivity model this implies the following. Since κ and n control the
pressure influence on the diffusivity both parameters are isotropic quantities. Oth-
erwise, the pressure-dependence would be directional-dependent. Thus, in order to
account for a hydraulically anisotropic transport the anisotropy is assumed to affect
the parameter D0. For these assumptions, the diffusivity tensor can be decomposed
(i.e. factorized) into a pressure-dependent part and an anisotropic part:

D(p) = f(p)





D011
0 0

0 D022
0

0 0 D033



 . (4.6)

The pressure-dependent part is represented by the first factor f(p). In general, f(p)
can represent an arbitrary functional dependence on pressure. However, in our case,
f(p) = (n+1) pn for the power-law model and f(p) = eκ p for the exponential model.
This factor f(p) accounts for the pressure-dependent contribution of pre-existing
joints or planes of weakness on the hydraulic transport. It effectively addresses the
impact of a growing hydraulically stimulated domain on the pressure diffusion and
associated microseismicity. Consequently, f(p) can be understood as a stimulation
impact factor. For the situation of a linear fluid-rock interaction (given by n = 0 and
κ = 0 Pa−1) this stimulation impact factor becomes equal to one. For this asymptotic
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linear diffusion limit in a hydraulically anisotropic medium the hydraulic transport
is completely described by the tensor elements D011

, D022
and D033

. Hence, this
tensorial anisotropy factor controls the directivity of the stimulation and thus the
directivity of the hydraulic transport.

However, in reality, the fluid injection creates a medium with an enhanced hetero-
geneously distributed diffusivity. Additionally, assessing information about f(p) is
quite difficult. The index of non-linearity n as well as the permeability compliance
κ are both usually unknown and difficult to determine. On the basis of numerical
simulations such situations have been studied by Hummel and Shapiro (2012). For
synthetic non-linear pressure diffusion-based seismicity clouds they analyze the
nature of diffusivity estimates which are provided by the triggering front. For this
they fit equation 4.1 as envelope of injection induced events. The result of their
spatio-temporal analysis shows that the heuristic diffusivity values are meaningful
estimates of an effective diffusivity. This effective diffusivity represents the enhanced
heterogeneously distributed diffusivity of the stimulated domain. Therefore, we adopt
this approach and approximate an unknown non-linear hydraulic transport by an
appropriate heuristic diffusivity estimate.

Since we consider a hydraulically anisotropic non-linear medium and a pressure dif-
fusion in the principal coordinate system of the diffusivity tensor the hydraulic trans-
port in each direction can be different. Consequently, for each principal direction,
the unknown non-linear hydraulic diffusivity is replaced by the corresponding heuris-
tic diffusivity estimate Dhii

. We note that this replacement does not depend on the
non-linearity of the process. In other words, the heuristic diffusivity approximates the
effective hydraulic transport independent of the type and magnitude of the stimulation
impact factor. Therefore, we approximate equation 4.6 by

D(p)

∣

∣

∣

∣

t=t0

≈





Dh11
0 0

0 Dh22
0

0 0 Dh33



 . (4.7)

Following Hummel and Shapiro (2013) we then normalize the anisotropic diffusivity
by introducing new coordinates [x′, y′, z′]

x′ = x

√

Dhiso

Dh11

, y′ = y

√

Dhiso

Dh22

, z′ = z

√

Dhiso

Dh33

, (4.8)

where
Dhiso

= 3
√

Dh11
Dh22

Dh33
. (4.9)

This normalization reduces the anisotropic diffusion equation to an effective
isotropic one. In contrast to the arithmetic mean, the geometric mean-based scaling
(equation 4.9) is motivated by the fact that it will be more representative if one
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parameter is much larger than others. This is typically the case for situations of
a hydraulic fracturing for which this normalization is also valid (Hummel and
Shapiro, 2013). There, we often observe a certain preferred direction of the hydraulic
transport in which the diffusivity can be significantly larger compared to the other two.

To apply this normalization (equation 4.8) to real microseismic data we first have to
identify the directivity of the hydraulic transport. For this we consider the particular
shape of the seismicity cloud. Following Hummel and Shapiro (2013) we determine
the characteristic dimensions L from the geometry of the cloud. We first carry out
a principal component analysis and rotate the event cloud into the principal coordi-
nate system (PCS). For the corresponding principal X-, Y -, and Z direction we then
estimate the characteristic dimensions Lmax, Lint and Lmin , respectively. We note
that our characteristic lengths represent upper limits as we do not exclude any located
event. Consequently, events which may have been triggered by static stress changes
are also included. Note also that for microseismic data stress changes are driven by
pressure changes. Otherwise their occurrence time would be close to standard seis-
mic arrival times. These characteristic lengths are used to determine scaling factors
FXscal, FYscal, FZscal according to

FXscal =
Lmax

Lscal
, FYscal =

Lint

Lscal
, FZscal =

Lmin

Lscal
, (4.10)

where Lscal = 3
√

Lmax · Lint · Lmin. With these scaling factors we finally scale the
coordinates of events j according to

Xtransf. j =
Xj

FXscal
, Ytransf. j =

Yj

FYscal
, Ztransf. j =

Zj

FZscal
. (4.11)

With these new locations Xtransf , Ytransf , Ztransf the event cloud is normalized into a
cloud which would result in a hydraulically equivalent isotropic but still non-linear
medium.

Finally, information about the directionality can be assessed from the scaling factors.
The combination of equations 4.8 and 4.11 allows to reconstruct the effective diffu-
sivity along the principal axes of the diffusivity tensor (because both normalizations
result in creating isotropic clouds)

Dh11
= FXscal

2 · Dhiso
,

Dh22
= FYscal

2 · Dhiso
, (4.12)

Dh33
= FZscal

2 · Dhiso
.

This type of renormalization provides the diffusivity evolution in the hydraulically
non-linear anisotropic medium. Following Jaeger et al. (2007) hydraulic diffusivity
and permeability K are related by

K = D µ

N
, (4.13)
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whereN is a poroelastic modulus (uniaxial storage coefficient). This poroelastic mod-
ulus is related to porosity and different bulk moduli for the pore-fluid, the rock skele-
ton, the grain material as well as the Biot coefficient. Hence, we are able to char-
acterize the permeability tensor for situations of a fluid injection into a rock with an
arbitrary unknown pressure-dependent permeability.

4.2.2 Case study: Ogachi, Japan

The purpose of the borehole fluid injection experiment at the Ogachi site, Japan, was
to artificially create a shallow geothermal reservoir as a hot-dry-rock (HDR) system
(Ito, 2003; Kaieda et al., 2010). For this, a 1000 m deep injection well called OGC-1
was drilled almost vertically into the naturally fractured granitic basement. The last
10 m of the borehole were left uncased in order to have an open hole section from 990
m to 1000 m (Figure 4.2). In 1991, pressurized water was injected into the rock for
almost 11 days. Flow rates were increased step-wise up to 13 l/s and caused wellhead
pressures of at most 20 MPa (see also Figure 4.10).

As a result of the fluid injection induced seismicity has been recorded and located
not only throughout the injection phase but also during the post-injection phase
(Figure 4.2). Hence, we are able to analyze spatio-temporal characteristics of both
periods. However, since we account for the possibility of a non-linear hydraulic
transport, the fluid injection creates a heterogeneously distributed diffusivity. Conse-
quently, the diffusivity estimate provided by both the back front and the triggering
front are different from D0. Hence, in equation 4.1 and 4.2, we replace D0 by a
heuristic diffusivity estimateDh.

To use the two previously described concepts of back front and triggering front
we compute the r − t diagram of induced events (Figure 4.2). This r − t diagram
includes the aseismic domain which evolves with increasing time and distance
from the injection point as soon as the fluid injection is terminated. To analyze
spatio-temporal characteristics of the post-injection phase we apply the aforemen-
tioned back front concept. As a result, we obtain a heuristic diffusivity estimate
of Dhbf

= 0.02 m2/s. This scalar heuristic magnitude estimate characterizes the
post-injection hydraulic transport within the reservoir rock. However, we note
that this estimate does not include information about the directivity of the process.
For comparison, we also consider the injection phase and analyze corresponding
spatio-temporal features. We fit equation 4.1 as envelope of induced events. As a
result, the triggering front provides a heuristic diffusivity estimate of Dhtf

= 0.08
m2/s. According to the results of Hummel and Shapiro (2012) this scalar heuristic
magnitude estimate is a sensible estimate of the enhanced heterogeneously distributed
diffusivity of the stimulated domain. The corresponding effective hydraulic transport
is characterized by a four times larger diffusivity compared to the post-injection phase.
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4 Back front of seismicity induced by non-linear fluid-rock interaction

Figure 4.2: Distribution of 1550 induced events recorded during and after the 1991
stimulation experiment at the Ogachi site, Japan. With the termination of the fluid
injection a developing domain of seismic quiescence evolves in the r − t diagram.
Although this aseismic area seems to be quite small we note that it still includes al-
most 24 h of data. The back front (solid curve) provides a heuristic diffusivity es-
timate which is four times smaller then the diffusivity estimate from the triggering
front (dashed parabola). Data are courtesy of H. Kaieda (Central Research Institute of
Electric Power Industry, CRIEPI).
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Figure 4.3: Temporal evolution of the seismicity cloud in the principal coordinate
system. Vertical and horizontal scales are equal. The double arrows indicate the char-
acteristic lengths of the seismicity cloud. These dimensions are used to reveal the
directivity of hydraulic anisotropy and to normalize the event cloud into one which
would have occurred in an equivalent isotropic but still non-linear medium.

To explore the cause and meaning of the observed difference between both diffusivity
estimates Dhbf

and Dhtf
we apply the prescribed transformation approach. For this

we consider the seismicity cloud in the principal coordinate system (PCS). To reveal
the influence of hydraulic anisotropy on the shape and geometry of the cloud we
evaluate its characteristic dimensions L. We obtain Lmax = 1142 m for the X−
direction, Lint = 640 m for the Y − direction and Lmin = 490 m for the Z− direction
(Figure 4.3). Following equation 4.10 these dimensions are used to determine scaling
factors. With these normalizing factors we finally transform the original seismicity
cloud into a cloud which would result in an equivalent hydraulically isotropic but still
non-linear medium. Figure 4.4 shows how well the rescaling obtained from the final
shape of the cloud works during the total process time. As the transformed event
cloud develops in space and time, their geometry remains almost the same. This
supports the model of a non-linear permeability with a factorized anisotropy.
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Figure 4.4: Temporal evolution of the normalized event cloud which would be ob-
tained in a hydraulically equivalent isotropic medium. Vertical and horizontal scales
are equal and the same as in Figure 4.3. With increasing time T the seismicity cloud
increases in size and number of induced events while its geometry remains almost the
same. Note that for all three snapshots the scaling was taken the same.

In the following we consider the transformed event cloud and characterize their
spatio-temporal features. For this, we repeat the previous analysis. We first compute
the r− t diagram of transformed seismicity (Figure 4.5). Since this r− t diagram also
includes the aseismic area we fit equation 4.2 as envelope of the domain of seismic
quiescence. As a result, the back front provides a heuristic diffusivity estimate of
Dhbf

= 0.03 m2/s. This estimate is quite close to the corresponding one obtained
from the original cloud. In contrast, fitting the triggering front parabola as envelope
of induced events provides a heuristic diffusivity estimate of Dhtf

= 0.04 m2/s. The
comparison of both magnitude estimates Dhbf

and Dhtf
shows that the corresponding

effective hydraulic transport during and after stimulation is nearly the same.

Finally, the nature of the back front estimate is determined from the renormalization
which allows us to identify the directivity of the hydraulic transport. Moreover, it
allows to reconstruct the magnitude of the effective hydraulic diffusivity along all
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Figure 4.5: r − t diagram of seismicity which would be obtained in a hydraulically
equivalent isotropic medium. For such a medium, the diffusivity estimates obtained
from back front and triggering front are in agreement.

three principal axes of the diffusivity tensor. Following equation 12 we use the back
front diffusivity estimate of Dhbf

= Dhiso
= 0.03 m2/s and obtain

D ≈ diag(Dh11
; Dh22

; Dh33
) = diag(0.08; 0.03; 0.01)m2/s . (4.14)

Within the original hydraulically anisotropic non-linear medium the fastest hydraulic
transport takes place in the X direction. It is characterized by an effective diffusivity
of 0.08 m2/s. For the original seismicity cloud the triggering front provided the same
magnitude estimate (see Figure 4.2). As the triggering front describes the envelope of
seismicity in the r − t diagram it separates the already pressure-stimulated area from
the non-stimulated virgin rock. Hence, the first induced events which occur at a partic-
ular time and radial distance from the injection point must have been triggered by the
pressure diffusion along the hydraulically fastest direction. Consequently, the trigger-
ing front provides a diffusivity estimate which corresponds to the largest heuristically
effective hydraulic diffusivity tensor component. Therefore, the triggering front char-
acterizes the fastest hydraulic transport.

In contrast, the slowest hydraulic transport takes place in the Z direction. It is
characterized by a diffusivity value of 0.01 m2/s. We recall that the back front has
been derived for the assumption that seismic events can not be triggered at locations
where the pressure has already reached its maximum. As we consider a hydraulically
anisotropic medium in the principal coordinate system of the diffusivity tensor,
diffusional-like pressure maxima with different velocities penetrate along the three
principal directions as soon as the fluid injection has been terminated. Since the back
front describes locations of the latest possible induced events they should have been
triggered from the direction with the slowest diffusional relaxation. With 0.02 m2/s
this back front diffusivity estimate is very close to the reconstructed least principal
effective diffusivity of 0.01 m2/s. Consequently, the back front provides a diffusiv-
ity estimate which corresponds to the smallest hydraulic diffusivity tensor component.
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At last, we convert the diffusivity tensor components into corresponding permeability
values. For this we assume a uniaxial storage coefficient of N ≈ 4.36 · 1010 Pa and a
dynamic fluid viscosity (at 240◦ C) of µ = 1.2 10−4 Pa · s (see Audigane et al., 2002).
Following equation 4.13 we obtain the reconstructed permeability tensor

K = diag(22; 8.3; 2.8) · 10−17m2 . (4.15)

Our resulting permeability estimates are in agreement with the ones given in Audigane
et al. (2002)

KAudigane et al. = diag(23.7; 6.9; 5.0) · 10−17m2 . (4.16)

4.2.3 Case study: Fenton Hill, New Mexico
The purpose of the 1983 Phase II massive hydraulic fracturing (MHF) treatment was
to create an artificial geothermal reservoir within a low permeability granitic rock
(House, 1987; Fehler, 1989). In December pressurized water was injected for almost
61 h into the rock through an isolated section of the wellbore. This injection interval
extended from the casing shoe at a depth of 3531 m (11585 ft) to a sand-barite plug
top at a depth of 3550 m (11648 ft) (Figure 4.6). During this stimulation experiment
almost 21600 m3 of water were injected with flow rates high enough to cause
wellhead pressures of about 48 MPa (Dreesen and Nicholson, 1985) (Figure 4.10).

As a result of the fluid injection more than 11300 events have been recorded and
located with accuracies of 20 m to 30 m (House, 1987) (Figure 4.6). Since the
monitoring system was in operation even after termination of the fluid injection
seismic activity has also been registered for the post-injection phase. The computed
r − t diagram shows the aseismic domain which evolves with increasing time and ra-
dial distance from the injection point as soon as the fluid injection has been terminated.

In the following we analyze spatio-temporal characteristics of the event cloud in
the same way as we did for Ogachi. For the post-injection phase the back front
(equation 4.2) provides a heuristic diffusivity estimate of Dhbf

= 0.07 m2/s while for
the injection phase the triggering front (equation 4.1) provides a heuristic magnitude
estimate of Dhtf

= 0.16 m2/s. Hence, the latter effective hydraulic transport is
characterized by a two times larger diffusivity compared to the post-injection phase.

Next, in the PCS, we determine the characteristic dimensions L of the seismicity
cloud to Lmax = 1033 m, Lint = 791 m and Lmin = 504 m (Figure 4.7). We note that
these dimensions correspond to the volume in which most events have been induced.
Very large outliers are not further considered. We then apply the scaling approach to
transform the cloud of hypocenters of events obtained in a hydraulically anisotropic
non-linear medium into a cloud which would be obtained in an equivalent isotropic
but still non-linear medium (Figure 4.8).
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Figure 4.6: Distribution of 11362 induced events recorded during and after the Decem-
ber 1983 massive hydraulic fracturing treatment at Fenton Hill, New Mexico. Due to
disruptions in the monitoring system there are three time periods in which seismic
events could not be located (Fehler et al., 1998). These three data gaps are clearly
visible in the r − t diagram. Additionally, the r − t diagram includes the domain
of seismic quiescence which evolves with the termination of the fluid injection. The
back front (solid parabola) provides a heuristic diffusivity estimate which is two times
smaller then the diffusivity estimate from the triggering front (dashed parabola). Data
are courtesy of M. Fehler (Los Alamos National Laboratory).
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Figure 4.7: Temporal evolution of the seismicity cloud in the principal coordinate
system. Vertical and horizontal scales are equal. The double arrows indicate the char-
acteristic lengths of the seismicity cloud. These dimensions are used to reveal the
directivity of hydraulic anisotropy and to normalize the seismicity cloud into a cloud
which would have occurred in an effective isotropic medium.

For the transformed event cloud, back front and triggering front provide slightly dif-
ferent diffusivity estimates (Figure 4.9). However, withDhbf

= 0.07 m2/s and Dhtf
=

0.11 m2/s both estimates are still within one order of magnitude. This difference may
be caused by an inaccurate determination of the characteristic dimensions.

Finally, the renormalization allows us to reconstruct the magnitude of the effective
hydraulic diffusivity along all three principal axes of the diffusivity tensor. Following
equation 12 we use the back front diffusivity estimate of Dhtf

= 0.07 m2/s and obtain

D = diag(Dh11
; Dh22

; Dh33
) = diag(0.14; 0.08; 0.03)m2/s . (4.17)

Within the original hydraulically anisotropic non-linear medium the fastest hydraulic
transport takes place in the X direction. It is characterized by an effective diffusivity
of 0.14 m2/s. If we consider the original event cloud the triggering front provided a
magnitude estimate of Dhtf

= 0.16 m2/s. This diffusivity magnitude estimate is close
to the reconstructed effective diffusivity along the X direction. Consequently, we
infer that the triggering front provides a diffusivity estimate which corresponds to the
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Figure 4.8: Temporal evolution of the normalized event cloud which would be ob-
tained in a hydraulically equivalent isotropic medium. Vertical and horizontal scales
are equal and the same as in Figure 4.7. With increasing time T the seismicity cloud
increases in size and number of induced events while its geometry remains almost the
same. Note that for all three snapshots the scaling was taken the same.

largest heuristically effective hydraulic diffusivity tensor component.

In contrast, the slowest hydraulic transport occurs in the Z direction. It is charac-
terized by a diffusivity magnitude of 0.03 m2/s. For the original event cloud the
back front provided a diffusivity estimate of Dhtf

= 0.07 m2/s. This magnitude
estimate is closer to the value of the moderate hydraulic transport along the Y
direction. However, compared to the smallest diffusivity tensor component the
back front estimate is of the same order of magnitude. Since seismic events can
not be triggered at locations where the pressure has already reached its maximum,
the latest possible events should be triggered along the direction of the slowest
hydraulic transport. Thus, we conclude that the back front still provides a diffusiv-
ity estimate which corresponds to the smallest hydraulic diffusivity tensor component.

At last, we convert the diffusivity tensor components into corresponding permeability
values. For this we assume a uniaxial storage coefficient of N ≈ 1.68 · 1011 Pa and
a dynamic viscosity of the reservoir fluid (salt water at 150◦ C) of µ = 1.9 10−4
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Figure 4.9: r − t diagram of seismicity which would be obtained in a hydraulically
equivalent isotropic medium. For the diffusivity estimates obtained from the back
front and the triggering front we observe a difference of one order of magnitude.

Pa · s (Shapiro et al., 2002). Following equation 4.13 we compute the reconstructed
permeability tensor to

K = diag(15.8; 9.0; 3.4) · 10−17m2 . (4.18)

The permeability magnitudes are in agreement with the ones computed from Shapiro
et al. (2002).

4.3 Back front signatures of non-linear fluid-rock in-
teraction

Previously, we revealed the nature of diffusivity estimates obtained by the back front
in the case of hydraulically anisotropic non-linear media. We showed that for such
situations the back front characterizes the slowest hydraulic transport (i.e the back
front provides an estimate for the minimum principal value of the permeability tensor).
So far, our analysis of post-injection induced seismicity is based on the linear diffusion
back front formula (equation 4.2). However, in some cases, we observe that this back
front does not describe the temporal evolution of post-injection induced events very
well. To independently determine the temporal behaviour of the back front and to
explore which temporal dependence would be required if the linear diffusion back
front does not describe post-injection induced seismicity, we consider a simple power-
law type fitting function

r(t) = a (t − t0)
b . (4.19)

Both parameters a and b are determined by fitting equation 4.19 as envelope of the do-
main of seismic quiescence. Figure 4.10 shows this best fit function for three different
data sets including also Ogachi and Fenton Hill. For both geothermal case studies we
observe that the best fit function practically coincides with the linear diffusion back
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front curve. The exponents b are close to 0.36 and 0.33 representing a nearly cubic
root of time dependency. This seems to be a good power-law approximation of the
exact linear back front (equation 4.2).

However, for the third case study, the situation is different. This third data-set rep-
resents a hydraulic fracturing case study from the Horn River Basin. This is for sure
a non-linear fluid-rock interaction. The distribution of induced seismicity indicates a
classical bi-wing shape hydraulic fracture. For such a fracture its width is by far much
smaller compared with its length and height. Hence, the penetration of pressure and
treatment fluid into the direction normal to the fracture is typically much smaller as
in parallel direction. In terms of the hydraulic transport this fracture therefore can be
considered to effectively have a one dimensional geometry. Hence, the 3-D non-linear
anisotropic diffusion approximation as we used here for the other case studies are
non-applicable. Consequently, the determination of a post-injection phase diffusivity
requires the application of the one dimensional (i.e. d = 1) back front equation. How-
ever, this curve does not describe the spatio-temporal distribution of post-injection
induced events very well. In particular, the best fit function describing the envelope
of the aseismic area is characterized by a different temporal dependence. Their expo-
nent b has a magnitude of 0.19. This is very different from b ≈ 0.33 as in the linear
case. To find out whether a pressure-dependent hydraulic transport can describe these
signatures we perform a numerical modelling.

4.3.1 Modelling non-linear pore-fluid pressure diffusion
First we compute the spatio-temporal distribution of the pressure perturbation. For
this we consider a simplified version of equation 4.5. Following Hummel and
Shapiro (2012) we account for a d− dimensional initially hydraulically homogeneous,
isotropic and fluid-saturated medium. For such a medium the pressure evolution is de-
scribed by the following differential equation of diffusion (see Shapiro and Dinske,
2009b):

∂ rd−1 p(r; t)

∂t
=

∂

∂r

(

D(p(r; t)) rd−1 ∂p(r; t)

∂r

)

. (4.20)

Equation 4.20 is formally one dimensional in terms of the radial distance r. Con-
sequently, solutions correspond to time-dependent pressure profiles along the radial
distance. This significantly simplifies the numerical modelling of non-linear pressure
diffusion. However, as a draw-back, we therefore can not take into account possible
non-radial heterogeneities near the wellbore and inside of the reservoir. By consider-
ing such a hydraulic isotropic medium we are also not able to account for individual
fractures or fracture pathways as they are reported for instance at Barnett Shale (Fisher
et al., 2002). We account for them in an effective way by replacing the fracture
network by a non-linear filtration process. Additionally, equation 4.20 includes a
functional dependence D(p) of the hydraulic diffusivity on the pressure perturbation.
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This arbitrary functional dependence accounts for a non-linear Darcy’s law which, in
our case, contains either the power-law (equation 4.3) or the exponential-dependent
diffusivity model (equation 4.4).

To account for post-injection induced seismicity we consider a time-dependent fluid
injection. The boxcar-like injection pressure source is realized as a Dirichlet-type
boundary condition (see Figure 4.11). It has a duration of t = t0 = 40 s and a
magnitude of p0 = 10 Pa. Choosing an injection pressure magnitude in the order of 101

Pa instead of 107 Pa results in much faster computations and cost-effective solutions.
However, this also requires that the permeability compliances κ are normalized to
the order of 10−1 Pa−1 (according to Yilmaz et al., 1994). Following Hummel and
Shapiro (2012) we account for injection pressure normalized values of κ = 0.2 Pa−1,
0.4 Pa−1 and 0.5 Pa−1. These values cover a wide range of documented permeability
compliances, including the case of a highly fractured rock (Table 4.1). In contrast, for
the index of non-linearity, we will consider n =1, 2 and 3.

4.3.2 Frozen diffusivity model
After termination of the fluid injection the pressure perturbation decreases. In turn,
the effective normal stress increases and the rock becomes more stable. Consequently,
induced cracks and fractures close. However, fracture closing can be prevented
by the use of proppant (Mader, 1989). This is normally the case in hydraulic
fracturing treatments which leads to a post-injection enhanced hydraulic permeability
(Economides and Nolte, 2000). To approximate the complicated hydraulic behaviour
of the medium during as well as particularly after the stimulation and to account
for a post-injection enhanced permeability we have to make assumptions about the
hydraulic behaviour of the medium.

Figure 4.10: For both geothermal case studies Ogachi (a) and Fenton Hill (b) the
best fit function (solid curve) practically coincides with the linear diffusion back front
(dashed curve). The exponents of the best fit function (solid curve) describing the evo-
lution of post-injection induced seismicity have exponents b of 0.36 and 0.33. How-
ever, for the hydraulic fracturing case study from the Horn River Basin (c) the best
fit function describing the domain of seismic quiescence differs from the linear diffu-
sion back front curve. Their power-law approximation has an exponent of magnitude
b = 0.19. This can be seen as an indication of a pressure-dependent hydraulic trans-
port. Data from the Horn River Basin have been donated by a sponsor of the PHASE
consortium.
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4 Back front of seismicity induced by non-linear fluid-rock interaction

Figure 4.11: (a) Time-dependent injection pressure source function of duration t0 =
40 s. The horizontal axis represents the time t. (b) Pore pressure versus time for
three different distances r (r1 < r2 < r3). After shut-in (dashed line) the pressure
relaxation leads to a diffusional-like pressure wave with maxima pmax(r; t) (black
circles). (c) Medium diffusivity versus time for corresponding distances r. As soon as
the medium diffusivity has reached its maximumDmax(pmax(r; t)) at a certain distance
the diffusivity will thereafter remain constant withDmax(pmax(r)).

For this, we present the following model of a frozen medium diffusivity (Figure 4.11):
As a consequence of terminating the fluid injection a diffusional-like pressure wave
will penetrate through the medium. At a particular location (i.e. distance from the
injection point r) and time the pressure perturbation will increase up to a specific
maximum pmax(r; t). As long as the pressure increases induced cracks and fractures
continue to grow. However, as soon as the pressure has reached pmax(r; t) it starts
to decrease. Due to its pressure dependence the medium diffusivity will have a simi-
lar behaviour as the pressure and therefore will also increase up to a maximum value
Dmax(pmax(r; t)). However, to account for a post-injection enhanced hydraulic diffu-
sivity, we preventD(p(r; t)) to decrease thereafter. As soon as the medium diffusivity
has reached its maximum at a particular cell of our medium the diffusivity will there-
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4.3 Back front signatures of non-linear fluid-rock interaction

after remain constant with Dmax(pmax(r)). We note that this resulting post-injection
enhanced diffusivity is a function of the distance. With increasing distance from the
wellbore this modified medium diffusivity decreases from cell to cell. Such a be-
haviour corresponds to cracks and fractures with a post-injection distance-dependent
aperture. Close to the wellbore fractures remain almost open. Thus, they have a high
post-injection enhanced diffusivity. As soon as the distance from the borehole in-
creases fractures close and their aperture becomes smaller. Therefore, the diffusivity
of the fractures decreases. To our knowledge this is a new type of model to approxi-
mate the complicated behaviour of a post-injection enhanced diffusivity.

4.3.3 Pore pressure profiles

As a result of our modelling we first obtain the spatio-temporal evolution of the pres-
sure perturbation induced by the fluid-injection. In the following we analyze these
pressure profiles which we obtain as solutions of corresponding non-linear diffusion
equation 4.20. Figure 4.12 shows six examples of computed pressure fields for both
pressure-dependent diffusivity models in 1-, 2- and 3-D media. The remaining pore
pressure profiles are included in the appendix.
Up to the end of the injection phase the pressure profiles show the same characteristics
as reported in (Hummel and Shapiro, 2012). This includes the effect of geometrical
spreading which, for increasing dimension, leads to the spatial pressure decay close to
the source. Additionally, with increasing non-linearity, the pressure profiles penetrate
deeper into the formation as a result of the pressure enhanced hydraulic diffusivity.
For the given magnitudes of n and κ the medium pressurization is stronger for power-
law diffusion than for exponential diffusion (most noticeable in 1-D and 2-D).
With the termination of the fluid injection at the time t0 the pressure at the source
becomes zero. However, the diffusional-like wave is still able to further penetrate into
the medium. With increasing distance from the wellbore, the profiles increase up to
a specific pressure maximum. Thereafter, they decrease and end up in specifically
shaped tips whose geometry depends on the type of non-linear fluid-rock interaction.
For the power-law diffusion model the tips of the profiles are characterized by a dis-
tinct pressure step. Ahead, the pressure perturbation is still zero and the medium has
not yet been pressurized. In contrast, for the exponential diffusion model, the tips of
the profiles show a smooth transition. Another interesting feature affects the geome-
try of the post-injection pressure field itself. The character of the pressure evolution
changes with increasing dimension in the following way. In 1-D, the shape of the
profiles is characterized by a pressure increase which occupies more than half of the
total penetrated distance. Hence, the pressure decrease takes place only over a rela-
tively short distance. In 2-D, the pressure increases up to its maximum over a distance
which is nearly the same as required for its decrease. However, in 3-D, the pressure
firstly increases stepwise-like in the immediate vicinity of the source and decreases
thereafter while occupying most of the penetrating distance.
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4 Back front of seismicity induced by non-linear fluid-rock interaction

4.3.4 Seismicity triggering and analysis of spatio-temporal char-
acteristics

To generate synthetic clouds of seismic events we follow the approach of Rothert and
Shapiro (2003) and Hummel and Müller (2009). The triggering process is realized
as a comparison of the computed spatio-temporal pressure evolution with a failure
criterion. This statistically distributed failure criterion is described by the so-called
criticality field C(r). For this we assume that the rock contains pre-existing randomly
distributed critically stressed cracks. To realize the strength (or stiffness) of these
cracks we subdivide our medium into cells. Each cell corresponds to a centre of an
individual crack. We randomly assign each crack to a critical pressure perturbation C
necessary for rock failure. The values of critical pressure perturbations are equally
distributed between Cmin and Cmax. In such a way, high criticality values represent
stable cracks while small criticality values represent weak and unstable cracks.
Hence, if the pressure perturbation exceeds the local criticality value C(r) an event is
generated. We set the lower bound to Cmin > 0 Pa and the upper bound to the same
order as the injection pressure source, Cmax = 10 Pa. In such a way, critical pressures
are broadly distributed which corresponds to reality.

After having generated synthetic event clouds for different non-linear fluid-rock
interactions we analyze corresponding spatio-temporal characteristics. In particular,
we focus on the back front and its microseismic signatures. For each event cloud,
we fit equation (4.2) as envelope of the domain of seismic quiescence in the r − t
diagram. In this way we obtain a heuristic diffusivity estimateDhbf

.

However, to account for the possibility that the linear diffusion back front curve
does not describe the envelope of corresponding aseismic domain very well, we
numerically determine at which position the actual back front has to be located.

Figure 4.12: Snapshots of pressure profiles for different indices of non-linearity n
and permeability compliances κ. The left column shows examples of profiles for the
power-law relation in 1-, 2- and 3-D. The right column shows examples of profiles
for the exponential relation, also for 1-, 2- and 3-D media. The light grey profile
always represents the pressure state immediately before shut-in at t0 = 40 s. After
termination of the fluid-injection the pressure decreases. However, the diffusional-
like pressure wave further penetrates into the medium. While the shape of the pressure
profiles depends on the type of non-linear fluid-rock interaction, the spatio-temporal
evolution and geometry of post-injection pressure fields is controlled by the frozen
medium diffusivity model.
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4 Back front of seismicity induced by non-linear fluid-rock interaction

As seismicity triggering is supposed to occur only for increasing pressure pertur-
bations, the actual back front location is defined by tracking the spatio-temporal
pressure maxima pmax(r; t > t0). We note that the locations of these pressure maxima
depend on the non-linearity of the process. Therefore, the actual position of the back
front depends also on the index of non-linearity n or the permeability compliance κ.
Consequently, each event cloud has its own specific domain of seismic quiescence
which is confined by a back front of an unknown temporal dependence.
To determine this temporal dependence we consider the already introduced best fit
function. By fitting equation 4.19 to the rpmax - tpmax values we obtain a certain
magnitude for the exponent b. Since this exponent b controls the temporal dependence
of the best fit function it simultaneously provides the requested information about the
character of the back front.

Finally, in order to have a comparison to the back front diffusivity estimate Dhbf
, we

determine a heuristic diffusivity estimate Dhtf
by fitting the triggering front (equa-

tion 4.1) as envelope of injection phase induced events. As in the aforementioned case
studies of Ogachi and Fenton Hill this heuristic magnitude estimate characterizes the
effective hydraulic transport during the stimulation.

4.3.5 Synthetic seismicity
Following the aforementioned triggering approach we compute r− t diagrams of syn-
thetic seismicity for different indices of non-linearity n and permeability compliances
κ (Figure 4.13). We observe that clouds of seismicity based on the power-law diffusion
model show a sharp upper boundary, where simultaneously events strongly accumu-
late. Ahead, there are no seismic events because the rock has not yet been pressurized.

Figure 4.13: Synthetic clouds of microseismic events based on the pressure evolu-
tions shown in Figure 4.12. The accumulation of events at the upper boundary is
controlled by the geometry and the tips of the pressure profiles. In most cases the
linear diffusion back front (grey solid curve) does not describe the spatio-temporal
characteristics of post-injection induced events very well. In order to do so the back
front should match the numerically determined location given by the pressure maxima
(grey dashed curve). The temporal dependence of such a modified back front can be
assessed from the best fit function (black solid curve). Except for a weak non-linearity,
the temporal dependence of the back front becomes power-law dependent where the
exponents b decrease with increasing non-linearity. Only for the event cloud based
on 3-D exponential diffusion, the linear diffusion back front curve still describes the
envelope of corresponding aseismic domain reasonably well.
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4 Back front of seismicity induced by non-linear fluid-rock interaction

This distinct upper boundary of the cloud results from the shape of the tips of the
pressure profiles. For the power-law model, the pressure at the tips drops to zero
and thus clearly separates the already stimulated from the virgin rock. This distinct
demarcation is responsible for the sharp upper contour of the cloud. In comparison,
seismicity clouds based on the exponential diffusion model have a more diffuse
upper boundary. This effect is due to the smooth transition occurring at the tips of
corresponding pressure profiles.

With termination of the fluid injection a growing domain of seismic quiescence
evolves in corresponding r − t diagrams. This domain becomes more pronounced
as the non-linear fluid-rock interaction increases. However, in most cases, fitting
the linear diffusion back front curve (equation 4.2) as envelope of this aseismic
area provides unsatisfying results. Except of a very weak non-linearity and three
dimensional exponential diffusion, this curve inadequately describes spatio-temporal
characteristics of post-injection induced events. In order to compensate this misfit,
the back front should have a different temporal dependence. This is confirmed by
determining the best fit function for the actual location of the back front. Their
exponents b can have a magnitude down to 0.13.

However, for a very weak non-linearity and 3-D exponential diffusion, the situation
is different. For these cases, the linear diffusion back front (equation 4.2) describes
the spatio-temporal evolution of corresponding post-injection phase seismicity
reasonably well. Simultaneously, the linear diffusion back front therefore practically
coincides with the best-fit function. This interesting result is due to the fact that
the effect of geometrical spreading is approximately the same or larger compared
to the effect of a pressure-dependent permeability. In other words, the non-linearity
(i.e. pressure dependence) is too weak to make itself felt against the geometrical
spreading. This can be seen best for 3-D exponential diffusion. There, the diffusivity
estimates obtained from the linear diffusion back front and the triggering front are
in agreement with the initial background medium diffusivity, Dhbf

∼ Dhtf
∼ D0.

For the case of a zero pressure dependence this background medium diffusivity D0

would completely describe the corresponding hydraulic transport. Consequently, this
causes an ambiguity in terms of the governing fluid pressure transportation. Strictly
speaking, fitting event clouds with the linear diffusion back front does not allow to
conclude that the process of pore pressure equilibration is only governed by linear
diffusion. A pressure-dependent hydraulic transport can lead to nearly the same
back front signature. However, practically, this ambiguity is of minor importance.
The impact of non-linearity on the diffusion is fairly insignificant and therefore can
be almost neglected. We note that for 3-D exponential diffusion and permeability
compliances κ ' 1 non-linear effects should become apparent. Admittedly, to our
knowledge, such large magnitudes are not reported.
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4.3 Back front signatures of non-linear fluid-rock interaction

In contrast, we observe an interesting effect for the power-law diffusion models. As
soon as we consider 3-D media, we observe that the character of the triggering front
changes from a square root behaviour into a more and more cubic root of time de-
pendence. As discussed in Hummel and Shapiro (2012) such a cubic root of time
dependence is a distinct indication for a pressure-dependent hydraulic transport (as
demonstrated in Hummel and Shapiro, 2013). This, however, should not be confused
with the corresponding temporal dependence of the back front. In 3-D media, the
aforementioned analysis has shown that a best-fit function with a nearly cubic root of
time dependence represents an appropriate power-law approximation for the exact lin-
ear diffusion back front. Consequently, the governing post-injection induced hydraulic
transport is pressure-independent.

4.3.6 Synthetic vs. real seismicity
So far, the modelling of synthetic microseismic back front signatures showed that
its temporal dependence can significantly differ from the linear diffusion back front.
However, the numerical modelling also allows us to perform parametric studies. In this
way, the magnitude of a single quantity is determined in a simple manner by which
the real data can be explained best. Since the synthetic event distributions based on
the power-law dependent diffusivity model contain a very thin and restricted domain
of post-injection phase seismicity, that so far has not been observed in real data, we
will not consider these event clouds in the further course of our paper. In contrast,
the event distributions based on the exponential diffusion model contain a much wider
domain of post-injection induced seismicity. Together with the observation that the
synthetic events are distributed more diffusively, these event distributions are already
quite close to what we observe in reality. Consequently, the parameter study is about
the permeability compliance κ. By repeating our modelling for different values of the
permeability compliance we expect to obtain back front signatures which are close
to the ones observed at Ogachi, Fenton Hill and the Horn River Basin (Figure 4.10).
There, the corresponding power-law approximation of the back front is characterized
by a temporal dependence of

rOgachi = 3 · (t − t0)
0.36 , (4.21)

rFenton Hill = 6 · (t − t0)
0.33 , (4.22)

and
rHornRiver Basin = 83 · (t − t0)

0.19 . (4.23)

As the distribution of induced events for Ogachi and Fenton Hill is clearly three di-
mensional, we constrain the parameter study to the situation of d = 3. In contrast,
for Horn River Basin, the distribution of induced seismicity suggests an effectively
one dimensional hydraulic transport. Consequently, we restrict the parameter study to
the situation of d = 1. Figure 4.14 shows the results of our parameter study together
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4 Back front of seismicity induced by non-linear fluid-rock interaction

Figure 4.14: Despite the simplified source time function (a) and geometry of our
model the spatio-temporal characteristics of synthetic event clouds are in agreement
with the ones observed in real data. The parameters of the best fit function obtained
for synthetic seismicity in (b), (c) and (d) are consistent with the corresponding ones
obtained for Ogachi, Fenton Hill and Horn River Basin (see Figure 4.10 and equa-
tions 4.21 to 4.26).
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with the analysis of spatio-temporal characteristics. For each data set the power-law
approximation of the back front is described by a best fit function according to

r 3D ,κ=0.2Pa−1 = 5 · (t − t0)
0.36 , (4.24)

r 3D ,κ=0.5Pa−1 = 5 · (t − t0)
0.33 , (4.25)

and
r 1D ,κ=0.4Pa−1 = 27 · (t − t0)

0.19 . (4.26)

Although the geometry and numerical modelling are both quite simple we obtain
best fit functions that are in agreement with the ones determined for real data. In
particular, the temporal dependencies given by the exponents b even coincide.

In this way, the post-injection hydraulic transport at Ogachi seems to be well described
by a three dimensional exponential-dependent diffusion with an injection pressure
normalized weak permeability compliance of κ = 0.2 Pa−1. For the massive hydraulic
fracturing experiment at Fenton Hill, the post-injection hydraulic transport seems
to be well described by a three dimensional exponential-dependent diffusion with
an injection pressure normalized strong permeability compliance of κ = 0.5 Pa−1.
If the applied average injection pressure magnitude of about 27 MPa (documented
by Brown et al., 1999) is taken into account, the correspondingly renormalized
magnitude of κ is recomputed to 185 GPa−1. This is in good agreement compared
with the reported permeability compliance magnitude of up to 196 GPa−1 (Table 4.1).

For the Horn River Basin hydraulic fracturing case study, the spatio-temporal
characteristics of post-injection induced events seem to be well described by one
dimensional exponential diffusion with an injection pressure normalized permeability
compliance of κ = 0.4 Pa−1. However, for both geothermal case studies we observe,
that the linear diffusion back front practically effectively coincides with their nearly
cubic root of time-dependent power-law approximation.

Consequently, this leads to the already mentioned ambiguity in terms of the governing
hydraulic transport. In contrast to an exponential-dependent pore pressure diffusion,
a much simpler linear diffusion type hydraulic transport is also capable to explain
the spatio-temporal evolution of post-injection induced events. This has been shown
by our synthetic seismicity clouds based on 3-D exponential diffusion. However, the
agreement of the obtained permeability compliance with independent results suggest,
that at least for Fenton Hill, the hydraulic transport is governed by non-linear diffusion.
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4 Back front of seismicity induced by non-linear fluid-rock interaction

4.3.7 Frozen versus non-linear hydraulic medium behaviour
Besides the frozen medium diffusivity model, we also implemented and tested
another hydraulic medium behaviour. In this realization, the fluid-rock interaction
of the post-injection phase remains non-linear. Instead of freezing the local medium
diffusivity as soon as the pressure perturbation has reached its maximum, we now
explicitly allow D(p) to decrease thereafter. In other words, the medium diffusivity
will imitate the course of the pressure perturbation throughout the entire experiment.

For such a realization we observe a slightly different geometry of the pressure
fields, particularly in 1-D and 2-D. The rise and fall of the pressure profiles is
more pronounced compared to those based on the frozen medium diffusivity
model (Figure 4.15). Although both hydraulic models are realized in a different
way, their corresponding pressure profiles and spatio-temporal characteristics are
very close to each other, especially in 3-D. This again can be attributed to the strong
effect of geometrical spreading which dominates against the influence of non-linearity.

However, despite the fact that the non-linear diffusivity model is easier to numerically
implement, it is limited in such a way that it can not really account for a post-injection
enhanced hydraulic medium behaviour, especially for situations in which proppant
is being used. This is because the realization of a non-linear diffusivity model corre-
sponds to a medium in which fractures close from the injection point into the direction
of fracture propagation as soon as the pressure perturbation becomes zero. As this sit-
uation corresponds to a less realistic scenario, the non-linear diffusivity model might
only be applicable in very special situations. In contrast, the frozen medium diffusivity
model captures the physics of a post-injection enhanced hydraulic transport. Hence,
as demonstrated before, it is able to explain and to reproduce spatio-temporal charac-
teristics of real stimulation including hydraulic fracturing induced microseismic data.

4.4 Conclusion
We studied the termination of seismicity induced by non-linear fluid-rock interaction.
For this, we carried out a comprehensive analysis of the behaviour and parameteriza-
tion of the back front for situations in which permeability is a function of the pressure.
To reveal what type of diffusivity estimates are provided by the back front in the
case of a hydraulically anisotropic non-linear medium we applied a normalization
approach. Based on a real data supported model of a non-linearity and factorized
anisotropy this approach allows to reconstruct the principal components of the diffu-
sivity tensor. Analyzing microseismic data being recorded at Ogachi and Fenton Hill
we showed that the back front characterizes the least hydraulic transport (i.e the back
front provides an estimate for the minimum principal component permeability tensor).
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Figure 4.15: Pore pressure profiles and corresponding synthetic event clouds based on
the non-linear diffusivity model. Although the geometry of the profiles slightly differs
from those of the corresponding frozen medium diffusivity model the spatio-temporal
characteristics of both event clouds are almost the same, especially in 3-D. There, the
effect of geometrical spreading dominates against the effect of non-linearity. Hence,
the linear diffusion back front is in agreement with its nearly cubic root of time-
dependent power-law approximation which both well describe spatio-temporal char-
acteristics of post-injection induced seismicity. However, as the non-linear diffusivity
model corresponds to a medium realization in which fractures close from the injection
point into the direction of the fracture propagation, it is less applicable as the frozen
diffusivity model.

Further, we also demonstrated that the linear diffusion back front sometimes does
not describe spatio-temporal characteristics of post-injection induced seismicity very
well. This is a strong indication for a non-linear fluid-rock interaction. To explain
this observation we performed a numerical modelling based on a pressure-dependent
hydraulic transport. For the non-linear fluid-rock interaction we considered two
models describing a power-law and an exponential pressure dependence of hy-
draulic diffusivity. Additionally, to account for a post-injection enhanced hydraulic
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transport, we introduced a model of a frozen medium diffusivity. After solving cor-
responding non-linear diffusion equations we generated clouds of synthetic seismicity.

Analyzing their spatio-temporal characteristics, we found that the linear diffusion
back front is only applicable for a weak non-linearity and three dimensional expo-
nential diffusion. For such situations, the effect of geometrical spreading dominates
against the impact of a pressure-dependent permeability on the diffusion. As a
result, the post-injection hydraulic transport can be effectively described by the
simpler linear diffusion where a cubic root of time-dependent power-law function is
a good approximation of the exact back front. This seems to be the case for the two
geothermal case studies Ogachi and Fenton Hill. However, for a strong non-linear
fluid-rock interaction like the hydraulic fracturing, the situation is different. There,
we revealed that the back front deviates from its linear diffusion signature. This also
has been observed in synthetic event clouds, which show similar spatio-temporal
characteristics as the ones observed in real data from the Horn River Basin. Conse-
quently, a strong non-linear fluid-rock interaction reveals itself either by a cubic root
of time-dependent triggering front or by a back front which deviates from the cubic
root of time dependency.

Hence, we conclude that the behaviour of the back front is indicative for the model
of non-linear fluid-rock interaction and the model of a frozen permeability. As this
frozen medium permeability model accounts for a post-injection enhanced hydraulic
transport as well as leads to reproducible real data supported back front signatures, it
captures the physics associated with the post-injection hydraulic medium behaviour
of borehole fluid injections. Ultimately, non-linear pore pressure diffusion is able to
explain seismicity triggering not only for the injection phase but also for the post-
injection phase.
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Chapter 5

Conclusions and perspectives

This thesis provides a comprehensive study about a pressure-dependent hydraulic
transport as a model for fluid injection induced earthquakes. For this, the seismicity-
based reservoir characterization (SBRC) approach has been further developed into
the direction of the important non-linear generalization. So far, this approach allowed
to quantify the in-situ permeability of the stimulated rock volume from the spatio-
temporal distribution of induced seismicity. Simultaneously, hydraulic transport
properties have been supposed to be constant with time and pressure. However, field
and laboratory experiments give evidence of the significant pressure sensitivity of
rock hydraulic properties. Since a pressure-dependent diffusivity causes the diffusion
equation to become non-linear, this consequently impacts seismicity triggering as
well as the estimation of the permeability in a way, which so far has not yet been
extensively analyzed and quantified.

Motivated by field and laboratory observations, a power-law and an exponential
dependence of the diffusivity on the pressure perturbation were considered in this
study. The power-law model was shown to be suitable for situations in which the
initial permeability can be almost neglected. In contrast, the exponential model was
found to be appropriate for rocks with a non-negligible initial diffusivity. Integrating
both models into newly developed numerical simulation workflows, non-linear
diffusion equations were solved to generate synthetic distributions of induced events.
The analysis of their spatio-temporal characteristics revealed that the triggering front
concept still holds for the case of a pressure-dependent hydraulic transport. However,
instead of providing an in-situ diffusivity estimate of the rock, the triggering front was
found to characterize the medium not before but after stimulation including hydraulic
fracturing of the rock.
Furthermore, these numerical experiments also demonstrated that the temporal
dependence of the triggering front is governed by the particular model in use.
In agreement with scaling relations obtained from dimensional analysis, a linear
and exponential-dependent diffusion both lead to a square root of time dependent
triggering front. For the power-law diffusion model, this character can yet change into
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a cubic root of time dependency. In other words, a time-dependent triggering front
which is different from the square root is a clear indication of a non-linear diffusional
pressure relaxation and therefore of a pressure-dependent hydraulic diffusivity.
Despite its simplicity, this finding provides a practical value-adding opportunity of
characterizing the fluid-rock interaction of a reservoir. Therefore, this discovery can
be easily implemented into the value chain of the industry which, according to some
of the PHASE sponsors, has already been the case.

One exemplary event catalog showing such a non-linear fluid-rock interaction is the
Barnett Shale hydraulic fracturing data set. This data set has been processed and
compared with results from numerical simulations to investigate the applicability
of the power-law diffusion model in detail. To account for the effect of hydraulic
anisotropy on the distribution of induced events, the real medium was hydraulically
approximated by a new model of a non-linear and factorized anisotropic permeability.
Although this model assumes that the pressure dependence itself is independent
of a specific direction, it is found to be confirmed by the microseismic data under
consideration. Based on this factorized model, a normalization approach was devel-
oped which transforms clouds of hypocenters of events obtained in a hydraulically
anisotropic non-linear medium into a cloud which would be obtained in an equivalent
isotropic but still non-linear medium. When applied to Barnett Shale seismicity, the
spatio-temporal analysis confirmed that a cubic root of time dependent triggering
front better describes the data than a square root parabola.
To explain corresponding spatio-temporal features, numerical simulations based on
a power-law dependent nonlinear fluid-pressure diffusion were performed. A new
modelling approach was presented which allows to compute calibrated pressure
evolutions for (almost) constant flow rate data. This provides an estimate for the
uniaxial storage coefficient and therefore permits to compute the permeability
evolution inside the fracture stimulated reservoir. Following this approach, synthetic
seismicity distributions were generated which show similar spatio-temporal features
as the ones from the Barnett Shale. For an index of non-linearity n = 7, the behaviour
of the envelope was found to be in agreement with the triggering front behaviour of
Barnett Shale seismicity. Hence, it was proven that non-linear fluid-pressure diffusion
in the fractured domain can explain seismicity triggering. Moreover, the hydraulic
transport inside the fracture stimulated rock as well as the fluid-rock interaction were
quantified in quite detail. The computed permeability values were found to increase
up to the order of 10−3 - 10−1 darcy. Since so far no field data driven values of
experience for the index of non-linearity n were available, a lower bound estimate for
this particular case study has been determined.

Finally, the impact of a pressure-dependent hydraulic transport on post-injection
induced seismicity was comprehensively explored. For this, the character and
parametrization of the back front were analyzed. The application of the further
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developed aforementioned normalization approach to seismicity induced at Ogachi
and Fenton Hill allowed to determine and reconstruct the main components of the
permeability tensor. In such a way, an anisotropic hydraulic transport has been
quantified from the characteristic geometry of the corresponding seismicity cloud.
This enabled to compare the diffusivity estimate obtained from the back front with
the components of the reconstructed diffusivity tensor. As the back front was found
to provide an estimate for the minimum principal value of the permeability tensor, it
therefore characterizes the least hydraulic transport.
However, to explain the observation that for some situations the linear diffusion back
front does not describe the temporal evolution of post-injection induced seismicity
very well, synthetic seismicity distributions were generated on the basis of numerical
simulations. For this, a new model of a so-called frozen medium diffusivity was
developed and implemented. This model explicitly accounts for a post-injection
enhanced hydraulic transport which is one of the major objectives of hydraulic
stimulation including hydraulic fracturing treatments. The analysis of spatio-temporal
characteristics of synthetic event distributions showed that the linear diffusion back
front is only applicable for a weak non-linearity and three dimensional exponential
diffusion. For such situations, the post-injection hydraulic transport can therefore
be effectively described by the simpler linear pore pressure diffusion. As observed
for the two geothermal case studies of Ogachi and Fenton Hill, a cubic root of
time-dependent power-law function is then a reasonable approximation of the exact
back front. In contrast, for situations corresponding to a strong non-linear fluid-rock
interaction like the hydraulic fracturing, the situation was found to be different. As
shown for the Horn River Basin data set, the back front then deviates from its linear
diffusion signature.
In such a way, it was proven that the behaviour of the back front is indicative for the
model of non-linear fluid-rock interaction and the model of a frozen permeability.
As this frozen medium permeability model accounts for a post-injection enhanced
hydraulic transport as well as leads to reproducible real data supported back front
signatures, it captures the physics associated with the post-injection hydraulic medium
behaviour of borehole fluid injections.

Consequently, this comprehensive analysis about a pressure-dependent hydraulic
transport as a model for fluid injection induced earthquakes has demonstrated that
a non-linear diffusional relaxation of the pressure perturbation is able to explain seis-
micity triggering for both the injection as well as post-injection phases. The results
obtained in this thesis therefore contribute to a better understanding of the physics of
borehole fluid injections and associated earthquakes. Hence, integrating these find-
ings into reservoir simulations will provide not only value-adding opportunities for
an enhanced data analysis and interpretation. Simultaneously, it will also contribute
to a better understanding of fluid migration necessary for the successful management,
operation, and exploration of geo-energy resources.
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Perspectives
During the course of this thesis additional ideas for future development emerged. The
implementation of these ideas would contribute to further improve our understanding
of the physics and processes of borehole fluid injections and associated earthquakes.
However, their realization would go beyond the scope of this work. Nevertheless, the
presented approach and its results may hopefully stimulate additional research into
the following directions.

Transition from power-law to exponential-dependent diffusion model
This thesis demonstrated that seismicity triggering based on the power-law dependent
diffusivity model is supported by real data. As shown in chapter 3, the spatio-temporal
characteristics of computed synthetic seismicity distributions were found to almost co-
incide with the ones obtained for Barnett Shale. However, in contrast to the injection
phase, these synthetic event distributions show unusual post-injection characteristics.
After termination of the fluid injection the spatio-temporal distribution of synthetic
events is limited to a narrow domain. For the aforementioned case studies of Ogachi,
Fenton Hill and Horn River Basin, the spatio-temporal distribution of post-injection
induced events is much wider. Moreover, such a broader distribution of events also
can be observed at Basel (Dinske et al., 2009), Canyon Sands (Fischer et al., 2008),
Cotton Valley (Parotidis et al., 2004; Dinske et al., 2010) and Soultz-sous-Forêts
(Parotidis et al., 2004). Since such a broader distribution of post-injection induced
events is obtained for the exponential diffusion model one could study seismicity
triggering caused by a combined non-linear hydraulic transport. Until now, it remains
unclear if seismicity triggering can be explained by a power-law dependent pressure
diffusion which becomes exponential-dependent as soon as the fluid injection is
terminated.

Effect of heterogeneous medium properties
As current numerical models account for an initially hydraulically homogeneous
diffusivity, these existing models can be extended to account for initially het-
erogeneously distributed medium properties. In this way, combined effects of a
pressure-dependent and initially heterogeneously distributed diffusivity on seismicity
triggering can be explored. The realization of heterogeneous transport properties
can be done according to the approach of Dinske et al. (2013). They first determine
the porosity-permeability structure from borehole logging measurements. For this,
they follow the works of Pechnig et al. (1997) and Pape et al. (1999). Then, they
use the permeability-diffusivity relation of Rudnicki (1986) to finally compute
media of a spatially correlated hydraulic diffusivity. Simultaneously, this hydraulic
heterogeneity supports the development of flow paths which can cover a wide range of
possible causes and origins. For instance, depending on their size, they can represent
near-wellbore irregularities as well as embedded small to large-scale fractures. They
both contribute to an infiltration-caused enhanced hydraulic transport. By taking into
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account the pressure dependence of hydraulic diffusivity, these flow paths would
additionally become pressure-dependent. Hence, numerical experiments would allow
to study such flow-focusing phenomena in more detail.

Implementation of other types of boundary conditions
In addition to the boundary conditions which already have been considered in this
thesis, effects of a power-law dependent injection rate on the hydraulic transport
can be further investigated. For such injection sources and the power-law dependent
diffusivity model Shapiro and Dinske (2009b) already derive theoretical relations
for the triggering front behaviour. Based on these theoretical relations further
source-related effects on seismicity triggering can be studied if such injection sources
are numerically realized. Additionally, following Shapiro and Dinske (2009b), this
approach could also be extended to account for the post-injection phase. In such a
way, a dimensional analysis could be applied in order to find theoretical relations
describing the pressure and injection source-dependent behaviour of the back front.

Accounting for fluid losses
With increasing numerical effort even more complex models can be realized. For
instance, one can also go along the direction of realizing an additional secondary
pressure-dependent diffusivity. Such a secondary hydraulic diffusivity could effec-
tively describe effects related to fluid losses which play an important role during
stimulation experiments and hydraulic fracturing treatments. Especially in the
latter case, leak-off highly influences the fracturing efficiency. For example, if not
controlled properly, fluid leak-off during hydraulic fracturing treatments can exceed
up to 70 % of the injected volume (see for instance Penny et al. (1985); Dinske et al.
(2010) and the Appendix A). For conventional reservoirs, this leak-off is governed
by the formation matrix (Britt et al., 1994) and can be mitigated by fracturing fluid
additives (Hawsey and Jacocks, 1961; Ely, 1985; Thompson et al., 1992; Mader,
1989; Renpu, 2011). In contrast, for naturally fractured reservoirs, dilating cracks and
fissures mainly dominate leak-off which simultaneously becomes pressure-dependent
(Warpinski, 1991; Britt et al., 1994; Barree and Mukherjee, 1996). To further explore
and account for fluid loss effects on seismicity triggering one can follow the idea
of the so-called Carter model. This simple model assumes a hydraulic fracture
which is embedded into an infinite homogenous porous medium. Additionally, flow
(i.e. leak-off) is supposed to occur only normal to the fracture plane (Howard and
Fast, 1957). Hence, as a first order approximation, this flow can be represented
by the secondary pressure-dependent diffusivity model acting perpendicular to the
orientation of the hydraulic fracture.

Realization of a hydraulically non-linear anisotropic 3D medium
Ultimately, the final challenge for the future will be the successful implementation of
a three dimensional hydraulically heterogeneous anisotropic and pressure-dependent
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medium. So far, the computational power necessary to resolve the tips of the non-
linear pressure profiles has not been available. Hence, the scaling approach has been
introduced which transforms clouds of hypocenters from a hydraulically anisotropic
medium into a cloud which would be obtained in an equivalent hydraulically isotropic
but still non-linear medium. However, since the computational resources are con-
stantly increasing, a future consideration of three dimensional hydraulically heteroge-
neous anisotropic and pressure-dependent media may become possible.
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PREFACE FOR THE FOLLOWING
APPENDIX

In what follows, a supplementary study is presented which has been performed in
the frame of the PHASE consortium project. An anonymous sponsor provided an
industrial data set containing a total number of 231 microseismic events which have
been recorded during and after a three stage hydraulic fracturing treatment of an
unconventional reservoir.

For situations where hydraulic fracturing treatments considerably enhance the
permeability, the hydraulic transport becomes pressure-dependent. Hence, the initial
idea was to analyze the spatio-temporal characteristics of this data set according to
the methodology elaborated and presented in this thesis. However, due to the low
number of induced events the data statistics is not sufficient enough to apply the
aforementioned analysis. Additionally, the distribution of induced events indicates
that the geometry of the hydraulic fracture is closer to a classical bi-wing shape (see
Figure 1.6) than to a three dimensional volumetric one (like for the Barnett Shale
presented in Chapter 3). For classical bi-wing shape hydraulic fractures, their width
is by far much smaller compared to their length and height. Hence, the penetration
of pressure and treatment fluid into the direction normal to the fracture is typically
much smaller as in parallel direction. In terms of the hydraulic transport this fracture
therefore can be considered to effectively have a one dimensional geometry.

Therefore, this data set has been alternatively analyzed and interpreted in the frame
of the hydraulic fracturing interpretation of the SBRC approach. This method aims to
determine fracture geometry, fluid loss as well as scalar magnitude estimates of rock
hydraulic transport properties.

Since the permeability estimates obtained for the reservoir and the fracture body are
of crucial importance for the operator, publication of these informations have not been
approved. Additionally, some other parts of a prepared manuscript had to be removed
as well in order to obtain permission to publish these results in the frame of the annual
PHASE Report. This, however, can be seen as an indication for the quality of obtained
results. Since all three stages have been analyzed in the same manner the following
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Preface for the following Appendix

appendix only includes the results which were obtained for the one with the largest
number of induced events. To make this appendix mutually consistent with the pre-
vious chapters figures have been modified to appear in black and white. Otherwise,
the content is identical to the manuscript which has been approved and released for
publication.
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Appendix A

Estimates of fracture geometry and
fluid transport properties from
hydraulic fracturing induced
seismicity 1

1This article has been included in the PHASE 7th Annual Report: N. Hummel and S. A. Shapiro. A
Hydraulic Fracturing Case Study (I): Estimates of fracture geometry and fluid transport properties from
hydraulic fracturing induced seismicity.
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A.1 Introduction
We consider microseismic hydraulic fracturing data which has been provided by
one of the sponsors of the PHASE consortium. Such hydraulic fracturing treatments
are massive stimulation operations which are used to enhance the permeability of
so-called unconventional reservoirs. The unconventional reservoirs play an increasing
role for the worlds growing demand for energy. However, they do not produce
economic volumes of oil or gas without assistance. Representatives of unconven-
tionals are for example gas shales, coal bed methane or heavy oil. In order to make
such reservoirs economically productive steam injections or hydraulic fracturing
treatments need to be performed (Economides and Nolte, 2000). In the latter case
fluid is injected at high flow rates and pressures through a perforated domain of a
wellbore. If the downhole pressure exceeds the minimum principal stress a hydraulic
fracture is initiated and propagates in a direction which is determined by the local
stress field. As a result of such massive stimulation treatments small magnitude
earthquakes are induced. Mapping their hypocentre provides information about
fracture orientation (indicating the stress orientation), fracture growth or stimulated
rock volume. Recently, reflected waveforms from induced seismicity also have been
considered to provide high resolution images of the reservoir in the vicinity of those
microseismic events (Reshetnikov et al., 2010). In particular, fluid induced seismicity
can be used to obtain information about hydraulic transport properties.

Shapiro et al. (1997, 1999, 2002) introduced the so-called SBRC (seismicity-based
reservoir characterization) approach where they follow the philosophy that the occur-
rence of fluid injection induced microseismicity is based on a diffusional relaxation of
the pore pressure perturbation which is induced by the fluid injection. Key parameters
of hydraulic transport properties can be estimated with this method. However, in
the case of hydraulic fracturing the SBRC approach needs to be modified because
the fluid injection can strongly change the permeability of rocks. In the following
we refer to the hydraulic fracture interpretation method proposed by Shapiro et al.
(2006), Dinske and Shapiro (2007), Shapiro (2008) and Dinske et al. (2010) and
provide a short overview of this methodology.
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A.2 Review of the methodology

A.2.1 Hydraulic fracturing induced seismicity during the injec-
tion phase

To understand key features of hydraulic fracturing induced microseismicity a fluid-
volume balance is considered. For the case of an incompressible treatment fluid the
volume of the injected fluid Vinj must be equal to the sum of the fluid volume stored
in the created hydraulic fracture Vfrac and the volume of fluid which is lost into the
surrounding formation VL:

Vinj = Vfrac + VL . (A.1)

For the following analysis the hydraulic fracture is approximated by a straight planar
height-fixed fracture confined in a reservoir layer. This 2-D fracture geometry model
is known as the PKN (Perkins-Kern-Nordgren) model and has been introduced by
Perkins and Kern (1961) and Nordgren (1972). The half-length of the (symmetric)
hydraulic fracture L can be described as a function of the injection time t

L(t) =
Q t

4 h CL

√
2 t + 2 h w

, (A.2)

where Q is the average injection rate, h is the average fracture height, w is the
average fracture width and CL is the fluid-loss coefficient. The first term in the
denominator depends on the fluid-loss coefficient as well as on

√
t. Therefore, this

term has a diffusional character and describes the fluid-loss from the fracture walls
into the surrounding rock formation. The second term in the denominator describes
the geometry of the vertical cross section of the fracture and thus represents the
contribution of the effective fracture volume.

Key parameters for reservoir engineering and reservoir simulation can be obtained
by considering equation (A.2) for two asymptotic limits. During the initial phase of
the injection, the volume of the fluid-loss might be rather insignificant and all the
treatment fluid is necessary to create new fracture volume. For this asymptotic the
first term in the denominator can be neglected and the half-length of the fracture L
becomes approximately a linear function of the injection time t

L(t) ≈
Q t

2 h w
. (A.3)

For the early phase of the injection period such a linear dependency of induced
microseismic events should be observable in the well known r − t plot, where the
radial distance r of events from the injection source is plotted as a function of their
relative occurrence time t. The microseismic events should migrate roughly linear
with time away from the injection well. Identifying the half-length of the fracture
L(t) from the r − t plot and the fracture height h from the depth view projections
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of seismicity, one can use the average injection rate Q to obtain the fracture width w
(see Shapiro et al., 2006).

With the information about the fracture width w it becomes possible to calculate the
fracture volume Vfrac which is equal to 2 L h w. According to equation (A.1) the vol-
ume of fluid which is lost into the formation can be determined by the fracture volume
Vfrac and the volume of the injected fluid Vinj. The latter one can be calculated from
the engineering data as simple product of the injection rate Q and the corresponding
pumping period tinj resulting in Vinj = Q tinj. Thus, it is possible to calculate the
fluid-loss coefficient from the comparison of the injected fluid volume and the created
fracture volume according to

CL =
Q tinj − 2 L h w

4 L h
√

2 tfinal

. (A.4)

For the long-term injection limit the fluid-loss from the fracture into the formation
becomes dominant. In this particular case the second term in the denominator of
equation (A.2) can be neglected. The spatio-temporal evolution of the microseismic
event cloud should now be characterized by the diffusion like signature where r ∝

√
t.

In comparison to the fluid-volume balance, information about CL can be obtained
alternatively using the triggering front concept. Formerly, the triggering front was
introduced by Shapiro et al. (2002) and describes an approximate outermost envelope
of fluid injection induced microseismicity in the r − t domain for situations where no
dominant hydraulic fracture is created. For a homogeneous isotropic fluid-saturated
medium the triggering front is given by

r(t) =
√

4 π D t , (A.5)

where D is the scalar hydraulic diffusivity. Taking into account the creation of a
hydraulic fracture and neglecting the fracture geometry term equation (A.2) becomes
identical to equation (A.5) with an apparent hydraulic diffusivity described by

Dap =
Q2

128 π h2 C2
L

. (A.6)

To apply the concept of the triggering front time intervals corresponding to interrup-
tions in the fluid injection have to be eliminated. As a result one obtains a composite
injection stop corrected r − t plot where the triggering front now can be fitted as an
envelope to the corresponding microseismic event cloud. As a results one determines
an estimate of the apparent diffusivity which can be used together with the fracture
height from the depth view projections to calculate CL according to

CL =
Q

8 h
√

2 π Dap

. (A.7)
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One can see that equation (A.7) is independent of the fracture width. Therefore, this
methodology can be used to estimate the fluid-loss if the determination of the fracture
width and thus the fracture volume is not possible.

The fluid-loss coefficient CL can be used in order to determine the permeability of the
reservoir kres. However, independent information about the viscosity η and the com-
pressibility c of the reservoir fluid, the reservoir porosity φ and the difference between
the far-field reservoir pressure (which is assumed to be hydrostatic) and injection pres-
sure, p is necessary to calculate the reservoir permeability given by

kres =
C2

L π η

φ, p2 c
. (A.8)

A.2.2 Hydraulic fracturing induced seismicity during the post-
injection phase

A hydraulic fracture is able to penetrate further into the formation even if the fluid
injection is terminated. After shut-in of the injection source a zone of seismic quies-
cence can be identified in the r − t plot which is limited by the so-called back front.
It is assumed that microseismic events can only be triggered in a domain where the
pore pressure perturbation is increasing. Correspondingly, microseismic events can
not be triggered anymore at distances rbf where the pore pressure perturbation already
has reached its maximum at the time t. This distance rbf from the injection source
determines the back front which is given by (Parotidis et al., 2004)

rbf =

√

2 Dbf t

(

t

t0
− 1

)

ln

(

t

t − t0

)

. (A.9)

Here, Dbf is the hydraulic diffusivity of the fracture and t0 is the shut-in time. Fitting
this back front to the microseismic events in the r − t plot provides an estimate of the
hydraulic diffusivityDbf . As a result of the fluid injection this fracture body diffusivity
should be much larger than the field scale hydraulic diffusivity. With the information
about the fracture body diffusivity the fracture body permeability can be calculated
according to

kfrac ≈ Dbf cf ηf φfrac . (A.10)
Note that additional information about the compressibility of the treatment fluid cf ,
the viscosity of the treatment fluid ηf and the fracture body porosity φfrac is necessary
to determine the fracture body permeability. Having evaluated both the reservoir per-
meability and the fracture body permeability it is possible to calculate a dimensionless
quantity which is the so-called fracture conductivity (Economides and Nolte, 2000).
This fracture conductivity CD is a key parameter for hydraulic fracturing design and
is given by

CD =
kfrac w

kres L
. (A.11)
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A.3 Hydraulic fracturing induced microseismic data
One of the sponsors of the PHASE consortium provided us with microseismic
hydraulic fracturing data. The hydraulic fracturing treatment was performed in a
vertical well having a horizontal distance of about 200 m to the vertical observation
well. The induced seismicity was monitored using an eight three component sensor
array.
In this study we consider one single injection stage of approximately 3 hours which
was performed at the treatment well. The aim is to analyze the spatio-temporal
dynamics of induced seismicity in order to obtain information about the fracture
geometry and the hydraulic characteristics of the reservoir. For this purpose, we used
the following data:

• the coordinatesX , Y and Z of the hypocentre of events

• occurrence time t of events

• engineering data: injection rate and injection pressure

• coordinates of the perforation intervals

• location of the injection well and the observation well.

The hypocentre coordinates X , Y , Z are used together with the coordinates of the
perforation intervals to calculate the radial distance r of induced events from the bore-
hole. The engineering data are used to determine the relative occurrence time t of
corresponding microseismic events with the onset of the fluid injection and to calcu-
late the volume of injected fluid.

A.4 Data overview
In order to enhance the permeability of the target reservoir the rock was hydrauli-
cally fractured. Both engineering data and induced microseismicity from a hydraulic
fracturing treatment in a vertical injection well are shown in Figure (A.1). From the
engineering data one can see that flow rates of up to 80 l/s have been used during the
injection period which lasted almost 3 h. A small pre-injection test is followed by
three mayor injection treatments. Between these main injection cycles the flow rate
always drops down to zero. Taking into account the r − t plot (Figure A.1), one can
see a correlation between the injection rate and seismicity.
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Figure A.1: Engineering data and so-called r − t plot of hydraulic fracturing induced
seismicity. A clear correlation between the onset of injecting fluid into the rock and
the onset of seismicity triggering can be observed.

The onset of injecting fluid into the rock is accompanied by the onset of triggering
seismicity. After stop of the injection microseismic activity reduces until a new
injection cycle starts. Figure A.2 shows two depth view projections and the map view
projection of the cloud of induced seismicity. In strike direction the dimension of
the microseismic cloud is almost 270 m. Perpendicular to the strike the dimension
is approximately 150 m. From the map view projection one can also see that the
microseismic event cloud features two patterns. One comprises the injection well
and surrounding events which tend to the observation well. The second pattern is
located more to the north-east and includes less microseismic events. From the two
depth view projections one can read the vertical dimension of the microseismic event
cloud, which is almost 60 m. Additionally, the vertical limitation of the cloud is quite
confined to a distinct layer. The upper limit of this layer comprises the lower part of
the treatment interval.

In order to better understand the spatio-temporal evolution of events we colour-code
them according to their occurrence times (Figure A.3). This helps to understand pro-
cesses of fluid movement and fracture penetration. From the map - and the depth view
projection one can see that in the early stage the microseismic events are located west-
wards of the injection well. With ongoing time the induced seismicity starts to occur
below the perforation intervals. Up to the end of the injection phase the microseismic
events migrate upwards to shallower depths.
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Figure A.2: Overview of 107 hydraulic fracturing induced microseismic events in
two depth view projections and a map view projection including injection well and
monitoring well. From the depth view projections one can see that the layer which
contains most of the seismicity starts at the bottom of the treatment interval.
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Figure A.3: Temporal evolution of hydraulic fracturing induced microseismic events
being colour-coded according to their occurrence times. With ongoing injection the
events migrate upwards to shallower depth.
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A.5 Results

A.5.1 Estimation of fracture geometry
The fracture geometry is an important quantity for reservoir simulation and is a key
parameter to provide information about the fracture volume. From the two depth
view projections the average height of the hydraulic fracture is about 60 m (Figure
A.2). However, in order to estimate the fracture volume (which can significantly differ
from the stimulated volume) knowledge of the fracture length and fracture width is
mandatory. Rewriting equation (A.3) yields

w ≈
Q t

2 h L(t)
, (A.12)

which shows that the fracture width w can be obtained from the injected volume and
the cross sectional area of the fracture. As the injected volume can be obtained from
the engineering data and the fracture height from the depth view projection, the still
unknown parameter is the fracture half length L. This missing information about L
is obtained from the r − t plot. For the initial phase of the injection period, where
the volume of the fluid-loss is rather insignificant, the half-length of the fracture L
can be approximately described by a function which is linear with the injection time

Figure A.4: Engineering data and r − t plot used for estimating the fracture width.
Hereby the half length of the fracture is estimated from the quasi linear growth of the
microseismic cloud with ongoing injection time (dashed line). With the onset of the
third injection period another quasi linear growth can be observed which can be fitted
with the black dotted line. The slope of this line is steeper compared to the first one
which is interpreted as a reopening of the formerly created hydraulic fracture.
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t (equation A.3). We interpret such a linear with time event migration away from
the treatment well as the opening of the hydraulic fracture (Figure A.4). During the
first 26 minutes of fracturing a quasi linear growth of the microseismic cloud up to a
distance of about 90 m can be observed. Using an average injection rate Q of about
0.038 m3/s and a fracture height h of about 60 m the average fracture width results in

w ≈ 5.5 mm .

With the above mentioned values the average velocity of fracture opening and
propagation is approximately Vfrac ∼ 0.06 m/s.

We note here, that even for the third injection cycle starting shortly after a relative
injection time of 1 h a second quasi linear growth of the microseismic cloud can be
identified. The slope of the fitted trend line is steeper compared to the slope of the
first line which indicates a faster fracture propagation process. In our understanding
this can be interpreted as reopening and further propagation of the formerly created
hydraulic fracture with the corresponding injection phase.

A.5.2 Estimation of fluid-loss coefficient
For hydraulic fracture design as well as for reservoir and geomechanical modelling
minifrac tests provide critical input data. To specify formation leak-off characteristics
the fluid-loss coefficient is a necessary and important parameter. According to
equation (A.4) the fluid-loss coefficient CL can be obtained from a simple fluid
volume balance using the injected volume Vinj, the fracture volume Vfrac and the
volume of the fluid which is lost into the formation. The volume of injected fluid
can be obtained from the engineering data (Figure A.1). For each injection phase the
average injection rate Q is multiplied with its corresponding duration. For the whole
injection treatment the volume of injected fluid is 446 m3. The volume of the created
hydraulic fracture is obtained using a final fracture half length of 150 m (from the
r − t plot), a fracture height of about 60 m and the calculated fracture width of 5.5
mm. The fracture volume of Vfrac = 99 m3 is the result of injecting 446 m3 of fluid.
Following the fluid-volume balance this means that 78 % of the injected volume was
lost into the rock.

According to equation (A.4) the fluid-loss coefficient can be estimated to

CL ≈ 8.5 · 10−5 m√
s .

Another possibility to estimate the fluid-loss coefficient is based on the triggering
front (equation A.5). For this purpose the time periods of injection stops have been
removed. The fluid-loss coefficient is obtained by fitting equation (A.5) as envelope to
the microseismic event cloud in the composite r− t plot (Figure A.5). Using equation
(A.7) with the obtained estimate of the apparent diffusivity Dap, the fracture height
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Figure A.5: Composite r− t plot which is obtained after removing time periods of in-
jection stops. The triggering front provides an apparent hydraulic diffusivity estimate
which is used to calculate to fluid-loss coefficient.

of 60 m (from depth view projections) and the average flow rate Q = 0.06 m3/s, the
fluid-loss coefficient is

CL ≈ 8.4 · 10−5 m√
s .

The two estimates of fluid-loss coefficients are in the same order of magnitude and
show quite good agreement.

A.5.3 Estimation of reservoir permeability
With the information about the fluid-loss coefficient it is also possible to estimate the
reservoir permeability if additional information about the reservoir fluid, the reservoir
porosity and the difference between the far-field reservoir pressure and injection pres-
sure is available (see equation A.8). For the calculation of the reservoir permeability
near fracture surface effects on the pressure difference between the fracture and the
far field reservoir, like for example filter cakes, are neglected.

A.5.4 Estimation of fracture body diffusivity
Besides the information of the reservoir permeability the hydraulic fracturing interpre-
tation of the SBRC approach also provides an estimate for the fracture body perme-
ability. The post-injection phase is considered and the spatio-temporal distribution of
the microseismic events is analyzed after the shut-in of the injection source at the time
t0. Figure (A.6) shows the corresponding engineering data and the r − t plot. After
the shut-in time t0 a domain of seismic quiescence can be identified which is limited
by the back front. For this particular case three different back fronts with three dif-
ferent hydraulic diffusivities are shown. The dark grey curve fits the zone of seismic
quiescence the best and has a hydraulic diffusivity of Dbf =1.5 m2/s. According to
equation (A.10) one can estimate the fracture body permeability if information about
the compressibility cf and viscosity of the treatment fluid ηf as well as the fracture
body porosity are available.
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Figure A.6: Engineering data and r − t plot showing three different fitted back fronts.
The dark grey back front characterized by a hydraulic diffusivity of 1.5 m2/s fits the
data best. It can be used to estimate the fracture body permeability if additional infor-
mation about the treatment fluid and the reservoir is available.

A.6 Discussion and conclusion
In this study we considered hydraulic fracturing induced microseismic data given by
a sponsor of the PHASE consortium. We analyzed and interpreted the spatio-temporal
dynamics of microseismicity. As a result we determined key parameters for hydraulic
fracture design and reservoir simulation which are summarized in Table (A.1). One
can see that the fluid-loss coefficients are in excellent agreement although they have
been determined using both a fluid-volume balance and a heuristic approach based on
the triggering front. We want to point out here, that the one dimensional hydraulic
fracture interpretation method provides reasonable results which are comparable with
results from Cotton Valley (Shapiro et al., 2006; Dinske and Shapiro, 2007; Dinske
et al., 2010).
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Quantity data set
# events 107

Fracture geometry

Half-length [m] 150
Height [m] 60
Width [mm] 5.5
Fracture volume [m3] 99
Injected volume [m3] 446

Reservoir properties

Relative fluid-loss [%] 78
Fluid-loss coef (FVB) [ m√

s ] 8.5 · 10−5

Fluid-loss coef (fitting) [ m√
s] 8.4 · 10−5

Backfront diffusivity [m2/s] 1.5

Further deliverables
Reservoir permeability Needs information about viscosity η,
Fracture body permeability compressibility c, reservoir porosity φ
Fracture conductivity and the pressure difference ∆ p

Table A.1: Overview of reservoir parameters obtained from the analysis of spatio-temporal dynamics of hydraulic fracturing
induced seismicity.
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