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S U M M A RY

The interaction of biomolecules with UV light gives rise to a wide variety of funda-
mental processes in nature. For example, it is well known that biological molecules
feature various relaxation pathways that efficiently dissipate the gained excess energy
to their environment before any harmful, i.e., irreversible photoreactions can take
place. The study of such processes may therefore extend the knowledge about why
the biological matter is built exactly the way it is found on Earth today. In the present
thesis, novel quantum-classical methods for the simulation of light-induced excited
state dynamics in complex (bio)molecular systems have been developed and applied
to selected examples. In addition, the methodology has been employed to simulate
time-resolved spectroscopic observables.

In particular, the field-induced surface-hopping (FISH) approach has been extended
to include terms beyond the electric field–electric dipole coupling as well as the in-
teraction with circularly polarized light (CPL). The developed methodology has been
applied to the smallest chiral amino acid, alanine. It has been found that asymmetric
fragmentation and recombination in excited electronic states can be induced by irradia-
tion with CPL. This leads to an enrichment of one of the stereogenic isomers up to ±
1.7%, where the sign depends on the helicity of the irradiating light.

The quantum-classical methodology has been further developed to study the pho-
todynamics in multi-chromophoric molecular aggregates. In the newly developed
multi-chromophoric FISH (McFISH) method, quantum-classical simulations in the
frame of the extended Frenkel exciton model have been combined with QM/MM
techniques in order to simulate the photodynamics of a double-stranded DNA decamer.
In accordance with the experimental observations, a multi-exponential excited state
decay involving the formation of long-lived delocalized as well as ultrafast decaying
localized states resembling those of the bare nucleobases has been found.

Furthermore, a generally applicable method for the simulation of pump-probe
time-resolved infrared (TRIR) spectra based on molecular dynamics simulations in
the frame of the Wigner phase space representation of quantum mechanics has been
developed. The obtained spectra are based on ab-initio potential energy surfaces and
therefore include all anharmonicities. The developed methodology has been employed
to investigate the migration dynamics of a single water molecule around the –CONH–
peptide linkage in two peptide analogs serving as models for biological proteins. The
simulated spectra are in excellent agreement with the experimental observations, and
the simulations have allowed for an atomistic interpretation of the measured time
scales, migration pathways, and their fingerprints in the experimental ps-TRIR spectra.
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Z U S A M M E N FA S S U N G

Die Wechselwirkung von Biomolekülen mit UV-Licht führt zu einer Vielzahl von
grundlegenden Prozessen. Beispielsweise ist bekannt, dass biologische Moleküle über
verschiedene Relaxationswege verfügen, wodurch die überschüssige Lichtenergie effi-
zient an die Umgebung abgegeben werden kann, bevor schädliche, d. h. irreversible
Photoreaktionen stattfinden können. Die Untersuchung solcher Prozesse kann daher
das Wissen darüber erweitern, warum biologische Materie genau so aufgebaut ist, wie
sie heute auf der Erde zu finden ist. In der vorliegenden Arbeit wurden neuartige quan-
tenklassische Methoden zur Simulation der lichtinduzierten Dynamik in komplexen
(bio)molekularen Systemen entwickelt und auf ausgewählte Beispiele angewendet.

Zur Simulation der lichtinduzierten Dynamik in chiralen Biomolekülen wurde die
feldinduzierte Surface-Hopping (FISH) Methode um höhere Kopplungsterme sowie um
die Einbeziehung von zirkular polarisiertem Licht erweitert. Die entwickelte Methode
wurde auf die kleinste chirale Aminosäure, Alanin, angewendet. Es konnte gezeigt
werden, dass eine asymmetrische Fragmentierung und Rekombination in angeregten
elektronischen Zuständen induziert werden kann. Abhängig von der Drehrichtung des
eingestrahlten Lichts kann so eine Anreicherung eines der stereogenen Isomere von bis
zu ± 1,7% erreicht werden.

Die lichtinduzierte Dynamik in molekularen Aggregaten konnte durch die neu ent-
wickelte multi-chromophoren FISH (McFISH)-Methode, basierend auf dem erweiterten
Frenkel-Exzitonenmodell kombiniert mit QM/MM-Techniken, simuliert werden. Die
Methode wurde an der Photodynamik eines doppelsträngigen DNA-Dekamers de-
monstriert. In Übereinstimmung mit den experimentellen Beobachtungen wurde ein
multiexponentieller Zerfall angeregter Zustände gefunden, der sowohl die Bildung
langlebiger delokalisierter als auch den ultraschnellen Zerfall lokalisierter Zustände,
die denen der reinen Nukleobasen ähneln, beinhaltet.

Darüber hinaus wurde eine allgemein anwendbare Methode für die Simulation
von zeitaufgelösten Infrarotspektren (TRIR) auf Grundlage von Molekulardynamik-
Simulationen im Rahmen der Wigner-Phasenraumdarstellung der Quantenmechanik
entwickelt. Die erhaltenen Spektren basieren auf ab-initio-Potentialenergieflächen und
beinhalten daher alle Anharmonizitäten. Die entwickelte Methodologie wurde verwen-
det um die Migrationsdynamik eines Wassermoleküls um eine Peptidbindung in zwei
Peptid-Analoga zu simulieren, die Modelle für biologische Proteine darstellen. Die
simulierten Spektren sind in exzellenter Übereinstimmung mit den experimentellen
Befunden. Durch die Simulationen wurde eine atomistische Interpretation der gemes-
senen Zeitskalen, Migrationspfade und ihrer Fingerabdrücke in den experimentellen
ps-TRIR-Spektren ermöglicht.
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1
I N T R O D U C T I O N

For understanding the molecular evolution on earth, the exploration of biomolecules as
the building blocks of life is essential. In the course of geological history, the smallest
building blocks, namely amino acids, sugars, and nucleobases, formed increasingly
complex molecular structures fulfilling numerous functionalities in living cells. While
the variety of macromolecular structures found in living organisms is large and the
functionality of each individual macromolecule is very specific, the building blocks
form only a small subset of conceivable molecules. For example, only a combination
of four nucleobases (adenine A, guanine G, cytosine C, and thymine T) together with
the sugar ribose form the desoxyribonucleic acid (DNA), which carries the whole
genetic information of a living organism and serves as the construction template for the
biosynthesis of proteins and cellular self-replication. Similarly, proteins are essentially
built from only 21 amino acids and are responsible for many metabolic processes,
like molecular transport through cell membranes, signal conduction or as catalysts
of chemical reactions. The enormous diversity of functionality of the macromolecular
structures on the one side and the striking simplicity of the underlying building blocks
on the other motivated numerous experimental and theoretical investigations in the
past decades and has driven the development of new technologies.1

Amongst others, one major topic which is explored by this research, is dealing
basically with the origin of life, trying to answer questions about how and why
evolution has essentially chosen a handful of building blocks to organize life on earth.
Here, the influence of UV radiation on those biomolecules has attracted particular
attention, since the energy introduced by the absorption of UV light can lead to
highly reactive electronic excited states or may even detach an electron completely,
creating a cationic state (photoionization).2 Moreover, vital processes such as energy
conversion, as done by light harvesting complexes in the course of photosynthesis, rely
fundamentally on photoinduced processes.3,4 In general, the photoinduced excited state
dynamics of molecules is characterized by nonadiabatic processes in which the coupling
between the nuclear and electronic motion leads to nonradiative transitions between
electronic states. Numerous fundamental photochemical processes, such as internal
conversion, electron and proton transfer, photoisomerization, etc., rely fundamentally
on the nonadiabatic effects.5,6 However, the biological molecules found in nature are
characterized by the presence of various relaxation pathways that efficiently dissipate
the gained excess energy to the surrounding environment before any harmful, i.e.,
irreversible photoreactions can take place.7,8 This ensures, amongst other mechanisms,
the viability of biological organisms and protects, e.g., DNA against cancerogenic
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4 introduction

mutations.9 For example, the canonical nucleobases exhibit remarkably short (< 1 ps)10

excited-state lifetimes and therefore a resultant low fluorescence quantum yield (<
1%)8,10,11 – indicators for a high photostability – whereas this is often not observed
in even highly similar compounds generated by minor chemical modifications.8,10,11

The hypothesis grounded on this observation is that during the evolutionary process,
nature selected building blocks that are resistant to UV radiation.2,12

The recent advances in modern laser spectroscopy made it possible to explore ultra-
fast processes happening on the timescale of a few picoseconds down to the attosecond
regime.13,14 Employing techniques such as time-resolved absorption and fluorescence
spectroscopy as well as time-resolved photoelectron or infrared spectroscopy provided
new insights not only to structural information but also a highly resolved dynamical
picture.15,16 The combination with sophisticated theoretical methods allows for the
investigation of such ultrafast processes on the molecular level and thus provides
an atomistic picture and interpretation of the experimental observations. Therefore,
an accurate and efficient theoretical description of light-induced processes is highly
desirable. Here, especially the combination of mixed quantum-classical molecular
dynamics and the semiclassical representation of light-matter interaction can then be
used to simulate either light-induced excitation processes or to calculate time-resolved
spectroscopic observables.

In the following, three major scientific problems related to the evolution of
biomolecules on Earth, which are touched in this thesis, are introduced and the
respective methodological developments are sketched.

1.1 homochirality and the origin of life

In the context of chemistry, the term chirality describes a spatial arrangement of
atoms in a molecule in which simple symmetry operations do not lead to self-imaging.
Here, a single or multiple atoms (most commonly asymmetric carbon atoms) in a
molecule can have one or more stereogenic centers, or the entire molecular shape can
make up the chirality (e.g., the helical structure of DNA). Two molecules having the
same constitution (composition and topology) and are mirror images of each other,
but are non-superposable (cf. Fig. 1), are called enantiomers and are classified into
right-handed (d/r) and left-handed (l/s) form, respectively.

The existence of chiral molecules, being the same molecule’s mirror-images, raised
some fundamental questions in quantum mechanics. Specifically, if only electrostatic
interactions exist between nuclei and electrons, then the electronic Schrödinger equation
must be invariant with respect to spatial reflection. Hence, it is not conceivable that
solutions of such a parity-even equation may be chiral. However, for chiral molecules,
the enantiomeric solution must be equally admissible, and therefore a chiral molecular
wave function cannot describe a stationary state. This is known as Hund’s paradox.17

Due to the high and broad energy barrier connecting the potential minima of the
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enantiomers, the inversion frequency is very low (e.g., more than 1000 years for the
simplest chiral amino acid alanine), and therefore quasi-stability is implied.18 Although
Hund’s paradox is not of great practical importance, it is however not always trivial
why a specific chiral molecule occurs in nature and not its counterpart.

theory of extraterrestrial enantiomeric enrichment. Chiral molecules
are widely spread in nature and are of great importance in chemistry and pharmacy.19,20

In particular, the crucial building blocks associated with life, such as amino acids
or sugars, are chiral. Interestingly, the monomers associated with life’s principal
biopolymers have unique and characteristic chiralities associated with them. With rare
exceptions (e.g phospholipid membranes of single-celled archaea21), they possess either
all-d or all-l configurations. For example, in biological organisms, proteins are solely
built from l-amino acids or DNA/RNA contains d-sugars exclusively (cf. Fig. 2).

This homochirality is essential for life since the residues in biopolymers must have
the same chirality so that, e.g., DNA/RNA can serve as a template in replication or
proteins can fold into appropriate structures. Moreover, due to those building blocks’
biased nature, the derived biologically active components (e.g., neurotransmitters) are
chiral and their functionality is strongly dependent on the stereogenic configuration.
Therefore, identifying chiral molecules and separation of racemic mixtures (that is,
with equal quantities of the two enantiomers) is of great importance for synthesizing
effective pharmaceuticals. However, in a prebiotic chemical world, the small molecules
from which these macromolecules could be synthesized tend to have existed as racemic
mixtures.22 This brings up a significant sub-problem, i.e., the origin of this symmetry-
breaking enantioselectivity of nature in the course of the geological evolution.23–25

In this context, several hypotheses about the origin of homochirality on Earth have
been brought up and discussed in the past decades (cf. Refs. [22, 26–29] and references
therein). The discovery of the Murchison and Murray meteorites revealed the presence

Figure 1: Schematic representation of two enantiomers of a chiral molecule, which are mirror
images of each other, but are non-superposable.
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Figure 2: General structural formulas of l-aminoacids (left) and d-ribose as found in
DNA/RNA nucleosides (right). The inset asterisks annotate the stereogenic carbon
centers. The labels R(n) denote variable residues determining the biological building
block.

of a series of aromatic and aliphatic compounds, including both saturated and unsatu-
rated hydrocarbons, amino acids, small amounts of aldehydes and ketones as well as
a wide spectrum of carboxylic acids and hydroxycarboxylic acids,30,31 several nucle-
obases, and sugar acids.32 Surprisingly, all amino acids showed a predominance of the
l-form configuration at their asymmetric carbon atom.33 In particular, the α-substituted
amino acids, which are known to be especially resistant to racemization, exhibited
an extremely high asymmetric enrichment ranging up to 60% for d-alloisoleucine34

and 18% for l-isovaline35 in the investigated meteorites. Contrary, meteoritic aliphatic
amines and carboxylic acids that might share a common chemical origin with amino
acids were found to be racemic with the exception of lactic acid.36

The observation of enantiomerically enriched left-handed meteoric amino acids33 led
to the proposal that some cosmic factors are responsible for the chiral imbalance on
Earth. In that case, the enantiomerically enriched biomolecules were brought to Earth on
meteorites and comets and have been subsequently amplified to the present homochiral
state. A rather popular idea is the deracemization of preformed racemic compounds
by, i.e., chiral irradiation or chiral magnetic37,38 or gravitational39 fields. It was shown
that circularly polarized light (CPL) might cause slightly enantioselective destruction
(deracemization) of chiral compounds. Numerous extensive papers and reviews analyze
astronomical sources of circularly polarized light40–42 and results of model experiments
on deracemization of amino acids28,32,43,44 in terms of possible origins of biological
homochirality on the Earth.32,45 In particular, early photolysis experiments on alanine46

and leucine47 in aqueous solution have shown that the l-form of these amino acids
can be enantioselectively enriched by up to 2.5% using CPL via a nπ∗ excited state.47

Recently, Meierheinrich and co-workers showed by irradiation of thin alanine films by
circularly polarized Synchrotron radiation enantiomeric enrichment of l-alanine up to
4.5% for left and -4.2% for right CPL, depending on the excitation energy, irradiation
time, and the environmental conditions.48,49 Further, recent works suggested that the
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magnetic field of a nascent neutron star from core-collapsed supernovae may induce
deracemization of the amino acids by the neutrinos that would be emitted.37,38

Conversely, the asymmetric synthesis of chiral biomolecules from achiral precursors
by CPL on stellar objects is discussed and was modeled in laboratory.50,51 The experi-
ments, in which models of extraterrestrial ice were irradiated by CPL, revealed that in
total, 16 amino acids were formed, where five of them (α-alanine, 2,3-diaminopropionic
acid, 2-aminobutyric acid, valine and norvaline) were analyzed by enantioselective
mass spectrometry techniques. The results showed that induced enantiomeric enrich-
ment rises with irradiation time from 0.2% to 2.54%, where the sign depends on the
helicity of the CPL.50,51

In the past decades, interest also focused on whether and to what extent the influence
of parity-violating weak nuclear forces effect spectroscopy and dynamics of chiral
molecules.52,53 This might have played a role in preferentially stabilizing one enantiomer
as opposed to the other in the evolutionary process.18 However, the direct observation of
chirality in space is not possible through remote detection. Recently, a fascinating space
mission has been started to explore the chemical composition of comets. Launched
11 years ago, the Philae lander of the ESA Rosetta spacecraft has landed in 2014 on
the 67P/Churyumov-Gerasimonko (67P/C-G) comet. Among other instruments, the
lander is equipped with a Cometary Sampling and Composition (COSAC) instrument,
which can identify, separate, and quantify organic molecules, including enantiomers
expected to be found in the cometary ices.54 The COSAC module has successfully
identified several chiral organic molecules, such as amino acids, carboxylic acids,
and hydrocarbons.55,56 Unfortunately, because of its disadvantageous final position,
the Philae lander lost its power, such that no enantiomeric on-site analysis has been
performed.

In conclusion, many possible mechanisms have been proposed for the homochiral
nature on Earth, where most of them suggest the involvement of circularly polarized
light, either by asymmetric formation or destruction of chiral molecules. However, no
final conclusion can be made, and the question is still the subject of current research.
Since this topic is highly relevant for understanding the origin of life, a thorough
understanding of the underlying mechanisms and theoretical investigation of the
light-matter interaction is crucial.

circular dichroism . An inherent property of chiral molecules is that they are
optically active. Since CPL itself is chiral, the optical activity results from the molecular
conformations interacting differently with left (l-) and right (r-) CPL. For linearly CPL,
which can be understood as a superposition of two parallel left- and right-handed
circularly polarized waves, the polarized light’s plane is rotated. In particular, the
optical rotatory dispersion (ORD) is the consequence of the fact that in an optically
active medium, the index of refraction is different for l- and r-CPL or, in other words,
an optically active substance transmits r-CPL with a different velocity than l-CPL.
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Accompanied by this anomalous rotatory dispersion is that, for wavelengths that are
absorbed by the optically active sample, the two circularly polarized components will
be absorbed to differing extents, giving rise to the circular dichroism (CD) being the
difference of the two absorption coefficients ε:

∆ε(λ) = ε l(λ)− εr(λ). (1.1)

It was shown that ORD and CD are connected by the Kronig-Kramer relation and if
the entire ORD spectrum is known, the CD spectrum can be calculated, and vice versa.
Although ORD and CD spectroscopy is normally used to investigate chiral molecules,
even substances that lack chirality can be studied using a static magnetic field known as
magnetic optical rotatory dispersion (MORD) regions of absorption, magnetic circular
dichroism (MCD) is observable.

From the point of theory, when light passes through an absorbing optically active
medium, the electric field causes a linear displacement of charge (electric dipole). In
contrast, its magnetic field causes a circulation of charge (magnetic dipole). It was
shown by Rosenfeld in 1928 that, similarly as the ordinary absorbance ε is proportional
to the oscillator strength f ∝

∣∣〈ψg
∣∣ µ̂
∣∣ψe
〉∣∣2, the optical activity for an electronic

transition from state g to e is directly connected and proportional to the rotatory
strength R:57

∆ε ∝ R = Im
〈
ψg
∣∣ µ̂
∣∣ψe
〉
·
〈
ψg
∣∣ m̂

∣∣ψe
〉

, (1.2)

where µ̂ represents the electric transition dipole moment and m̂ the magnetic transition
dipole moment operators, respectively. Note that the expectation value of µ̂ is real and
it is imaginary for m̂, such that the oscillator strength f and rotatory strength R are
both real quantities. To obtain non-zero R or ∆ε, respectively, it is required that electric
and magnetic dipole operators transform as the same irreducible representation. This is
only the case for the point groups Cn and Dn, and therefore only chiral molecules are
CD active.

Due to the intrinsic link of optical activity with the molecular structure, CD spec-
troscopy has been an important tool for gathering structural information about chem-
ical and biological compounds,58 and advances in modern laser spectroscopy made
it possible to extend the toolbox for studying CD effects. Thus several experimental
methods, such as laser ionization mass spectrometry,59–61 fluorescence62 or photoelec-
tron spectroscopy63 have been developed. Further, CD effects in two- and multiphoton
excitations have been studied experimentally64 and theoretically.65,66 Employing ultra-
short laser pulses opens new perspectives to time-resolved spectroscopy and optimal
control by pulse shaping for chiral molecules. Here, time-dependent CD (TDCD) spec-
troscopy lead to mechanistic insights into fundamental photochemical processes and
were also successfully applied to mass spectrometric measurements for the separation
of enantiomers.59,60,67,68

From a theoretical point of view, dynamical CD effects have only been studied
using electron wave packet dynamics so far. Here, enantiomeric enrichment in the
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sense of asymmetric population transfer due to the application of CPL at a two-level
chiral model system69,70 and 3-Methylcyclopentanone71 has been shown. However,
those studies neglect nuclear motion’s influence, which leads to nonadiabatic coupling
between electronic states. Since these nonadiabatic effects ultimately determining the
course of various fundamental photochemical processes, the theoretical treatment of
coupled electron-nuclear dynamics driven by complex-shaped laser pulses is required.

field-induced surface-hopping . To study the photodynamics of molecules, a
particularly attractive approach is the semiclassical molecular dynamics “on the fly”
combined with the field-induced surface hopping (FISH) method72 since it allows for
the explicit inclusion of the exciting laser pulse. In the original formulation of the FISH
approach by Petersen et al., the irradiating laser field was introduced to the electron
dynamics using a linear dipolar coupling term. It was successfully applied to simulate
the photodynamics of several biomolecules, such as tyrosine73 and adenine,74 optimal
control,75 as well as for the simulation of spectroscopic observables such as time-
resolved photoelectron spectra (TRPES).76,77 The FISH approach has been subsequently
extended, e.g., to include non-linear coupling terms to study non-linear absorption
phenomena.78

The electric dipole–electric field coupling gives the leading contribution in most
applications. However, as can be shown by the symmetry properties of the laser field
and the molecular properties, a chiroptical response capable to discriminate between
two enantiomers is only obtainable if terms beyond the electric dipole–electric field
interaction are considered. Particularly, the inclusion of magnetic dipole–magnetic field
and electric quadrupole–electric field interaction terms are essential for capturing the
properties inherent to chiral molecules.

Therefore, a focus of this thesis was to extend the FISH method to include also
higher-order terms than the electric dipole–electric field coupling. The implemented
method has been subsequently applied to study alanine’s photodynamics, which is the
smallest chiral amino acid. It thus serves as a prototype system for the investigation of
enantiomeric enrichment under interstellar conditions. Therefore, it has been subject
to numerous experimental studies48,49,51,79–83 and of significant interest in theoretical
works.84–88 While the results are detailed in chapter 3, the performed simulations
revealed that, in accordance with experimental findings, circularly polarized light
can distinguish dynamically on the molecular level between left- and right-handed
enantiomers. The photolysis induced by excitation with circularly polarized light leads
to non-vanishing enantiomeric enrichment up to ±1.7% of either of the enantiomers,
depending on the helicity of the included laser field.89 Further, it has been shown that
the inversion of the chiral center in the excited state induced by circularly polarized light
is, in principle, possible. These results support the hypothesis that homochirality can
be induced by circularly polarized light, which may be responsible for the enantiomeric
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enrichment of chiral molecules on extraterrestrial objects prior to their arrival on
Earth.89

1.2 excitation energy transport in multi-chromophoric complexes

Although the bare building blocks of life also occur in their pristine or chemically
modified form in nature (e.g., as neurotransmitters) and are therefore interesting
research subjects in their own right, their full capability reveals if they are building
up supramolecular structures and molecular aggregates. For example, the genetic
information of all living organisms (except certain viruses) is encoded in the specific
sequence of the nucleobases: adenine (A), thymine (T), guanine (G), and cytosine (C).
Since DNA serves as the construction template for the biosynthesis of proteins and
is responsible for cellular self-replication, its stability against harmful environmental
impacts is essential for life. However, the DNA is also a strong UV light absorber, leaving
it highly susceptible to photomutagenic damage. It is well established that UV radiation
can trigger carcinogenic mutations directly or indirectly in DNA.90–92 Particularly, the
irradiation with UV-B light may cause the formation of pyrimidine dimers,93 that is an
abnormal bond between adjacent pyrimidine bases (T and C). Therefore, the geological
evolution has established effective mechanisms,94 such as enzymatic repair actions
(e.g., photolyase or using the complementary strand as a template) or apoptosis due to
checkpoint inhibition, to reduce the risk of malignant degeneracy. However, since most
biological organisms are constantly exposed to sunlight, the energetically expensive
repair would be futile. Therefore efficient mechanisms have to be present to ensure that
the induced photon energy does not lead to photodamages in DNA.

In contrast to the bare nucleobases, which exhibit various nonradiative decay channels
allowing the relaxation to the ground state in several hundred femtoseconds,8,10,95 long-
living delocalized excited states are observed in the aggregated form of DNA.96,97

Those delocalized states, known as excimers or exciplexes, allow the radiationless
transport of excitation energy and therefore provide an efficient pathway to transfer
and distribute the excess energy introduced by the irradiating light.96

Those energy transfer (ET) processes are also found in photosynthetic complexes
such as the photosystem II. Here, nature developed sophisticated and highly efficient
molecular aggregates that efficiently absorb sunlight and convert it into chemical
energy. This energy is finally used by photosynthetic organisms, such as bacteria, algae,
or plants, to live and grow. The understanding of this light-harvesting (LH) processes
occurring in photosynthetic complexes has been an important goal since the first
high-resolution structure of the Fenna–Matthews–Olson (FMO) complex appeared.98

Furthermore, designing and controlling ET in synthetic LH materials that mimic the
natural ones can provide a route to organic photovoltaics,99 light-emitting diods100 and
sensors.101
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excitation energy transport. The transport of energy from one location to
another is an important research problem in all fields of physics (e.g., the conduction
of heat or electric current). The observation of ET over distances larger than the sum of
the radii of the interacting molecules or atoms was the first indication of dipole-dipole
resonance transfer. Subsequently, it has been experimentally observed that energy
could be transferred from an excited molecule to a nearby molecule over distances far
exceeding the molecular dimensions.102 The observation of this resonant energy transfer
was first explained by Jean-Baptiste and Francis Perrin in the frame of the intermolecular
near-field dipole-dipole mechanism,103,104 which, however, overestimated the distance
dependency of ET rates. The correct R−6 distance dependency was later found by
Theodor Förster1 and the mechanism is therefore known as Förster Resonance Energy
Transfer (FRET).107 The FRET mechanism relies on the assumption that the excitation is
completely localized on either the donor or acceptor side and that the two interacting
molecules are very far apart, such that the interaction of the charge densities can be
approximated by point dipole-dipole interactions. Therefore, it applies to situations
where the coupling between the donor and acceptor molecule is very weak and the
molecules are capable of optical transitions between the respective energy levels.

As it became known that photosynthetic complexes are constituted from highly
organized close-lying molecules, so that the simple point dipole-dipole approximation
may no longer be valid, Förster’s theory has been further developed by modeling the
extended charge distribution beyond the point dipole approximation. In this context,
Dexter and co-workers proposed an electron exchange mechanism when there is an
overlap of atomic orbitals and the ET is also possible between two molecules with
forbidden optical transitions.108,109

frenkel exciton model . Experimentally, excitation energy transfer (EET) dy-
namics is commonly studied by a variety of time-resolved spectroscopy techniques,
such as pump-probe and transient absorption measurements or 2D electron spec-
troscopy, which have been used to investigate the energy migration in and electronic
relaxation in LH complexes,110 chromophore rings111 or dendrimers.112 Those measure-
ments can provide detailed and highly resolved information on EET, which have to be
met by the corresponding theoretical model.

Ideally, one would like to model non-adiabatic processes for complex molecular
aggregates such as DNA or LH complexes. Unfortunately, the complexity of those
systems has precluded the direct application of the approaches presented so far.
A typical multi-chromophoric (MC) system that consists of coupled π-conjugated
chromophores may be described in the frame of the Frenkel exciton model, in which
the individual chromophores are treated as independent subunits. Those subunits are

1 It is generally not well recognized that William Arnold and Robert Oppenheimer derived the correct
mechanism and theory earlier.105,106
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subject to the regular quantum chemical methods and the coupling of those subunits is
then approximated as a purely electrostatic interaction.

Martinez and co-workers have recently combined Tully’s fewest switching algorithm
(cf. Sec. 2.2) with the exciton model to study the excitation energy transport and non-
adiabatic dynamics in the LHII complex.113,114 Here, the chromophores are coupled by
coulombic dipole-dipole interaction and the electronic wave function is represented
in the basis of excitonic eigenstates obtained from the product basis of ground- and
singly-excited adiabatic wave functions of the individual chromophores. The approach
has been subsequently extended by Gonzalez and co-workers by introducing a mixed
quantum mechanical–molecular mechanics (QM/MM) model, which allows for the
simulation of chemically bonded chromophores as well. However, both methods lack
the explicit inclusion of the irradiating laser pulse and the excited state dynamics are
usually initiated by setting one of the monomers into the excited state close to the
absorption band.115

In the frame of this thesis, the field-induced surface-hopping approach has been
combined with the Frenkel exciton model. This allowed for investigating the excitation
energy transport as well as nonradiative relaxation including all degrees of freedom.
The method has been applied to simulate the excitation energy transport in DNA. The
methodology is outlined in section 2.5 and the results of this study are detailed in chap-
ter 4. In summary, it has been shown that, in accordance with previous experimental
results,96 after the initial excitation of exciton states, the total excited-state population
of the excited states is multi-exponentially decaying. While the fast component relies
here on the ultrafast nonradiative relaxation known from the bare nucleobases, the
slow component has its origin in forming long-living exciton states. These lead to an
increased photostability of DNA and ensure that the introduced energy is dissipated
efficiently along the whole DNA strand.

1.3 the role of solvent and its spectroscopy

In the previous sections, two important problems in the field of the photochemistry
of biomolecules have been introduced. Specifically, in section 1.1 the influence of the
molecular constitution in the sense of molecular chirality on the photodynamics has
been outlined, which plays an important role in the origin of the homochirality of
the building blocks of life. Furthermore, the preceding section has drawn the focus
on the photodynamics of molecular aggregates such as light-harvesting complexes or
DNA, where the interaction of neighboring chromophores leads to distinct properties
in the dynamics of excited molecules that allow for the transport of energy over large
distances.

An important aspect of the biological environment in which those biomolecules
exist has not been considered so far: the influence of solvent. In particular, as long
as biomolecules exist in their natural environment, they are surrounded by water
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molecules and ions. The interaction of water with biomolecules and the formation
of complex hydrogen-bonded (H-bonded) networks are important driving forces in
biochemical reactions and structural rearrangements.116–122 In particular, the structure
and function of proteins are intimately connected with the dynamics of the water
network. Furthermore, although water does not absorb light in the region emitted by
the sun, it plays an important role in the non-adiabatic relaxation of biomolecules,
and the involved mechanisms are of great diversity.6,123,124 An example for those light-
induced water-mediated relaxation processes is presented in appendix A. Here, the
FISH approach combined with the hybrid quantum mechanical–molecular mechanical
(QM/MM) technique has been employed to investigate the photodynamics of tyrosine
in the gas-phase as well as solvated in water. For the gas phase, the relaxation evolves
from the initially excited bright ππ∗ state to the lowest dark nπ∗ state via internal
conversion. Subsequently, efficient nonradiative relaxation to the ground state occurs
either through a repulsive πσ∗ state leading to breakage of the O-H bond or the transfer
of a proton from the side chain to the phenyl ring. In the later two-step deactivation
mechanism, the carboxyl group of the side chain first passes its proton to the amino
group, from which it further migrates to the phenyl ring. This is accompanied by
efficient fluorescence quenching, where the degeneracy is induced by an out-of-plane
bending of the aromatic carbon atom, which is being protonated. In comparison to the
simulations in the gas phase, an analogous relaxation mechanism has been found for
the simulations including water, since it also involves the transfer of a proton from
the side chain to the phenyl ring. However, in this case, a proton is donated from the
protonated amino group to a nearby water molecule in the first step, which acts as a
mediator and subsequently passes the proton to the phenyl ring. This emphasizes the
decisive role of water in the photodynamics of tyrosine.73

Another example of the important role of water is the influence on protein folding
and enzyme activity involving hydrogen-bond dynamics. With their –CONH– linkages
along the peptide chain, proteins offer attractive hydrogen bonding sites, where water
can bind either as a proton donor at the CO site or as proton acceptor at the NH site,
respectively.125 Various experimental methods have probed the solvation dynamics
around proteins. One of the typical methods to observe the solvation dynamics has been
the dynamic Stokes shift, i.e., the time-dependent spectral shift of fluorescence.126,127

Here, the photoexcitation of a solute molecule causes a sudden change in the solute—
solvent interaction, which is the driving force for the rearrangement. The triggered
gradual reorientation of the solvent induces a spectral shift in the fluorescence of the
solute molecule. This method has been applied in time-resolved studies to a wide
variety of systems, ranging from dyes128 to biological molecules, such as aromatic
amino acid residues and proteins.129–131 Since proteins are often embedded in multiple
solvation layers and the individual methods may measure water molecules in different
layers, the results are often inconsistent and contradictory.132–138 Hence, experimentally,
averaged results over various water molecules in different local environments are
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Figure 3: Scheme illustrating the experimental pump-probe procedure and dynamical time
evolution after the ionization of the trans-formanilide–water (FA−W) cluster (repro-
duced with permission from Ref. [152]).

obtained, giving rise to only a limited picture of the dynamics of individual water
molecules.135 One possibility to overcome these limitations is the generation of size- and
isomer-selected (micro-)hydrated peptides in the gas phase and study the dynamics of a
single or several selected solvent molecules with time-resolved pump-probe techniques,
such as time-resolved photoelectron spectroscopy139–142 or the recently developed
picosecond time-resolved infrared (ps-TRIR) spectroscopy.143,144

The latter one has successfully been applied to monitor in real-time the ionization-
induced π →H site-switching dynamics of rare gas ligands attached to the phenol
molecule143,145–148 as well as the water migration dynamics in the 4-aminobenzonitrile-
water (cf. appendix B149), trans-acetanilide–water (cf. chapter 5

150,151) and formanilide–
water (cf. chapter 6

152) cluster cations, which are part of this thesis. Combined with
theoretical simulations, such experiments provide a detailed atomistic picture of the
dynamics of individual solvent molecules.

The concept and the experimental procedure of pump-probe TRIR spectroscopy
are illustrated in figure 3 on the example of the water migration dynamics of the
formanilide–water (FA-W) cluster. Water in the neutral FA-W cluster being in the
ground electronic state (S0 in Fig. 3) is initially hydrogen-bonded to the CO site of
the peptide linkage (R+). At t = 0 the pump pulse resonantly ionizes the cluster via
the first excited state (S1) into the cation ground state (D0) using size- and isomer-
selective two-photon ionization. This ionization triggers a response of the solvent to the
sudden change of the charge distribution since the interaction potential energy surface
in the ionized D0 state changes drastically. Consequently, water is released from its
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Figure 4: Structure of the NH- and CO-bound isomers of acetanilid–water and formanilid–water
clusters.

initial CO-site in the neutral cluster and undergoes an exothermic large-amplitude
migration reaction toward the now more attractive NH binding site (P+) in the cationic
cluster. This motion evolves in the picosecond timescale, which can be measured by a
tunable IR probe-laser (νIR) introduced at a variable delay ∆t after the ionization event.
Because resonant vibrational excitation induces the dissociation of the cluster, it probes
the isomerization dynamics, and the transient time-dependent IR spectrum can be
measured. This allows for obtaining the vibrational fingerprints of the corresponding
transient structures.152

Although the experimental ps-TRIR spectra yield new valuable insight into general
reaction parameters (overall time constants, existence of an intermediate), important de-
tails of the reaction path (geometry, energetics, barriers, pathways) cannot be extracted.
High-level theoretical molecular dynamics simulations are required to extract full
information from the observed TRIR spectra. Moreover, to obtain a direct comparison
to the experiment, the development of a sophisticated methodology to simulate pump-
probe TRIR spectra was needed, which was not available so far. This is particularly
challenging because the water migration processes under investigation are far from the
equilibrium structures so that a harmonic approximation is no longer valid.

Therefore, in the frame of this thesis, a generally applicable methodology for the
simulation of pump-probe TRIR spectroscopy based on molecular dynamics “on-the-fly”
has been developed, which is presented in section 2.6. The developed methodology
has been applied to investigate the water migration dynamics around the –CONH–
peptide linkage in the two small model peptides trans-acetanilide and formanilide
(cf. Fig. 4), respectively, and the results are presented in detail in the chapters 5 and
6. For both isomers, water is bound to the CO site in the neutral ground state. After
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photoionization, water is migrating to the NH site within 10 ps in the case of the
formanilid–water (FA-W) cluster and within 5 ps in the case of the acetanilid–water
(AA-W) cluster. The simulated spectra are in excellent agreement with the experimental
observations. The simulations have allowed for an atomistic interpretation of the
measured timescales, migration pathways and their fingerprints in the experimental
ps-TRIR spectra. In particular, the simulation of the AA-W cluster revealed that two
pathways are participating in the migration dynamics, where one of them is responsible
for the observation of an intermediate band in the ps-TRIR spectra. In contrast, although
formanilid lacks only a single methyl group compared to acetanilid, both pathways are
completely absent in the FA-W simulations and still an intermediate band is observed.
Moreover, interestingly water approaches the NH site already within 500 fs, while the
overall dynamics are much slower, which is also reflected by the ps-TRIR spectra. A
profound analysis of the trajectories revealed that in the case of AA-W the methyl-
group serves as a bath for vibrational kinetic energy, which efficiently withdraws the
translational kinetic energy from the water migration channel leading to faster cooling.
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2
T H E O R E T I C A L B A C K G R O U N D

The results presented in this thesis are based on a mixed quantum-classical treatment
of light-induced molecular dynamics. In the following section 2.1 the theoretical
derivation of the trajectory-based molecular dynamics approach founded on the Born-
Oppenheimer approximation is therefore presented. For the description of the dynamics
in electronically excited states, which is determined by non-radiative processes, the
surface hopping approach is presented section 2.2, followed by a short introduction to
the theoretical foundations of light-matter interaction given in section 2.3.

The combination of semiclassical molecular dynamics and the semiclassical repre-
sentation of light-matter interaction can then be used to simulate either light-induced
excitation processes or to calculate time-resolved spectroscopic observables. Specifi-
cally, the multipolar extension of the field-induced surface-hopping (FISH) approach
to simulate the enantiomeric discrimination of chiral molecules is introduced in sec-
tion 2.4, followed by the multi-chromophoric field-induced surface-hopping (McFISH)
method to simulate energy transport processes in molecular aggregates (Sec. 2.5). The
simulation of time-resolved pump-probe infrared spectra is finally presented in section
2.6.

2.1 mixed quantum-classical molecular dynamics

The dynamics in molecules is characterized by the motion of the electrons and nuclei.
In the frame of quantum mechanics this motion is described by the time-dependent
Schödinger equation for the wave function Ψ:1,2

ih̄
∂Ψ(r,R, t)

∂t
= Ĥmol Ψ(r,R, t), (1.1a)

Ĥmol (r,R) = − h̄2

2
∇RM

−1∇R −
h̄2

2me
∇2

r + Û (r,R)

= T̂N (R) + Ĥel (r,R). (1.1b)

Here, r andR are the collective positions of all electrons and nuclei with their respective
masses me and M , where M is a square diagonal matrix. The terms of the molecular
Hamilton operator Ĥmol (Eqn. (1.1b)) in the coordinate representation correspond to the
nuclear kinetic energy operator T̂N = h̄2

2 ∇RM
−1∇R and the electronic Hamiltonian

Ĥel , where the latter collects the kinetic energy operator for the electrons (− h̄2

2me
∇2

r) and
the potential Û for electron-electron, nuclear-nuclear and electron-nuclear interactions.
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The total wave function Ψ can be exactly represented in terms of coupled electronic
and nuclear wave functions using the Born-Oppenheimer expansion:3

Ψ(r,R, t) = ∑
i

ψi(r;R)χi(R, t), (1.2)

where the adiabatic electronic wave functions ψi form a complete orthogonal basis
(
〈
ψi
∣∣ψj
〉
= δij) and are eigenfunctions of the electronic Hamiltonian Ĥel . The adiabatic

electronic wave functions are therefore solutions of the time-independent electronic
Schrödinger equation

Ĥel ψi(r;R) = Ei(R)ψi(r;R), (1.3)

where both ψi and the eigenvalues Ei depend parametrically on the nuclear coordinates.
Inserting this adiabatic basis into the time-dependent Schrödinger equation (1.1a)
followed by projection on the electronic eigenfunctions yields a set of coupled equations
for the nuclear wave functions χk:

ih̄χ̇k(R) =
[
T̂N + Ek(R)

]
χk(R)− h̄2

2 ∑
l

[
2d(1)kl ·M−1∇R + d(2)kl

]
χl(R). (1.4)

Since the adiabatic electronic wave function is parametrically dependent on the nu-
clear coordinates, the rotation of the nuclear kinetic energy operator in the adia-
batic basis leads to off-diagonal matrix elements known as non-adiabatic coupling
vectors (d(1)kl = 〈ψk | ∇R |ψl〉r) and second-order non-adiabatic coupling (d(2)kl =〈

ψk
∣∣∇RM

−1∇R

∣∣ψl
〉
r
). The first-order non-adiabatic coupling vectors can be de-

termined according to the Hellman–Feynman theorem as:

d
(1)
kl =

〈
ψk
∣∣∇R Ĥel

∣∣ψl
〉
r

El − Ek
, (1.5)

and since dkl is anti-Hermitian dkk = 0 can be imposed for real electronic wave
functions, which can always be applied for non-degenerate electronic states. The
diagonal terms of the second-order non-adiabatic coupling d(2)kk constitute a small
correction to the adiabatic potential energy which can often be neglected as well as the
off-diagonal terms d(2)kl .

In the limiting case of slowly moving nuclei (compared to the motion of the electrons)
and non-degenerate electronic states, the total wave function can be represented by
a single product of nuclear and electronic wave function Ψ = ψ(r;R)χ(R), which
implies that the off-diagonal terms vanish.4 Therefore, the equations of motion for
the nuclear wave functions (1.4) are decoupled, yielding the Born-Oppenheimer (BO)
approximation:3

ih̄χ̇k(R) ≈
[
T̂N + Ek(R)

]
χk(R). (1.6)

In other words, if the changes of the nuclear geometry are sufficiently small, the nuclear
motion proceeds without changes of the electronic state of the electrons belonging
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to the instantaneous electronic Hamiltonian and the functions Ek(R) form (3N-6)-
dimensional (where N is the number of nuclei) adiabatic potential energy surfaces
(PES) on which the nuclear wave packet is evolving.

Although the BO approximation is valid under most circumstances, it breaks down
in the case of degenerate electronic states. Those points are referred to as to intersection
seam at which the dimensionality of the PES is reduced to 3N-8. The sub-space
spanned by the difference of the energy gradient vectors (g-vector) and the non-
adiabatic coupling vector of the two intersecting electronic states is referred to as
branching space. The PES within this sub-space have the form of two cones whose
tips touch each other at the point of degeneracy. Therefore, this point is known as
conical intersection, which is responsible for many photochemical phenomena, such
as charge/proton transfer processes or photoisomerisation reactions. The inclusion
of nonadiabatic effects will be the subject of section 2.2. For now, we assume the
BO approximation is valid and the nuclear wave function is propagated on a single
potential energy surface Ei(R).

classical nuclear dynamics . In order to simulate the nuclear motion on that
surface one needs to solve the equations of motion (1.6). Although a direct numerical
integration of equation (1.6) is possible within the framework of nuclear quantum
wave packet dynamics, its application is often limited to small molecular systems. This
limitation arises from the fact that the global multidimensional electronic potential
energy surface (at least for the vicinity of the studied process) has to be known in
advance, which is a serious problem for complex molecules including all nuclear
degrees of freedom.

For larger systems only an entirely classical treatment of the nuclei, where the nuclear
motion is governed by the Hamiltonian (or Newtonian) equations of motion, is possible.
Replacing the wave packet of a finite width by a point particle is however a quite rough
approximation. A better starting point for a classical description of wave packet motion
is obtainable by considering the density operator formulation of quantum mechanics.
For this purpose it is pursuing to introduce the density operator ρ̂ = |Ψ〉 〈Ψ|, whose
time evolution is given by the Liouville–von Neumann equation:5

∂ ρ̂ (r,R)

∂t
= − i

h̄
[
Ĥmol (r,R), ρ̂ (r,R)

]
(1.7)

which replaces the Schrödinger equation (1.1a).
For a single-component system it is well known that the classical Liouville equation

can be derived as the h̄ → 0 limit by means of the Wigner transformation,6,7 which
transforms quantum mechanical operators to functions of positions and momenta.
In close analogy, a partial Wigner transform can be defined, which acts only on the
nuclear degrees of freedom while leaving the electron dynamics unchanged. For this
purpose Ĥmol and ρ̂ are expanded in the adiabatic basis and by projecting from the
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right with |ψl〉 and from the left with 〈ψk| followed by integration a set of differential
equations is obtained:

d ρ̂kl (R)

dt
= − i

h̄ ∑
i

(
Ĥki (R) ρ̂il (R)− ρ̂ki (R) Ĥil (R)

)
(1.8)

where the diagonal elements of ρkl represent the quantum mechanical state populations
and the off-diagonal elements describe the coherence. In the case of pure electronic
states (BO approximation) we are interested in the diagonal elements ρ̂kk such that the
Liouville–von Neumann equation in the adiabatic basis reads:

∂ ρ̂kk (r,R)

∂t
= − i

h̄
[
Ĥkk , ρ̂kk

]
. (1.9)

Applying the Wigner transformation to Eqn. (1.9) yields the classical Liouville equation:

∂ρW

∂t
= − i

h̄
(
(Ĥkk ρ̂kk)W − (ρ̂kk Ĥkk)W

)

= {ρW(R,P ), HW(R,P )}+O(h̄) (1.10)

where the subscript W denotes the Wigner transform of the respective operators, the
curly braces are the classical Poisson brackets and O(h̄) terms of higher order in h̄ . In
that sense, the motion of the quantum mechanical wave packet can be approximated
by a collection of classical point particles, represented by the phase space probability
function ρ(R,P , t) and the quantum Hamiltonian operator Ĥmol is replaced by the
classical Hamiltonian function H(R,P ), where the PES is originating from the fast
moving electrons serving as an effective potential depending on the instantaneous
nuclear geometry.

In trajectory-based approaches the phase space probability distribution function is
represented by an ensemble of classical trajectories that mimics a localized quantum
mechanical wave packet:

ρ(R,P , t) =
Ntraj

∑
i=1

δ(R−Ri(t;Ri,0,Pi,0))δ(P −Pi(t;Ri,0,Pi,0)), (1.11)

with the initial conditions (Ri,0, Pi,0) chosen such as to best represent a quantum
mechanical wave packet. The trajectories evolve independently in phase space under
Hamiltonian dynamics, which are propagated by solving the Hamiltonian equations of
motion:

Ṙi = ∇Pi H =M−1Pi (1.12a)

Ṗi = −∇Ri H = −∇Ri Ek(Ri). (1.12b)

Equivalently, instead of solving the system of first-order differential equations (1.12a)
and (1.12b) for the phase-space variables R and P , Newtons equation of motion:

MR̈i = Fi = −∇Ri Ek(Ri), (1.13)
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can be solved by substituting Pi = MṘi in Eqn. (1.12b). In both cases the classical
equations of motion can be solved numerically by discretizing the time into finite steps
∆t and using symplectic integration schemes, that provide both numerical efficiency as
well as have to satisfy formal demands such as time invariance and conservation of
linear or angular momentum.

In order to avoid the precalculation of a multi-dimensional potential energy surface
Ek(Ri) it is more convenient to calculate the energy and gradients “on the fly” for a
given nuclear configuration present at a given time. In order to obtain the electronic
state energies, in principle any quantum chemical method can be used, most of them
providing also analytical gradients to the electronic energy. The continuing advances
in the field of electronic structure methods such as density functional theory, ab
initio methods providing more electron correlation as well as improved semiempirical
methods make it possible to run simulations for a large variety of applications with
increasing complexity.

This classical approach often yields remarkably good results corresponding to quan-
tum dynamics and reproducing the results of detailed experiments. However, intrinsi-
cally quantum molecular processes involving multiple electronic states or dominated
by quantum tunneling cannot be correctly modeled by purely classical methods. It is
nonetheless often useful, for both conceptual and computational reasons, to retain a
trajectory-based description of manifestly quantum phenomena. One such quantum
trajectory approach is based on the hydrodynamic formulation of quantum mechanics.
Originally proposed by Bohm8 as a way of constructing a quantum theory without
giving up realism, the approach formulates quantum dynamics in terms of classical-
like trajectories evolving under the influence of both the classical potential and a
non-classical wave function-dependent quantum potential.

2.2 non-adiabatic dynamics and surface-hopping

In the vicinity of conical intersections, that is in regions where the energy gap between
the adiabatic states becomes small, the non-adiabatic coupling terms in Eqn. (1.4) are not
negligible anymore and therefore invalidating the aforementioned Born-Oppenheimer
approximation (cf. Sec. 2.1). Consequently, the total wave function is not a single
product wave function anymore but a linear combination of the adiabatic electronic
states. In these cases the wave packet is partially propagated in two adiabatic surfaces.
If the spin multiplicity of both surfaces are the same (singlet-singlet or triplet-triplet),
this process is known as internal conversion in which the electronic relaxation occurs
without the emission of light (non-radiative relaxation).

A full quantum mechanical description of such processes is possible, but solving the
quantum mechanical equations is usually too demanding to simulate the dynamics
of realistic complex molecules. Therefore, for the field-free non-adiabatic dynamics a
variety of approaches have been devised (cf. Ref. [9]). Here, in the context of semiclassi-
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cal trajectory-based approaches, the Ehrenfest10 and surface-hopping11,12 methods are
worth mentioning. The assumption of the former is, that the trajectories are propagated
on a single effective mean potential, whose composition of adiabatic states is deter-
mined from independent propagation of the electronic wave function including terms
for the non-adiabatic coupling. Therefore, after passing a region of strong coupling
between two states, the effective potential is composed of negligible contributions from
both states. This, however, represents the main drawback of the Ehrenfest approach,
since this composition of the effective potential does not change anymore, even if the
coupling vanishes. The physical expected behavior would be that, after passage through
the crossing region, the trajectory would continue on a single adiabatic surface.13 An-
other more technical implication of this fact is that, in the case of a mixed effective
potential, several energy gradients have to be calculated to obtain the mean-field force.

An attempt to tackle the problem of the loss of electron-nuclear correlation in
the Ehrenfest approach is the trajectory surface-hopping (TSH) approach developed
by Tully.11,12 While the TSH method cannot be derived from first principles (e.g.
time-dependent variational principle), its successful application to a wide range of
photochemical or photophysical problems has been proven.9 Rather than “feeling” an
effective potential, the nuclei are propagated on the pure BO potential energy surfaces
Ei(R(t)), as in conventional adiabatic dynamics. Now, the idea of TSH is to assign
a finite probability to switch (“hop”) the electronic state reproducing the quantum
population from propagation of the electronic wave function. For this purpose the total
wave function is expanded in the basis of the adiabatic electronic states |ψi〉:

|Ψ(r,R(t))〉 = ∑
i

ci(t) |ψi(r;R(t))〉 (2.1)

where |ψi〉 is parametrically dependent on the instantaneous nuclear geometryR(t) and
ci(t) are the time-dependent expansion coefficients. The equations of motion of these
coefficients are obtained by inserting Eqn. (2.1) in the time-dependent Schrödinger
equation (1.1a) and projecting on the eigenstate

∣∣ψj
〉
:

ih̄ċi(t) = Ei(R(t))ci(t)− ih̄ ∑
j

〈
ψj(r;R(t))

∣∣∣∣
d
dt

ψi(r;R(t))
〉

cj(t) (2.2a)

= Ei(R(t))ci(t)− ih̄ ∑
j
dji · Ṙ(t)cj(t), (2.2b)

where the parametric dependency of the eigenfunctions on the trajectory R(t) have
been used to obtain the non-adiabatic coupling vectors dji =

〈
ψj
∣∣∇R

∣∣ψi
〉

in the last
equation.

Although dji is already available from many quantum chemistry methods, its calcula-
tion is, however, not essentially required for propagating Eqn. (2.2b). Instead, the scalar
non-adiabatic coupling Dji = 〈ψj| d

dt ψi〉, occurring in the former equation (2.2a), may
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be approximated by the finite difference of the overlap between the wave functions at
two subsequent nuclear time steps:

〈
ψj(r;R(t))

∣∣∣∣
d
dt

ψi(r;R(t))
〉
≈ 1

2∆t
[〈

ψj(r;R(t))
∣∣ψi(r;R(t + ∆t))

〉

−
〈
ψj(r;R(t + ∆t))

∣∣ψi(r;R(t))
〉]

. (2.3)

At the beginning of the simulation the coefficients are set to ci(t) = δij, where i is
the state where the trajectory initially starts, and are further propagated alongside the
classical equations of motion for the nuclei. Since the time-evolution of the coefficients
can be highly peaked and strongly oscillating, the integration of Eqn. (2.2) requires a
much smaller time step (≈ 10−5 fs) compared to the integration of the nuclear equations
of motion, which is usually between 0.1 fs to 2.0 fs.

The hopping probability is designed to reproduce the quantum population obtained
from Eqn. (2.2).11 This, however, introduces an excessive and nonphysical number of
hopping events, effectively becoming mean-field dynamics, which is inadequate for pro-
cesses exhibiting branching along different pathways. Therefore, Tully later introduced
the fewest-switching surface-hopping (FSSH) approach, in which the number of hops is
minimized.12 For this purpose, in each nuclear time step the electronic density matrix
ρij = c∗i cj is calculated, where the diagonal and off-diagonal elements are denoted
as quantum populations and coherences, respectively. The hopping probability for
switching from the current state i to the state f is then obtained as:

Pi→ f (t) = max

[
0,−2

h̄
Re(ρi f (t)d f i(R(t)) · Ṙ(t)

ρii(t)
∆t

]
. (2.4)

The probability is compared to a random number to determine if a hop occurs and to
switch the state. In that case, the conservation of energy has to be ensured, since due to
the stochastic nature of the surface-hopping approach hops may already occur where
both states are not exactly degenerate. This is usually achieved by rescaling the nuclear
momenta in the direction of the coupling vector:14–17

p→ p− α f id f i (2.5a)

α f i =
Ṙ · d f i + sgn

(
Ṙ · d f i

)√
(Ṙ · d f i)2 + 2d f iM−1d f i(Ei − E f )

d f iM−1d f i
, (2.5b)

where the sign depends on the angle between the nuclear velocities and the coupling
vector. Alternatively, if only the scalar non-adiabatic coupling Dji = dji · Ṙ is available,
a uniform rescaling procedure can be applied according to:

p→ p

√
1 + 2

Ei − E f

ṘMṘ
. (2.6)

While the case going energetically downwards (E f < Ei) is unproblematic, there is
also a chance for the increase of the potential energy (E f > Ei). In that case and if
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there is insufficient kinetic energy in direction of the coupling (or globally if uniform
rescaling is applied) available1 the state switch is rejected. For those cases, several
alternative schemes have been proposed, including reversal of momenta in direction of
the coupling vector,16 introduction of time uncertainty to allow flexibility in energy
conservation,18 or completely retain the nuclear momenta.19 Recently it was also
suggested that only for the ensemble of trajectories as a whole the conservation of
energy should be enforced.20,21

Due to its complete foundation on classical nuclear dynamics, Tully’s FSSH approach
has become the most widely spread method for studying nonradiative relaxation in
complex systems. The comparison with experimental results for a variety of systems
has validated the reliability of surface-hopping simulations.22–26 The advances of
quantum chemical methods and their combination with surface-hopping (e.g. time-
dependent density functional theory26–28 and its tight-binding counterpart (TDDFTB),29

semiempirical methods24,30 or CAS-MRCI31) made it possible to study nonradiative
relaxation processes in increasingly complex molecules. Further, the combination with
mixed quantum mechanical–molecular mechanical (QM/MM) approaches, based on e.g.
semiempirical32–35 or time-dependent density function theory (TDDFT),36,37 allowed for
the investigation of systems embedded in proteins, DNA as well as in the condensed
phase. Moreover, recently surface-hopping in the frame long-range corrected tight-
binding time-dependent density functional theory (LC-TDDFTB) has been implemented.
This enables the study of excitation energy transport and exciton dynamics in molecular
aggregates.38,39 For a comprehensive overview of recent advances in this field, cf. Refs.
[9, 40, 41].

In this context, closely related to Tully’s surface-hopping approach, the field-induced
surface-hopping (FISH) method has been developed.42 In contrast to the field-free
simulation methods of the nonadiabatic processes presented here, the FISH method
represents an efficient approach to incorporate the field-induced couplings explicitly
into the surface-hopping procedure. Therefore, it provides a more complete picture of
the photoexcitation and nonadiabatic relaxation processes. Furthermore, since time-
and frequency dependent parameters, such as polarization and shape of the laser field,
can be directly accounted for in the simulations, the FISH approach allows a more
general applicability.

The further development of the FISH method for the treatment of photodynamics
in chiral molecules and molecular aggregates are the focus of the chapters 3 and 4.
Therefore, in the following section a brief introduction to the quantum and mixed
quantum-classical treatment of light-matter interaction is given (Sec. 2.3), in which at the
end a multipolar interaction Hamiltonian is derived that enters to the surface-hopping
procedure as described in section 2.4.

1 The square root in Eqns. (2.5b) or (2.6), respectively, become imaginary.
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2.3 light-matter interaction

In general, in the frame of time-dependent perturbation theory the Hamiltonian for a
system interacting with a laser field can be expressed by the sum of three Hermitian
terms:

Ĥ = Ĥ0 + Ĥint =
(

Ĥmol + Ĥrad
)
+ Ĥint , (3.1)

where Ĥmol and Ĥrad both are the unperturbed operators for the molecular system
and the irradiating laser field, respectively, and Ĥint represents the interaction of both
quantum systems. In section 2.1 it was shown that within the Born-Oppenheimer
approximation the motion of the electrons and nuclei can be separated and it suffices to
consider only the electronic Hamiltonian for the further discussion and to replace Ĥmol

by Ĥel (cf. Sec. 2.1), obeying the time-independent Schrödinger equation Ĥel |ψi〉 =
Ei |ψi〉. In the following the form of the Ĥrad and the interaction term Ĥint are derived.

quantized electromagnetic field. In the spirit of classical particle mechan-
ics, it is expedient to start from the classical formulation of electrodynamics to obtain
the quantum Hamiltonian operator of radiation. In classical electrodynamics the elec-
tromagnetic (EM) field consists of the electric E and magnetic B fields. However, it
is often more convenient to express these both fields by a scalar electric potential φ

(further denoted as scalar potential) and a magnetic vector potential A (further denoted
as vector potential), which are related to E and B by:

E(r, t) = −∇φ(r, t)− ∂A(r, t)
∂t

(3.2a)

B(r, t) = ∇×A(r, t). (3.2b)

By confining to an arbitrary cubic volume V = L3, the vector potential may be expressed
by the Fourier expansion:

A(r, t) = ∑
η=±1,k

[
εη,kaη,k(t) exp(ikr) + ε̄η,k āη,k(t) exp(−ikr)

]
, (3.3)

where aη,k = a0 exp (iωkt) and āη,k = ā0 exp (−iωkt) are the coefficients of the expan-
sion, and the roofing bar denotes complex conjugation. Here, η denotes the state of
polarization and k is the wave vector of the incident photons. As the consequence
of the boundary condition that A has the same value on opposite walls of the con-
fining volume, the spatial components of the wave vector k have discrete values
{ki = 2πni/L}n=±1,±2,.... An individual photon, which is classically represented by a
mode (η,k) in the Fourier expansion, can be described as having either right or left
circular polarization, or a superposition of them. The electric polarization vector εη,k

for left (+1) or right (−1) circular polarization on a Cartesian basis with unit vectors
(î, ĵ, k̂) can be represented as:

ε±1,k =
1√
2

(
î± iĵ

)
(3.4)
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and accordingly the magnetic polarization vector as:

k̂× ε±1,k = ∓iε±1,k. (3.5)

Clearly, since the modes (η,k) in Eqn. (3.3) form a finite discrete set, the Fourier
coefficients aη,k and āη,k define the vector potential and therefore the state of the elec-
tromagnetic field. Similar to the familiar quantization rules for particles (i.e. replacing
the momentum p by the operator p̂ = −ih̄∇r) the EM field can be quantized by:

aη,k(t)→
√

h̄
2ε0Vωk

âη,k (3.6a)

āη,k(t)→
√

h̄
2ε0Vωk

â†
η,k , (3.6b)

which promotes the expansion coefficients aη,k and āη,k to the operators âη,k and â†
η,k,

respectively. Inserting those into the expansion (3.3) yields the corresponding quantized
vector potential:

A(r, t) = ∑
η,k

√
h̄

2ε0Vωk

[
εη,k âη,k exp(ikr) + ε̄η,k â†

η,k exp(−ikr)
]

, (3.7)

from which the electric and magnetic fields can be derived using the field equations
(3.2). The quantum Hamilton operator for the radiation can be derived by inserting the
quantized electric and magnetic field in the classical Hamiltonian function 2:

Ĥrad = ∑
η,k

h̄ωk

(
â†

η,k âη,k +
1
2

)
. (3.8)

Note the similarity to the Hamiltonian of the second quantized quantum harmonic oscil-
lator. Here, when applied to a state |n〉, the operator â† excites to a state

√
n + 1 |n + 1〉

and conversely â dexcites to a state
√

n |n− 1〉. Those operators are therefore called
creation and annihilation operators, respectively. Similarly, the creation operator â†

η,k

creates a photon of polarization η and with the direction k and the annihilation opera-
tor âη,k destroys that photon. Therefore, Ĥrad may be considered as a Hamiltonian of
independent oscillators of energy ωk = c |k|, which oscillate along the direction k.

The expression of the vector potential in terms of the Fourier expansion (3.7) yields
an orthogonal basis |η,k〉, which therefore obeys the time-independent Schrödinger
equation Ĥrad |η,k〉 = h̄ωk |η,k〉, where h̄ωk is the energy of the incident photon. Since
the adiabatic electronic wave functions |ψi〉 and states |η,k〉 each form an orthogonal
set for the respective system alone, the product eigenstates of these operators form a
basis for the coupled system. Therefore, the unperturbed Hamiltonian Ĥ0 = Ĥel + Ĥrad

obeys
(

Ĥel + Ĥrad
)
|ψi, η,k〉 = (Ei + h̄ωk) |ψi, η,k〉 . (3.9)

In the regime of perturbation theory, those system eigenstates |ψi, η,k〉 are coupled by
interaction Hamiltonian Ĥint, which is derived in the following.

2 Given by H(r, t) = ε0
2
∫

V
(
|E|2 + c2|B|2

)
, where c is the speed of light.
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minimal coupling and multipolar expansion. In order to couple the
electromagnetic field to the electrons, the light-matter interaction Ĥint is obtained by
adding the scalar potential −eφ(r, t) and replacing the canonical momentum operator
for the electrons p̂ = −ih̄∇r by the kinetic momentum π̂ = p̂ + eA(r, t) in the
electronic Hamiltonian Ĥel (cf. Eqn. (1.1b)):

Ĥint = Ĥel −
p̂2

2me
− Û (r,R) =

e
2me

[p̂ ·A(r, t) +A(r, t) · p̂] + e2

2me
A2(r, t)− eφ

=
e

2me
A(r, t) · p̂+ e2

2me
A2(r, t)− eφ(r, t), (3.10)

where e denotes the charge of the electron. Note that in quantum mechanics the
momentum operator and the vector potential do not commute, therefore the Coulomb
gauge (∇rA = 0) has been employed to obtain the last equation. The first term, which
is proportional to A · p̂, represents the interaction of the external field with the orbital
motion of the electron and is known as the orbital paramagnetic operator. As shown
later, it invokes the electric En and magnetic Mn multipoles. In contrast, the quadratic
term A2 in Eqn. (3.10), which is called diamagnetic operator, leads to the pondermotive
potential in intense fields and diamagnetism.43 It may be viewed as a small positive
correction to the interaction of the electrons with the scalar potential φ, counteracting
the external magnetic field according to Lenz’s law. From a classical point of view it
describes the deceleration of the electron orbits around the nucleus as a consequence
of the external magnetic field (retardation).44 In comparison with the aforementioned
paramagnetism the effect of diamagnetism is very small and does not play a significant
role if weak magnetic fields are imposed. However, the influence increases quadratically
with the distance of the electron to the nucleus, such that the diamagnetic term is not
negligible for Rydberg atoms in even moderately strong magnetic fields.44

The interaction Hamiltonian (Eqn. (3.10)) is the so called minimal coupling Hamil-
tonian and contains the same interaction terms as would have been present in the
classical Hamiltonian function. However, note that it fails in the presence of an ex-
ternal magnetic field, since the spin of the electrons is not considered here. In that
case, the canonical momentum is σ π̂i, where σ are Pauli spin matrices, yielding an
additional spin paramagnetic operator e

me
(∇r ×A) · ŝ (Zeeman interaction) in Eqn.

(3.10), in which ŝ is the spin angular momentum operator. The inclusion of the Zeeman
interaction removes the degeneracy of the angular momentum spectrum, which is not
considered further in the following discussions.

The expression of the interaction Hamiltonian (3.10) in terms of the complex vector
potential A and the scalar potential φ is convenient, because it only depends on four
rather than six components as the real electric E and magnetic B field. However, it
is not unique due to the freedom of gauge, as can be straightforwardly shown by
inserting A → A+∇χ and φ → φ + ∂χ/∂t in Eqn. (3.10), where χ is an arbitrary
gauge function. In order to remove the ambiguity caused by the freedom of gauge,
it is required to express Ĥint in terms of the electric E and magnetic B fields, which
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are related to A and φ by Maxwell’s equations. This can be accomplished in several
ways. One is to switch from the particle approach as defined by Eqn. (3.10) to a field
description of the electrons and applying a unitary transformation to remove the gauge
dependency, yielding the Power-Zienau-Woolley formulation of electrodynamics.45

Alternatively, one may expand E and B in a Taylor series with the origin set to zero
and find expansions of A and φ in terms of E and B equaling the former expansions.46

In the end however, a multipolar interaction Hamiltonian yielding the familiar electric
and magnetic multipoles (E1, M1, E2 etc.) is derived:

Ĥint = − µ̂ ·E(t)− m̂ ·B(t)− Q̂ : ∇E(t)− . . . , (3.11)

in which : denotes the dyadic double dot product (Q̂ : ∇E = ∑i,j Qij∇jEi) and the
following definitions for the electric dipole moment µ̂, magnetic dipole moment m̂
and electric quadrupole moment Q̂ operators are used:

µ̂ = −e
elec.

∑
i
ri (3.12a)

m̂ = − e
2me

elec.

∑
i
ri × pi = −

e
2me

L̂ (3.12b)

Q̂ = − e
2

elec.

∑
i
riri. (3.12c)

Note that the magnetic dipole moment operator (Eqn. (3.12b)) is proportional to the
orbit angular momentum operator L̂ = −ih̄(r×∇r). Further note that in Eqn. (3.10)
the field quantities E(t) and B(t) no longer depend on spatial variables and acquire
the spatially fixed origin of the multipole expansion.

In the following no higher order interaction terms than given in Eqn. (3.11) are con-
sidered, which suffice to represent all currently known molecular chiroptical properties.
In order to estimate the relative magnitude of each term in Eqn. (3.11), it is expedient
to assume each electron having a radial distribution of the order of the Bohr radius a0.
Subsequently, its electric dipole is ea0, its quadrupole moment is ea2

0, and its magnetic
dipole moment is proportional to an angular momentum h̄. As can be easily shown, the
magnitudes of M1 to and E2 are both smaller than E1 by a factor of the fine structure
constant α ≈ 1/13747 and it is therefore often adequate to truncate the expansion after
the first term:

ĤED
int ≈ − µ̂ ·E(t), (3.13)

which is known as dipole approximation. However, although the effects of magnetic
and quadrupolic coupling present in the full multipolar expansion (Eqn. (3.11)) are
small, the inclusion of those terms is essential to fully capture the photophysics of e.g.
chiral molecules (see below).
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a note on chiral molecules . As already mentioned previously, the dipolar
coupling gives the leading contribution in any application where its matrix elements
are non-zero. However, it follows from the character of the fundamental space- and time
symmetry rules that a chiroptical response may be caused by either the chiral nature of
the incident light or the matter, respectively. As can be shown by the symmetry of the
laser field and the molecular properties, which both enter the multipolar interaction
hamiltonian, such a response is only obtainable if terms beyond the electric dipole–
electric field interaction are considered. Particularly, the inclusion of magnetic dipole–
magnetic field and electric quadrupole–electric field interaction terms are essential for
capturing the properties inherent to chiral molecules.

The parities upon charge (C), space (P) and time (T ) inversion operations are of
fundamental significance to optical and electromagnetic phenomena3. Each of them
has eigenvalues of ±1 denoting even or odd parity and double operation is an identity
operation. In the context of chiral molecules, the symmetry operation for the spatial
inversion P is of particular interest.

The consequence of applying P to an enantiomer is that it is transferred to the
other enantiomer. Therefore the wave function for either individual enantiomer is not
an eigenstate of P . Hence it lacks the full symmetry of the corresponding molecular
Hamiltonian, which is parity even in P and T since it delivers an energy.48

A profound analysis of the symmetry properties of the interaction terms in Eqn.
(3.11) and their chiroptical implications are comprehensively discussed in Ref. [47]. At
this point, it may suffice to summarize that the character of the fundamental space-
and time symmetry rules precludes any spontaneous generation of chirality and the
parity of the light-matter interactions included in Eqn. (3.11) is therefore essential for
the optical response of chiral molecules. Specifically, an intrinsically achiral system
cannot become chiral without some form of chiral stimulus. For example, light without
any helicity irradiating a racemic mixture cannot produce any effect that leads to
an enantiomeric excess or any response differentiating between the individual forms.
Consequently, a chiroptical response may be caused by either the chiral nature of the
incident light or the matter, respectively.47

The role of higher order terms in Eqn. (3.11) may be elucidated by considering a
general interaction that takes a system from an initial state |I〉 = |ψI , ηI ,kI〉 to a final
state |F〉 = |ψF, ηF,kF〉, both being eigenstates of the unperturbed Hamiltonian Ĥ0

with eigenvalues EI and EF, respectively. In the frame of perturbation theory, hence
assuming weak fields, Fermi’s golden rule gives the transition probability ΓIF per unit
time (transition rate):

ΓIF =
2π

h̄
∣∣〈F

∣∣ M̂
∣∣ I
〉∣∣2 ρ(EF) =

2π

h̄
|MIF|2 δ(EF − EI), (3.14)

3 Because of the invariant nature of matter (electrons have negative and nuclei have a positive charge) charge
conjugation simply does not arise in our normal world and it suffices to consider only PT symmetry.
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where the delta function ensures the conservation of energy by the molecule-light
system as a whole. The matrix elements MIF that indicate the electrodynamic coupling
may be written as an infinite series using the propagator T̂0 ≈ (EI − Ĥ0)−1:49

MIF =
∞

∑
p=0

〈
F
∣∣ Ĥint (T̂0 Ĥint)

p ∣∣ I
〉

=
〈

F
∣∣ Ĥint

∣∣ I
〉
+ ∑

R

〈
F
∣∣ Ĥint

∣∣ R
〉 〈

R
∣∣ Ĥint

∣∣ I
〉

EI − ER
+

+ ∑
R,S

〈
F
∣∣ Ĥint

∣∣ S
〉 〈

S
∣∣ Ĥint

∣∣ R
〉 〈

R
∣∣ Ĥint

∣∣ I
〉

(EI − ER)(EI − ES)
+ . . . , (3.15)

where the virtual states |R〉, |S〉, . . . are introduced by inserting the completeness
relation. Here it may suffice to focus on the first term in Eqn. (3.15) that is responsible
for single-photon processes, and inserting the multipolar Hamiltonian (3.11) yields
according to Fermi’s golden rule a transition rate of:

ΓIF =
2π

h̄
[〈F | µ̂ ·E | I〉 〈I | µ̂ · Ē | F〉

+ 〈F | µ̂ ·E | I〉 〈I | m̂ · B̄ | F〉+ 〈F | m̂ ·B | I〉 〈I | µ̂ · Ē | F〉
+ 〈F | µ̂ ·E | I〉

〈
F
∣∣ Q̂ : ∇Ē

∣∣ I
〉
+
〈

F
∣∣ Q̂ : ∇E

∣∣ I
〉
〈I | µ̂ · Ē | F〉

+ . . .] δ(EF − EI). (3.16)

Now note that the electric multipoles En are all of parity (−1)n under spatial inversion
P , while the magnetic multipoles Mn are all of parity (−1)n+1. Specifically, the electric
dipole moment operator µ̂ is P-odd, the magnetic dipole moment operator m̂ is
P-even, and so is the electric quadrupole moment operator Q̂. The electric field E is
P-odd and the magnetic field B is P-even.47 The first term in Eqn. (3.16), which gives
the leading contribution, retains its sign irrespective of the circular handedness of the
field or the enantiomeric form. However, the following interference terms do change
their sign either by substituting the opposite enantiomer or inverting the helicity of the
incident light. It follows that a chiroptical response may be caused by either the chiral
nature of the incident light or the matter, respectively, and moreover that the inclusion
of higher-order terms in the multipole expansion of the interaction Hamiltonian is
essential for discriminating enantiomers.

2.4 field-induced surface-hopping beyond dipole approximation

For the full quantum dynamical description of light-matter interaction the time-
dependent Schrödinger equation (Eqn. (1.1a)) for the Hamiltonian (3.1) needs to be
solved, which invokes the application of quantum electrodynamics (QED). However,
this is computationally very demanding even for simple systems. Therefore, a semiclas-
sical description of light-matter interaction is adopted in the following, which often
obeys much simpler equations. Particularly, in semiclassical calculations, the light
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is treated as a classical electromagnetic field described by Maxwell’s equations and
the matter is described by quantum mechanics. By treating the light classically, the
quantum operators for electric and magnetic fields are replaced by their expectation
value and therefore commute with other operators in Ĥ. This allows to separate the
field variables from the equations of motion for the molecular system and the prob-
lem reduces to solving the Schrödinger equation for the semiclassical Hamiltonian
Ĥ = Ĥmol + Ĥint, in which the interaction with the laser field acts as a perturbation to
the quantum dynamics (or quantum-classical dynamics) of the system. Therefore, only
the equations of motion for the matter need to be solved, leaving the state of the light
unaffected by the interaction.

As with any approximation, the semiclassical description of light-matter interaction
has advantages and limitations. As already mentioned, the semiclassical equations of
motion are easier to solve than the full quantum problem. Moreover, the classical de-
scription of light is naturally connected to the conventional methods for characterizing
light signals (e.g., intensity, frequency, polarization, etc.) and allows for a physically in-
tuitive picture of how the incident light affects the quantum dynamics of the molecular
system. However, due to the missing linkage between light and matter, the concept of
energy conservation does not naturally arise from the semiclassical equations. Particu-
larly, in the full quantum picture, the interaction of light with matter would lead to
the annihilation/creation of photons as a consequence of rising/lowering the quantum
state of the molecular system. Consequently, processes relying on the creation of pho-
tons, such as spontaneous emission, cannot be derived by semiclassical calculations.
Further, the classical description is valid only for light of weak or moderate intensity.
For extremely low light intensities (e.g., single-photon spectroscopy), quantum effects,
such as photon entanglement or quantum noise become important. On the other hand,
for extremely strong laser fields, the treatment of the light-matter interaction is no
longer perturbative and needs to be considered in the quantum-classical treatment of
nuclear motion (see below). Finally, due to the finite speed of light, separating the light
from the system leaves out some retardation effects arising in extended chromophore
systems (e.g., crystals or molecular aggregates).

We may further assume that the wavelength of the radiational field (e.g., UV ranges
from 100 to 380 nm) is much longer than the dimension of the system under investi-
gation (e.g., even large light-harvesting complexes have a diameter of <30 nm50). It
follows that the interaction with the field adds a spatially constant potential to the
full molecular Hamiltonian, which leaves the equation of motion for the nuclei unaf-
fected. Therefore, in the spirit of quantum-classical molecular dynamics, the classical
Hamiltonian (Eqn. (1.12)) or Newtonian (Eqn. (1.13)) equations of motion can be solved
even in the presence of an interacting laser field, in which the forces on the nuclei are
determined as the gradients of the electronic potential energy.
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Finally, in this semiclassical picture of nuclear motion and light-matter interaction,
the quantum problem is reduced to solving the time-dependent Schrödinger equation
for the electronic Hamiltonian Ĥel that interacts with the laser field according to:

Ĥ = Ĥel + Ĥint . (4.1)

Assuming a weak laser field that acts as a perturbation, the total wave function may be
expanded in the basis of the adiabatic electronic states |ψi〉 that depend parametrically
on the instantaneous nuclear geometry and are the eigenfunctions of the electronic
Hamiltonian:

|Ψ〉 = ∑
i

ci(t) |ψi(R(t)〉 , (4.2)

where ci are time-dependent expansion coefficients. Since |ψi〉 are eigenstates of the
electronic Hamiltonian, they obey the time-independent Schrödinger equation and
give rise to the adiabatic potential energy surface Ei(R(t)). The equations of motion
of coefficients ci are obtained by inserting Eqn. (4.2) together with Eqn. (4.1) in the
time-dependent Schrödinger equation:

ih̄ċi(t) =Ei(R(t))ci(t)− ih̄ ∑
j

〈
ψi(r;R(t))

∣∣∣∣
d
dt

ψj(r;R(t))
〉

cj(t)

+ ∑
j

〈
ψi(r;R(t))

∣∣ Ĥint
∣∣ψj(r;R(t))

〉
cj(t)

=Ei(R(t))ci(t)− ih̄ ∑
j
dij(R)Ṙ(t)cj(t)

−∑
j

[
µij(R) ·E(t) +mij(R) ·B(t) +Qij(R) : ∇E(t)

]
cj(t), (4.3)

where the multipolar expansion Eqn. (3.11) of the interaction Hamiltonian Ĥint has
been used in the last equation. The quantities µij =

〈
ψi
∣∣ µ̂
∣∣ψj
〉
, mij =

〈
ψi
∣∣ m̂

∣∣ψj
〉

and
Qij =

〈
ψi
∣∣ Q̂
∣∣ψj
〉

denote the electric dipole, magnetic dipole and electric quadrupole
transition moments, respectively, and dij =

〈
ψi
∣∣∇

∣∣ψj
〉

are the non-adiabatic coupling
vectors.

Solving Eqn. (4.3) for the for the coefficients ci along the nuclear trajectory yields the
quantum populations ρii = c∗i ci of the adiabatic states, from which – in the spirit of
Tully’s surface-hopping approach – a probability Pi→j for switching from the current
state i to the state j at a nuclear time step ∆t can be calculated as:51

Pi→j =

[
Θ(−ρ̇ii)

−ρ̇ii

ρii
∆t
]
·
[

Θ(ρ̇jj)
ρ̇jj

∑k Θ(ρ̇kk)ρ̇kk

]
. (4.4)

The first factor represents the depopulation probability of the current state i, which is
nonzero only if the population of this state decreases. Consequently, the population
probability of the state j, which is represented by the second factor, is nonzero if its
population is increasing. These boundary conditions are ensured by the Heaviside
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function Θ(x), which is unity for x ≥ 0 and zero otherwise. The rate of population
change ρ̇ii can be calculated from the population at subsequent two nuclear time steps as
ρ̇ii(t) = (ρii(t)− ρii(t− ∆t))∆t−1. Note that this definition of hopping probability is an
improvement to the original formulation by Tully.12 Since Eqn. (4.4) incorporates only
the smoothly changing populations ρii, but excluding the rapidly changing coherences
ρij and field coupling terms the hopping procedure is numerically more stable.

Due to the close relation to Tully’s surface-hopping approach introduced in section
2.2, but at the same time incorporating the light-matter interaction, the method is
known as field-induced surface-hopping (FISH).42 Since the electric dipole–electric
field coupling gives the leading contribution, in most applications, it usually suffices to
include the −µ ·E term of Eqn. (4.3) only. In this form, the FISH approach has been
employed numerous studies on laser-induced and -controlled processes and enables
the simulation of a diversity of spectroscopic observables.

As indicated in section 2.3 the electric dipolar coupling is, however, incapable to fully
capture the photodynamics of chiral molecules. The inclusion of the magnetic dipole–
magnetic field −m ·B and electric quadrupole–electric field −Q : ∇E coupling terms
is therefore essential to obtain discrimination of enantiomers by the FISH approach.
Hence, to explore the homochiral nature of the biological matter in geological evolution,
the implementation of those higher-order terms in Eqn. (4.3) has been the subject of
this thesis. The derived methodology has been tested on the smallest chiral amino acid
alanine and the results are detailed in chapter 3.

2.5 multi-chromophoric field-induced surface-hopping

Excited-state dynamics of multi-chromophoric complexes (MC), such as light-
harvesting complexes (LHC) or DNA, are governed by efficient energy transport
mechanisms that allow the non-radiative transfer of excitation energy between the
individual chromophores. Although the development of efficient quantum chemical
methods and advances in computing power made it possible to treat systems of in-
creasing size, the complexity of those large MC precludes the direct application of the
approaches presented so far. Those systems usually consist of π-conjugated individual
chromophoric subunits (e.g., that absorb light in the UV range). The general procedures
for simulating light-induced non-adiabatic dynamics in the frame of quantum-classical
molecular dynamics combined with field-induced surface-hopping (FISH) have been
explicated in the previous sections.

In the following, a hybrid quantum mechanical – molecular mechanical (QM/MM)
model combining the field-induced surface-hopping (FISH) method (cf. Sec. 2.4) with
the Frenkel exciton model is presented. The multi-chromophoric field-induced surface-
hopping (McFISH) approach allows the simulation of the energy transport in extended
molecular systems irradiated by an external laser field and includes environmental
effects as well.
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qm/mm exciton model . Most biological multi-chromophoric systems, such as
DNA or light-harvesting complexes, are supramolecular structures that consist of
many close-lying chromophores and are surrounded by an environment of solvent
molecules (usually water), ions and other compounds. Despite the availability of
very efficient electronic structure methods applicable to quite complex molecules, the
complete quantum chemical description of multi-chromophoric systems still cannot be
performed without further approximations.

However, usually, not all parts of the system directly participate in the non-radiative
relaxation after electronic excitation due to the irradiation by UV light. Specifically,
only the π-conjugated chromophoric subunits of the MC (e.g., the nucleobases in DNA)
usually absorb light at wavelengths that are important for biological processes. More-
over, within the frame of Förster’s theory, the non-radiative excitation energy transfer
(EET) will dominantly occur between similar chromophores that have energy levels
being resonant to each other. The hybrid quantum mechanical–molecular mechanics
(QM/MM) approach, in which the system partitioned into one part (the MC) that is
described fully quantum mechanically (QM part), and another one (the environment),
for which molecular mechanics treatment is sufficient (MM part),52–54 provides a pos-
sible strategy to overcome the limitations of quantum mechanical treatment of large
systems such as DNA. In this QM/MM approach, the total energy of the combined
system can then be written as:

E =
〈
ΨMC

∣∣ ĤMC
∣∣ΨMC

〉
+ EMM(RMM) + EQM/MM(R1, . . . ,RN ,RMM), (5.1)

where R{1...N} denote the coordinates of each chromophoric subunit in the MC and
RMM the coordinates of the MM part. The first term in Eqn. (5.1) is the energy of
the MC, the second term is the classical force field energy of the MM region and
the third term is the interaction between the chromophoric complex and the MM
system, respectively. Within this approach, the electronic structure for the MM part
is completely neglected, and the energy is represented by bonding and nonbonding
interactions that are analytic functions depending on geometrical parameters such as
bond lengths, angles and interatomic distances. The concrete functional form of the
used potentials depends on the employed empirical force field. However, due to the
computational efficiency, usually harmonic approximations for bonded interactions and
classical Coulomb as well as van-der-Waals potentials for the nonbonding interactions
are used. The necessary parameters such as force constants, equilibrium values of bond
lengths and angles, as well as the partial atomic charges and van-der-Waals parameters
are usually determined by fitting to experimental values or from quantum chemical
calculations.

The second term in Eqn. (5.1), that describes the interaction of the MC and the
MM system, includes terms for the nonbonding interaction of both systems as well
as the bonded interactions if the boundary of both systems cuts a chemical bond.
For the latter interaction usually the same force field is used as for the MM system
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and the dangling bond at the QM part is capped by a link atom (e.g., hydrogen)
to conserve its spin multiplicity.53 For the nonbonding interaction of QM and MM
region, several levels of approximations have been devised.53 In the simplest case, the
electrostatic interaction is treated on the MM level by classical Coulomb and Van-der-
Waals potentials (mechanical embedding). However, certain issues may occur by, e.g.,
the difficulty of assigning appropriate MM properties such as atom-centered point
charges to the QM region. Another problem is that in the mechanical embedding
scheme, the interaction of both systems does affect neither the atomic charges of the
MM part due to polarization by the QM system nor the electronic structure of the QM
system[55]. The electrostatic embedding scheme accounts for the latter problem by
including the MM point charges as one-electron terms in the QM Hamiltonian operator
and by employing polarizable force field fields that allow the flexible assignment of
MM charges according to QM calculations, also the polarization of the MM system
can be accounted for (polarized embedding). However, since the polarized embedding
scheme is computationally challenging, it has been scarcely applied to bio-molecular
simulations that are limited to explicit solvation models[55]. Therefore, in the following,
the electrostatic embedding scheme is employed, which leaves only the bonding (if
existent) as well as the nonbonding Van-der-Waals potentials in EQM/MM.

Finally, the energy of the MC, represented by the first term in Eqn. (5.1), is subject to
quantum chemical calculations. In close analogy to the Frenkel exciton model,56 the
electronic structure of a multi-chromophoric complex being built from N individual
chromophores can be written as:

ĤMC = ∑
I

Ĥ I +
1
2 ∑

I
∑
J 6=I

V̂ I J + Ĥint , (5.2)

where Ĥ I denote the monomeric Hamiltonian operators of each subsystem, Ĥint the
interaction with the laser field (cf. Sec. 2.3) and V̂ I J pairwise interaction of the subunits
at the sites I and J, respecivily. In the frame of Förster theory the interaction term V̂ I J

is of purely electrostatic nature and is given by:

V̂ I J = V̂(nn)
I J + V̂(en)

I J + V̂(ee)
I J , (5.3)

including the nuclear-nuclear (V̂(nn)
I J ), the electron-nuclear (V̂(en)

I J ) and the electron-

electron (V̂(ee)
I J ) contributions. At this point, we may follow the idea of the electrostatic

embedding scheme introduced for the conventional QM/MM procedure and shift
the nuclear contributions V̂(nn)

I J and V̂(en)
I J into the monomeric Hamiltonians Ĥ I in

order to allow the polarization of each monomers due to the presence of the others.
Therefore, V̂ I J reduces to purely electron-electron and Van-der-Waals interactions and
the monomeric Hamiltonians read:

Ĥ I = Ĥmol (RI) + V̂MM +
1
2 ∑

J 6=I

(
V̂(nn)

I J + V̂(en)
I J

)
, (5.4)
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where Ĥmol represents the unembedded molecular Hamiltonian and V̂MM the one-
electron contributions of the MM region. Solving the Schrödinger equation for Ĥ I in the
frame of the Born-Oppenheimer approximation yields a set of orthogonal eigenstates
|ψi〉 with the eigenvalues Ei(RI) and represents the energy of the Ith monomer in the
presence of the other monomers as well as the MM environment.

The first two terms in Eqn. (5.2) are time-independent and are completely determined
by the structure of the individual monomers. Therefore the natural basis for solving the
time-dependent Schrödinger equation with the Hamiltonian ĤMC is the basis spanned
by the eigenstates of the time-independent part of Eqn. (5.2). However, since V̂(ee)

I J

depends on the electron coordinates of two subsystems, this cannot be obtained easily
in a self-consistent way. Therefore, in order to make such an exciton model practical
for calculations in large systems, the following approximations are introduced:

1. the wave functions of the individual chromophores are approximated by the
wave functions of the isolated ones embedded in the field of charges of the other
monomers,

2. no exchange of electrons is allowed between the subunits4, and

3. the wave functions of different subunits are considered to be orthogonal, which
is strictly not exact, since the orbitals are determined independently.

Those approximations allow to represent the basis states |φab...z〉 of ĤMC as direct
products of the electronic wave function of each chromophore:

|φab...z〉 =
∣∣∣ψ(1)

a

〉
⊗
∣∣∣ψ(2)

b

〉
⊗ . . .⊗

∣∣∣ψ(N)
z

〉
=

∣∣∣∣∣∏I
ψ
(I)
kI

〉
, (5.5)

where each eigenstate
∣∣∣ψ(I)

i

〉
fulfills the general orthogonality relation

〈
ψ
(I)
i

∣∣∣ψ
(J)
j

〉
=

δijδI J . Here, the superscripts 1, 2, . . ., N denote the index number of each chromophore
within the MC, the indices a, b, . . . z are running over all included electronic states for
each monomer and k I is the index of the electronic state of the I-th monomer in the set
ab . . . z. The multi-chromophoric Hamiltonian operator ĤMC in this basis can therefore
be written as a super-matrix HMC with the matrix elements:

(
ĤMC

)
ab...z,a′b′ ...z′ =∑

I

〈
φab...z

∣∣ Ĥ I
∣∣ φa′b′ ...z′

〉
+

1
2 ∑

I
∑
J 6=I

〈
φab...z

∣∣∣ V̂(ee)
I J

∣∣∣ φa′b′ ...z′
〉

+
〈
φab...z

∣∣ Ĥint
∣∣ φa′b′ ...z′

〉
(5.6)

4 Note that a subunit may consist of multiple individual chromophores. Hence, an exchange of electrons
can occur between the individual chromophores within a subunit.
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Due to the orthogonality relation of the monomeric wave functions, the first sum
represents the diagonal elements of the matrixHMC and reduces to the sum of adiabatic
electronic energies of the individual monomers:

∑
I

〈
φab...z

∣∣ Ĥ I
∣∣ φa′b′ ...z′

〉
= ∑

I

〈
ψ
(I)
kI

∣∣∣ Ĥ I

∣∣∣ψ
(I)
kI

〉

= E(1)
a + E(2)

b + . . . + E(N)
z = Eab...z, (5.7)

which will be further denoted as adiabatic excitonic energy. The second and third terms
represent the off-diagonal elements of the Hamiltonian matrix. Particularly, we may
assume that each chromophore is interacting individually with the external laser field,
such that the last term in Eqn. (5.6) can be written as:

〈
φab...z

∣∣ Ĥint
∣∣ φa′b′ ...z′

〉
= ∑

I

〈
ψ
(I)
k

∣∣∣ µ̂(I) ·E(t)
∣∣∣ψ

(I)
k′

〉
= ∑

I
µ
(I)
kk′ ·E(t), (5.8)

where the electric dipole approximation Eqn. (3.13) (cf. Sec. 2.3) has been employed
and µ

(I)
kk′ is the transition dipole moment for the excitation from electronic state k

to k′ within the monomer I. Furthermore, the matrix elements of the V̂(ee)
I J operator,

which represent the coupling of the monomers I and J, respectively, reduce to purely
electronic Coulomb interactions between 4 electronic states:

〈
φab...z

∣∣∣ V̂(ee)
I J

∣∣∣ φa′b′ ...z′
〉
=

〈
ψ
(I)
k ψ

(J)
l

∣∣∣∣∣∣∑η,ν

1∣∣∣r(I)
η − r(J)

ν

∣∣∣

∣∣∣∣∣∣
ψ
(I)
k′ ψ

(J)
l′

〉
(5.9)

=
∫

dr(I)
1

∫
dr(J)

1

ρ
(I)
kk′

(
r
(I)
1

)
ρ
(J)
ll′

(
r
(I)
1

)

∣∣∣r(I)
1 − r

(J)
1

∣∣∣
= J I J

kl,k′ l′ , (5.10)

where the indices η and ν run over electron coordinates within the monomers I and J,
respectively, and the one-electron transition density, defined as:

ρkk′(r1) = Nel

∫
dr2 · · ·

∫
drNel ψk(r)ψk′(r), (5.11)

has been introduced in order to derive the last equation. The total multi-chromophoric
Hamiltonian in matrix form can therefore be written as:

HMC = ∑
I

(
HI −∑

kk′
µ
(I)
kk′ ·E(t)δkk′

)
⊗ 1I +

1
2 ∑

I
∑
J 6=I
JI J ⊗ 1I J , (5.12)

where 1I and 1I J are identity matrices acting on the electrons of all monomers, except
the Ith or the Ith and Jth, respectively. For example, the Hamiltonian for a complex
consisting of two monomers each having a ground (g) and an excited state (e) may be
written in the following way:

HMC =




E(1)
g + E(2)

g −µ(1)
eg E(t) −µ(2)

eg E(t) 0

−µ(1)
eg E(t) E(1)

e + E(2)
g Jeg,ge −µ(2)

eg E(t)

−µ(2)
eg E(t) Jeg,ge E(1)

g + E(2)
e −µ(1)

eg E(t)

0 −µ(2)
eg E(t) −µ(1)

eg E(t) E(1)
e + E(2)

e




. (5.13)
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nuclear dynamics in excitonic states . In order to propagate the light-
induced dynamics we may employ the same assumption as has been used for the
FISH approach (cf. Sec. 2.4). Specifically, we assume the incident light to be of weak or
moderate intensity and that the wavelength of the light is much longer than the system
under investigation. Note that the latter approximation may still be valid for large
multi-chromophoric systems such as light-harvesting complexes that have a diameter
less then 30 nm50) or short DNA strands. Hence, to propagate the nuclear trajectories
in the basis of excitonic states as defined by Eqn. (5.5) the Newtonian or Hamiltonian
equations of motions have to be solved. In the spirit of the previously introduced
surface-hopping approach, the trajectories can be propagated on the adiabatic excitonic
surfaces Eab...z represented by the diagonal elements of the MC Hamiltonian (Eqn. (5.7)).
For this purpose it is expedient to define the ground-state energy E0 as well as the
excitation energy ωab...z to the state ab . . . z as:

E0 = ∑
I

E(I)
0 + EMM + EQM/MM (5.14a)

ωab...z = Eab...z −∑
I

E(I)
0 , (5.14b)

where E(I)
0 denotes the ground-state energy of the Ith monomer. The forces acting on

the nuclei are therefore obtained as:

F = −∇RE0 −∇Rωab...z. (5.15)

Note that in the frame of this formulation the gradients ∇JI J are neglected, which is in
contrast to the previously published approaches of Martinez57,58 and Gonzalez.59 Those
approaches are based on the diagonalization of the multi-chromophoric Hamiltonian
and nuclear as well as electronic propagation on the resultant adiabatic electronic
surfaces. While being quantum mechanically fully equivalent to the presented ap-
proach, their semiclassical limits is different since the nuclear gradients of the adiabatic
electronic surfaces include contributions from the gradient of the excitonic coupling.
However, due to the slow variation of the excitonic coupling in the course of the
dynamics, those gradients are small and can be neglected, as has been done in the
presented method.60,61 Additionally, the inclusion of these effects is associated with
the cost of calculating a large number of forces that increases exponentially with the
number of monomers and excited states. More precisely, in the extreme case, gradients
of potential energy and excitonic coupling in all electronic states of all monomers are
required. The approach presented here has the advantage that due to the uncoupled
calculation only a single gradient evaluation is required and therefore it scales linear
with the number of monomers.

excitation energy transport. In order to simulate the excitation energy
transport between the chromophoric subunits the FISH approach as presented in Sec.
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2.4 is employed. For this purpose the total (time-dependent) multi-chromophoric wave
function is expanded in the excitonic basis as defined in Eqn. (5.5):

|ΨMC(t)〉 = ∑
ab...z

cab...z(t) |φab...z(t;R(t))〉 , (5.16)

with cab...z(t) being the time-dependent expansion coefficients and the excitonic states
being parametrically dependent on the nuclear trajectory R(t). Inserting Eqns. (5.16)
and (5.2) into the time-dependent Schrödinger equation (1.1a) yields a set of differential
equations for the expansion coefficients C=[cab...z, ca′b...z, ..., ca′b′ ...z′ ]:

ih̄Ċ(t) =HMCC(t)− ih̄DC(t), (5.17)

where D is the non-adiabatic coupling matrix, whose elements have the general form:

(D)ab...z,a′b′ ...z′ =

〈
φab...z

∣∣∣∣
d
dt

φa′b′ ...z′

〉
. (5.18)

In the case that the vibrational modes of the individual monomers are uncoupled the
non-adiabatic coupling matrix reduces to:

D = ∑
I
DI ⊗ 1I = ∑

I
1I ⊗∑

kk′
dI

kk′(RI(t)) · ṘI(t) (5.19)

where dI
kk′ are the non-adiabatic coupling vectors and ṘI are the velocities of the nuclei

of the Ith monomer. Inserting the MC Hamiltonian (5.12) in Eqn. (5.17) yields the
matrix differential equations:

ih̄Ċ(t) =

[
∑

I

(
HI −∑

kk′
µkk′ ·E(t)− ih̄ ∑

kk′
d
(I)
kk′ · ṘI(t)

)
⊗ 1I

]
C(t)

+
1
2 ∑

I
∑
J 6=I

(JI J ⊗ 1I J)C(t), (5.20)

which can be propagated alongside the nuclear trajectory to obtain hopping probabili-
ties allowing the trajectories either to switch between the adiabatic excitonic states due
to the coupling to the laser field or due the the inter-chromophoric coupling introduced
by the new coupling term JI J .

energy conservation strategy. In the spirit of FISH (cf. Sec. 2.4) the hopping
probability can be defined as given by Eqn. (4.4). However, there are several possibilities
for state switches:

1. changing from the ground state to an excited state (e.g. |φ00...0〉 → |φab...z〉), most
likely due to excitation by the electric field,

2. changing from an excited state to the ground state (e.g. |φab...z〉 → |φ00...0〉), due
to non-adiabatic relaxation processes, or

3. a switch of the excitation site (e.g. |φa′b...z〉 → |φab′ ...z〉).



50 theoretical background

The first two cases are diabatic events within a single monomer (diabatic hop) and
describe the excitation and the non-radiative relaxation. The latter case involves state
switches in multiple monomers (excitonic hop) and is responsible for energy transport.
Depending on the type of state switch, different energy rescaling mechanisms have to
be employed.

It is assumed that all energy originating from the laser pulse is absorbed by the
molecule. Therefore, no velocity rescaling is performed on the occasion of a state
switch while the pulse is active. After the pulse has ceased, only diabatic hops due to
non-adiabatic relaxation or excitonic hops due to interchromophoric coupling can occur.
In the case of non-adiabatic relaxation processes, the conventional rescaling procedures
as presented in Sec. 2.2 can be used. However, the velocity rescaling for excitonic hops
that involve two chromophores (or more) can not be straightforwardly done.

In the simplest case, when the respective energy levels of the involved subsystems
are exactly in resonance, the energy gained from the deexcitation can be used for the
excitation. However, due to the stochastic nature of the surface-hopping approach, hops
may occur where the systems are not exactly in resonance. If a combined deexcitation
in monomer I and excitation in monomer J occur the energy is redistributed according
to the following procedure:

1. The whole deexcitation energy of monomer I is transferred to the monomer J,
where it is used for the excitation.

2. Residual deexcitation energy from I is distributed on the both participating
monomers.

3. If more energy is required to excite monomer J than available from the deexcita-
tion of monomer I, the required energy is withdrawn from the vibrational kinetic
energy of both monomers.

4. The state switch is rejected if the available energy is insufficient.

The rescaling factors are obtained such that the total energy is conserved and that the
change of kinetic energy is minimized in both monomers.

2.6 simulation of time-resolved infrared spectroscopy

In the preceding sections the semiclassical representation of light-matter interaction
and nuclear motion has been used to simulate excitation processes during the irra-
diation with light. However, this approach can also be used to obtain spectroscopic
observables. In the following a generally applicable approach is presented allowing
for the simulation of accurate pump-probe time-resolved infrared (TRIR) spectroscopy
from semiclassical molecular dynamics simulations.
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The general experimental procedure has been outlined in Sec. 1.3 of the introductory
part. Hence, in order to simulate time-resolved pump-probe IR spectra, two interactions
with the laser field, separated by the time delay ∆t, have to be considered:

1. the interaction with the UV pump laser pulse centered at t = 0 which excites or
ionizes the system, and

2. the interaction with the probe IR laser pulse centered at the time delay ∆t, which
gives the resultant spectrum.

In the spirit of the semiclassical treatment of light-matter interaction (cf. Sec. 2.3), the
Hamiltonian for a system driven by a laser field E(t, ∆t) centered at delay time ∆t and
oscillating with a frequency ω reads:

Ĥ = Ĥ0 − µ̂ ·E(t; ω, ∆t) (6.1)

where H0 is the field-free Hamiltonian operator of the molecular system and µ̂ is the
dipole moment operator.

In section 2.1 the partial Wigner representation of quantum mechanics has been
introduced in order to obtain the classical equations of motion for nuclei. Here, the
Liouville–von-Neumann equation, which replaces the time-dependent Schrödinger
equation, has been brought into the adiabatic basis and for the diagonal elements the
classical Liouville equation:

ρ̇(q,p, t) = {H(q,p, t), ρ(q,p, t)} (6.2)

has been derived after Wigner transformation of the nuclear degrees of freedom (cf. Sec.
2.1). Hence, the quantum mechanical operators are transformed to classical functions of
the canonical variables q and p. In trajectory-based approaches the classical phase-space
density ρ can be represented by an ensemble of classical trajectories as introduced by
Eqn. (1.11) and equivalently to solve Liouville’s equation one may solve Hamilton’s
equations of motion:

q̇ = ∇pH =M−1p (6.3a)

ṗ = −∇qH = −∇qEk +∇qµ ·E(t, ∆t). (6.3b)

The forces acting on the nuclei are −∇qEk = Fi and are obtained as gradients of
the electronic potential energy surface Ek, which are solutions of the unperturbed
time-independent Schrödinger equation. In the 0th order of perturbation, which can
be employed for weak laser fields, the last term of Eqn. (6.3b) can be neglected, and
therefore the nuclei can be propagated freely using quantum chemical MD “on the fly”
as described previously in section 2.1.
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The rate of the energy absorption induced by the interaction with the probe field can
be calculated in the phase space representation as

d 〈E〉
dt

=
d
dt

∫
dp
∫

dq H0(q,p)ρ(q,p, t) =
∫

dp
∫

dq H0(q,p)
dρ

dt
(q,p, t)

=
∫

dp
∫

dq H0(q,p) {H(q,p, t), ρ(q,p, t)} , (6.4)

where in the last step Eqn. (6.2) has been employed. By expanding the Poisson bracket
and using partial integration, Eqn. (6.4) can be reduced to

d 〈E〉
dt

=
∫

dp
∫

dq ρ(q,p, t)
dµ(q)

dt
·E(t; ω, ∆t), (6.5)

The total absorption of energy for a given frequency ω and time delay ∆t introduced
by the probe laser, which corresponds to the experimental measured transient ps-TRIR
spectrum, can be calculated by integrating the rate of energy absorption Eqn. (6.5) over
time:

〈σprobe(ω, ∆t)〉 =
∫ ∞

−∞
dt

d 〈E〉
dt

=
∫ ∞

−∞
dt
∫

dpd
∫
q ρ(q,p, t)

∂µ(q)

∂t
·E(t; ω, ∆t),

(6.6)

The phase-space integral can be simplified by introducing the representation of the
the phase-space density by nuclear trajectories given by Eqn. (1.11), yielding final
expression for the probe signal that can be obtained from the unperturbed molecular
dynamics simulations:

〈σprobe(ω, ∆t)〉 =
Ntraj

∑
i

∫ ∞

−∞
dt

dµ(qi(q0,p0, t))
dt

·E(t; ω, ∆t) (6.7)

Note that, if an enveloped (shaped) sinusoidal plane wave is employed for the laser
field, this expression can be interpreted as a trajectory average of the windowed Fourier
transform of the dipole derivative function of each trajectory, where the probe pulse
envelope serves as a window.

Finally, the pump pulse has to be considered too. Although a generally applicable
strategy for the simulation of excitation (or ionization) processes has already been
presented in the previous sections, which could also have been applied here, the focus
of the present work has been on the simulation of the IR signal. Hence, the trajectories
have been propagated both in the initial as well as in the target state and an envelope
function P(t) has been used that mimics the transient population of the target state.
The final pump-probe signal is therefore obtained by convoluting the probe signal
σprobe with the rate of population change dP/dt:

〈σ(ω, ∆t)〉 =
∫ ∞

−∞
dt

dP
dt
〈σ(ω, t− ∆t)〉. (6.8)

In the case that a Gaussian pump-pulse envelope is employed dP
dt is an error function.
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2.7 discussion

In this thesis, a selection of still not fully disclosed phenomena arising from the
interaction of biomolecules with UV light has been investigated. In this context, novel
quantum-classical methods for the simulation of light-induced excited state dynamics in
complex molecular systems have been developed. The methodological development and
the obtained results from molecular dynamics simulations can extend the knowledge
about why the biological matter is built exactly the way as it is found on Earth today.

Motivated by the homochiral nature of the building blocks of life and the observation
of enantiomerically enriched left-handed amino acids on meteorites and comets, in this
work, the field-induced surface-hopping (FISH) approach has been extended. Specifi-
cally, the inclusion of higher-order terms in the multipole expansion of the Hamiltonian
for the light-matter interaction and the interaction with circularly polarized light allows
for the accurate description of chiroptical properties. The developed methodology
has been applied to the smallest chiral amino acid, alanine. It has been shown that
asymmetric fragmentation in excited electronic states can be induced by circularly
polarized light. Although the effects are minor, this finding supports the hypothesis that
originally racemic mixtures of chiral biomolecules can be enantiomerically enriched by
circularly polarized radiation before their arrival on Earth and then autocatalytically
amplified to their present homochiral state. Additionally, the simulations revealed that
irradiation with circularly polarized light could cause an asymmetric formation of
chiral products from achiral fragments in small amounts. Since enantiomerically pure
or at least enriched chiral substances are of great importance for drug development
in the pharmaceutical industry, this observation may be utilized to employ circularly
polarized shaped laser pulses to achieve controlled and enantioselective synthesis of
chiral molecules.

Although the bare building blocks of life also occur in their pristine or chemically
modified form in nature (e.g., as neurotransmitters) and are, therefore, interesting
subjects of research in their own right, their full capability is revealed if they are building
up supramolecular structures and molecular aggregates. The light-induced processes
occurring specifically in molecular aggregates were subject to the further development
of the quantum-classical methodology. The theoretical treatment of photodynamics
in those extended systems is particularly challenging since a direct application of
semiclassical molecular dynamics approaches is not possible anymore due to the size
of the system. In this context, the multi-chromophoric FISH (McFISH) method has been
developed. Here, the system is subdivided into computationally feasible fragments
coupled in the frame of an extended Frenkel exciton model. The combination with
hybrid quantum mechanical–molecular mechanical (QM/MM) techniques accounts for
effects caused by the environment. The approach has been demonstrated by simulating
the photodynamics of a model of a double-stranded DNA decamer. The photodynamics
in DNA is of particular importance since, in contrast to the bare nucleobases, long-
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living excited states are observed. After the initial excitation of delocalized excitonic
states, a branching into localized and delocalized excited states is found, which results
in a multi-exponential decay of the excited state population. The fast component of
the decay can be attributed to the localized states in which conical intersections with
the electronic ground-state, resembling those of the bare nucleobases, are reached.
The long-living component originates from the formation of delocalized states and
charge resonance states counteracting the localization of the excitation on a single
base and preventing the deactivation to the ground state. The chosen idealized DNA
model, including 12 nucleobases in the quantum-mechanical region, served well for
the demonstration of the developed methodology and studying the mechanisms of
excitation energy transport and non-radiative relaxation. However, due to the high
efficiency of the developed method, larger quantum-mechanical regions could be used,
and the dependency of photodynamics on the size of the quantum region could be
studied. Moreover, in future works, more realistic DNA models, including natural DNA
and unusual DNA structures as found in, e.g., i-motif DNA, could be investigated.
The presented method is generally and widely applicable and can serve, e.g., to
investigate excitation energy transfer processes occurring in light-harvesting complexes,
biological imaging applications in fluorescent proteins, or the study and design of
photoactivatable drugs as used in photodynamic therapy.

While the studies mentioned above focused on the light-induced dynamics of the
chromophores, the influence on the environment has been considered as well. The
interaction of water with biomolecules and the formation of complex hydrogen-bonded
networks are important driving forces in biochemical reactions and structural rearrange-
ments. In particular, the structure and function of proteins are intimately connected
with the water network dynamics, and the photoexcitation of a solute molecule may
trigger a rearrangement of the solvent molecules. A valuable means to probe this
type of dynamics is the picosecond time-resolved pump-probe infrared (ps-TRIR)
spectroscopy. However, based on experimental data alone, it is difficult to gain an
atomistic understanding of the underlying processes. Therefore, a generally applicable
method for the simulation of pump-probe TRIR spectra based on molecular dynamics
simulations and the Wigner phase-space representation of quantum mechanics has
been devised. The developed methodology has been employed to investigate the mi-
gration dynamics of a single water molecule around the –CONH– peptide linkage
in two peptide analogs serving as models for biological proteins. It has been shown
that for both peptide analogs, a water molecule bound initially at the CO site of the
peptide linkage is migrating to the NH site after photoionization. The simulated spec-
tra are in excellent agreement with the experimental observations. The simulations
have allowed for an atomistic interpretation of the measured time scales, migration
pathways, and their fingerprints in the experimental ps-TRIR spectra. In particular, it
has been shown that in two studied peptides differing only by a methyl substitution
at the peptide linkage, completely different migration dynamics are observed in the
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simulations. While for acetanilide, two migration pathways are found, which take a
course above the molecular plane, only a single in-plane migration pathway is observed
in formanilide. In future work, the presented method could be generalized to obtain
other time-resolved spectroscopic observables, such as transient absorption spectra, or
to simulate time-resolved Raman spectroscopy. Additionally, in close analogy to the
FISH method, this approach could be used to simulate quantum dynamics in the space
of selected vibrational modes under the influence of an infrared pulse.

In general, in this work, particular emphasis was put on developing and imple-
menting the above summarized methods. The software that has been written in this
context has interfaces to various quantum chemical programs and can make use of
numerous high-level quantum chemical methods, such as, e.g., time-dependent linear
response density functional theory (TDDFT) and the approximate coupled-cluster
singles and doubles (CC2) or algebraic diagrammatic construction (ADC(2)) models.
Moreover, it includes an own implementation of molecular mechanical force fields,
which allows for the simulation of the photodynamics in extended mixed QM/MM
models. The program can be easily extended and is highly configurable. Therefore, the
developed methods can be straightforwardly applied to simulate a broad range of light-
induced phenomena, thus enabling the comprehensive investigation of photodynamics
in complex systems.
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ABSTRACT: We introduce a general theoretical approach for the simulation
of photochemical dynamics under the influence of circularly polarized light to
explore the possibility of generating enantiomeric enrichment through
polarized-light-selective photochemistry. The method is applied to the
simulation of the photolysis of alanine, a prototype chiral amino acid. We
show that a systematic enantiomeric enrichment can be obtained depending
on the helicity of the circularly polarized light that induces the excited-state
photochemistry of alanine. By analyzing the patterns of the photoinduced
fragmentation of alanine we find an inducible enantiomeric enrichment up to
1.7%, which is also in good correspondence to the experimental findings. Our
method is generally applicable to complex systems and might serve to
systematically explore the photochemical origin of homochirality.

■ INTRODUCTION

The building blocks of life on Earth, like enzymes and nucleic
acids, are composed of homochiral monomers, namely, L-amino
acids and D-sugars, and the origin of this symmetry-breaking
enantioselectivity of Nature still remains unknown. Since the
first investigations of chiral molecules by Pasteur1 many
hypotheses and speculations on the source of symmetry
breaking have been proposed. The observation of enantiomeric
enrichment (ee) of left-handed meteoric amino acids2 lead to
the proposal that extraterrestrially formed enantiomerically
enriched biomolecules were brought to Earth on meteorites
and comets and have been subsequently amplified to the
present homochiral state. The direct observation of chirality in
space is not possible through remote detection. Recently,
fascinating space missions have been started to explore the
chemical composition of comets. Launched 11 years ago, the
Philae lander of the ESA Rosetta space craft has landed in 2014
on the 67P/Churyumov-Gerasimonko (67P/C-G) comet.
Among other instruments the lander is equipped with a
Cometary Sampling and Composition (COSAC) instrument,
which is able to identify, separate, and quantify organic
molecules, including enantiomers expected to be found in
cometary ices.3 After its complicated landing on the comet’s
surface on November 12, 2014 most of the experiments were
finished 2 days later. The COSAC module has successfully
identified several organic molecules.4 Unfortunately, because of
its disadvantageous final position the Philae lander lost its
power, such that not all measured data were transferred to
Earth. However, the lander awakened on June 13, 2015 for
several days and sent a subset of the 8000 measured data sets,
which are partly still under investigation.5

The optical activity of chiral molecules is their inherent
property that arises as a consequence of the specific interaction
of the electric and magnetic dipoles with the electric/magnetic

components of the polarized light. Thus, several photochemical
mechanisms for generating ee6−8 were proposed based on the
interaction with polarized light that is present in the interstellar
space.9,10 In circularly polarized light (CPL) the electric and the
magnetic fields, which are perpendicular to each other, rotate
about the axis of the direction of field propagation. The helicity
of the rotation determines the handedness of the CPL. The
different absorption cross section of left (L-)CPL and right (R-
)CPL by chiral molecules is known as circular dichroism (CD)
and can lead to the preferential photochemical fragmentation of
one of the enantiomers, and thus the remaining substance
becomes enriched in the other form.7,11,12 This makes the
exposition of extraterrestrial organic material to CPL on cosmic
objects a promising mechanism for ee.
Although ultrashort laser pulses are not particularly relevant

in the astrochemical context, employing such pulses in the
laboratory for the detection of CD opens new perspectives for
the application of time-resolved spectroscopy and optimal
control by pulse shaping to chiral molecules. Time-dependent
CD (TDCD) spectroscopy has led to mechanistic insights into
fundamental photochemical processes.13,14 Because of the weak
CD effect, measuring TDCD is an experimentally challenging
task. Rhee et al. presented a vibrational TDCD spectroscopy
study employing femtosecond laser pulses.15 Ultrashort laser
pulses were also successfully applied to mass spectrometric
measurements for the separation of enantiomers.16−19

From the theoretical point of view dynamical CD effects have
only been studied in the frame of electron dynamics simulations
with fixed nuclei.20−24 For a two-level chiral model system it
has been shown that a state population difference induced upon
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excitation by left and right CPL can occur. The origin of CD
are the magnetic transition dipole moments, which have the
same magnitude but an opposite sign for the two enantiomers.
However, the magnetic transition dipole moments are 2 orders
of magnitude smaller than their electric counterparts, and the
selectivity of excitation depends strongly on the orientation of
the electric and magnetic dipole moments to the external laser
field.20,21 Extensive studies on TDCD effects of 3-methyl-
cyclopentanone, employing laser-driven electron dynamics,
demonstrated the influence of polarized laser pulses on
electronic state populations and ion yields due to multiphoton
excitations.22−24 As yet, all theoretical investigations, however,
neglect the influence of the nuclear motion leading to
nonadiabatic coupling between the electronic states. The
explicit treatment of the nuclear dynamics is essential for the
understanding of the photochemical processes in chiral
molecules under the influence of CPL. In this context, a
particularly attractive approach, which is generally applicable
also to complex systems, is based on the semiclassical molecular
dynamics “on the fly”, in which the nuclear motion is described
by classical trajectories, and the electronic structure is calculated
using various quantum chemical methods. For the field-free
nonadiabatic dynamics a variety of approaches have been
devised, the most widely used being Tully’s surface-hopping
procedure.25,26 The inclusion of laser pulses into molecular
dynamics simulations has been achieved in the framework of
our field-induced surface-hopping method (FISH)27 and
successfully applied, for example, for the simulation of light-
induced photodynamics, time-resolved photoelectron spectros-
copy (TRPES),28−30 or coherent control,27,31,32 respectively.
Here we focus on the photodynamics of the amino acid

alanine (Ala), which has been subject to numerous
experimental studies11,12,33−38 and of significant interest in
theoretical works.39−43 Our aim is to explore the photo-
chemistry of Ala induced by the interaction with circularly
polarized UV light. Ala is the smallest chiral amino acid and
thus serves as a prototype system for the investigation of ee
under interstellar conditions. To study the photodynamics
using polarized laser pulses, we extended our FISH
approach27,28 by the explicit inclusion of the magnetic field,
coupled to the molecule via the magnetic transition dipole
moments. This methodology is generally applicable to the
investigation of the photochemistry of chiral compounds and it
includes both electronic and nuclear dynamics at the mixed
quantum-classical level.

■ METHODS SECTION
The simulations are performed by the following steps: First,
3000 initial conditions for an ensemble of trajectories were
generated from a 1 ns long trajectory in the electronic ground-
state at constant temperature (T = 50 K). The temperature was
chosen to mimic the temperature of objects in the Kuiper belt,
which is presumed to be the region of origin for many
comets.44 To average over the molecular orientations we
rotated each starting geometry Ri,D(t = 0) = Mz(αi)My(βi)
Mz(γi)R̃i,D as well as the velocities by the uniformly randomized
Euler angles {0 < αi < 2π}, {0 < βi < π}, and {0 < γi < 2π},
respectively. The L-enantiomer of Ala was obtained by inversion
of the atomic coordinates of D-Ala through the center of
coordinates, which was chosen to be the chiral carbon atom.
From these initial conditions, we have launched our

semiclassical FISH molecular dynamics running for 1.5 ps in
the manifold of the lowest 4 excited states and the ground-state.

The Newtonian equations of motion for the nuclei are
integrated using the velocity Verlet algorithm45 with a time
step of Δt = 0.1 fs, where the gradients on the nuclei are
obtained from the multireference configuration interaction
OM2 method.46 Along each trajectory R(t) the electronic
degrees of freedom are propagated by solving the time-
dependent Schrödinger equation in the manifold of adiabatic
electronic states coupled by the electric field E(t), by the
magnetic field B(t), and by the nonadiabatic coupling terms dij:

∑
∑ μ

ℏ ̇ = − ℏ · ̇

− · − ·

i c t E t c t i t t c t

t t t t c t

R d R R

R E m R B

( ) ( ( )) ( ) [ ( ( )) ( )] ( )

[ ( ( )) ( ) ( ( )) ( )] ( )

i i i
j

ij j

j
ij ij j

(1)

Here, Ei(R(t)) represents the adiabatic energy of the ith
electronic state, μij and mij are the electric and magnetic
transition dipole moments, respectively, and ci(t) are the
expansion coefficients of the electronic wave function. The
equation was numerically integrated using the 4th order
Runge−Kutta method with a step size of 1 × 10−5 fs.
The electronic state in which the trajectory resides is

determined by a stochastic surface-hopping algorithm, using the
hopping probabilities calculated from the change of the
quantum electronic state populations ρii = ci*ci according to

ρ ρ
ρ

ρ

ρ

ρ ρ
τ= Θ − ̇ Θ ̇ − ̇

∑ Θ ̇ ̇ Δ→P ( ) ( )
( )i j ii jj

ii

ii

jj

k kk kk (2)

where the Θ functions are defined to be one for positive
arguments and zero otherwise. Notice that in eq 1 the shape as
well as the polarization of the laser field are not restricted to
specific cases. This leads to a variety of possible pulse envelopes
and polarizations, including left and right circular or elliptical
polarization, allowing us to apply our formalism for many
purposes like control of laser-induced processes or the
simulation of spectroscopic observables. Also notice that the
transition dipole matrix elements μij and mij as well as the
nonadiabatic coupling term dij in eq 1 are parametrically
dependent on the nuclear trajectory R(t) and thus are
calculated in each nuclear time step.
Throughout this work, we used CPL where the laser field is

propagated in z-direction and has a Gaussian shaped envelope:
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where δ = π
2
for L-CPL, δ = − π

2
for R-CPL, respectively. The

magnetic field is defined perpendicular to the electric field (eq
3):

= ̂ ×t
c

tB e E( )
1

( ( ))z (4)

The pulse was chosen to have a full width at half-maximum
(FWHM) of 500 fs (σ ≈ 212 fs) and is centered at tc ≈ 554 fs,
such that the molecule is allowed to relax in the excited state for
∼0.5 ps after the pulse has ended. During the pulse (0 ≤ t ≤
FWTM ≈ 911 fs, FWTM: full width at tenth of maximum) the
energy conservation due to electronic state change is switched
off, under the presumption that all energy originating from the
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laser pulse is absorbed by the molecule. After 911 fs we switch
on energy conservation, employing uniform rescaling of the
velocities of the nuclei when a state switch occurs according to
the energy difference of the electronic states. The field
amplitude was chosen = 2 20 GV/m, to yield a reasonable
excitation efficiency to the excited state.
Notice that the inclusion of the coupling of the field to the

electric quadruple moment Q, which is in the same order of
magnitude as the magnetic dipole coupling, is straightforward
by including a third term of the form · ̂ ·ω tQ e E( )z

i
c2

into eq 1.

However, analytically the contribution of electric quadrupole
coupling vanishes upon rotational averaging,47 which was
employed in this study.
The chirality on the asymmetric carbon atoms is determined

with the following algorithm: (1) we assigned the priority of
each ligand according to the nuclear charges, (2) the ligand
with the lowest priority (hydrogen) is aligned to the z-axis and
the molecule is projected on the x−y-plane, and (3) the ligand
with the second priority (methyl group) is aligned to the y-axis
and the molecule is projected on to the x-axis. Now, if the
ligand with the highest priority is on the left of the chiral carbon
atom on the x-axis we assigned it to S-type and, otherwise, to
the R-type.

■ RESULTS AND DISCUSSION

We explore the photochemistry of Ala under the influence of
circularly polarized light employing the extended version of the
FISH method.
Ala has five energetically close-lying conformers49 in the

ground electronic state, which are connected by low energy
barriers. To sample the most abundant conformers, we ran a 1
ns long molecular dynamics (MD) simulation of D-Ala in the
electronic ground state using the multireference configuration
interaction (MR-CI) OM2 method.46 To obtain statistically
reliable ee values in the excited-state dynamics simulations, one
must run a large number of trajectories. Thus, we sampled 3000
structures and velocities in regular time intervals from the
constant-temperature MD. These structures served as starting
points for the simulation of the photochemistry of Ala under
the influence of the CPL.
Circular Dichroism Spectroscopy. In Figure 1 we present

the UV/vis, electronic CD (ECD), and anisotropy spectra of
Ala calculated from the sampled geometries. The oscillator
strength f i ∝ |μ0i|

2 in the UV/vis spectrum (Figure 1a) is
directly linked to the extinction coefficient ϵ = ϵL−CPL + ϵR−CPL,
while the rotatory strength Ri ∝|μ0i||m0i| in the ECD spectrum
(Figure 1b) is related to the differential extinction coefficient
Δϵ = ϵL−CPL − ϵR−CPL. These two quantities can be used to
define the anisotropy g = Δϵ/ϵ (Figure 1c), which measures the
ratio between Δϵ and ϵ. It has been experimentally shown that
the anisotropy allows, together with the extent of the photolysis
reaction, ξ, for an estimation of the lower limit for the
photochemically inducible ee values: ee ≥ (1 − (1 − ξ)g/2).11,37

The anisotropy factor may be approximated by ≈g 4i
R
f

i

i

0

0
,

presuming the shape of the CD and absorption signal are the
same and the permittivity is set to 1.50 As can be seen from
Figure 1b,c the ECD and anisotropy spectra differ in their sign
for both enantiomers, where the red curves indicate the
envelope of the L-Ala spectra, and the blue curve indicates the
envelope of the D-Ala spectra.

The UV/vis spectrum (Figure 1a) shows two well-separated
absorption peaks at ∼270 nm (S1) and 220 nm (S2),
respectively. While the S1 state shows only a weak absorption
in the UV/vis and ECD spectrum (Figure 1b), the S2 state has
high oscillator and rotatory strengths. In this spirit the S2 state
would be a good choice as a target state for the laser-driven
molecular dynamics. However, it bears only a very small
intensity in the anisotropy spectrum (Figure 1c). To obtain
high population transfer to the excited state as well as high ee
values, we therefore chose the S3 state, located at 190 nm, as the
target state, which has a high anisotropy factor compared to the
S2 state. The S4 state is close to the S3 state, but it has lower
oscillator and rotatory strength. For comparison experimental
spectra are given in Figure 1d−f. Note that the calculated
spectra in Figure 1 were red-shifted by 15 nm. The UV/vis
spectrum (Figure 1d), obtained from Ala in methanol
solution,48 indicates a weak band at ∼250 nm and an intense
band below 210 nm. Thus, the energies are red-shifted by ∼20
nm, which can be attributed to the influence of the polar
solvent. The experimental ECD spectra of cold Ala films
(Figure 1e33) have a weak band at 200 nm and two stronger
bands at 180 and 158 nm, both with opposite sign compared to
the first one. The calculated (Figure 1c) and the experimentally
obtained anisotropy spectra (Figure 1f37) both exhibit a weak
band at ∼200 nm, an intense band at ∼190 nm and a weaker
band at 180 nm, each with opposite signs. Note, however, that

Figure 1. (a) UV/vis, (b) ECD (in cgs units), and (c) anisotropy
spectra derived from the 3000 initial structures for the MD
simulations. The sticks (shown in (a)) represent the electronic
excitation energies and oscillator strength for each geometry in the
ensemble of initial conditions. Each stick is convoluted by a Lorentzian
with a width of 12 nm. (inset) The dominant contribution to the S3
electronic excited state, which is of π → π*character. For the ECD (b)
and anisotropy (c) spectra the red line indicates the envelope of the
spectra L-Ala, and the blue line indicates the envelope for the D-Ala
spectra; each is given in cgs units. The shaded area indicates the region
of highest anisotropy. The spectra were shifted by 15 nm.
Experimental (d) UV/vis spectrum recorded in methanol solution,48

(e) ECD,33 and (f) anisotropy spectra obtained from thin films37 of L-
(red line) and D-Ala (blue line). The right scale of the anisotropy
spectra gives an estimate for the inducible eeL according ee ≥ (1 − (1
− ξ)g/2) using an extent of reaction of ξ = 93%.11,37
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the experimental values for the ECD and anisotropy spectra
were obtained from Ala films, where the zwitterionic form is the
predominant isomer,33 while we investigated the neutral Ala
that is the dominant form in the gas phase. The same holds true
for the UV/vis spectrum obtained in methanol, however, to our
knowledge no absorption spectra of Ala films have been
published so far. Although the comparison of the measured and
predicted spectra is not straightforward, theoretical inves-
tigations using density functional theory find a blue shift from
274 to 268 nm for the S1 state when switching from the neutral
to the zwitterionic form, while the S2, S3, and S4 states are red-
shifted by 14, 9, and 17 nm, respectively.51

Light-Induced Dynamics Simulations. Starting from the
3000 randomly oriented initial conditions for D- and L-Ala,
respectively, we ran our FISH molecular dynamics for 1.5 ps in
the manifold of four excited states and the ground-state,
including the explicit interaction with polarized light. The
details of the simulations and the parameters of the laser fields
are given in the Methods Section. Two different field
polarizations corresponding to R-CPL and L-CPL were
employed.
After ∼200 fs the S3 excited state gets populated due to the

excitation with the resonant laser pulse. In the course of the
dynamics the population is rapidly transferred to lower excited
states due to nonradiative relaxation induced by strong
nonadiabatic couplings until the first excited state is reached.
In the analysis of the trajectories we observe three photo-
chemical processes: (a) up to 93% of the trajectories fragment
in the excited state, (b) Ala is completely retained with the
initial stereogenic configuration, and (c) the chiral center
isomerizes to the opposite enantiomer after fragmentation in
the excited state and recombination in the electronic ground-
state, where the latter one is a subset of (a).
A representative trajectory for the photolysis of L-Ala

illustrating both mechanisms (isomerization and fragmenta-
tion) is presented in Figure 2. L-Ala is photoexcited to the S3
state at 360 fs by L-CPL, where it quickly relaxes through S2 to
the first excited state. In the S1 state the fragmentation takes
place leading to the loss of the COOH group. Subsequently,
the crossing of the S1 and the S0 state is reached at 440 fs
leading to the nonradiative deactivation to the ground
electronic state. Here, the hydrogen at the previously chiral
center swings through the molecular plane, and COOH
recombines to the parent molecule, but this time forming R-
Ala. Since the pulse has not ceased yet, the formed R-Ala is
photoexcited again at 590 fs and fragments under the loss of
COOH from the first excited state.
To investigate the different excitation capabilities of R- and

L-CPL for both enantiomers, we computed the electronic-state
populations PL for L-CPL and PR for R-CPL, respectively, and

defined the TDCD as = −
+tCD( ) 2 P P

P P
L R

L R
.24 Since the population

is rapidly transferred between the excited states, we show the
TDCD values for the ground state, reflecting the population
difference of all excited states with respect to the ground state.
The results are presented in Figure 3 for L-Ala (red curve) and
D-Ala (blue curve) as well as for racemic Ala (rac-Ala, green
curve), which is obtained from the sum of the populations of L-
and D-Ala. The CD values can be understood such that if CD is
positive R-CPL excites the corresponding enantiomer more
than L-CPL and vice versa. As expected from the ECD spectra
(Figure 1b) the TDCD for L- and D-Ala obtained from MD
simulations are opposite in their sign. While the CD values are

close to zero at the beginning and the center of the laser pulse
(shown as gray area in Figure 3), they steadily decrease for D-
Ala or increase for L-Ala as the pulse intensity decreases until
the final population difference is reached with CD = 4.5% for L-
Ala and CD = −8.2% for D-Ala, respectively. The observed
behavior is not surprising, since at the beginning of the pulse
the electronic state population rapidly oscillates between the
excited states and the ground ground-state, while at the end of
the pulse a steady-state population is reached. As expected, for
rac-Ala the TDCD always remains close to zero and finally ends
with a value of ca. −1.5%. This nonvanishing CD for rac-Ala
and the not completely stable CD for L/D-Ala at the end of the

Figure 2. Electronic state energies and snapshots of a representative
trajectory of L-Ala irradiated with L-CPL illustrating the fragmentation
as well as the recombination to R-Ala. The black, red, green, blue, and
yellow lines indicate the energy of the S0, S1, S2, S3, and S4 electronic
states, respectively. The orange dotted line represents the electronic
state in which the trajectory resides at a given time.

Figure 3. TDCD for the electronic ground state for L-Ala (red curve),
D-Ala (blue curve), and rac-Ala (green curve). The Gaussian-shaped
field envelope |E(t)| is indicated as gray-shaded area.
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dynamics might be artificial due to convergence failures upon
fragmentation, making the evaluation of the CD values
numerically unstable. Nevertheless, the simulation clearly
shows the different excitation capabilities of L- and R-CPL to
alanine.
Enantiomeric Enrichment. The direct comparison of

TDCD to the experiment is not straightforward, since
measuring time-dependent electronic state populations is a
challenging task, especially for differences no larger than a few
percent, and to our knowledge, no such data are available for
Ala. Instead, most experiments analyzing the ee values in amino
acids use gas chromatography combined with time-of-flight
mass spectrometry or chiral photoelectron spectroscopy (PES),
where, for example, Ala is ionized with polarized laser
pulses.35,36 Since Ala is a fragile molecule in gas phase and
undergoes photolysis reactions, we simulated mass spectra for
rac-Ala (Figure 4) by approximating the ionization as an
instantaneous process. This enables us to directly compare the
outcome of our photodynamics simulations to experiments on
Ala.

For this purpose, we calculated the charge distribution at t =
1.5 ps in the cationic ground state and determined the
fragments with a proximity criterion. The obtained Mulliken
partial charges were summed over atoms in each fragment, and
the fragment with a total charge close to +1 was used to
simulate the mass spectra shown in Figure 4. Apart from the
parent ion M+ (m/z = 89) the abundant masses are the m/z =
44 and m/z = 43 fragments. While the 44 fragment results from
the loss of COOH by the reaction of [CH3CH(NH2)-
(COOH)]+ → [CH3CHNH2]

+ + COOH and is well-described
in the literature,36,52 we also see a significant amount of the 43
fragment, which comes either from the loss of formic acid or
from the loss of CO and H2O, where the charge resides on the

remaining [CH2CHNH2]
+ fragment. However, the simulations

show that formic acid or H2O + CO are always formed after the
loss of COOH by transfer of a second hydrogen from
[CH3CHNH2]

+ to COOH, and thus this fragmentation path
is a result of the long relaxation time in the excited state.
However, in the experiment the charged fragment is rapidly
accelerated by the external electric field, and the second
hydrogen abstraction is unlikely to happen.
While the fragmentation pattern looks quite similar for L-

and R-CPL, the enantiomeric composition of the remaining Ala
molecules as well as of fragments containing intact stereogenic
centers is different (cf. the difference of the mass spectra in the
lower panel of Figure 4). As stated above Ala can either
undergo complete fragmentation with the loss of the chiral
center or other processes in which an asymmetric carbon atom
is retained. The chirality of the fragments was determined and
is presented in right panels of Figure 4, giving rise to the ee
values induced by the polarized laser pulses, and is calculated
according to

= −
+

N N
N N

eeL
L D

L D (5)

where NL and ND are the number of preserved stereogenic
centers of L- and D-Ala, respectively. On the one hand, in the
case of L-CPL 209 S-type and 202 R-type centers are preserved
or formed, giving rise to an eeL of 1.7%. On the other hand for
R-CPL 191 S-type and 197 R-type centers are present at the
end of the dynamics simulations inducing an eeL of −1.5%.
These values are lower than the experimentally determined ees,
which range up to (4.49 ± 0.14)% for L-CPL and (−4.22 ±
0.21)% for R-CPL, depending on the excitation energy,
irradiation time, and the environmental conditions.11,38

However, the enantioselectivity of the photolysis reaction
strongly depends on the reaction rate, and the higher ee values
obtained in experiments rely on photolytic yields of 99.97%,
achieved with radiation times of several hours,11 while we can
only account for photolysis of up to 93% due to a much shorter
pulse duration. Using the empirically found formula for the
lower limit for the inducible ee11,37 with an extent of reaction of
ξ = 93% we obtain a lower bound for the inducible eeL of
∼1.6% for the calculated anisotropy at 190 nm (Figure 1c) and
1.1% for the measured anisotropy spectrum (Figure 1f). Note
that due to the high extent of the reaction and the small
number of trajectories contributing to the presented eeL values,
there is still an error of ∼0.1%, presuming a Gaussian
distribution. As a proof that the effect is mainly due to the
interaction with CPL we also present the mass spectrum for the
simulations with linear polarized light (LPL) in the Supporting
Information, where the fragmentation is still the dominant
mechanism, although the fragmentation rate is ∼12% lower
than for CPL. Counting the number of trajectories where the
stereogenic center is still present, we find an ee of 0.0%, as it is
expected.
Finally, we also want to point out that, in several trajectories,

the stereogenic center is inverted in the electronically excited
state. This is indicated by the light shaded areas in Figure 4. In
total seven R→S isomerizations (five with L-CPL and two with
R-CPL) and three S→R isomerizations (one with L-CPL and
two with R-CPL) have taken place. After photolysis in the
excited state, Ala relaxes to the electronic ground state, where
the recombination to either the same or opposite enantiomer is
possible. This opens also a possibility for the hypothesis that

Figure 4. (left) Mass-spectra of rac-Ala obtained from MD simulations
after irradiation with L-CPL (upper panel) and R-CPL (middle panel),
respectively. (right) Number of trajectories having an S (red) or R
(blue) chiral carbon at the end of the dynamics. The lighter areas
indicate the number of trajectories where an inversion due to
isomerization of the chiral center has taken place. (lowest) The
difference of both mass spectra in absolute units.
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chiral amino acids can be formed under the influence of CPL.
However, because of the small amount of trajectories
undergoing this inversion, no final conclusion can be made.
The analysis of the influence of the pulse parameters (e.g.,

pulse length, ellipticity, and intensity) on the enantiomeric
enrichment is still an open, but challenging, topic and will be
investigated in future work.

■ CONCLUSIONS
In summary, we have implemented the extension to our FISH
method including magnetic field coupling and polarized laser
pulses. We have tested and successfully demonstrated our
method on the photolysis dynamics of alanine and have shown
that circularly polarized light is able to distinguish dynamically
on the molecular level between left- and right-handed
enantiomers. The photolysis induced by excitation with
circularly polarized light leads to nonvanishing enantiomeric
enrichment up to ±1.7% of either of the enantiomers,
depending on the helicity of the included laser field.
Additionally, we have shown that inversion of the chiral center
in the excited state induced by circularly polarized light is, in
principle, possible. This opens a perspective to enantiomeric
enrichment due to photochemistry induced by circularly
polarized light and has to be investigated further. Altogether,
our findings support the hypothesis that homochirality can be
induced by circularly polarized light, which may be responsible
for enantiomeric enrichment of chiral molecules on extra-
terrestrial objects prior to their arrival on Earth.
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Koutecky,́ V. Field-induced Surface Hopping Method for Probing
Transition State Nonadiabatic Dynamics of Ag(3). Phys. Chem. Chem.
Phys. 2011, 13, 8690−8696.
(30) Stanzel, J.; Neeb, M.; Eberhardt, W.; Lisinetskaya, P. G.;
Petersen, J.; Mitric,́ R. Switching from Molecular to Bulklike Dynamics
in Electronic Relaxation of a Small Gold Cluster. Phys. Rev. A: At., Mol.,
Opt. Phys. 2012, 85, 013201.
(31) Lisinetskaya, P. G.; Mitric,́ R. Simulation of Laser-induced
Coupled Electron-nuclear Dynamics and Time-resolved Harmonic
Spectra in Complex Systems. Phys. Rev. A: At., Mol., Opt. Phys. 2011,
83, 033408.
(32) Petersen, J.; Wohlgemuth, M.; Sellner, B.; Bonacǐc-́Koutecky,́ V.;
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Supplementary Information

1. We attach a movie of a representative trajectory, which is also described in the main

text. The movie shows first the fragmentation of L-Ala due to the excitation by L-

CPL in the first excited state, followed by a recombination to R-Ala in the electronic

ground-state. The laser pulse reexcites R-Ala leading to the loss of COOH.

2. For the proof that the difference in enantiomeric enrichment is due to the helicity of

the polarized light, we also show the mass spectrum and stereogenic composition of

rac-Ala irradiated with linear polarized light (LPL, δ = π). As can be seen from Fig.

S1 the enantiomeric excess of is exactly zero.
∗To whom correspondence should be addressed
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Figure S1: On the left: Mass-spectra of rac-Ala obtained from MD simulations after irra-
diation with LPL at the end of the MD simulations. On the right: Number of trajectories
having an S (red) or R (blue) chiral carbon at the end of the dynamics. The lighter areas
indicate the number of trajectories where an inversion due to isomerization of the chiral
center has taken place.
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Excitation energy transport in DNA modelled by
multi-chromophoric field-induced surface
hopping†

Matthias Wohlgemuth and Roland Mitrić *

Absorption of ultraviolet light is known as a major source of carcinogenic mutations of DNA. The

underlying processes of excitation energy dissipation are yet not fully understood. In this work we provide a

new and generally applicable route for studying the excitation energy transport in multi-chromophoric

complexes at an atomistic level. The surface-hopping approach in the frame of the extended Frenkel

exciton model combined with QM/MM techniques allowed us to simulate the photodynamics of the

alternating (dAdT)10:(dAdT)10 double-stranded DNA. In accordance with recent experiments, we find that

the excited state decay is multiexponential, involving a long and a short component which are due to two

distinct mechanisms: formation of long-lived delocalized excitonic and charge transfer states vs. ultrafast

decaying localized states resembling those of the bare nucleobases. Our simulations explain all stages of

the ultrafast photodynamics including initial photoexcitation, dynamical evolution out of the Franck–

Condon region, excimer formation and nonradiative relaxation to the ground state.

1 Introduction

The fact that UV radiation can trigger carcinogenic mutations
in DNA due to the absorption of light has been well established
for a long time.1–3 Understanding DNA excited-state dynamics
is thus essential for determining how photolesions are formed.
Therefore, the excited states and their relaxation in the mono-
meric nucleobases as well as in DNA oligo- and polymers have
been subject to numerous experimental and theoretical studies
in the past decades.4–7 While the excited state lifetime of the
monomeric nucleobases is remarkably short (o1 ps), the
deactivation in nucleobase multimers, despite the additional
degrees of freedom, takes place on the timescale from 10 to
several 100 ps.8–12 Excitonic5,8–10,13–18 and delocalized charge
transfer (CT)5,6,10,12,19 states have been made responsible for
this difference and the role of these states has been discussed
extensively on the basis of experimental and theoretical14,20–29

work. The processes taking place in the UV excited DNA are
until now not fully understood and this topic is at the very
frontier of the current research.15

Crespo-Hernández et al. found that the transient absorption
signals, which they associated with intra-strand excimers, decay
with time constants of 150 ps for the homopolymeric adenine–
thymine (AT) double-stranded DNA (dsDNA) and 51 ps for the

alternating AT dsDNA.12 Transient absorption spectra for similar
duplexes were reported and the fingerprint of exciton states was
detected.30 Fluorescence anisotropy data obtained for various
dsDNA revealed that ultrafast (o100 fs) energy transfer is made
possible in these systems after the population of Franck–Condon
exciton states.8,31,32 Fluorescence from excited states emitting at
longer wavelengths than those of the monomeric chromophores
has been found for homopolymeric guanine–cytosine (GC)
double-stranded DNA32 and alternating AT duplexes.9,16 Many
of those experiments suggest that fast monomeric deactivation
channels as well as long-living exciton states coexist and the
observed multiexponential decays are results of this.16

From the theoretical point of view, highly correlated ab initio
methods have been employed to simulate absorption spectra in
the Franck–Condon (FC) region e.g. by Nogueira et al. for
alternating AT tetramers26 and Spata et al.22 for stacked nucleo-
base trimers of different composition. They used a QM/MM
approach where the quantum region was treated with the
ab initio ADC(2) method for the excited states and included up
to four stacked bases in the quantum region. They concluded
that delocalization does not occur over more than two bases,
while CT states are located at higher energies than the bright
states in the FC region. Coupling between locally excited and CT
states was also predicted.23,24 Dinucleotides in the gas phase and
in solution were also studied by Plasser et al., and it was found
that excitonic states exist with remarkably short intermolecular
separation and with CT character.25 Calculations on adenine
tetramers including backbone and solvent suggested that the
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excited state dynamics of stacked homopolymeric bases is
modulated by the interplay of bright monomeric excited states,
pp* excitonic, and CT states.33

A recent study of the potential energy surface at QM(CASPT2//
CASSCF)/MM level, having a stacked thymine dimer in the QM
region, suggests that an ultrafast intrabase pp* - S0 transition
reached by three different pathways is responsible for the short
component observed in time-resolved experiments.20 A fourth
decay channel was found as well, which is however blocked by a
0.5 eV barrier arising due to a stabilizing inter-base excitonic state.
Similarly, Szabia et al. recently reported in a QM/MM study a
UV-induced repair mechanism for cyclobutane pyrimidine dimers
(CpDs) formed by thymine dimerization.34 There are also several
QM/MM studies combined with ground-state molecular dynamics
(MD) simulations using accurate ab initio and semiempirical
methods.21,24,35

However, these MD studies focus on the geometries close to
the FC region, and thus on the photochemistry in the early
stages of the excitation only. An explicit treatment of nonadiabatic
dynamics was addressed by Martinez and co-workers by combin-
ing an exciton model with Tully’s fewest switching algorithm36 in
the frame of time-dependent density functional theory to study the
excitation energy transport in the light-harvesting complex II.37,38

In this model the chromophores are coupled by coulombic dipole–
dipole interaction and the electronic wave function is represented
in the basis of excitonic eigenstates obtained from the product
basis of ground- and singly-excited adiabatic wave functions of the
individual chromophores. Recently, this approach was extended by
Gonzalez and co-workers by introducing an QM/MM-like electro-
static embedding scheme,39 which allows for the simulation of
chemically bonded chromophores as well. Both methods, however,
are lacking the explicit inclusion of the irradiating laser pulse and
the excited state dynamics are usually initiated by setting one of
the monomers into the excited state close to the absorption band.

In the present work, we combine QM/MM techniques with a
state-of-the-art field-induced surface-hopping approach40,41 in
the frame of an extended exciton model, allowing us to investi-
gate the excitation energy transport and non-radiative relaxation
including all degrees of freedom. As a model we have chosen the
double-stranded B-DNA of 20 alternating Desoxyadenosines (dA)
and Desoxythymidines (dT) per strand, where the central 6 base
pairs are included in the QM region. This is, to the best of our
knowledge, the largest DNA model considered in a QM/MM MD
study so far and further the first application to the real-time
photodynamics of dsDNA. The chosen model allows us to
investigate both intra-strand processes due to p-stacking as well
as inter-strand ones like coupled proton/electron transfer. With
our simulations we wish to shed more light on the photo-
chemical processes taking place in the first picoseconds after
excitation of DNA and present a versatile general tool for simulating
excitation energy transport processes in multi-chromophoric
complexes.

The presented method is generally and widely applicable
and can serve e.g. for the investigation of excitation energy
transfer processes occurring in light-harvesting complexes,42–44

biological imaging applications in fluorescent proteins45–47 or

the study and design of photoactivatable drugs as used in
photodynamic therapy (PDT).48–51

2 Multi-chromophoric field-induced
surface hopping (McFISH)

In the following we describe the theoretical formulation of our
multi-chromophoric field-induced surface hopping (McFISH)
method, which is employed here to simulate the excitation
energy transport (EET) and non-radiative relaxation in a DNA
double-strand. In the present work, we follow a hybrid multi-
quantum classical QM/MM approach, where multiple subsets
of nucleobases (e.g. a stacked base pair) are described fully
quantum mechanically (QM), and the backbone, solvating
water molecules, ions as well as the other nucleobases are
described by a classical force field (MM). In this way, all
electronic states within the stacked pair containing four bases
are treated fully quantum-mechanically, which automatically
provides the correct description of both local excited as well as
charge transfer states. Each of these QM subsystem is individually
electrostatically embedded into the environment composed of all
other QM subsystems and the MM system by including the
atomic point charges into the one-particle Hamiltonian. The
exact partitioning of the system is presented in Fig. 1.

In following, we summarize the theoretical approach using
the following notation: R denote spatial positions of the nuclei
and r spatial electron coordinates. Capital indices I and J denote
the subsystems, such that RI denotes the subset of nuclear
coordinates of in subsystem I. Small indices a, b. . . denote
excitations within a single chromophoric subunit.

QM/MM exciton model

As in the conventional hybrid quantum/molecular mechanics
(QM/MM) approach52–54 the total energy of the system is
obtained as:

E = hCMC|HMC|CMCi + EMM(RMM)

+ EQM/MM(R1,. . .,RN,RMM) (1)

where the first term is the QM energy of the multi-chromo-
phoric complex (MC), the second term is the classical force field
energy of the MM region and the third term is the interaction
between the chromophoric complex and the MM system,
respectively. In the electrostatic embedding scheme53 used here
the Coulombic interaction of the QM and MM system is
included in HMC as a one-electron operator and EQM/MM reduces
to the van der Waals interaction and the classical bonding
interaction at the boundary of QM and MM system only.

We consider the MC to be built from N building blocks,
which we will further refer as subunits, subsystems or monomers.
In the exciton model the electronic Hamiltonian HMC of such a
chromophoric complex irradiated by an external laser field can be
composed from the monomeric Hamiltonian of each subsystem
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HI(� H(rI,RI)), the pairwise interaction VIJ
55 and the interaction

with the laser field Vext:

HMC ¼
X
I

HI � 1I þ
1

2

X
I

X
JaI

VIJ � 1IJ þ
X
I

Vext
I ðtÞ � 1I ;

(2)

where 1I and 1IJ are identity operators acting on the electrons of all
monomers, except the I-th or the I-th and J-th, respectively.

In eqn (2) the first two terms are time-independent and are
completely determined by the structure of the individual mono-
mers. Therefore the natural basis for solving the time-dependent
Schrödinger equation (TDSE) with the Hamiltonian (eqn (2)) is
the basis spanned by the eigenstates of the time-independent
part of eqn (2).

The VIJ operator in eqn (2) represents the interaction
between the chromophores at the sites I and J, respectively:

VIJ = V(nn)
IJ + V(en)

IJ + V(ee)
IJ (3)

including the nuclear–nuclear V(nn)
IJ (� V(RI,RJ)), the electron–

nuclear V(en)
IJ (� V(rI,RJ) + V(rJ,RI)) and the electron–electron

V(ee)
IJ (� V(rI,rJ)) contributions. Since V(ee)

IJ depends on the
electron coordinates of two subsystems, the total wave function
of the MC cannot be obtained easily in a self-consistent way.

In order to make such an exciton model practical for calculations
in large systems, we introduce the following approximations: (i) the
wave functions of the individual monomers are approximated by

the wave functions of the isolated monomers embedded in the
field of charges of the other monomers and solvent, (ii) no
exchange of electrons is allowed between the subunits but does
occur between individual chromophores within the subunit,
and (iii) the molecular orbitals from different monomers are
considered to be orthogonal, which is strictly not exact, since
the orbitals are determined independently. Thus we expand
the total multi-chromophoric wave function |CMCi into the
direct products basis of the electronic wave functions of the
individual QM subsystems:

fab...zj i ¼ j1
a

�� �
� j2

b

�� �
� . . .� jN

z

�� �
¼
Y
I

jI
kI

�����
+
; (4)

where superscripts 1,2,. . .,N denote the monomer index number
within the MC, the indices a,b,. . . z are running over all included
electronic states for each monomer (e.g. a A [0,N1 � 1], b A
[0,N2 � 1],. . .) and kI is the index of the electronic state of the
I-th monomer in the set ab. . .z. Since a QM subsystem itself may
contain several chromophores (e.g. four in the case of a stacked
base pair) such a direct product basis automatically includes
both delocalized Frenkel exciton states as well as charge transfer
states.

Each eigenstate |jI
ii in eqn (4) fulfills the general orthogonality

relation hjI
i|jj

Ji = dijdIJ and satisfies the time-independent Schrö-
dinger equation HI|j

I
ii = EI

i|j
I
ii, with EI

i being the i-th electronic
state energy of the I-th monomer. In the electrostatic embedding

Fig. 1 Partitioning of the (dAdT)10:(dAdT)10 double-strand DNA-helix (environment of water and ions not shown). Left: Schematic and 3-dimensional
structure of the whole system containing the 20 alternating dA:dT base pairs. The system is first divided into a QM part, containing 6 A:T base pairs, which
is treated at the semiempirical OM2/MR-CI level and an MM part, consisting of the residual backbone, nucleobases, water and ions, respectively. Right:
The 6 base pairs treated quantum mechanically. The red, green and blue areas indicate the partitioning into the 3 subsystems, where each is computed
separately and is embedded into the charge field of all surrounding structures.
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scheme the monomeric Hamiltonian of the I-th subsystem in the
manifold of NI electronic states can be written as:

HI ¼
XNI

i

HI
i þ VI

i RMMð Þ þ
X
JaI

VI
i RJð Þ

" #
jI
i

�� �
jI
i

� ��; (5)

where HI
i is the unembedded Hamiltonian matrix element of the

i-th electronic state. The terms VI
i(RMM) and VI

i(RJ) represent the
one-electron and nuclear contributions to the wave function of
the I-th subsystem due to interaction with the other subsystems
(indicated as RJ) and the MM region (RMM), respectively:

VI
i RKð Þ ¼ jI

i

� ��X
n2I

X
a2K

Qa

rIn � RK
a

�� �� jI
i

�� �
þ
X
a2I
b2K

QaQb

RI
a � RK

b

��� ���: (6)

Here K stands for either one of the other monomers or the MM
system, the index n runs over electron positions, and the indices a
and b over nuclear coordinates of the respective subsystems.

Since the nuclear contributions V(ne)
IJ and V(nn)

IJ in eqn (3)
are shifted into the one-electron operator of the monomeric
Hamiltonian (eqn (5)), eqn (3) is reduced to classical van der
Waals interactions and pure electronic contributions V(ee)

IJ .
Using the orthogonality of the monomeric electronic states the
matrix elements of the V(ee)

IJ operator reduce to pure electronic
contributions between 4 electronic states:

V
ðeeÞ
IJ ¼

X
k;l

X
k0ak
l0al

JIJ
kl;k0l0 j

I
kj

J
l

�� �
jI
k0j

J
l0

� �� (7)

where JIJ
kl;k0 l0 are the Coulomb integrals. These can be calculated

from the transition densities rIkk0 and rJll0 according to:

JIJ
kl;k0 l0 ¼ jI

k

� ��� jJ
l

� ��X
n;l

1

rIn � rJl

�� �� jI
k0

�� �
� jJ

l0
�� �

¼
ð
drI1

ð
drJ1

rIkk0 r
I
1

� �
rJll0 r

J
1

� �
rI1 � rJ1

�� �� :

(8)

where the indices l and n run over electron positions of the
monomer I and J, respectively, and the transition densities are
obtained within the basis of the individual monomers by
integrating all (NI) electron coordinates except the first rI

1:

rIkk0 r
I
1

� �
¼ NI

ð
drI2 . . .

ð
drINI

jI�
k rI
� �

jI
k0 r

I
� �

(9)

Since the evaluation of the two-center integral JIJ
kl;k0l0 is

challenging for extended systems, there are several approximations
available: (i) replacing the transition density r by atomic transition
charges obtained from fitting the transition density to the electro-
static potential,56 (ii) the transition density cube (TDC) method,
where r is represented on a 3-dimensional grid and the overlap is
calculated numerically on that grid57 and (iii) using the transition
dipole approximation (TDA).58 In this work we employ the TDA,
which is the most efficient approximation and can be used if
the molecules interacting with each other are sufficiently well
separated and short-range contributions can be neglected.
However note that any of the available approximations can be
used within the presented methodology.

Within the TDA eqn (8) is further represented by a multipole
expansion up to the second order and the integral for an
uncharged molecule is reduced to

JIJ
kl;k0l0 �

mIkk0 � mJll0
RIJj j3

� 3
mIkk0 � RIJ

� �
mJll0 � RIJ

� �
RIJj j5

; (10)

where RIJ is the vector connecting the center of coordinates
of the two monomers and mIkk0 is the transition dipole moment
for the excitation from electronic state k to k0 within the
monomer I:

mIkk0 ¼ jI
k

� ��X
n2I

rIn j
I
k0

�� �
: (11)

We are aware of the fact that the TDA probably overestimates
the excitonic coupling of the chromophores.59 However, we have
chosen this approximation for practical reasons in the simulation
of the field-driven dynamics. Fitting the transition charges to the
electrostatic potential in the manifold of all excited states is
computationally expensive and computing the transition density
on the grid needs careful calibration of the chosen grid, especially
in the context of the molecular dynamics simulations as per-
formed in this work. In contrast, the computation of transition
dipole moments is relatively cheap and is already required
to compute the coupling to the external laser field in the
McFISH method, as described later in this section. In order to
compensate the caveats to this methodological choice, we
have chosen a model having two base pairs included in each
monomeric unit, such that short-range contributions are partially
accounted for.

Exciton state gradients and nuclear dynamics

In order to propagate the nuclear trajectories in the excitonic
states as defined by eqn (4) we solve Newton’s equations of
motion:

F = �rREab. . .z, (12)

where Eab. . .z is the total energy of the excitonic basis state
|fab. . .zi defined as:

Eab...z ¼
X
I

jI
i

� ��HI jI
i

�� �
þ EMM RMMð Þ

þ EQM=MM R1; :::;RN ;RMMð Þ

¼
X
I

EI
i RIð Þ þ EMM RMMð Þ

þ EQM=MM R1; :::;RN ;RMMð Þ

(13)

where EI
i is the energy of the I-th monomer being in the i-th

electronic state, which is obtained from quantum chemical
calculations. By decomposing the total nuclear gradient rR

with respect to all nuclear coordinates of the whole system R
into components of the individual subunits (QM monomers
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(R1,. . .,RN) as well as the MM part (RMM)), the gradient of
eqn (13) can be written as:

rREab...z ¼

rR1
E1
a

rR2
E2
b

..

.

rRN
EN
z

rRMM
EMM

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA
þrREQM=MM; (14)

where the first term can be easily obtained from quantum
chemical calculations andrREQM/MM are the pair-wise gradients
obtained from van der Waals potentials.

Note that in the frame of this formulation the gradients
rR JIJ are neglected, since these terms are small due to the slow
variation of the intersystem distance RIJ and the transition

dipole moments mkk
0

I .60,61

This is in contrast to the previously published approaches of
Martinez37,38 and Gonzalez,39 which are based on diagonalization
of the Hamiltonian HMC and nuclear as well as electronic
propagation on the resultant adiabatic electronic surfaces.
While these two approaches are fully equivalent in a purely
quantum mechanical treatment, their semiclassical limits
differ. In particular, the nuclear gradients of the adiabatic
electronic surfaces include contributions from the gradient
of the excitonic coupling, which are absent in our method.
However, in the course of the dynamics these coupling
gradients are usually small since they depend on the only
slowly varying interchromophoric distances and (transition)
dipole moments. In addition, the inclusion of these effects is
associated with the cost of calculating a large number of forces
that increases exponentially with the number of monomers and
excited states. More precisely, in the extreme case, gradients of
potential energy and excitonic coupling in all electronic states
of all monomers are needed. For example, already for a system
consisting of 2 monomers with 2 electronic states g and e each,
an excitonic wave function like |egi + |gei requires 4 quantum
chemical gradient calculations in total. Instead, as a great
advantage for the construction of the total gradient (14)
only a single gradient calculation per monomer is needed
and therefore scales linear with the number of monomers.
Additionally, the decoupling of the quantum chemical cal-
culations allows for the independent treatment of the individual
subsystems and is therefore highly parallelizable. In the current
implementation of McFISH all quantum chemical calculations
can be performed simultaneously and the results are obtained
at once. Note that the off-diagonal terms of HMC are still
included in the propagation of the electronic wave function
during the surface hopping procedure, allowing the transport
of excitation energy between the individual chromophores of
the MC.

We also wish to emphasize that the method presented here
includes the description of non-adiabatic effects as well as the
early stages of the excitation due to the coupling to the external
laser field as shown in the next section.

Excitation energy transport

For the simulation of the excitation energy transport (EET)
between the chromophoric subunits we employ a surface-hopping
approach36,62 by solving the time-dependent Schrödinger equation
(TDSE) for the Hamiltonian as defined in eqn (2). For this purpose,
we expand the total (time-dependent) wave function in the
excitonic basis as defined in eqn (4):

CMCðtÞj i ¼
X
ab...z

cab...zðtÞ fab...zðt;RðtÞÞj i; (15)

with cab. . .z(t) being the time-dependent expansion coefficients
and the excitonic states being parametrically dependent on the
nuclear trajectory R(t). Inserting eqn (2) and (15) into the
TDSE yields a set of differential equations for the expansion
coefficients C = [cab. . .z,ca0b. . .z,. . .,ca0b0. . .z0]:

i _CðtÞ ¼ HMCCðtÞ � iDCðtÞ

¼
X
I

HI þ Vext
I ðtÞ

� �
� 1I

"

þ 1

2

X
JaI

VIJ � 1IJ � iD

#
CðtÞ;

(16)

where D is the non-adiabatic coupling matrix, whose elements
have the general form:

ðDÞab...z;a0b0...z0 ¼ fab...z

d

dt
fa0b0...z0

����
� �

: (17)

In the case that the vibrational modes of the individual mono-
mers are uncoupled the non-adiabatic coupling matrix
reduces to:

D ¼
X
I

DI � 1I

¼
X
I

1I �
XNI

kk0
dIkk0 RI ðtÞð Þ � _RI ðtÞ jI

k

�� �
jI
k0

� �� (18)

where are the non-adiabatic coupling vectors and
:
RI are the

velocities of the nuclei of the I-th monomer. The coupling of the
individual monomers to the external laser field is described by
the time-dependent Vext term in eqn (16). Since we are dealing
with a system whose individual components are much smaller
than the wavelength of the field, the interaction with the
electric field E(t) can be approximated by a dipole term:

Vext
I ¼ �

X
kk0

mIkk0 RI ðtÞð Þ � EðtÞ jI
k

�� �
jI
k0

� ��; (19)

where mIkk0 is the transition dipole moment as defined in
eqn (11). Within this study we have used a uniformly polarized
Gaussian-shaped laser pulse, such that:

EðtÞ ¼ e0ffiffiffi
3
p êx þ êx þ êzð Þ exp � t� t0ð Þ2

2s2

!
sin o0tð Þ; (20)

where e0 is the amplitude, t0 is the center of the pulse, s is
the temporal width and o0 is the central frequency of the pulse.
The used parameters can be found in the Computational
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section. Note that any form of the laser pulse or polarization
can be used within this approach63 and extensions beyond the
electric-field coupling are available.64

The time-dependent Schrödinger equation (16) is integrated in
each nuclear time step Dt and the electronic state in which the
trajectory resides is determined by a stochastic surface hopping
algorithm, using hopping probabilities calculated from the change
of the quantum electronic state populations r = CC† according to:65

P fij i! ffj i ¼ H � _ri;i
� �

Hð _rf ;f Þ
� _ri;i
ri;i

rf ;fDtP
k

H _rk;k
� �

_rk;k
; (21)

where the H functions are defined to be one for positive arguments
and zero otherwise. The indices i and f abbreviate the excitonic
states (e.g. |fab. . .zi and |fa0b0. . .z0i) and the sum runs over all possible
excitonic states. If the hopping probability for changing from the
excitonic state |fii to |ffi is greater than a uniformly generated
random number a switch to the excitonic state |ffi is made.
However, there are several possibilities for state switches: (i) chan-
ging from the ground state to an excited state (e.g. |f00. . .0i -
|fab. . .zi), most likely due to excitation by the electric field,
(ii) changing from an excited state to the ground state (e.g.
|fab. . .zi- |f00. . .0i), due to non-adiabatic relaxation processes,
or (iii) a switch of the excitation site (e.g. |fa0b. . .zi- |fab0. . .zi).
While the first two cases are diabatic events within a single
monomer (diabatic hop), the latter one involves state switches
in multiple monomers (excitonic hop). Depending on the type
of state switch, different energy rescaling mechanism have to
be employed.

We assume that all energy originating from the laser pulse is
absorbed by the molecule and in the case (i) no velocity rescaling
is performed in the occasion of a state switch while the pulse is
active. After the pulse has ceased only diabatic hops due to non-
adiabatic relaxation processes or excitonic hops due to dipole–
dipole coupling can occur. In the case of non-adiabatic relaxation
processes we rescale the velocity along the non-adiabatic coupling

vector dIkk0 within the monomer where the state switch occurs. In the
case of excitonic hops where a combined deexcitation in monomer I
and excitation in monomer J occurs, we transfer the whole deexcita-
tion energy of jI

i ! jI
i0 to the monomer J, where it is used for the

excitation jJ
j ! jJ

j0 . Residual deexcitation energy from I is equally

distributed on both participating monomers. If more energy is
required to excite monomer J than available from the deexcitation
of monomer I, the required energy is withdrawn from the
vibrational kinetic energy of both monomers. The state switch
is rejected if the available energy is insufficient. The rescaling
factors are obtained such that the total energy is conserved and
that the change of kinetic energy is minimized in both monomers.

3 Computational details

An ideal double-stranded B-DNA (dsDNA) duplex containing 20
alternating desoxyadenosines (dA) and desoxythymidines (dT)
per strand connected with the phosphate backbone ((dAdT)10:
(dAdT)10) was generated and solvated in a 92 Å cubic water box

containing 25 077 water and electrostatically neutralized by
adding 19 Mg2 + ions. The system was optimized and thermally
equilibrated at T = 300 K and p = 1 bar with periodic boundary
conditions using the Gromacs 5 program package66,67 with the
Amber99 force-field parameters.68 For the following dynamics
simulations, carried out with our homemade software, we extracted
a tube with a length and diameter of 80� 50 Å containing the DNA,
the Mg2+ ions and 4768 water molecules and froze the outer shell of
water molecules in order to conserve volume and density.

In order to run QM/MM simulations we selected 6 base pairs
((AT)3:(AT)3) lying in the center of the DNA strands as QM part
and the rest (28 bases, sugar residue, phosphate backbone,
water and ions) as MM part (cf. Fig. 1). The boundary bonds
from the QM bases to the sugar residues were capped with
hydrogens as link-atoms. The semi-empirical multi-reference
configuration interaction OM2 method69,70 as implemented in
the MNDO99 software71,72 is used for the QM region and the
Amber99 force-field for the MM region. Note that the formulation
of McFISH method (cf. Section 2) is independent of the under-
lying quantum chemical as well as the molecular mechanical
methods and can straightforwardly extended to interface with
external software providing the necessary quantities.

In the frame of the electrostatic embedding scheme the point-
charges of the MM system are included into the QM Hamiltonian
as one-particle terms, while charges close to the boundary region
are excluded to prevent over-polarization of the QM part. For the
QM/MM McFISH simulations the QM system was further split
into 3 sub-systems each containing two base pairs (3 (AT):(AT)),
where each QM sub-system is electrostatically coupled to the MM
system as well as to the other two QM subsystems.

The absorption spectrum and transition densities were
obtained from the QM/MM optimized geometry using the OM2/
MR-CISD GUGA-CI method,73 where for the (AT)3:(AT)3 system an
active space of 48 occupied and 64 virtual orbitals was used and for
each of the (AT):(AT) subsystems an active space including
18 occupied and 24 virtual orbitals has been chosen.

In order to obtain reasonable initial conditions, we have run
a 100 ps long QM/MM trajectory in the electronic ground-state
at constant temperature (T = 300 K). After thermal equilibration
we sampled geometries and velocities in regular time intervals
serving as starting points for our semi-classical QM/MM
McFISH molecular dynamics. In total 75 trajectories have been
propagated for 2 ps starting at t = �40 fs in the electronic
ground state with explicit inclusion of the irradiating laser field.
For each subsystem we included the ground and 12 excited states.
Note that the expansion in eqn (15) in the manifold of 13
monomeric states would require the propagation of the electro-
nic Schrödinger equation in the manifold of 2197 excitonic states.
However, since HMC contains only one- (HI) and two-monomer
(VIJ) terms and due to the orthogonality of the monomeric
eigenstates jI

i, all matrix elements with three or more different
indices in the set ab. . .z are zero. Therefore we removed matrix
elements with three or more different indices by an uniform
transformation which reduces the manifold to 469 states.

The Newtonian equations of motion for the nuclei are
integrated using the velocity Verlet algorithm74 with a time
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step Dt = 0.1 fs and the electronic Schrödinger equation was
numerically integrated using the 4th order Runge–Kutta
method with a step size of 10�5 fs. We have used an uniformly
polarized Gaussian-shaped laser pulse (eqn (20)) centered at
t0 = 0 with amplitude of e0 = 0.08 GV m�1 corresponding to an
intensity of 0.85 GW cm�2 and a full width at half maximum
(FWHM) of 50 fs (s E 32 fs), giving rise to a broad spectral
width. The central frequency o0 of the laser pulse has been
chosen as 4.7 eV in order to access the lower energy band of the
UV spectrum (see results below). While the pulse is active
(|E(t)| 4 0.01e0) no velocity rescaling upon electronic state switch
is imposed, since we assume that all energy of the laser pulse is
absorbed by the molecule. After the pulse has ceased energy
rescaling is imposed as described in the previous section.

Analysis of transition density

In order to classify the character of observed excitations we
analyze the transition density. In the ESI† a concise explanation
of the obtained quantities used to characterize the excitations is
provided. Briefly, by partitioning the transition density matrix
into fragments (e.g. nucleobases or DNA strands) we obtain
charge transfer (CT) values showing the percentage amount of
CT character to an excited state,75–77 the delocalization length
(DL) indicating the number of fragments participating in an
excitation,59,78 and an average position (POS value)79 as well as a
fractional transition density (FTD)77,80 both providing the location
of an excitation in terms of individual fragments. The CT value
ranges from 0, for no CT character, to 1 for a pure CT state.
Throughout this work we use a cutoff value of CT Z 0.3 for an
excited state to be considered of having significant CT character.
The DL value is 1 if the excitation is localized on one fragment
only, and larger if the excitation is delocalized over multiple
fragments. Usually this number is fractional, but throughout this
work we will skip the decimal place and round the DL value to its
closest integer for simplicity. Combining DL and CT values allows
us to classify excited states according to (cf. Fig. S1 in the ESI†):

1. DL = 1 and CT o 0.3: locally excited (LE) states, where the
transitions are solely localized on one fragment,

2. DL Z 2 and CT o 0.3: Frenkel excitonic excited (EE)
states, where multiple local transitions in two or more frag-
ments contribute to an excitation,

3. DL = 1 and CT Z 0.3: charge transfer (CT) states, where a
net charge is transferred between the fragments, and

4. DL Z 2 and CT Z 0.3: charge resonance (CR) states, where
two electrons are resonantly exchanged between the fragments.

The possible POS value for two fragments range from 1 to 2.
If an excitation is solely localized at the first fragment the POS
value becomes 1, while it is 2 if the excitation is localized at the
second. In both cases the DL value is 1 (local excitation, LE). In
all other cases (EE, CT or CR) the POS value is 1.5.

4 Results and discussion

We explore the excitation energy transport and nonradiative
relaxation in the DNA duplex with the sequence (dAdT)10:(dAdT)10

embedded in water (Fig. 1) by employing the previously described
QM/MM McFISH method. For this purpose we selected 6
alternating adenine–thymine base pairs ((AT)3:(AT)3) located
in the center of the dsDNA as QM system (Fig. 1 right, further
denoted as full QM system). We further partitioned the QM
system into three subsystems consisting of 2 alternating base
pairs (AT):(AT) (further denoted as partitioned QM system,
shaded areas in Fig. 1). Each QM subsystem is calculated
independently using the semi-empirical multi-reference configu-
ration interaction OM2 (OM2/MRCI) method69,70 providing an
efficient approach to simulate extended systems. Benchmark
calculations show that the OM2 approach gives reliable results
for the excited states of many organic molecules.72,81 The OM2
approach was successfully employed in a series of studies on both
the static excited state properties and the non-adiabatic dynamics of
nucleobases in isolated form,82,83 in solution,63,84–86 or embedded in
DNA strands.87 In studies on stacked nucleobase dimers and
trimers it was also shown that semiempirical AM1 and PM3
methods provide reasonable energies for charge transfer states.88

However, note that the presented McFISH method is generally
applicable and can be combined with any electronic structure
method, such as TDDFT or ADC(2). The residual bases, phosphate
backbone, solvent and counter ions form the MM region described
by a classical force field.

We have chosen this partition scheme in order to partially
include quantum mechanical effects, which would not be
present when separating the system between each base pair
(e.g. short-range effects) or along the helical axis between the
strands (e.g. intra-strand proton/charge transfer). In order to allow
excitation energy transfer between such coupled systems the
electronic excited states are coupled via their transition dipole
moments (transition dipole approximation, TDA). The TDA tends
to overestimate excitonic coupling of close-lying chromophores
due to short-range contributions stemming from molecular orbital
overlap.59 However, since another side-effect of this partition
scheme is that the subsystem distance increases, the over-
estimation of excitonic coupling is partially compensated. Note
that this effect is essentially due to error cancellation, but does
not catch the effects due to the overlap of molecular orbitals.
Furthermore, we wish to remark that there are certain aspects
of the photodynamics that cannot be fully captured within the
chosen model. Specifically, this concerns CT processes crossing
the boundaries of the subsystems, since the total wave function
is constructed from single-subsystem excited state wave functions.
This issue of the exciton model has been recently addressed in the
literature,89 but the proposed approach is much too demanding
for the system studied here.

UV/vis spectroscopy

In order to justify the partitioning and the TDA, we have
calculated UV/vis spectra from the QM/MM optimized geo-
metries, both for the full QM system containing all 6 base pairs
as well as for the partitioned QM system with each subsystem
being excitonically coupled.

The comparison is presented in Fig. 2A and B, respectively,
and a detailed analysis of the lowest 20 electronically excited
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states is given in Tables S1 and S2 of the ESI.† The obtained
spectra for the full QM system (Fig. 2A) and the partitioned QM
system using the TDA (Fig. 2B) are of similar shape and nearly
every state in the full QM system is also present in partitioned
system, although close lying states frequently interchange. Both
spectra show two bands in the lower energy region, which are
usually experimentally resolved as a single band, with the first
being considered the red tail of the spectrum. We have chosen a
small width for the convolution to separate these two bands,
because they have distinct properties. The first band located
between 4.6 eV and 4.8 eV is dominated by localized (red)
or slightly delocalized (blue) excitations with pp* character
localized at adenine and the excitations are distributed along
the whole dsDNA. The second band, found between 4.8 to
5.2 eV, is dominated by delocalized excitations over two or more
nucleobases, and transitions having partly CT character (green)
are found in the higher energy region of this band. The
contribution of excitations dominantly located in thymine is
low in the lower energy region and increases with higher
energies (cf. Tables S1 and S2 in the ESI†).

The obtained spectra are in satisfactory agreement with
experimental spectra of (dAdT)10:(dAdT)10 oligomers in buffered
water solution (cf. Fig. S4 in the ESI†), which exhibit a broad
band between 4.2–5.2 eV, where the lower end of this band has a
small shoulder attributed to the S0 - S1 transition located at
adenine.61,90 Our calculations are also in good agreement with
the accurate ab initio ADC(2)/MM calculations of the ATAT
stacked tetramer embedded in a (dAdT)6:(dAdT)6 duplex and
water,26 where a broad band between 4.5 to 5.5 eV with a
maximum at 5.2 eV and an energetically lower-lying shoulder
is found. In these calculations also DL and CT values have been
analyzed, showing dominantly states of bright pp* character
localized at one or two nucleobases, while the delocalization
length is barely above 1.5. Dark np* states are blue-shifted
compared to spectra computed in vacuo. When going to the
maximum of this band the DL increases and states involving
two or more monomers become more important. The most
abundant exciton formed involves two nucleobases, leading to
the conclusion that excited states of such stacked DNA bases are
mostly localized or delocalized over not more than two stacked
bases. Note that in our calculations we do not only have stacked
bases but also base pairing. Therefore, we also observe excitonic
states delocalized over three up to 4 bases, while the vertical
intra-strand delocalization is dominantly limited to 2 bases.

Since the DNA is a flexible molecule and its secondary
structure is highly dependent on the environment, the presented
spectra represent only one snapshot of the possible spectral
compositions. Therefore, we present in Fig. S4 of the ESI† the
averaged spectrum of geometries extracted from the ground-state
QM/MM trajectory. There, the localized and delocalized states are
overlapping much more within the first band and thus excitonic
states are accessible by the used laser pulse centered at 4.7 eV.
The obtained spectrum is also in good agreement with the
experimentally obtained spectrum of Bouvier et al.61 (gray dotted
line in Fig. S4, ESI†).

In summary, the good spectral agreement of full QM system
and excitonically coupled partitioned QM system together with
the good comparison to experimental and high-level ab initio
results makes us confident that our methodology is sufficiently
accurate to simulate the nonradiative relaxation including the
excitation energy transfer in dsDNA using our McFISH method,
while being computationally efficient as well.

Excited state energy transfer and relaxation

In order to study the nonradiative relaxation of the excited
states in dsDNA we perform McFISH simulations including the
explicit interaction with the exciting laser field.

As can be seen from Fig. 3 the laser pulse excites up to 67%
of the trajectories (gray curve). Approximately 45% of this
population is transferred to ‘‘excitonic’’ states (SE, red curve)
and the remaining trajectories are excited to ‘‘local’’ states (SL, blue
curve). Note that the termini ‘‘local’’ and ‘‘excitonic’’ have to be
understood here on the basis of excited states of the subsystems,
such that ‘‘local’’ excited states are limited to one nucleobase
quartet and ‘‘excitonic’’ states are combinations of excited states in
different subsystems. Therefore, no assignment of the excitation to

Fig. 2 UV/vis spectra of the QM/MM optimized (dAdT)10:(dAdT)10

doubled-strand DNA duplex embedded in water and ions. (A) QM system
containing all 6 central (AT)3:(AT)3 base pairs. (B) QM region partitioned
into 3 subsystems, each consisting of two base pairs, which are then
excitonically coupled using the transition dipole approximation. The transitions
(sticks) are convolved by a Lorentzian (black line, width 0.05 eV). The dotted
lines show the density of states (black) and its decomposition into localized
states (red), delocalized states (blue) and states with charge transfer con-
tributions (green).
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individual nucleobases can be made. During the first 100 fs most
of the population of the SE states is transiently transferred to SL

states, where the majority (38%) reaches the energetically lowest
subsystem state (S1, orange curve) within 200 fs. In the course of
the dynamics the SL states decay slowly to the ground state
approaching 18% after 2 ps. In total half of the initially excited
trajectories returned to the ground-state within 2 ps.

In order to determine the lifetimes, we fitted biexponentially
decaying model functions to the populations (shaded lines in
Fig. 3), and all obtained parameters as well as the analytic form
of the model functions are given in the ESI.† For the overall
excited state lifetime (gray) we obtained a decay with time
constants of t2 = 700 fs and t3 E 75 ps, giving rise to an
average lifetime of htiE 35 ps. Note that, since the determined
lifetime is far beyond the duration of our simulations, it can
only serve as a rough estimate to the overall lifetime. For the SL

states (blue) time constants of t1 = 48 fs for the population
increase of these states, and t2 = 130 fs and t3 = 2.06 ps (hti =
890 fs) for the decaying component were determined. The
obtained values are in the same order of magnitude as obtained
experimentally on (dAdT)-duplexes.11,12 For the hetero-
polymorphic (dAdT)18:(dAdT)18 duplexes Kohler et al. determined
a lifetime of 51 ps, which is 3 times shorter than for the
homopolymeric duplexes,12 and femtosecond fluorescence
spectroscopy reveals a wavelength dependent increase of the
of the excited state lifetime from 0.5 ps at 330 nm to 3.3 ps at
420 nm.11 Thus the overall excited state lifetime is found to be
much longer than for the isolated nucleobases, which exhibit
radiationless decay times of a few 100 fs to 1 ps.91–96 Interestingly,
the fast decaying component of the excited state population with
a time constant of 0.7 ps is close to the lifetime of 0.46 ps found
for equimolar mixtures of deoxyadenosine monophosphate
(dAMP) and thymidine monophosphate (TMP), and the fast
decaying component (0.13 ps) of the SL population is the same
as for pure dAMP solutions.97 These findings suggest and we will

later show, that (1) the mechanism leading to the radiationless
decay to the ground state in the early stages after photoexcitation
involves monomer-like deactivation channels, which are already
known from the bare nucleobases, and (2) the formation of and
trapping in long-living delocalized excitonic states is responsible
for the elongated excited state lifetime as indicated by the second
slow decaying component of the excited state population. Therefore,
at the end of simulation the excited state dynamics is largely
governed by electronic states delocalized over several nucleobases.

While the electronic state population already shows elongation
of the excited state lifetime compared to the bare nucleobases, the
extent of the delocalization is not clear because multiple chromo-
phores are involved in each subsystem and can participate in the
formation of excimers. A nucleobase centered picture is presented
in Fig. 4A by calculating the delocalization length (DL) and charge
transfer contributions (CT values) along each trajectory. Note that,
in contrast to the electronic state populations shown in Fig. 3,
all values shown Fig. 4 are now normalized to the number of

Fig. 3 Combined electronic state populations obtained from McFISH
molecular dynamics simulations. The black and gray curves show the
ground-state and total excited state population, respectively. The blue and
red curves indicate the sum of the population of locally (SL) and excitonic
excited (SE) states. The orange and green curve are the sum of local (in
respect to each subsystem) excited S1 and S2 states. The shaded thick
curves indicate mono- and biexponential fits to the thin underlying curves.

Fig. 4 Analysis of the transition density matrix (TDM) averaged with
respect to trajectories being in the excited state. (A) Contribution of local
excitations (blue) and delocalized excitations (red). The dotted curves
denote charge separated states (CT Z 0.3), being either charge transfer
states (blue dotted curve, DL = 1) or charge resonance states (red dotted
curve, DL Z 2). (B) Location of the excitation obtained from POS values
using each strand as a fragment. Inter-strand excitations possess 1.25 o
POS o 1.75 and are delocalized between the strands and intra-strand
excitation have POS r 1.25 or POS Z 1.75, respectively, and are thus
localized within one of the strands.
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trajectories that are in the excited state at a given time. This is
reasonable since the transition density is only available for
trajectories situated in the excited state and moreover emphasizes
the processes taking place in the excited state.

As the used laser field has a central frequency of 4.7 eV, it
lies in the center of the first band of the UV/vis spectrum
(Fig. 2B) and due to its broad spectral width may populate a
variety of excited states: localized states on adenine or thymine
as well as ones delocalized over a few bases. Furthermore,
delocalized excited states may be Frenkel excitons, charge
resonance states or a mixture of them. While for the electronic
state populations (Fig. 3) we found an equal distribution of
local (SL) and excitonic (SE) excitations with respect to the
subsystems, Fig. 4A shows that actually dominantly (B70%)
delocalized excited states are initially populated (red curve). A
substantial amount of these delocalized states become transi-
ently localized within the first 100 fs (blue curve) leaving about
20% in a delocalized state. As it becomes evident by comparing
Fig. 3 and 4A, the increasing localization on a single base is
followed by the radiationless decay to the ground state and thus
the DL of the remaining trajectories in the excited state increases.

In order to distinguish the Frenkel excitonic states from the
charge resonance (CR) states the contribution of states with
significant charge transfer character (CT Z 0.3) is depicted by
the dotted curves in Fig. 4A. The contribution of CT states (blue
dotted curve, DL = 1), where a net charge is transferred between
the nucleobases, is constantly below 10% and therefore these
do not play an important role in the excited state dynamics. The
contribution of CR states is also low but increases from 10%
right after excitation to about B16% at the end of our simulations.
Thus, it follows that after local excited states (LE), excitonic excited
(EE) states are the key players in the excited state dynamics.
However, since the contribution of CR states slightly increases to
the end of our simulations, charge resonances may become more
important at later times and are relevant factors in the formation
of excimers.19

The groundbreaking work of Kohler et al. revealed that the
base stacking controls the excited state dynamics of DNA and is
more important for the homopolymeric (dA)n:(dT)n than for the
alternating (dAdT)n:(dTdA)n duplexes.12 In order to investigate
this effect we present in Fig. 4B the location where the excitation
resides with respect to the strands of the duplex. The excitations
that are situated within a single strand (being either localized or
delocalized with respect along the strand) are depicted by the
orange curve and inter-strand excitations (being either EE or CR)
are depicted by the green curve. The laser pulse, as it becomes
evident by this graph, excites inter- as well as intra-strand excited
states. Since the excited states localize on the bases within the
first 100 fs most of the inter-strand population is transferred to
the intra-strand population. Considering the time evolution of
the DL values from Fig. 4A the intra-strand excited states (Fig. 4B,
orange) should decrease in the same way as the LE states (Fig. 4A,
blue). However, the intra- and inter-strand population remains
constant in the first 1.2 ps. In conclusion this means that during
that time delocalized EE states (DL Z 2) are involving mostly
bases situated within in a single strand and are thus delocalized

between stacked bases. After 1.2 ps, as the nuclei are rearranging
and the inter-strand distance increases, the inter-strand excited
state population increases slowly and reaches nearly parity to the
intra-strand population after 2 ps. Thus at later times inter-strand
EE states become more important. However, this population
growth is also paralleled by an increase in the population of CR
states (Fig. 4A, red dotted curve).

By correlating the data from Fig. 4A and B the localization or
delocalization of the excited states can be visualized, as presented
in Fig. 5. Each dot in the left panel of Fig. 5 represents the
location (POS) with respect to the strands and delocalization
length (DL) of a trajectory at any time of the simulation. The
lower (strand A) and upper (strand B) regions corresponds to
excitations situated in the respective strand of the duplex, while
the central region (A/B) represents inter-strand excited states. The
orange dots denote excited states possessing significant CT
character (CT Z 0.3). The inset numbers mark regions either
corresponding to (1) LE states, (2) inter-strand CT states,
(3) dominantly inter-strand EE states or (4) intra-strand EE
states, respectively. The percentage amounts for LE, EE, CT and
CR states obtained from these points are summarized in
Table 1 where intra-strand depict the points of the upper and
lower region and inter-strand depict the points of the central
region. The right panels of Fig. 5 show the density of these dots
within 4 time intervals (a video showing the complete time-
evolution is provided in the ESI†). Since we are dealing with a
heteropolymorphic duplex and both strands are therefore built
from the same (but complementary) sequence of alternating
adenines and thymines the figure shows a symmetric form. As
it becomes evident from the first time interval (Fig. 5 right,
0.0–0.1 ps), the laser pulse excites local and intra-strand excitonic
excited (EE) states in both strands equally as well as inter-stand
EE states, while the EE states are involving mostly two bases
(DL = 2). After 1.2 ps the excitations are dominantly localized at
one of the strands (cf. Fig. 4B). We detect the rise of intra- and
inter-stand EE states as well as inter-stand CT states, since the
nuclei rearrange and the intra-strand distance increases as the
excitation hops between the bases. Excitonic states involving
two bases are still dominant, but we also see an increase of CR
states and inter-/intra-strand EE states being delocalized over
three bases. These processes can be understood as a first stage
in the formation of an inter-strand excimer.

In summary (cf. Table 1) we observe that – besides LE states
(33.1%) – delocalized intra-strand excited states are almost only
Frenkel excitonic (EE) states (19.5%), while delocalized inter-
strand excited states are EE states (22.4%) as well as CR states
(10.3%). As already shown in Fig. 4A CT states play only a minor
role but are dominantly involved in inter-strand excited
states (5.7%).

To support the hypothesis that the excited state lifetime is
extended due to the formation of delocalized excitonic states we
statistically analyzed in Fig. 6 the delocalization length (DL),
fractional transition density (FTD) and the non-adiabatic coupling
to the ground-state by classifying the trajectories by their excited
state lifetime (DtS0

): (i) trajectories decaying within 800 fs to the
ground-state, which is in the time scale of the monomeric
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deactivation (denoted as short trajectories), and (ii) trajectories
residing longer than 800 fs in the excited state (denoted as long
trajectories).

The diagram in Fig. 6A shows the average non-adiabatic
coupling to the ground-state with respect to the delocalization
length of the state the trajectories currently reside. For the
short (orange) as well as the long (green) living trajectories
the coupling to the ground-state vanishes exponentially with the
increase of the degree of delocalization, such that excitations
that are delocalized over more than 2 bases exhibit no relaxation
to the ground-state. In the regime of localized excited states,
however, the short trajectories show in average a three times
higher non-adiabatic coupling to the ground-state. This indicates
that the fast relaxation within the first 800 fs governed by the
monomer-like photodynamics of localized excited states.

In order to be able to reach the monomer-like conical
intersections with the ground-state the excitation needs to be

localized sufficiently long on a single base and thus short
trajectories should in average exhibit a longer retention time
on a single base. Therefore we determined Fig. 6B the average
length of time the fractional transition density (FTD) is constantly
localized on a base (max FTD 4 0.8). As can be seen, excitations
in short trajectories reside in average three times longer (32 fs)
localized on a single base than the long ones (11 fs). Additionally,
as shown in Fig. S6 in the ESI,† switches of the location are less
frequent in short trajectories. An even more pronounced trend is
found for the time an excitation is in average situated within one
strand (cf. Fig. S6 in the ESI†). While excitations in short
trajectories are dominantly located in a single strand for 51 fs,
excitations in long trajectories are in average only for 16 fs. This
indicates in accordance with the previous findings (cf. Fig. 4B and
5) that in the early stages of the excited state dynamics the
excitation energy is dominantly transported within the strand
and that for longer living trajectories inter-strand excitation
energy transport is becoming more important.

This finding is substantiated by the overall percentage time
(total time in a given state divided by the total time in the
excited state) each class of trajectories stays in a localized or
delocalized state, respectively, as shown in Fig. 6B. During their
time in the excited state, short trajectories (left pie chart) are in
average 92% in a localized state (blue) and 8% in a delocalized
state, in contrast to long trajectories (right pie chart), which
reside only for 74% in a localized and for 26% in a delocalized
state. In average short trajectories stay for about 58 fs in a
localized state, long trajectories only do so for 29 fs before
switching to a delocalized state (not shown). The contribution
of delocalized states is therefore two to three times larger in

Table 1 Distribution of local excited states (LE), Frenkel excitonic excited
states (EE), charge transfer states (CT) and charge resonance states (CR)
obtained from the points in Fig. 5. All values are given in percent

Location (POS) LEa EEb CTc CRd

Intra-strande 33.1 19.5 1.5 7.5
Inter-strand f 0.0 22.4 5.7 10.3

a Local excited states (DL = 1, CT o 0.3). b Frenkel excitonic excited
states (DL Z 2, CT o 0.3). c Charge transfer states (DL = 1, CT Z 0.3).
d Charge resonance states (DL Z 2, CT Z 0.3). e Intra-strand summarizes
all points in the lower (POS r 1.25) and upper (POS Z 1.75) of Fig. 5.
f Inter-strand summarizes all points in the central region (1.25 o POS o
1.75) of Fig. 5.

Fig. 5 Distribution of the excitation location (POS) with respect to the two DNA strands as a function of delocalization length (DL) with respect to the
individual bases. Left panel: Distribution for the total simulation time. The orange dots denote charge transfer (CT Z 0.3 and DL = 1) or charge resonance
(CT Z 0.3 and DL Z 2) states, respectively. The inset numbers and marked regions are: (1) local excited (LE) states, (2) inter-strand charge transfer states,
(3) inter-strand excitonic excited (EE) states and (4) intra-strand EE states. Right panels: Density of POS/DL points depicted for 4 time intervals showing
the formation of delocalized inter- and intra-strand excitonic states. The density is shown on a logarithmic scale.
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long living trajectories than in short ones, indicating the
influence of the formation of excimers on the elongated excited
state lifetime.

In summary, in trajectories which relax quickly to the
electronic ground-state, the excitation is longer localized on a
single nucleobase, thus providing a longer time to reach the
well-known conical intersections of the monomeric nucleo-
bases. This leads to short lifetimes comparable to those of
the isolated monomers. In contrast, trajectories which stay for a
long time in the excited state frequently switch the location of their
excitation, and thus a previously excited monomer can return to its
planar equilibrium geometry of the ground-state before reaching
the conical intersection. Hence, the average lifetimes of these
trajectories are increased.

Deactivation mechanisms

In general the deactivation mechanism observed in the dynamics
is basically comparable to the ones already known from the
literature for adenine and thymine monomers.4,98–101 Namely,
we observe the out-of-plane movement of the methyl group of
thymine associated with the barrierless internal conversion from
a pp* to a np* localized excited state98,100 and the out-of-plane
puckering of adenine’s amino group.101,102 In Fig. 7 we present
snapshots of an exemplary trajectory (a video showing the
complete trajectory is provided in the ESI†). The laser pulse

excites dominantly the central region of the QM region (40 fs).
In the following 500 fs the excitation is propagated along both
strands and all nucleobases until a localized pp* state is reached,
which is converted to an np* state in the following 200 fs. Finally,
the trajectory relaxes to the electronic ground state at 780 fs via a
conical intersection involving the out-of-plane movement of the
methyl group at thymine.

Radiationless internal conversion from bright localized pp*
state in adenine–thymine base pairs103–107 and stacked dimers28

to a CT state followed by proton transfer leading to a conical
intersection with the ground state were reported. We also see
regularly inter-strand proton transfer reactions as a two step
tautomerization mechanism involving the proton transfer from
the amino group of adenine to the hydrogen-bonded thymine
oxygen and from the thymine NH hydrogen to the corresponding
adenine’s nitrogen. Although this process is photoinduced, in
our simulations, it does not lead to a deactivation to the ground-
state. In our case the tautomeric form is not created while the
excitation is localized on the given base, but after the excitation
has already been transferred to one of the neighboring bases,
leaving a residual vibrational kinetic energy on the initially
excited base. This energy is large enough to overcome the small
barrier separating the canonical form from the tautomeric one,
which has been determined to be only 9–11 kcal mol�1.106–108

This ‘‘mutation’’ due to the inter-strand proton transfer is

Fig. 6 (A) Average non-adiabatic coupling to the ground state as function of the delocalization length (DL). The plot indicates that short living
trajectories (orange line) exhibit a strong coupling to the ground state that arises from states with localized excitations. The long living trajectories (green
line) exhibit much lower coupling in the low DL range. The strength of the non-adiabatic coupling decreases in both cases with the delocalization length.
(B) Average length of time trajectories reside in a state dominantly localized at a single base (max(FTD) 4 0.8) showing that excitations in short (orange)
trajectories are 3 times longer localized on a single base than long trajectories. (C) Total percentage of time short (left) and long (right) trajectories reside
in localized (blue) and delocalized (red) states.

Paper PCCP

View Article Online



16548 | Phys. Chem. Chem. Phys., 2020, 22, 16536--16551 This journal is©the Owner Societies 2020

therefore an outcome of the excess kinetic energy introduced by
excitonic hops and thus consequently a thermal effect initially
caused by the external laser field. Such a transformation is in
contrast to mutations located at a single strand (e.g. thymine
dimerization), which can not easily repaired by using the second
strand as template.1,109 However, in our case the tautomerized
state is not very stable and thus the protons are regularly
transferred back, resulting in the canonical form being dominant
during the dynamics.

5 Conclusion

With our newly developed McFISH method we introduce a
versatile and generally applicable approach to simulate excitation
energy transport in complex and extended molecular aggregates
including all degrees of freedom by the combination of hybrid
quantum/molecular mechanics (QM/MM) techniques and semi-
classical surface-hopping dynamics on-the-fly. We have demon-
strated our methodology by simulating the laser field-induced

dynamics in the solvated double-stranded alternating (dAdT)10:
(dAdT)10 DNA-oligomer. In our model the central 6 base pairs were
treated by the semiempirical multi-reference (MR-CI) OM2 method
and the remaining DNA as well as the solvating water and ions
were described by a molecular mechanical force field. The QM
region was further partitioned in 3 subsystems containing 2
base pairs each and afterwards electronically coupled through
the transition dipole moments.

We have calculated the UV/vis spectrum of the ‘‘full’’ QM
model, considering all 6 base pairs as a single QM system including
all quantum-mechanical effects, and compared it with the spectrum
obtained for the partitioned system where the 3 subsystems are
coupled using the transition dipole approximation. We have exten-
sively analyzed and compared the transition density of the lowest
20 electronically excited states for the two models, finding a good
agreement in the energetical position as well as the nature of the
excited states. The obtained spectra are also in good agreement with
available experimental data and high-level ab initio calculations.

In accordance with previous experimental results12 we find
after initial excitation of exciton states that the total excited-state

Fig. 7 Snapshots and transition densities of the excited state where the trajectory currently resides, for an exemplary trajectory. The first frame (40 fs)
shows the initial excitation of an excitonic state involving 4 nucleobases. The following two snapshots demonstrate the excitation energy transport along
the DNA duplex, which is finally trapped in a local pp* excitation located at thymine (550 fs). The pp* state internally converts to an np* state at 700 fs,
followed by the deactivation to the ground-state via a methyl group out-of-plane puckering conical intersection at 780 fs.
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population of the excited states is multi-exponentially decaying.
Two time constants for the overall excited state lifetime have been
obtained, the first being 700 fs, which resembles the lifetime of
an equimolar mixture of dAMP (130 fs) and TMP,97 and the
second being B75 ps. From the obtained constants we estimate an
average excited state lifetime of B36 ps which is much longer than
the monomeric deactivation lifetimes lying in the sub-ps regime.

A thorough analysis of the simulated trajectories allowed us
to identify two groups exhibiting a distinctly different relaxation
behavior:

(i) A substantial fraction of the trajectories undergoes an
ultrafast internal conversion to the ground state in the early
stages of the dynamics following the monomeric decay channels
already known from investigations on the bare nucleobases.94,110

These trajectories stay shorter in delocalized states and thus
have more time to reach the conical intersections known for
nucleobases.

(ii) The second group of trajectories decay much slower and
is linked to the formation of excimers, where the excitation is
delocalized either within one strand (intra-strand) or across
both of them (inter-strand). We found that trajectories lasting
for a long time (41 ps) in the excited state exhibit also a
dominant contribution of delocalized states involving two or
more nucleobases. While in the early stages of the excitation
the delocalization is dominantly distributed along one strand
of the DNA duplex, it becomes increasingly delocalized over
both strands and inter-strand charge resonance states become
more important.

Our results provide a detailed molecular picture of the
excited state relaxation and energy transfer processes in dsDNA.
Overall, the simulation results are in good agreement with
previously published experimental findings demonstrating that
our QM/MM McFISH method is a reliable tool for the investigation
of excitation energy transport in complex and large molecular
multi-chromophoric aggregates. Therefore, we are planning to
simulate and compare a variety of DNA sequences, such as
homopolymeric chains, natural DNA as well as unusual DNA
structures as found in e.g. i-motif DNA.
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Supplementary Information

Analysis of the Transition density matrix

We have analyzed the character of the excitation and calculated the delocalization length

(DL) and charge transfer character (CT) using the decomposition scheme of the transition

density matrix (TDM) adopted from Plasser et al.1–3 based on the work of Tretiak and co-

workers4. A schematic representation of in the following derived quantities is given in Fig.

S1. Briefly, the TDM expressed in atomic orbitals is decomposed into logical fragments and

the CT number ΩAB for two fragments A and B is calculated according to:

ΩAB =
1

2

∑

a∈A

∑

b∈B
(DS)ab(SD)ab +Dab(SDS)ab (1)
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Figure S1: Schematic representation of derived quantities (DL, CT, POS) from transition
density matrix analysis for a dimer A and B. The top row represents are localized electronic
states being either local excitations (LE) in each monomer or charge transfer excitations
(CT). The bottom row shows delocalized excitations being either excitonic excitations (EE)
or charge resonance excitations (CR).

where D and S are transition density and overlap matrices (expressed in atomic orbitals),

respectively, and the indices a and b are running over the atomic orbitals associated with the

fragments. If not stated otherwise we consider the individual nucleobases as fragments. For

details how to interpret these charge transfer numbers see Ref.4–6. These numbers give rise

to an unique decomposition of the excited state into local and charge transfer contributions

for the individual fragments. By normalization of the CT numbers by Ω =
∑

AB ΩAB:

CT = Ω−1
∑

A

∑

B 6=A

ΩAB (2)

a the relative contribution of charge transfer character to an excitation is obtained. The

CT values are ranging from 0, meaning no charge transfer character, to 1, corresponding to
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pure charge transfer character. If not mentioned otherwise, we considered excitations with

CT values above 0.3 as excitation with significant CT character. In order to obtain the

total TDM for the partitioned QM system, the TDM of each sub-system is contracted with

the eigenvectors obtained from diagonalizing the excitonic hamiltonian HMC . Note, that

off-diagonal matrix elements representing transitions from one sub-system to another are

thus zero and CT excitations between the sub-systems are not included. Therefore, the two

charge transfer contributions in the S4 and S8 states present in the full QM system (Tab.

S1) are absent in the partitioned system since the sub-system boundary is across the T9:A30

and A10:T31 base pairs.

The DL value, defined as the inverse partition ratio7:

DL = Ω2


∑

A

(∑

B

ΩAB + ΩBA

2

)2


−1

, (3)

measures the distribution of the excitation over multiple fragments and thus ranges from 1 to

the number of fragments, where A and B are the indices of the fragments. A DL value close

to 1 represents a local transition where the excitation is located (mostly) at one fragment. At

larger DL values the excitation is distributed over multiple nucleobases and thus represents

either an exciton or a charge resonance state (if CT value is large as well).

Lastly, an average location of the excitation can be computed using2:

POS = (2Ω)−1
∑

A

A
∑

B

(Ω2
AB + Ω2

BA) (4)

which ranges from 1 to the number of fragments. The POS value essentially only makes

sense if two fragments are considered, thus we only give this value in the main text to obtain

a measure for the delocalization between the DNA strands.

Therefore, in order to allow assignment of an excitation to individual nucleobases, we

follow the work of Tretiak and co-worker4,8 defining a fractional transition density (FTD)

S3



for the fragment A according to:

FTD =

∑
a∈A

∑
b∈AD

2
ab∑

A

∑
a∈A

∑
b∈AD

2
ab

(5)

where D is again the transition density matrix in the atomic basis. The FTD value, ranging

from 0 to 1 for each fragment and summing to 1, provides the relative contribution of

each fragment to the total transition density and thus allows easily the assignment of the

transitions to the monomers. Due to the helical structure of the dsDNA we considered it

challenging for the reader to realize the nature and location of excitations from volumetric

transition density plots, thus we decided to use the FTD values to create a two dimensional

surface plot. In order to visualize also the location of the created hole and the electron due

to the excitation we modified the above approach by decomposing the TDM by singular

value decomposition (SVD) in order to obtain natural transition orbitals9 yielding small set

of orbitals representing hole and electron, which are transformed in the atomic basis. From

these orbitals we calculate the hole (H) and electron (P) density. Using Eq. (5) by inserting

H and P instead of D we obtain two sets of FTD values for the location of hole and the

electron, respectively.

The plots presented in the figures S2 and S3, showing the locations of excitations in

the UV/Vis spectra discussed in the main text, are then obtained by using a schematic

two-dimensional representation, assigning a specific position to each nucleobase. Then each

FTD value is convolved with a two-dimensional Gaussian, where the height is determined

by the FTD values, centered at the corresponding position of the nucleobase (we put a small

offset, such that hole and electron FTD value do not cancel). The figures can be interpreted

as follows: (i) if the hole and electron are located at the same nucleobase and only at one,

the transition is a localized excitation (LE), (ii) if the hole and electron are on two or more

nucleobases an exciplex is formed and (iii) and if electron and hole are on two different

nucleobases the transition is of charge transfer character (CT).
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Table S1: Summary and analysis of the 20 energetically lowest excited states obtained from
the OM2/MM optimized geometry of (dAdT)10 : (dAdT)10 dsDNA, where the 6 central base
pairs ((AT)3 : (AT)3) are treated as a single QM-System and the remaining DNA, water and
ions as MM part. aCorresponding assignment in the excitonically coupled 3 (AT) : (AT)-
system (cf. Tab. S2). A double assignment indicates a combination of those states.

# E (eV) f CT DL contribution (character) eq. exc. statea

1 4.60 0.138 0.05 1.06 97% A29 (ππ∗) S1

2 4.65 0.203 0.08 1.29 91% A31 (ππ∗) S2

3 4.71 0.041 0.04 1.31 88% A11 (ππ∗) S3

4 4.74 0.059 0.30 2.00 52% A09 (ππ∗); 27% A09→T10 (CT) S5

5 4.75 0.113 0.02 1.08 94% A13 (ππ∗) S4

6 4.79 0.141 0.04 1.77 90% A33 (ππ∗) S6

7 4.82 0.010 0.06 1.08 96% A29 (nπ∗) S7

8 4.86 0.006 0.19 1.55 72% A09 (nπ∗); 16% A09→T10 (CT) S9

9 4.87 0.005 0.04 1.44 83% A29 (nπ∗); 12% A09 (ππ∗) S8

10 4.89 0.004 0.11 1.97 71% A11 (ππ∗); 11% T10 (nπ∗) S10 + S11

11 4.90 0.001 0.02 1.09 96% A31 (nπ∗) S13

12 4.91 0.004 0.13 1.59 88% A33 (ππ∗) S12

13 4.92 0.011 0.11 2.10 58% A09 (nπ∗); 19% A31 (ππ∗) S14 + S15

14 4.93 0.010 0.11 2.75 47% A13 (ππ∗); 26% A31 (ππ∗) S14 + S15

15 4.94 0.017 0.12 1.91 68% A13 (nπ∗); 16% A31 (ππ∗) S14 + S15

16 4.95 0.006 0.09 2.51 72% A13 (nπ∗) S14 + S15

17 4.96 0.070 0.06 3.51 63% A33 (ππ∗); 10% T32 (ππ∗) S17

18 4.99 0.166 0.24 3.39 41% T10 (ππ∗); 21% T30 (ππ∗) S18

19 5.03 0.435 0.02 1.90 51% T08 (ππ∗); 38% T32 (ππ∗) S19

20 5.04 0.144 0.57 2.87
41% A11→T30 (CT);
24% A11→A31 (CT);
17% T12 (ππ∗)

-
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Figure S2: Graphical analysis in terms of the fractional transition density (FTD) of the
20 energetically lowest excited states obtained from the OM2/MM optimized geometry of
(dAdT)10 : (dAdT)10 dsDNA, where the QM region consists of the 6 central base pairs
((AT)3 : (AT)3). The textured area indicate the location (nucleobase) of the hole (blue)
and electron (red) where the excitation is located. The left and top curves are the projection
of these densities along the pair- and strand-axis, respectively.

S6



Table S2: Summary and analysis of the 20 energetically lowest excited states obtained from
the OM2/MM optimized geometry of (dAdT)10 : (dAdT)10 dsDNA, where the QM-System
consists of 3 sub-systems containing two base pairs each (3 (AT) : (AT)). The sub-systems
are then coupled using the transition dipole approximation (TDA). a Excitonic wavefunction
obtained from diagonalization of the excitonic hamiltonian.

# E (eV) f CT DL contribution (character) wavefunctiona

1 4.60 0.163 0.03 1.03 98% A29 (ππ∗) 1.0 |0 0 1〉
2 4.68 0.255 0.11 1.31 91% A31 (ππ∗) 1.0 |0 1 0〉
3 4.72 0.095 0.05 1.55 77% A11 (ππ∗); 11% A13 (ππ∗) 0.9 |0 2 0〉

− 0.3 |0 0 2〉
4 4.75 0.049 0.01 1.06 95% A13 (ππ∗) 1.0 |0 0 2〉
5 4.77 0.033 0.02 1.49 72% A09 (ππ∗); 14% A33 (ππ∗) 1.0 |1 0 0〉
6 4.80 0.198 0.03 1.53 75% A33 (ππ∗); 20% A09 (ππ∗) 1.0 |2 0 0〉
7 4.81 0.011 0.04 1.02 99% A29 (nπ∗) 1.0 |0 0 3〉
8 4.86 0.028 0.03 1.17 88% A29 (ππ∗); 11% T28 (ππ∗) 1.0 |0 0 4〉
9 4.88 0.005 0.07 1.04 99% A09 (nπ∗) 1.0 |3 0 0〉
10 4.89 0.010 0.05 2.28 44% A11 (ππ∗); 40% A13 (nπ∗);

13% T10 (ππ∗)
0.8 |0 3 0〉
+ 0.6 |0 0 5〉

11 4.89 0.018 0.04 2.03 60% A13 (nπ∗); 30% A11 (ππ∗) − 0.6 |0 3 0〉
+ 0.8 |0 0 5〉

12 4.90 0.004 0.14 1.64 87% A33 (ππ∗) 1.0 |4 0 0〉
13 4.91 0.001 0.02 1.02 99% A31 (nπ∗) 1.0 |0 4 0〉
14 4.93 0.006 0.02 1.20 84% A13 (nπ∗); 16% T12 (nπ∗) 1.0 |0 0 6〉
15 4.93 0.006 0.06 1.63 61% A09 (nπ∗); 18% A33 (nπ∗) 1.0 |5 0 0〉
16 4.94 0.079 0.08 1.72 77% A31 (ππ∗); 11% A11 (ππ∗) 1.0 |0 5 0〉
17 4.96 0.008 0.06 2.02 67% A33 (ππ∗); 18% A09 (nπ∗);

12% T32 (nπ∗) 1.0 |6 0 0〉

18 4.97 0.450 0.05 2.46 58% T10 (ππ∗); 23% T30 (ππ∗);
13% A11 (nπ∗) 1.0 |0 6 0〉

19 5.01 0.490 0.02 1.98 50% T08 (ππ∗); 36% T32 (ππ∗) 1.0 |7 0 0〉
20 5.03 0.358 0.04 1.81 61% T28 (ππ∗); 28% T12 (ππ∗) 1.0 |0 0 7〉
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Figure S3: Graphical analysis in terms of the fractional transition density (FTD) of the
20 energetically lowest excited states obtained from the OM2/MM optimized geometry of
(dAdT)10 : (dAdT)10 dsDNA, where the QM region consists of 3 sub-systems containing two
base pairs each (3(AT) : (AT)). The sub-systems are coupled using the transition dipole
approximation (TDA). The textured area indicates the location (nucleobase) of the hole
(blue) and electron (red) where the excitation is located. The left and top curves are the
projection of these densities along the pair- and strand-axis, respectively.
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Figure S4: First absorption band of the UV/Vis spectrum averaged over geometries obtained
form NVT-MD simulations of the [(AT) : (AT)]3 trimer embedded in (dAdT)10 : (dAdT)10
dsDNA solvated by water. Left panel: Oscillator strengths convoluted by a Lorentzian (black
line, width 0.015 eV) and the contributions of excitations in Adenine (red) and Thymine
(blue) to the transition density. The gray dotted lines indicate the absorption spectrum of
(dAdT)10 : (dAdT)10 in aqueous buffered solutions reproduced from Fig. 12 of Ref.10. Right
panel: Total density of states (black) and decomposition into localized states (blue, DL =
1), delocalized states where the excitation is delocalized over two (DL = 2) or more (DL ≥
3) bases, and states with charge transfer contributions (CT ≥ 0.3).

Fitting Parameters

The parameters of Tab. S3 are obtained from by fitting the following model functions to the

populations of Fig. 3 of the main text:

P1(t) = B exp
(
− t

τ2

)
+ Y0 (6)

P2(t) = B
[
C exp

(
− t

τ2

)
+ (1− C) exp

(
− t

τ3

)]
+ Y0 (7)

P1+2(t) = A exp
(
− t

τ1

)
+B

[
(1− C) exp

(
− t

τ2

)
+ C exp

(
− t

τ3

)]
+ Y0 (8)
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Table S3: Parameters obtained from fitting the graphs in Fig. 3 of the main text. Parameters
marked as “-” have not been fitted. aModel functions used to fit the curves are given by
Eqs. (6), (7) and (8).bAverage life time obtained from the weighted sum of the individual
components.

Curve Model A B C Y0 τ1 / fs τ2 / ps τ3 / ps 〈τ〉 / psb R2

1-S0 2 - 0.66 0.53 - - 0.70 74.75 35.5 0.98
SL 1+2 -0.85 0.31 0.43 - 48 0.13 2.06 0.89 0.92
SE 1 - 0.31 - 0.11 - 0.02 - 0.02 0.15
S1 1+2 -0.84 0.21 0.33 - 68 0.18 1.95 0.88 0.88

Fractional transition density analysis

In order to analyze the location of the excited states in time-dependent terms we calculated

average FTD values along the trajectories, which is shown in Fig. S5 (again normalized

to the number of trajectories in the excited state at a given time). We have used two

different patterns for selecting the fragments: (i) using the nucleobases adenine (red curve)

and thymine (blue curve) and (ii) using the two strands of the dsDNA (green and orange

curve). Since we are dealing with a heteropolymorphic duplex and both strands are therefore

built from the same (but complementary) sequence of alternating adenines and thymines,

both strands are excited equally by the laser pulse. This symmetry is not broken along the

simulations and both strands keep on average equally excited, while on the single trajectory

level the location of the excitation is frequently oscillating from one strand to the other. This

is also consistent with the results from Fig. 4B of the main text, since either the excitation

is localized at one strand, or at later times delocalized over both strands. Both of these cases

result in a FTD of 0.5 for each of the strands, since in the localized case about half of the

trajectories exhibit excitation on strand A and half on strand B, while in the delocalized

case the excitation is equally distributed over strands A and B.

In agreement with experimental findings of Ref.11 adenine and thymine contribute equally

to the excitation at t = 0. However, in the following few 200 fs the population is transferred

from thymine to adenine until a steady excitation level of thymine at ∼20% and consequently

of adenine at ∼80% is reached (cf. Fig. S5 of the main text). This finding is consistent with
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Figure S5: Averaged fractional transition density (FTD) for all adenines (red, Ade) and all
thymines (blue, Thy), or strand A (orange) and strand B (green), respectively, showing equal
amount of excitation in both strands and a dominant excitation in adenine.
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Figure S6: Statistical analysis of FTD, where only the maximum FTD value is considered for
averaging. The trajectories are divided into short trajectories (orange), which decay to the
ground-state within the first 800 fs, and long trajectories (green) which reside for more than
800 fs in the excited state. (A) Average duration an excitation resides at a time dominantly
(max FTD > 0.8) on one nucleobase (left), within a base pair (middle) and within one of the
strands (right). (B) Averaged rate for changing the location of the excitation with respect
to a single base (left), horizontally between the strands (middle) and vertically along the
stacked base pairs (right).

the short time constant found for the SL population in Fig. 3 of the main text, which is

identical to the experimentally determined lifetime of dAMP12. Together with the findings

that (i) the DL value (cf. Fig. 4A of the main text) is increasing with time towards the

delocalization of the excitation and (ii) from the POS value (cf. Fig. 4B of the main text)

it becomes evident that the amount of delocalization between the strands increases, it can

be concluded that the energy transport is dominantly conducted through adenine.

In Fig. S6A we show the average time an excitation resides at a single nucleobase (left),

within a strand or within a pair of nucleobases. We divided the trajectories in 2 classes, as

described in the main text. One group is classified as short and decays within 800 fs to the
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ground state. The second group is classified as long and stays more than 800 fs in the excited

state. Excitations in short trajectories are in average for 31 fs at a time located on a single

nucleobase before switching to another, which is two times as longer than for the long living

trajectories (11 fs). The same trend is found for the excitation being located within a base

pair (35 fs vs. 11 fs) and a single strand (51 fs vs. 16 fs). The large difference in the latter

case indicates that in the early stages of the excited state dynamics the excitation energy

is dominantly transported within the strand, while for longer living trajectories inter-strand

excitation energy transport is becoming more important (cf. Figs. 4B and 5 of the main

text).

The rates of changing the location of an excitation from one base to another are shown

in Fig. S6B (left), which support the previous findings. The nucleobase on which the exci-

tation is dominantly localized, is changed in average 12 times per 100 fs in long trajectories,

compared to 5 switches per 100 fs for short trajectories (Fig. S6B). The same trend holds

for switching from one strand to the other (0.10 fs−1 vs. 0.03 fs−1) and transport of the

excitation within the stack (0.14 fs−1 vs. 0.04 fs−1 ).
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Abstract: The dynamics and energetics of water at interfaces or
in biological systems plays a fundamental role in all solvation
and biological phenomena in aqueous solution. In particular,
the migration of water molecules is the first step that controls
the overall process in the time domain. Experimentally, the
dynamics of individual water molecules is nearly impossible to
follow in solution, because signals from molecules in hetero-
geneous environments overlap. Although molecular dynamics
simulations do not have this restriction, there is a lack of
experimental data to validate the calculated dynamics. Here, we
demonstrate a new strategy, in which the calculated dynamics
are verified by measured time-resolved infrared spectra. The
coexistence of fast and slow migrations of water molecules
around a CONH peptide linkage is revealed for a model
system representative of a hydrate peptide.

The fruitful interplay between theory and experiment is
a major driving force for significant progress in physical
chemistry and molecular physics. For example, molecular
clusters, in which molecules interact by weak intermolecular
forces such as hydrogen bonding and van der Waals forces,
have been studied as models for solvation structures since the
late 1970s.[1] However, their structures were mostly inves-
tigated independently by quantum chemical calculations and
spectroscopy, and the conclusions were sometimes unrealistic
from today�s point of view.[2] Such structural studies experi-
enced “a quantum leap” in the 1990s, when spectroscopists

and theoreticians started collaborations. Spectroscopists
recorded infrared (IR) spectra with novel high-power IR
lasers, and theoreticians in turn suggested various possible
cluster structures. Comparison between the spectral signa-
tures in the measured and computed IR spectra then provided
definite evidence as to which structure was observed.[3]

Nowadays, this combined approach is the de facto standard
in the cluster field and has revealed macroscopic properties
associated with molecular parameters, such as the structure of
bulk water from hydrogen-bonded networks in water clus-
ters[4] and the photostability of DNA bases in their gas-phase
clusters.[5]

What is the current situation for the chemical reaction and
solvation dynamics in molecular clusters? Ultrafast laser
experiments measure the time evolution of reaction products
not only by simple pump–probe techniques but also by
various sophisticated time-resolved laser methods, such as
time-resolved photoelectron spectroscopy.[6] These studies
mainly focus on the dissociation or the change in the
electronic structure of molecules and clusters, because of
the inherently low-energy resolution of femtosecond laser
pulses, which is limited by the Heisenberg uncertainty
principle. Thus, the experimental interest has focused on the
assignment of reaction fragments and the evolution of
molecular electronic states during the reaction. These are

Figure 1. Scheme illustrating the experimental pump–probe procedure
and dynamic time evolution after the ionization of the trans-acetani-
lide–water (AA–W) cluster. The CO-bound isomer is ionized by size-
and isomer-selective two-photon ionization (2nUV, pump process) from
the neutral ground state (S0, blue surface) to the cationic ground state
(D0, green surface). There, the W molecule migrates from the hydro-
gen-bonded CO site (AA+–WCO, left structure, R+) to the NH-bound
isomer (AA+–WNH, right structure, P+) by two different pathways. This
motion is monitored by TRIR spectra (nIR) measured at variable delay
Dt (probe process). The red trace indicates the fast migration channel
with a direct steep descent pathway, and the blue curve illustrates
a slow migration channel through a local minimum (I+). The middle
structure illustrates the migration pathways derived from the MD
simulations, whereby the red and blue lines indicate the movement of
W for the fast and slow channel trajectories, respectively.
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important parameters of chemical reactions, but the structural
time evolution is not probed directly. On the other hand,
theoretical approaches to the reaction dynamics treat not only
the electronic states but also provide the molecular geometry
along the reaction pathway. Thus, molecular dynamics (MD)
can give indeed a detailed microscopic picture of the reaction
pathways and mechanisms.

The experimental limitations related to probing structural
dynamics discussed above may not be a serious problem if
only chemical reactions of small molecules such as diatomics
are studied, because then the reaction coordinate is simple
and straightforward. However, in larger and biologically
important molecules and clusters, the reaction and solvation
coordinate usually stretches across multidimensional space
and is not immediately obvious. To overcome this limit, we
present here the fruitful interplay between theoretical
simulation and advanced laser spectroscopy, which has the
potential to expand the reaction dynamics question indeed

from simply “how fast?” to “which way?”.[7] Such a step
would be analogous to the above-mentioned qualitative
advances in the static structural characterization of molecular
clusters.

Recently, picosecond pump–probe time-resolved IR (ps
TRIR) spectra were reported for probing the migration
dynamics of a single water molecule (W) around the CONH
peptide linkage in the H-bonded trans-acetanilide–water
(AA–W) cluster.[8] The TRIR spectra were obtained by
combining a two-color tunable ps laser system (nUV + nIR)
with appropriate time and spectral resolution (3 ps, 12 cm�1)
with a molecular beam time-of-flight mass spectrometer
(Figure 1). The solvent molecule W in AA–WCO is initially H-
bonded as a proton donor at the CO site in the neutral ground
state (S0). When AA–WCO is resonantly ionized via the first
excited state (S1) to the cationic ground state (D0) using size-
and isomer-selective two-photon ionization (2nUV, pump
process), the interaction potential changes drastically. As

Figure 2. TRIR spectra of AA+–W from the A) ps experiment[8] and B) MD simulations. The S0 and D0 spectra are stationary IR spectra of the CO-
bound and NH-bound isomers in the neutral and cationic states determined by ns lasers (A) and DFT harmonic frequency calculations for the
optimized structures (B). The weak bands at around nf

NH and nb
OH in (A) are combination bands promoted by anharmonic vibrational coupling

and thus do not appear in the theoretical spectrum in (B) with harmonic approximations. The highlighted areas indicate the signals uniquely
attributed to the NH-bonded isomer (red, P+), the intermediate structure (green, I+) and the CO-bound geometry (blue, R+). The TRIR spectra
calculated for trajectories of the fast (C) and slow (D) migration channels are shown separately.
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a consequence, W is released from the now repulsive CO site
and migrates in an exothermic reaction toward the most
attractive NH site. Tunable IR laser radiation (nIR) introduced
at a variable delay Dt after the ionization event probes the
isomerization dynamics. Resonant vibrational excitation with
nIR induces the dissociation of the cluster. Thus, the transient
IR spectrum can be measured as depletion of the parent
cluster ion intensity. The recorded TRIR spectra monitor the
W migration in AA+–W in real time by means of the H-
bonded OH stretching mode nbþ

OH

� �
of W in the initially

formed AA+–WCO cation (reactant R+, blue), the free NH
stretching mode nfþ

NH

� �
of the intermediate (I+, green), in

which W binds neither to the CO nor the NH site, and the H-
bonded NH stretching mode nbþ

NH

� �
of the AA+–WNH reaction

product (P+, red). The blue band (R+) disappears within 3 ps,
the time needed to release W from the CO site. At the same
time, the green band (I+) rises and disappears again at about
5 ps. In parallel, the red band (P+) appears and grows in
intensity. These events directly prove that W is released within
3 ps after the ionization and migrates to the NH site via a yet
unknown intermediate. Thus, based on these experimental
data, the water migration was interpreted as a simple two-step
reaction R+!I+!P+, with an overall migration time of 5 ps at
an ionization excess energy of Eexc = 9000 cm�1.[8] The time
evolution of the three spectral signatures of R+, I+, and P+ are
summarized in Figure 3A. Any P+!I+/R+ back reaction is
quenched by efficient intracluster vibrational energy redis-
tribution (IVR), which quickly removes the energy from the
reaction coordinate.[8] We note that previous simple MD
simulations on the analogous formanilide–W cluster fail to
properly reproduce essential features of this reaction, includ-
ing the time constant, the existence of I+, and the absence of
the back reaction.[9]

Although the experimental ps TRIR spectra yield new
valuable insight into general reaction parameters (overall
time constants, existence of an intermediate), important
details of the reaction path (geometry, energetics, barriers)
and the competition between multiple possible reaction paths
remained unclear.[8] To this end, a sophisticated ab initio MD
approach has now been developed to reveal the many more
details of the reaction encoded in the highly informative
TRIR spectra. To simulate the TRIR spectra, we have carried
out “on the fly” MD simulations in the framework of density
functional theory and have combined them with the Wigner
phase space approach for simulation of the pump–probe
spectra.[10] Briefly, the time evolution of the phase space
density in the classical limit is described by the Liouville
equation _1 ¼ H; 1f g, where the Hamiltonian function H =

H0(q,p)�m(q)e(t) is composed of the field-free Hamiltonian
H0 and the interaction with the laser field e(t).[11] From the
rate of energy absorption dhEi/dt, the total absorption of
energy for a given frequency w and time delay Dt, corre-
sponding to the measured transient TRIR spectrum, has been
calculated [Eq. (1)].

Sprobeðw;DtÞ
� �

¼
Z 1

�1
dt

d Eh i
dt
¼
Z 1

�1
dt
ZZ

dqdpH0 H; 1f g

¼
XNtraj

i¼1

Z 1

�1
dt

dm qiðtÞð Þ
dt

e0 exp � t �Dtð Þ2
2s2

� �
cos wt

ð1Þ

The phase space density has been represented by a discrete
set of classical trajectories, which have been propagated in the
neutral (S0) and the cationic (D0) states (Figure 4). The
electric field of the probe laser pulse is assumed to have
a Gaussian shape with the width s. To take also the pump
pulse width into account, the transient TRIR spectra are
convoluted by the change in the population of the cationic
state dP(t)/dt, which is derived from the experiment, leading
to the expression for the TRIR signal given in Equation (2).

Spump�probeðw;DtÞ
� �

¼
Z 1

�1
dt Sprobeðw;Dt � tÞ
� �dPðtÞ

dt
ð2Þ

As illustrated in Figure 1, we identified two competing
mechanisms for the experimentally probed water migration
from the initial CO site to the final NH site triggered by
photoionization. While in the first channel W migrates along
an almost barrierless path across the methyl group (Figure 1,
red lines), in the second path W is trapped in a local minimum
above the phenyl ring (Figure 1, blue lines). Movies of water
motion in representative trajectories of the first and second
channels are available in the Supporting Information. The
branching ratio for the two paths is 70:30 in favor of the first
channel. Figure 3 shows the isomer populations of the first
(Figure 3D) and second process (Figure 3E) obtained from
the MD simulations. The intermediate state, where the
CO–W hydrogen bond is already broken, but the NH–W

Figure 3. Left: Time evolution of the three vibrational resonances of
AA+–W (nbþ

OH, nfþ
NH, nbþ

NH, indicated by blue, green, and red lines in
Figure 2 A,B) determined from A) the experimental TRIR spectra[8] and
B) the TRIR spectra from the MD simulations. The white area in (A)
and (B) indicates the time interval of the MD simulations [�5 ps,
+ 5 ps], and the dashed green lines show the maxima of the I+ signal
attributed to the free NH stretch mode in the cationic state nfþ

NH

� �
.

Right: C) Averaged populations of the total ensemble and the trajecto-
ries attributed to D) the fast and E) the slow channels, with the CO-
bound isomer (blue, R+), the intermediate structure (green, I+), and
the NH-bound isomer (red, P+). The gray dashed line in (C) shows the
averaged electronic energy from the MD simulations.
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hydrogen bond is not yet formed, is reached in both cases
within 1 ps. Subsequently, the first path relaxes quickly within
further 0.5 ps to the final NH-bound state (“fast channel”,
Figure 3D), while in the second case complete W transfer is
not reached even after 5 ps (“slow channel”, Figure 3E). This
new two-channel dynamics substantially extends and revises
our previous simple one-channel two-step R+!I+!P+ mech-
anism, which was solely derived from the experimental data.[8]

The reliability of the diversity of the reaction pathways
predicted by the MD simulations can be tested with high
sensitivity by direct comparison between the simulated and
measured TRIR spectra (Figure 2). Although the fast channel
does not match the initial simple two-step interpretation of
the experiment,[8] the simulated TRIR spectra including all
trajectories (Figure 2B) well reproduce the observed TRIR
spectra (Figure 2A). The TRIR spectra corresponding to the
slow channel (Figure 2D), which includes the trapping of W,
has a significant intensity for I+ (green) even at Dt = 5 ps,
whereas the observed TRIR spectra (Figure 2A) do not. This
difference clearly indicates that the observed TRIR spectra
cannot be reproduced by the slow channel alone, and thus the
initial simple two-step model[8] must be revised and extended.
Further theoretical and experimental investigations on con-
trolling and directing the reaction by adjusting the excess
energy are now in progress.

In conclusion, water migration in AA+–W includes both
slow and fast reaction pathways, and the major channel
observed in the ionization experiments is the fast one. It is
stressed that this conclusion could only be derived from the
direct comparison between the observed and simulated TRIR
spectra. In the future, this novel strategy will be used to probe
reliably the solvation and reaction dynamics in larger
molecular systems such as highly solvated peptides. This
approach will thus provide reliable insight into the funda-
mental mechanisms of various dynamic processes related to
solvation at the single-molecule level, and opens the way to
controlling the dynamics.
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Supporting Information  
Theory for time-resolved pump-probe IR (TRIR) spectra based on the MD “on the fly” 
In this section, we present a detailed description of the theoretical methodology for the 

simulation of the TRIR spectra, which is based the molecular dynamics (MD) “on-the-fly” 
carried out in the frame of density functional theory (DFT). For this purpose, we employ the 
Wigner representation in which the density operator of the system is represented by a 

phase space function 𝜌(𝒒,𝒑) of the nuclear coordinates and momenta q and p. As in our 
previous work 𝜌(𝒒,𝒑)  is represented by an ensemble of independently propagated 
classical trajectories according to 

𝜌 𝒒,𝒑 = 𝛿 𝒒− 𝒒!,! 𝛿(𝒑− 𝒑!,!)
!!"#$
!!!  

where 𝑁!"#$ represents the total number of trajectories and 𝒒!,! and 𝒑!,! are the initial 

positions and momenta of the ith trajectory. The Hamilton function for the system driven by 

a laser field 𝝐(𝑡) is given by 
𝐻 𝒑,𝒒 = 𝐻! 𝒒,𝒑 − 𝝐 𝑡 ⋅ 𝝁(𝑞) 
where H0 is the field-free Hamiltonian and 𝝁 𝒒 = 𝝁𝒆 𝒒 + 𝝁𝑵 𝒒  is the total dipole 

moment composed of the nuclear and electronic contributions. The time evolution of the 
phase space density is in the classical limit described by the Liouville equation 
𝜌 = 𝐻,𝜌 , 

where 𝐻,𝜌  represents the classical Poisson bracket. The solution of this equation is 
equivalent to the solution of the Hamilton equation of motion for the functions 𝒒! 𝑡  and 
𝒑! 𝑡  

𝒒! 𝑡 = !!
!𝒑!

 

𝒑! 𝑡 = − !!
!𝒒!

= − !! 𝒒 !
!𝒒!

+ !𝝁 𝒒 !
!𝒒!

⋅ 𝝐 𝑡 , 

where −𝜕𝑉 𝜕𝒒! = 𝑭𝒊 are the forces acting on the nuclei obtained as gradients of the 

electronic potential energy surface 𝑉(𝒒 𝑡 ). For weak laser fields, which are employed in 
this work, the last term of Eq. (5) can be neglected and therefore the phase space 
ensemble can be propagated freely using quantum chemical MD “on the fly”. For this 

purpose, we utilize the analytic energy gradients, which can be efficiently calculated within 
the density function theory and employed for the numerical solution of equations of motions 
Eq. (4) and Eq. (5) using the velocity Verlet algorithm. 

In order to simulate the time-resolved pump-probe IR spectrum, we have to consider two 

interactions with the laser field, separated by the time delay Δt: (1) the first interaction with 

(1) 

(2) 

(3) 

(4) 

(5) 
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the UV pump laser pulse centered at t = 0 ionizes the neutral system (S0) and leads to the 

population of the cationic state (D0), (2) the dynamics in the cationic state is probed by the 

second IR laser pulse centered at the time delay Δt with the form 

𝜖!"#$% 𝑡 = 𝜖!exp   −
!!∆! !

!!!
cos𝜔𝑡 

where 𝜖! is the amplitude and 𝜎 is the width of the laser pulse. The rate of the energy 
absorption induced by the interaction with the probe field can be calculated in the phase 

space representation as 

d !
d!

= d𝒒d𝒑  𝐻! 𝒒,𝒑, 𝑡 𝜌 𝒑,𝒒, 𝑡 = d𝒒d𝒑  𝐻! 𝐻 𝒒,𝒑, 𝑡 ,𝜌 𝒒,𝒑, 𝑡  

By expanding the Poisson bracket and using partial integration, this can be reduced to 

d !
d!

= d𝒒d𝒑  𝜌 𝒒,𝒑, 𝑡 d𝝁(𝒒)
d!

𝜖!exp   −
!!∆! !

!!!
cos𝜔𝑡 

The total absorption of energy for a given frequency 𝜔  and time delay Δt, which 
corresponds to the experimental measured transient TRIR spectrum, can be calculated as 

𝑆!"#$%(𝜔,∆𝑡) =    d𝑡   d !
d!

!
!! = d𝑡   d𝒒d𝒑  𝜌 𝒒,𝒑, 𝑡 d𝝁(𝒒)

d!
𝜖!exp   −

!!∆! !

!!!
cos𝜔𝑡!

!!  

By utilizing the representation of the phase space density by classical trajectories given in 
Eq. (1), this reduces to the following expression for the transient TRIR spectrum for the time 

delay Δt 

𝑆!"#$%(𝜔,∆𝑡) = d𝑡   d𝝁(𝒒𝒊 ! )
d!

𝜖!exp − !!∆! !

!!!
cos𝜔𝑡!

!!
!!"#$
!!! . 

Note that this expression can be interpreted as a trajectory average of the windowed 
Fourier transform of the dipole derivative function of each trajectory, where the probe pulse 
envelope serves as a window. In order to take also the pump pulse width into account, the 

transient IR spectra are convoluted by the change in the population of the cationic state, 
which is obtained directly from the experiment. This leads to the following final expression 
for the simulation of time-resolved IR spectra 

𝑆!"#!!!"#$%(𝜔,∆𝑡) = d𝑡   𝑆!"#$%(𝜔,∆𝑡 − 𝑡)
d!(!)
d!

!
!!  

where !" !
!"

 is the rate of change of the cationic state population. 

 

(6) 

(7) 

(9) 

(10) 

(11) 

(8) 
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Computational Details 
Throughout this work, all single-point calculations were carried out in the frame of density 
functional theory implemented in the Turbomole program package. We employ the gradient 
corrected Perdew-Burke-Ernzerhof (PBE) functional [12] and the valence triple zeta plus 

polarization (6-311G**) basis set [13], combined with the resolution of identity (RI) 
approximation in order to speed up the MD simulations. Note that also Grimme's dispersion 
correction (D3) [14] has been used throughout the simulations. 

 
The initial conditions for the MD simulations were sampled from a 100 ps classical 
trajectory in the neutral ground state, which has been run at constant temperature of T = 

100 K. This temperature has been chosen in order to reproduce the experimental excess 
energy after photoionization (Figure S1). After initial equilibration, we have sampled 
structures and velocities in regular time intervals, thus generating an ensemble of 50 

trajectories, which were employed to investigate the isomerization and to simulate the TRIR 
spectra. 
 

The MD simulations, starting from these initial conditions, were propagated forward for 5 ps 
in the D0 cationic state and backward for 5 ps in the neutral S0 ground state. The integration 
of the classical equations of motions has been performed using the velocity Verlet 

algorithm [15] with a time step of 0.1 fs, which is sufficiently small to obtain adequate 
conservation of energy. At each step of the trajectories, electronic and nuclear dipole 
moments were calculated in order to serve as basis for simulating the TRIR spectra 

according to Eq. (10). As probe pulse, we used a Gaussian-shaped laser pulse envelope 
with a full-width-at-half-maximum (FWHM) of 3 ps. The rise of the population of the cationic 

state !" !
!"

 in Eq. (11) has been modeled by a Gaussian-shaped function with a FWHM of 

2.88 ps, which both correspond to the experimentally determined values. The transient 
TRIR spectra were calculated in delay intervals from −5 to +5 ps according to Eq. (11). 

Reaction pathways for isomerization 
In addition to the direct MD simulations, which give direct inside into the isomerization 
pathways and their branching ratios, we have also carried out an extensive minimum 

energy path search. For this purpose, we have combined the nudged elasting band (NEB) 
method with density functional theory calculations. [16] In the NEB method, a string of 
molecular configurations (images) is spanned between the two states, e.g. two local 
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minima on the potential energy surface. The initial pathway connecting the initial and final 

states can be obtained, for example, by interpolation. Starting from this initial guess, the 
images along the path are relaxed through a force projection scheme. The total force on 
each image in the NEB method is 

𝑭!"# 𝒒! = 𝑭!! + 𝑭!
∥ 

where qi is the configuration (molecular geometry) of one image. The force 𝑭!! is the force 
on the ith image due to the potential, acting perpendicular to the string, 

𝑭!! = −∇𝑉 𝒒! + ∇𝑉 𝒒! 𝝉! ⋅ 𝝉! 
and 𝑭!

∥ is a force stemming from virtual springs connecting the images with each other, 
acting parallel to the string, in order to ensure 

  𝑭!
∥ = 𝑘 𝒒!!! − 𝒒! − 𝒒! − 𝒒!!! ⋅ 𝝉! 

where k is the force constant of the spring and 𝜏! is the tangent vector of the string. The 
artificial spring forces ensure, that the images don't fall in one of the local minima. After 

minimization of the total energy, the NEB method gives rise to the minimum energy path 
(MEP), as well as saddle points. In the frame of the NEB methodology, two reaction 
pathways were found and are illustrated in Figure. S2, showing the fast and the slow 

migration channels. 
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Figure S1. Excess energy distribution of the initial ensemble of trajectories with respect to 

the cationic NH-bound minimum. 
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Figure S2. Minumum energy paths (MEPs) of the fast (left) and slow (right) migration 
channels optimized using the nudged elastic band (NEB) method. 
 

 
 
 





Chapter 6

deciphering environment effects in

peptide bond solvation dynamics by

experiment and theory

Reproduced with permission from:

M. Wohlgemuth, M. Miyazaki, K. Tsukada, M. Weiler, O. Dopfer, M. Fujii, and R. Mitrić:
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Deciphering environment effects in peptide bond
solvation dynamics by experiment and theory†

Matthias Wohlgemuth, a Mitsuhiko Miyazaki, bc Kohei Tsukada,b Martin Weiler,b

Otto Dopfer, *c Masaaki Fujii*b and Roland Mitrić*a

Most proteins work in aqueous solution and the interaction with water strongly affects their structure

and function. However, experimentally the motion of a specific single water molecule is difficult to trace

by conventional methods, because they average over the heterogeneous solvation structure of bulk

water surrounding the protein. Here, we provide a detailed atomistic picture of the water rearrangement

dynamics around the –CONH– peptide linkage in the two model systems formanilide and acetanilide,

which simply differ by the presence of a methyl group at the peptide linkage. The combination of pico-

second pump–probe time-resolved infrared spectroscopy and molecular dynamics simulations

demonstrates that the solvation dynamics at the molecular level is strongly influenced by this small

structural difference. The effective timescales for solvent migration triggered by ionization are mainly

controlled by the efficiency of the kinetic energy redistribution rather than the shape of the potential

energy surface. This approach provides a fundamental understanding of protein hydration and may help

to design functional molecules in solution with tailored properties.

1 Introduction

The interaction of water with solutes and the formation of complex
hydrogen-bonded (H-bonded) networks are important driving
forces in biochemical reactions and structural rearrangements.1–7

In particular, the structure and function of proteins is intimately
connected with the dynamics of the water network. For example,
protein folding and enzyme activity involve hydrogen-bond
dynamics that spans multiple timescales.8–22 With their –CONH–
linkages along the peptide chain, proteins offer attractive hydrogen
bonding sites, where water can bind either as proton donor at the
CO site or as proton acceptor at the NH site, respectively.23

The solvation dynamics around proteins has been probed by
various experimental methods. However, the results are often
inconsistent and contradictory.9,12,14,15,19,22,24 This difficulty arises
from the inherent complexity of protein solvation, such as the
existence of multiple solvation layers. In such a situation, indivi-
dual methods may measure water molecules in different layers.

Therefore, most experiments yield only indirect dynamical
information averaged over various water molecules in different
local environments, giving rise to only a limited picture of the
dynamics of individual water molecules.15 Apparantly, measur-
ing the motion of a specific single water molecule in real
biological environments is a challenging experimental task.25

One possibility to overcome these limitations is the generation
of size- and isomer-selected (micro-)hydrated peptides in the
gas phase and study the dynamics of a single or several selected
solvent molecules with time-resolved pump–probe techniques,
such as time-resolved photoelectron spectroscopy26–29 or the
recently developed picosecond time-resolved infrared (ps-TRIR)
spectroscopy.25,30 The latter one has successfully been applied
to monitor in real time the ionization-induced p - H site-
switching dynamics of rare gas ligands attached to the phenol
molecule30–34 and the water migration dynamics in the
4-aminobenzonitrile–water35 and trans-acetanilide–water (AA+–W)36

cluster cations. Combined with theoretical simulations, such
experiments provide a detailed atomistic picture of the dynamics
of individual solvent molecules. Conceptually, such experiments
involve the preparation of neutral clusters in a cold molecular
beam in their ground electronic state (S0), which are subse-
quently resonantly ionized via the first excited state (S1) into the
cation ground state (D0) using size- and isomer-selective two-
photon ionization. Ionization triggers a response of the solvent
to the charge redistribution, because the interaction potential in
the ionized D0 state changes drastically. As a consequence, the
ligand is released from its initial binding site in the neutral
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cluster and undergoes an exothermic large-amplitude migration
reaction toward the most attractive binding site in the cation
cluster on the picosecond timescale. Tunable IR laser radiation
(nIR) introduced at a variable delay (Dt) after the ionization event
probes the isomerization dynamics (Fig. 1), because resonant
vibrational excitation induces the dissociation of the cluster.
In this way the transient time-dependent IR spectrum can be
measured, and the vibrational fingerprints of the corresponding
transient structures are experimentally obtained. However,
to extract full information from the observed time-resolved
IR spectra, high-level dynamical theoretical simulations are
required.37 To this end, we have recently introduced a new and
generally applicable theoretical approach for the simulation of
solvation dynamics and pump–probe ps-TRIR spectra based on
ab initio molecular dynamics (MD) ‘‘on the fly’’, and successfully
applied it to the water migration dynamics of the AA+–W cluster,
which serves as a model for solvating the peptide linkage.37

With our approach, we were able to identify competing water
rearrangement channels and to determine the timescales of the
involved relaxation processes. This theoretical approach is
verified by simulating the ps-TRIR spectra, which agree well
with the experimental ones.36

Here, we investigate the influence of the local environment
on the solvation dynamics of a single water molecule bound to
two aromatic amides, namely trans-formanilide–water (FA–W)
and trans-acetanilide–water (AA–W) clusters. Notice, that although
there are certainly more chemically suitable systems for modelling
the solvation dynamics of a peptide bond, our choice of an
aromatic model peptide is motivated by our experimental

technique, which relies on the resonant ionization. The two
molecules differ only by the presence of a methyl group directly
bound to the peptide linkage in AA. We show that even a small
perturbation in the local structure, in this case substitution of
H by CH3, can completely change both the mechanism and the
timescale of the water rearrangement around the peptide linkage.
Although N-methylation of peptides does not play a substantial
role in proteins, it is an important matter of interest in drug
design and synthesis of new nanomaterials.38–40 In the electronic
ground state of neutral FA–W, water binds with similar binding
energies either as a proton acceptor to the NH site (FA–WNH)
or as a proton donor to the CO site (FA–WCO).41,42 The barriers
for isomerization have been determined as 892 � 92 cm�1

(CO - NH) and 869 � 119 cm�1 (NH - CO).43 However, in the
cationic ground state (D0), the CO site becomes repulsive and
thus, as shown by recent high-resolution photoelectron (ZEKE)
and IR experiments, water exclusively binds to the NH site.42,44–46

Therefore, ionization of the FA–WCO cluster triggers water migra-
tion from the CO site to the now more stable NH binding site,42 as
has been shown by Sekiya and co-workers by IR spectroscopy.
Previous MD simulations at the Hartree–Fock (HF) and density
functional theory (DFT) levels suggest water migration in
FA+–WNH after vertical ionization of the FA–WCO isomer within
a sub-picosecond timescale.42,47 However, the role of a possible
back reaction, the occurrence of reaction intermediates, and
the origin of the predicted shorter lifetime compared to the
related AA+–W cluster remained unclear. Concerning higher
degrees of solvation, the formation of H-bonded networks and
p-bounded clusters of FA+ with polar and nonpolar ligands have
been studied by infrared photodissociation spectra and quantum
chemical calculations of size-selected FA+–Ln clusters with L = W
(n = 1–5), L = Ar (n = 1–8), and L = N2,46,48 yielding detailed
information about the microsolvation shell structure of this
fundamental ion in hydrophilic and hydrophobic environments.

This paper is structured as follows. First, we present the
theoretical background to simulate ps-TRIR spectroscopy
(Section 2), which is followed by the description of the employed
experimental and theoretical methodology (Section 3). In Section
4, we show the results and discuss the obtained ps-TRIR spectra.
Finally, we summarize the salient results (Section 5).

2 Simulation of picosecond
time-resolved infrared spectroscopy

We present a detailed description of the theoretical methodology
for the simulation of the ps-TRIR spectra, which is based on MD
‘‘on-the-fly’’ carried out in the frame of DFT. For this purpose, we
employ the Wigner representation in which the density operator
of the system is represented by a phase space function r(q,p,t) of
the nuclear coordinates and momenta. As in our previous
work,49,50 r is represented by an ensemble of independently
propagated discrete classical trajectories according to

rðq; p; tÞ ¼
XNtraj

i¼1
d q� qi t; q0; p0ð Þð Þd p� pi t; q0; p0ð Þð Þ; (1)

Fig. 1 Scheme illustrating the experimental pump–probe procedure and
dynamical time evolution after the ionization of the trans-formanilide–
water (FA–W) cluster. The CO-bound isomer is ionized by size- and
isomer-selective two-color two-photon ionization, (pump process) from
the neutral ground state (S0, blue surface) via the first excited state (S1, red
surface) to the cationic ground state (D0, green surface). There, the water
molecule migrates from the hydrogen-bonded CO-site (FA+–WCO, R+) to
the NH-bound isomer (FA+–WNH, P+). This motion is monitored by
ps-TRIR spectra (nIR) measured at variable delay Dt (probe process). The
two crossed pathways indicate the migration channels of AA+–W, which
are not observed in the FA+–W MD simulations, while a new third channel
(yellow trace) opens in plane (cf. middle inset structure with traces).
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where Ntraj is the total number of trajectories and q0 and p0 are
the initial positions and momenta of the nuclei of the i-th
trajectory. The Hamilton function for the system driven by a
laser field is

H(q,p,t) = H0(q,p) � l(q)�E(t), (2)

with the field-free Hamiltonian H0 and the coupling to the
external laser field E(t) through the total dipole moment
l(q) = lN(q) + le(q), which is composed of the nuclear and
electronic contributions, respectively. We treat the interaction
with the field as a weak perturbation. The time evolution of
the phase space density in the classical limit of the Wigner
representation is described by the Liouville equation

_r ¼ fH; rg ¼
X3N
i¼1

@H

@qi

@r
@pi
� @H
@pi

@r
@qi

; (3)

where {H,r} is the classical Poisson bracket of the Hamilton
function (eqn (2)) and the phase space density (eqn (1)). The
solution of this equation is equivalent to the solution Hamiltons
equations of motion for the functions qi(t) and pi(t):

_qi ¼
dH

dpi
(4)

_pi ¼ �
dH

dqi
¼ �@V

@qi
þ @l

@qi
� EðtÞ: (5)

The forces acting on the nuclei are �@V
@qi
¼ Fi and are obtained

as gradients of the electronic potential energy surface V(q). In the
0-th order of perturbation, which can be employed for weak laser
fields, the last term of eqn (5) can be neglected, and therefore the
phase space ensemble can be propagated freely using quantum
chemical MD ‘‘on the fly’’. For this purpose, we utilize analytic
energy gradients, which can be efficiently calculated with DFT
and are employed for the numerical integration of the equations
of motions (4) and (5). In order to simulate time-resolved pump–
probe IR spectra, we have to consider two interactions with the
laser field, separated by the time delay Dt: (1) the interaction with
the UV pump laser pulse centered at t = 0 ionizes the neutral
cluster and populates the cationic state, and (2) the dynamics in
the cationic state is probed by an IR laser pulse centered at the
time delay Dt with the Gaussian shape:

EðtÞ ¼ E0 exp �
ðt� DtÞ2

2s2

� �
cosot; (6)

with the amplitude E0 and s the width of the laser pulse. The rate
of the energy absorption induced by the interaction with the
probe laser is calculated in the phase space representation from
the statistical average of the internal energy hEi:

dhEi
dt

¼ d

dt

ðð
dpdqH0ðq; pÞrðq; p; tÞ

¼
ðð

dpdqH0ðq; pÞfH; rg;
(7)

where we use the Liouville equation of motion for the phase
space density (eqn (3)). By expanding the Poisson bracket and

using partial integration, eqn (7) can be reduced to

dhEi
dt
¼
ðð

dpdq rðq; p; tÞdlðqðtÞÞ
dt

� E0 exp �
ðt� DtÞ2

2s2

� �
cosot

� �
:

(8)

The total absorption of energy for a given frequency o and
time delay Dt, which corresponds to the experimental measured
transient ps-TRIR spectrum, can be calculated by integrating
the rate of energy absorption (eqn (8)) over time

Sprobeðo;DtÞ
� �

¼
ð1
�1

dt
dhEi
dt

: (9)

By utilizing the representation of the phase space density
by classical trajectories given in eqn (1), this reduces to the
following expression for the transient ps-TRIR spectrum for the
time delay Dt:

Sprobeðo;DtÞ
� �

¼
XNtraj

i¼1

ð1
�1

dt
dl qi t; q0; p0ð Þð Þ

dt

�

� E0 exp �
ðt� DtÞ2

2s2

� �
cosot

�
:

(10)

Note that this expression can be interpreted as a trajectory
average of the windowed Fourier transform of the dipole deriva-
tive function of each trajectory, where the probe pulse envelope
serves as a window.

In order to take also the pump pulse width into account, the
transient IR spectra are convoluted by the change in the
population of the cationic state, which is obtained directly
from the experiment. This leads to the following final expression
for the simulation of the ps-TRIR spectra

Spump�probeðo;DtÞ
� �

¼
ð1
�1

dt Sprobeðo;Dt� tÞ
� �dPðtÞ

dt
(11)

where
dPðtÞ
dt

is the rate of change of the cationic state population,

which for the case of a Gaussian-shaped pump pulse is an error
function.

3 Methods
3.1 Experimental setup

The principle and apparatus of ps-TRIR spectroscopy have been
described elsewhere.25,30,31,51,52 Briefly, FA–W is ionized via the
S1–S0 origin band41,43,53–55 by picosecond ultraviolet pulses,
nexc and nion. The population of FA+–W is monitored using a
quadrupole mass spectrometer.56 A picosecond tunable IR
pulse, nIR, is introduced at a certain delay time (Dt) after nion

and scanned over the 3 mm range. Vibrational transitions are
measured as a decrease of the monitored ion current due to
vibrational predissociation of FA+–W. The time evolution of an
IR transition is measured by scanning Dt while fixing nIR to this
particular transition. A femtosecond mode-locked Ti:sapphire
laser is regeneratively amplified and stretched to a picosecond
pulse. The amplified 800 nm output is separated into three
pulses. One of these pulses is frequency doubled to pump two
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independent optical parametric generator/amplifiers. Signal
pulses from these amplifiers are frequency doubled and used
as nexc and nion. The second 800 nm pulse is used to pump
another parametric generator/amplifier. Then, nIR is produced
by difference frequency generation between the second harmo-
nic of the idler output and the remaining fundamental 800 nm
pulse in a KTA crystal. The typical pulse width is B3 ps, while
the energy resolution is B15 cm�1. These pulses are combined
coaxially by beam combiners and focused on the ionization
region by a lens. The frequency of nion is set to 32 250 cm�1

(310 nm). Vapor of FA and water is seeded in He gas, and the
mixture is expanded into the vacuum chamber through a
pulsed valve at a typical stagnation pressure of 1–2 bar. FA is
located just behind the valve and heated to B343 K, while the
water vapor is supplied from a vessel cooled down to B243 K.
The clusters in the jet expansion interact with the laser pulses
at B1 cm downstream from the valve, and the resultant ions
are deflected toward the quadrupole mass filter by an electric
field. The ion current is amplified and integrated by a digital
boxcar to store the signal in a personal computer. The system is
operated at 10 Hz. The conditions of the jet expansion and
cluster formation are checked by resonance enhanced multi-
photon ionization (REMPI) spectroscopy of FA–W measured by
picosecond and nanosecond pulses. The latter are obtained by
frequency doubling of a Nd:YAG pumped dye laser. Typical
REMPI spectra are provided in Fig. S1 in the ESI.†

3.2 Computational methodology

Throughout this work, all single-point calculations are carried
out in the frame of DFT. We employ the gradient-corrected
Perdew–Burke–Ernzerhof (PBE) functional57,58 as implemented
in the Turbomole program package,59 as well as the long-range
corrected TD-CAM-B3LYP functional60 as implemented in the
Gaussian09 program package,61 combined with the resolution-
of-identity (RI) approximation in order to speed up the MD
simulations. As basis set we use the valence triple zeta plus
polarization (6-311G**) basis set.62 Grimme’s dispersion
correction (D3) is used throughout the simulations.63

In order to generate the initial conditions for the MD
simulations of FA–W in the D0 state, we have run a 50 ps long
trajectory in the S1 state at a constant temperature of T = 100 K
employing the TD-CAM-B3LYP functional.60 This temperature
is chosen to reproduce the experimental excess energy after
photoionization and is the same as the one used for the AA–W
simulations.37 After initial equilibration, we have sampled
structures and velocities in regular time intervals, thus generating
an ensemble of 40 trajectories, which are employed to investigate
the isomerization and to simulate the ps-TRIR spectra.

The MD simulations starting from these initial conditions
are propagated for 10 ps forward in the D0 cationic state and for
5 ps backward in the S1 excited state. The integration of the
classical equations of motions (eqn (4) and (5)) is performed
using the velocity Verlet algorithm64 with a time step of 0.2 fs,
which is sufficiently small to obtain adequate conservation of
energy. At each step of the trajectories, electronic and nuclear
dipole moments are calculated in order to serve as basis for

simulating the ps-TRIR spectra according to eqn (10). As probe
pulse, we use a Gaussian-shaped laser pulse envelope with a
full-width-at-half-maximum (FWHM) of 3 ps. The rise of the
population of the cationic state in eqn (11) is modeled by a
Gaussian-shaped function with a FWHM of 2.88 ps. The pump
and probe pulse widths both correspond to the experimentally
determined values. The transient ps-TRIR spectra are calculated
in delay intervals from �5 to +10 ps according to eqn (11).

The details for the corresponding AA–W simulations are
presented elsewhere,37 and are mostly the same as for the
FA–W simulations, except for the shorter propagation in the
cationic state.

4 Results and discussion

In Fig. 2, we compare the experimental and simulated pump–
probe ps-TRIR spectra monitoring the migration process of
water after photoionization of FA–WCO (Fig. 1) with the migra-
tion process in AA+–W.36,37 The coarse structure of the experi-
mental nanosecond (stationary) and ps-TRIR spectra of FA+–W
and AA+–W are similar. The vibrational and isomer assign-
ments of the stationary IR spectra of both clusters are presented
in detail elsewhere.42,46,65 Similarly, the ps-TRIR spectra and
their interpretation based on the MD simulations in AA+–W are
detailed in ref. 36 and 37. In AA+–W, the water molecule is
released from the CO site upon ionization, and migrates to the
NH site over the molecular plane. The coexistence of two
channels, namely a fast one over the amide group (B1 ps,
70%) and a slow one over the phenyl ring (B5 ps, 30%), are
identified when the observed ps-TRIR spectra are compared to
the MD simulations.

In Fig. 2A the experimental ps-TRIR spectra monitoring the
migration process in FA+–W are shown. The vibrational assign-
ments are analogous to those of AA+–W.36 The intensity of the
H-bonded OH stretching band (nb+

OH) of the initially formed
FA+–WCO isomer (R+, blue) gradually decreases, followed by the
formation and subsequent decrease of the free NH stretching
transition (nf+

NH, T+, green). At the same time, the H-bonded NH
stretching band (nb+

NH) of the FA+–WNH reaction product (P+, red)
rises. Compared to the ps-TRIR spectra of AA+–W (Fig. 2C36),
the water migration process seems to be slowed down some-
what in the case of FA+–W, which is counterintuitive since
FA+–W is a smaller system with less steric hindrance. While in
the AA+–W spectra the nb+

OH band (blue) has completely dis-
appeared within 2 ps, it is still observable until 3 ps in the
FA+–W spectra. At B4 ps the nf+

NH band (green) characteristic for
a locally trapped intermediate has almost disappeared for
AA+–W. In the case of FA+–W, the nf+

NH band (green, T+) still
coexists with the nb+

NH band (red, P+) of the FA+–WNH product
and disappears only after B5 ps. The simulated ps-TRIR
spectra of FA+–W shown in Fig. 2B are in good agreement with
the experimental ones (Fig. 2A). Compared to the spectra
simulated for AA+–W (Fig. 2D), one can notice a more pronounced
signal of the nf+

NH band (green). The combined experimental and
theoretical approach applied to AA+–W has shown that this band
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can be uniquely attributed to the existence of a slow migration
channel, in which water is trapped in a local minimum above the
phenyl ring and thus forms a p-bound intermediate state (I+)
responsible for the appearance of the nf+

NH band. As we discuss
below, this pathway is completely absent in the case of FA+–W,
and the band assigned to the free NH stretch vibration (nf+

NH) has
its origin in an in-plane large-amplitude motion of water around
its final equilibrium position at the NH site. Thus, we assign this
band not to an intermediate but to a transient band (T+) of FA+–W.

To explain these findings, we have first optimized the
minimum energy paths along three different reaction coordi-
nates from the CO-bound to the NH-bound isomer of FA+–W
and AA+–W (Fig. 3). The two out-of-plane paths (across the
peptide linkage and above the phenyl ring), which were found
by the MD simulations of AA+–W, are similar for both clusters
(Fig. 3 second and third row). Additionally, we have optimized
the in-plane pathway for both clusters, which was not observed
in the AA+–W simulations. Significantly, in the case of FA+–W
this path along the H atom of the amide bond is steeply
descending. In contrast, in the case of AA+–W this channel

along the methyl group is blocked by a high and broad
potential barrier. ZEKE photoelectron experiments assigned
with CASSCF calculations find the intermolecular in-plane
bending mode at 73 and 49 cm�1 for AA+–WNH and FA+–WNH,
respectively, confirming our findings that the methyl group
makes the potential energy surface stiffer along the in-plane
bending coordinate and thus enhances steric repulsion.44,66

Due to the existence of a new favorable reaction coordinate,
which is even steeper and shorter than the other two found for
AA+–W, faster water migration is expected for FA+–W.

Indeed, by monitoring the isomer population of FA+–W
(Fig. 4A), all water molecules reach the NH site for the first
time within the first 500 fs after photoionization, while in the
case of AA+–W (Fig. 4B) about 70% of the water molecules first
appear at 1 ps at the NH site. This difference is a consequence
of the presence of a new migration channel opened by CH3 - H
substitution. The out-of-plane pathways, especially the slow
migration channel with the locally trapped intermediate, as
observed in the AA+–W MD simulations (Fig. 5, right), are
completely absent in the FA+–W dynamics. Instead, all water

Fig. 2 ps-TRIR spectra of FA+–W from experiment (A) and MD simulations (B) compared to ps-TRIR spectra (C,36) and MD simulations (D,37) of AA+–W.
The S0, S1 and D0 spectra are stationary IR spectra of the CO-bound (S0, S1) and NH-bound (D0) isomers in the neutral and cationic states determined by
nanosecond lasers (A42 and C) and DFT harmonic frequency calculations for the optimized structures (B and D). The inset in the D0 spectra shows the NH
stretch mode for bare FA+ and AA+. The highlighted areas indicate the signals uniquely attributed to the CO-bonded isomer (blue, R+), the intermediate or
transient structure (green, I+/T+), where water is bound neither to the NH nor the CO site, and the NH-bound geometry (red, P+). The gray shaded spectra
denote signals which are not recorded within the experiment or are out of scope of the simulation time, respectively.
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molecules follow the steeply descending in-plane pathway
(Fig. 5 left and Fig. 3 left).

But why is this migration dynamics not reflected in the ps-
TRIR spectra? Instead of a fast migration and a clear appear-
ance of the product band after 500 fs, we observe a strong
absorption by the free NH stretching mode accompanied by a
slow formation of the H-bonded product band. After the first
arrival at the NH site, the water molecules overshoot to the
phenyl ring and start to oscillate within a large-amplitude
in-plane motion forward and backward around their final
equilibrium position (Fig. 5 left), also returning close to their
initial position for a short time. This damped oscillation is the
reason for the longer persistence of the reactant signal (R+,
blue) and the simultaneous formation of the product (P+, red)
and transient bands (T+, green) in the ps-TRIR spectra (Fig. 2).
Only the theoretical simulations reveal and illustrate the pro-
found influence of the local environment on the dynamical
pathways.

In order to analyze the relaxation process that stabilizes the
water migration at the product, we present in Fig. 4 three
quantities as a function of simulation time for FA+–W (blue)
and AA+–W (red): (i) the distance of water to the NH-bound
equilibrium geometry (Fig. 4C), (ii) the angle spanned by the
N–H bond and the oxygen atom of water (OW, Fig. 4D), and

(iii) the kinetic energy of water (Fig. 4E). Immediately after
photoionization, the internal energy is quickly transferred into
translational energy of water. As can be seen from Fig. 4E, this
process is about twice as fast in FA+–WCO (B500 fs) than in
AA+–WCO (B1 ps), due to the steep potential directed into the
in-plane motion of water (cf. top left of Fig. 3). At the moment
when water approaches the NH site for the first time, the
translational and vibrational energy of water is more quickly
redistributed and transferred to AA+ than to FA+ via intracluster
vibrational energy redistribution (IVR). The additional methyl
group in AA+ substantially increases the density of states by
internal rotation and thus enhances the IVR rate, which can
also evidently be seen from the final structures of the MD
simulations (Fig. 5 bottom row). Notice, that in FA+–W the
phenyl ring provides bath modes, much in the same way as a
polypeptide system with a longer backbone. In this sense it
affects the IVR dynamics but not the mechanism. In AA+–W one
minor pathway (the slow one) goes over the phenyl ring and
affects the overall dynamics of this pathway. However, it will
not affect the H - CH3 substitution effect at the amide bond.

To quantify the difference in the effective IVR rate, the
maxima of the curves in Fig. 4C and E are fitted to exponentially
decaying functions f (t) = f0 exp(�t/t). The obtained damping
constants are tC,FA = 2.34 ps and tE,FA = 1.71 ps for FA+–W (blue
dashed line) and tC,AA = 1.10 ps and tE,AA = 1.11 ps for AA+–W
(red dashed line). The curves in Fig. 4D are fitted by a damped
harmonic oscillator model f (t) = f0 exp(�t/t)cos(ot � f) + foff,
where f0, foff, o and f are free parameters, giving rise to
damping constants tD,FA = 1.36 ps for FA+–W (blue dashed line)
and tD,AA = 0.46 ps for AA+–W (red dashed line). Thus, by
averaging over all derived time constants, we determine an
approximate increase in the overall IVR rate of about a factor of
2.2 for AA+–W (with respect to FA+–W), which is also in good
agreement with the timescales determined from the experi-
mental and theoretical ps-TRIR spectra. As it is evident from
Fig. 5 the translational kinetic energy of water is rapidly
transferred to FA+ and AA+, respectively, as soon as it reaches
the NH-bound site. However, due to the different migration
pathways distinct modes are excited in both molecules. In the
case of AA+–W, the out-of-plane migration leads to an excitation
of the dihedral degrees of freedom of the peptide linkage and
the methyl rotation. In contrast, in FA+–W the in-plane pathway
of water weakly couples to the vibrational modes of FA+ due to
the rigid in-plane bend mode of the peptide linkage and the
lack of a methyl rotor, leading to a less efficient energy
redistribution.

In Fig. 6 we show the peak width of the product band
(P+, red) of the simulated ps-TRIR spectra (Fig. 2B and D)
located between 3000 and 3300 cm�1, which serves as an
indicator for cooling by IVR. The broadness of the band
sharpens twice as fast for AA+–W as compared to FA+–W. These
results clearly show that, due to the stronger coupling of the
isomerization coordinate to the dihedral degrees of freedom of
the peptide linkage (i.e., the angle between the phenyl and
amide planes) and the additional density of states of the AA+–W
cluster introduced by CH3 substitution, IVR is more efficient for

Fig. 3 Minimum energy paths derived from the nudged elastic band
method of FA–W+ (left) and AA–W+ (right) for the migration of water from
the CO to the NH site along the in-plane path (top row), above the phenyl
ring (middle row), and above the peptide bond (bottom row). The insets
illustrate the path of water, whereby the color encodes the energy at the
point of the path. N.A. indicates the pathways not detected by the
experiment and the simulations.
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Fig. 4 Left panels: Averaged populations of the FA+–W (A) and AA+–W (B) ensembles, with the CO-bound isomer (blue), the transient or intermediate
structure (green), and the NH-bound isomer (red) as a function of simulation time. The gray dashed line shows averaged electronic energy from the
MD simulations. Right panels: (C) Averaged distance of the water oxygen (OW) from its NH-bound equilibrium geometry, (D) averaged angle between the
N–H bond of the peptide and OW, and (E) averaged kinetic energy of water along the trajectories of FA+–W (blue) and AA+–W (red). The dashed lines in
(C and E) are exponential fits with respect to the maxima of the curves. For (D) a damped harmonic oscillator was fitted to the curve.

Fig. 5 Trajectories of the ionization-induced water migration derived
from the FA+–W (left, 40 trajectories) and AA+–W (right, 50 trajectories)
MD simulations, starting from the CO-bound isomer (top row) and ending
at the NH-bound isomer (bottom row) at 10 ps and 5 ps after ionization,
respectively. The yellow curve for FA+–W indicates the in-plane migration
path of water. The out-of-plane pathways for AA+–W correspond to the
slow (blue) and fast (red) migration channels, respectively.37

Fig. 6 Average peak width Do of the product band (nb+
NH, P+) calculated

for FA+–W (blue) and AA+–W (red) from the simulated ps-TRIR spectra
(Fig. 2B and D). The peak width has been calculated as Do ¼

o2 � o1ð Þ�1
Ðo2
o1
do o2

� �
� oh i2

� 	1
2
hSðo;DtÞi
hSðo;DtÞik k, with o1 = 3000 cm�1 and

o2 = 3300 cm�1. The insets show the normalized band of FA+–W and
AA+–W, respectively.
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the out-of-plane pathways in the AA+–W migration dynamics
than the in-plane pathway in FA+–W. These factors give rise to a
twice longer relaxation time in FA+–W, although the simple
migration process up to the first arrival at the NH site is twice
as fast compared to the AA+–W migration dynamics.

5 Conclusions and outlook

In conclusion, we have provided a detailed atomistic picture of
the strongly different water rearrangement dynamics around
the peptide linkage in two model systems, which differ by the
local environment around the amide moiety (by simple H - CH3

substitution). In contrast to AA+–W with two competing out-of-
plane pathways (fast and slow), the water migration dynamics in
FA+–W has only a single in-plane reaction pathway, which involves
a damped large-amplitude vibrational motion around the single H
atom of the amide. The two out-of-plane pathways observed in
AA+–W are completely absent in the FA+–W dynamics. The initial
formation of the NH-bound isomer is twice faster in FA+–W and
completed within 500 fs, whereas in the AA+–W trajectories only
about 70% of the water molecules reach the NH site within B1 ps
via the fast channel. However, our calculations have shown that in
AA+–W the kinetic energy of water along the reaction coordinate is
redistributed much faster to AA+ than in FA+–W, which leads to
faster product stabilization in the cluster with larger steric hin-
drance (AA+–W). The residual energy of water in FA+–W leads to an
overshooting from the equilibrium position and a long-lasting
large-amplitude oscillation in the molecular plane before settling
at the final NH binding site, as a result of weak coupling of in-
plane intermolecular bend (with very low frequency of 49 cm�1) to
other vibrational modes. The consequence is a long persistence of
the free NH (nf+

NH) stretching band in the ps-TRIR spectra of
FA+–W. Our results demonstrate that the solvation dynamics at
the molecular level can be strongly influenced even by small
structural perturbations and that the effective timescales extracted
from the time-resolved experiments are determined by the IVR
rate and do not necessarily reflect the intrinsic rate of the product
formation, which is mainly determined by the shape of the
potential energy surface.

Since our method is generally applicable and provides an
accurate and efficient way to simulate time-resolved infrared
spectroscopy, which is directly comparable to the experimental
outcome, a wide variety of applications are conceivable and
planned for future work. For example, it will be interesting to study
migration and rearrangement dynamics of the presented bio-
molecules with more than one water molecule, as has been studied
experimentally before by stationary spectroscopic experiments.46

The work on such simulations is currently in progress.

Acknowledgements

This work was supported in part by KAKENHI (JP205104008) on
innovative area (2503), KAKENHI (JP15H02157, 384 JP15K13620,
JP16H06028) and the Cooperative Research Program of the
‘‘Network Joint Research Center for Materials and Devices’’ from

the Ministry of Education, Culture, Sports, Science and Technology
(MEXT), Japan, the Core-to-Core Program (22003) from the Japan
Society for the Promotion of Science (JSPS), and the Deutsche
Forschungsgemeinschaft (DFG DO 729/4, ENPMI-1236). Financial
support by the European Research Council (ERC) Consolidator
Grant ‘‘DYNAMO’’ (Grant No. 646737) is gratefully acknowledged.
M. M. is grateful for a fellowship from the Alexander von Humboldt
foundation (research fellowship for experienced scientists). O. D. is
grateful for travel support from the World Research Hub Initiative
(WRHI) of Tokyo Institute of Technology.

References

1 G. A. Jeffrey and W. Saenger, Hydrogen Bonding in Biological
Structures, Sprinter-Verlag, 1991.

2 T. S. Zwier, Annu. Rev. Phys. Chem., 1996, 47, 205–241.
3 K. Müller-Dethlefs and P. Hobza, Chem. Rev., 2000, 100,

143–168.
4 C. E. H. Dessent and K. Müller-Dethlefs, Chem. Rev., 2000,

100, 3999–4022.
5 J. Schermann, Spectroscopy and Modelling of Biomolecular

Building Blocks, Elsevier, 2008.
6 P. Hobza and K. Müller-Dethlefs, Non-Covalent Interactions,

The Royal Society of Chemistry, 2009, pp. P001–P226.
7 A. Fujii and K. Mizuse, Int. Rev. Phys. Chem., 2013, 32, 266–307.
8 G. Otting, E. Liepinsh and K. Wüthrich, Science, 1991, 254,
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Figure S1. Resonance enhanced multiphoton ionization (REMPI) spectra of the FA–W cluster 
obtained by using (A) picosecond and (B) nanosecond laser pulses. The frequency of the 
ionization pulse is 32249 cm−1 (310 nm) for (A) (1+1’ REMPI) and νexc for (B) (1+1 REMPI). S1-S0 
origin transitions of related clusters are labeled. The time-resolved IR spectra are measured by 
monitoring the origin band of the FA–WCO cluster marked by an arrow. Although the widths of the 
bands in the picosecond spectrum are broader due to the lower spectral resolution of the 
picosecond pulse, the transition of the FA–WCO cluster is clearly separated from that of the FA–
W2

CO cluster. This observation ensures a selective probe of dynamics of FA–WCO.
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Fachbereich Physik, Freie Universitaẗ Berlin, Arnimallee 14, D-14195 Berlin, Germany

*S Supporting Information

ABSTRACT: We present a theoretical simulation of the ultrafast
nonadiabatic photodynamics of tyrosine in the gas phase and in water.
For this purpose, we combine our TDDFT/MM nonadiabatic dynamics
(Wohlgemuth et al. J. Chem. Phys. 2011, 135, 054105) with the field-
induced surface hopping method (Mitric ́ et al. Phys. Rev. A 2009, 79,
053416) allowing us to explicitly include the nonadiabatic effects as well
as femtosecond laser excitation into the simulation. Our results reveal
an ultrafast deactivation of the initially excited bright ππ* state by
internal conversion to a dark nπ* state. We observe deactivation
channels along the O−H stretching coordinate as well as involving the
N−H bond cleavage of the amino group followed by proton transfer to
the phenol ring, which is in agreement with previous static energy path
calculations. However, since in the gas phase the canonical form of
tyrosine is the most stable one, the proton transfer proceeds in two steps, starting from the carboxyl group that first passes its
proton to the amino group, from where it finally moves to the phenol ring. Furthermore, we also investigate the influence of
water on the relaxation processes. For the system of tyrosine with three explicit water molecules solvating the amino group,
embedded in a classical water sphere, we also observe a relaxation channel involving proton transfer to the phenol ring. However,
in aqueous environment, a water molecule near the protonated amino group of tyrosine acts as a mediator for the proton
transfer, underlining the importance of the solvent in nonradiative relaxation processes of amino acids.

1. INTRODUCTION

Among the vast variety and complexity of biochemical
processes, the investigation of the photostability of the building
blocks of life such as amino acids and nucleobases is a subject of
great importance and intense research. Photostability is
governed by the nonradiative relaxation and deactivation
occurring upon light irradiation on a femtosecond time
scale.1 The biological molecules found in nature are
characterized by the presence of various relaxation pathways
that efficiently dissipate the energy gained after UV irradiation
to the surrounding environment before any harmful, i.e.,
irreversible, photoreactions can take place. Of the naturally
occurring amino acids, those possessing fluorescent aromatic
chromophores, such as tryptophan, tyrosine, and phenylalanine,
are mainly responsible for the absorption and fluorescence
spectra of proteins,2 and therefore they are intensively
investigated both in gas phase3 and in solution.4,5 In particular,
tyrosine residues play an important role in enzyme catalysis and
have been the focus of extensive investigations. Additionally,
since tyrosine is a precursor to dopamine, epinephrine
(adrenaline), and other neurotransmitters, it also plays a
central role in neurochemistry.
Moreover, due to the fact that the absorption and

fluorescence properties of tyrosine are largely influenced by
the solvent and neighboring ligands,6 tyrosine residues can
serve as molecular probes for protein solvation and functional
electrostatic changes inside proteins. The fluorescence quantum
yield of tyrosine, as well as of its chromophore phenol, strongly

depends on the excitation wavelength, the temperature, and the
pH of the solution. In particular, the fluorescence quantum
yield strongly decreases at low pH7,8 as well as at excitation
wavelengths below 245 nm,9,10 indicating efficient nonradiative
processes that must be very fast in order to compete with the
fluorescence pathway. Two main fluorescence quenching
mechanisms, referred to as external and internal, have been
proposed, which both involve a population transfer to the
ground state via a conical intersection (CI). The external
deactivation channel is the O−H elimination, which has been
first revealed by Sobolewski and Domcke on the example of
phenol11,12 and has been attributed to the ubiquitous nature of
πσ* states that are repulsive along the O−H stretching
coordinate.11 These states exhibit a CI with the lowest bright
state of ππ* character and also with the ground state, leading to
ultrafast electronic deactivation. This results in a highly
vibrationally excited ground state or, alternatively, in the direct
elimination of neutral H atoms as recently observed by time-
resolved spectroscopic experiments.13 In addition, deactivation
in amino acids can in general also proceed through
decarboxylation and deamination of the side chain.10,14−17

However, the experimentally found decrease of the
fluorescence lifetimes at low pH, when the amino acids are
fully protonated, hints at a different relaxation process, termed
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internal quenching, which might be predominantly governed by
proton transfer from the protonated amino group. This
assumption is supported by minimum energy path calculations
of Sobolewski et al. that have revealed the presence of only a
small energy barrier (0.1 eV) for the proton transfer from the
amino group to the phenol ring.18 Further indications for such
a mechanism can be obtained by comparison with findings on
the fluorescence quenching in tryptophan. Recently, Leonard et
al.19 have investigated excited state quenching and photo-
product formation of tryptophan in aqueous solution by
performing femtosecond transient absorption experiments. By
varying the pH and comparing with the transient spectra of
tryptophan incorporated in a peptide, where electron transfer is
the dominant quenching mechanism, they could identify a
zwitterionic photoproduct with the indole moiety protonated.
Formation of this product occurred via excited state proton
transfer from the side chain amino group. This has confirmed
earlier theoretical predictions obtained by excited state reaction
path calculations.18,20

From these extensive studies, it can be inferred that electron
and proton transfer processes play a key role in the excited state
properties of tyrosine. Therefore, a comprehensive investigation
of tyrosine photodynamics should not be restricted to the
chromophore part of the system (phenol) only, but the side
chain as well as all nuclear degress of freedom should be
accounted for. Moreover, it can be expected that for tyrosine in
solution or in protein environment also neighboring solvent
molecules or amino acid residues should affect the photo-
dynamics.
In the present contribution we report for the first time the

theoretical investigation of the laser-induced nonadiabatic
dynamics of isolated tyrosine including all nuclear degrees of
freedom. We confirm the O−H detachment as a deactivation
channel in tyrosine. Moreover, we reveal that in the gas phase,
the previously predicted proton transfer from the amino group
to the phenol ring is preceded by an additional proton transfer
step from the carboxyl group to the amino group. Thus, a two-
step proton transfer mechanism is identified. Beyond the gas
phase study, we have also investigated the nonadiabatic
dynamics of tyrosine in water environment in order to shed
light on the influence of the solvent. We reveal the presence of
a deactivation channel involving proton transfer from the side
chain to the chromophore, similar to the finding in the gas
phase. In solution, however, the reaction proceeds involving a
nearby water molecule which acts as a bridge for the proton
transfer.
Our paper is structured in the following way: First, the

theoretical approach is outlined in section 2, involving a brief
description of the field-induced surface hopping (FISH)
method as well as the calculation of the necessary couplings
in the framework of time-dependent density functional theory
(TDDFT) and the combination of FISH with the quantum
mechanical/molecular mechanical (QM/MM) approach. In
section 3 the computational details are presented. Subsequently
in section 4, the results of our nonadiabatic dynamics
simulations on tyrosine are presented and discussed, finally
followed by conclusions and outlook in section 5.

2. THEORETICAL FORMULATION
Field-Induced Surface Hopping (FISH). The FISH

method is based on the propagation of independent classical
trajectories in a manifold of several electronic states under the
influence of laser fields with arbitrary shapes. In order to

describe the population transfer between these states, which
arises both due to the coupling with the laser field and through
the intrinsic nonadiabatic coupling, the trajectories are allowed
to switch between the states according to quantum
mechanically determined probabilities. This is similar to Tully’s
surface hopping method21 which is however only suited to
describe field-free nonadiabatic transitions in molecular
systems.22−28

The detailed description of FISH simulations has been
already presented in refs 29 and 30. Briefly, the following steps
are needed: First, initial conditions for an ensemble of
trajectories are generated. Second, along each trajectory
which is propagated in the framework of molecular dynamics
“on the fly” the electronic degrees of freedom are propagated
by solving the time-dependent Schrödinger equation in the
manifold of adiabatic electronic states coupled by the laser field
E⃗(t) and by the nonadiabatic coupling terms Dij(R(t)) =
⟨Ψi(R(t))|(dΨj(R(t))/dt⟩

∑ μ
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where ci(t) are the expansion coefficients of the electronic wave
function from which density matrix elements can be calculated
as ρij = ci*cj. Finally, the hopping probabilities are determined in
each nuclear time step from the change of the diagonal density
matrix elements ρii, which correspond to the electronic state
populations, according to
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where the Θ functions are defined to be one for positive
arguments and zero otherwise.31,32 The hopping probabilities
are used in a stochastic process to decide if a state switch
occurs. In the absence of a laser field, the total energy of the
system during a state switch is conserved by rescaling the
nuclear velocities uniformly. If a laser field is present, energy
exchange with the molecular system can occur and thus no
velocity rescaling is applied. The electronic state population as a
function of time is finally obtained by averaging over the
ensemble of trajectories.
The above presented FISH method is suitable for the

simulation and control of laser-induced processes29,33 as well as
for the simulation of spectroscopic observables such as time-
resolved photoelectron spectra30,34,35 or harmonic emission.31

Nonadiabatic Couplings and Transition Dipole Mo-
ments in the Framework of TDDFT. The nonadiabatic
couplings Dij as well as the transition dipole moments μij are
obtained from the linear response TDDFT method according
to Mitric ́ et al. by defining an auxiliary wave function for each
excited electronic state, consisting of all single excitations in the
manifold of the Kohn−Sham (KS) orbitals.36,37 It has the form

∑ ∑|Ψ⟩ = ̂ ̂ |Φ ⟩†c t a a( )i
m n

mn
i

m n

virt occ

KS
(3)

where the operator am̂
† creates an electron in the virtual orbital

m and an̂ annihilates one in the occupied orbital n, |ΦKS⟩ is the
ground state KS determinant, and the coefficients cmn

i are
determined from the TDDFT eigenvectors.36 Employing this
wave function, the coupling elements are obtained as
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Combination of the FISH Nonadiabatic Dynamics
with the TDDFT/MM Approach. The extension of non-
adiabatic dynamics to the description of systems interacting
with their environment in the framework of the quantum
mechanical/molecular mechanical (QM/MM) approach has
already been presented previously.38,39 Briefly, the idea of QM/
MM is to separate the system into a quantum mechanical part
(QM), for which the excited state energies, gradients, and
nonadiabatic couplings are calculated quantum mechanically,
and a classical part (MM), which is treated using common force
field methods. In the most straightforward mechanical
embedding approach, which has been employed in the present
work, the interaction of the QM and MM regions is restricted
to the steric repulsion between solvent and solute, and the
Hamiltonian of the QM system is not directly affected by the
MM environment. Therefore, polarization effects from the
solvent environment on the QM wave function are not
included in this model. However, in our case we treat the most
important solvent molecules explicitly as parts of the QM
system, hence taking into account their interaction with the
solute molecule without further approximations. This allows us
to realistically model the solute−solvent interaction in the
region of interest for the photodynamical processes under study
while retaining a simplified description of the remaining solvent
molecules.
In the case that both the QM part (X) and the MM part (Y)

are sufficiently well described by the classical force fields, the
effect of sterical repulsion between them can be calculated as
the difference between the MM energy of the combined system
(X + Y) and the QM system alone. The total energy of the
combined system in the frame of QM/MM approach can then
be written as:

= + + −+E E E E(X) [ (X Y) (X)]QM MM QM MM MM (6)

The forces needed to carry out dynamics “on the fly” are
obtained as the gradient of eq 6 and the nonadiabatic couplings
are calculated only for the QM part.

3. COMPUTATIONAL METHODS
The structure of isolated tyrosine has been optimized using
density functional theory (DFT) employing the PBE0
functional40 and the TZVP basis set41 as implemented in
TURBOMOLE.42 For the dynamics simulations, the electronic
structure was described in the framework of time-dependent
density functional theory (TDDFT) using the PBE0 functional
and the smaller SV(P) basis set.43,44 This allows for a more
efficient computation of the needed energies and gradients
while giving only minor deviations to the results obtained with
the TZVP basis set, as has been examined by comparing the
absorption spectra and a limited number of nonadiabatic
reference trajectories. Furthermore, the position and character
of the lowest-lying excited states are also reproduced at higher
levels of theory (CAM-B3LYP45/SVP, CAM-B3LYP/TZVP,
and CC246/TZVP) as discussed in the Supporting Information,
Table S1.

The 60 initial coordinates and momenta have been generated
by propagating a trajectory in the electronic ground state at
constant temperature (298 K) for 10 ps and then sampling the
structures each 100 fs.
For the propagation of the nuclei, the Newtonian equations

of motion have been integrated using the velocity Verlet47

algorithm with a time step of 0.1 fs. Along each trajectory, the
electronic Schrödinger equation (1) has been integrated using
the fourth order Runge−Kutta method with a time step of 10−5

fs.
In order to simulate the excitation by a laser field, the system

has been excited resonantly to the most intensive electronic
transition by a Gaussian pump laser pulse of the form

σ
ω= − − −⎛
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t t
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2

sin ( )0
0

2

2 0
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The ensemble of trajectories was propagated in the manifold
of the ground state and the six lowest excited singlet states
including both the interaction with the laser field as well as
nonadiabatic effects. The explicit inclusion of the pump pulse
allows us to more realistically model the experimental excitation
process leading to a population of several excited electronic
states. As discussed in section 2 no velocity rescaling is applied
after a hopping event during the action of the pulse, since the
interaction between molecule and laser field implies the
nonconservation of the molecular energy. For times larger
than the 2 σ width of the Gaussian pulse (t0 ± 2σ), when the
field strength is negligible, the velocity rescaling is enabled and
field-free nonadiabatic dynamics with conserved total energy is
carried out. In this way the electronic relaxation dynamics after
initial excitation is described analogously to the purely field-free
nonadiabatic dynamics. The difference of both approaches lies
in the initial excitation, which is in the field-free case simplified
by starting all trajectories directly in the desired excited state
which exhibits the highest oscillator strength.
In order to explore the photodynamics of solvated tyrosine

we have considered also the molecule surrounded by water.
Under these conditions, tyrosine is most stable in the
zwitterionic form. The model for the solvated tyrosine has
been obtained by embedding it in a 49 Å cubic water box
followed by equilibration using force field molecular dynamics
under periodic boundary conditions over 100 ps at a pressure
of 1.0 bar and a temperature of 300 K employing the TINKER
program.48 For tyrosine, the OPLS-AA49−51 and for water the
TIP-3P52 force field were used. After equilibration, a sphere of
21 Å radius, including tyrosine and 1268 water molecules, was
cut from the box and further relaxed using the QM/MM
approach for 3 ps at 300 K. The QM part consisted of the
tyrosine molecule only, which was described by DFT
employing the PBE0 functional and the SV(P) basis set.
From this QM/MM trajectory, the initial conditions for the
nonadiabatic dynamics simulations were generated by sampling
at regular time intervals. In order to obtain an almost spherical
water droplet, the water spheres of each initial condition have
been further truncated to 20 Å. For taking into account the
interaction between the solvent and the polar amino group of
tyrosine explicitly, the QM part of the system was extended to
include also the three water molecules situated most closely to
the amino group. This allowed us to investigate also the
influence of hydrogen bonding at the amino group on the
relaxation dynamics. Since for the zwitterionic tyrosine in water
the presence of charge-transfer excitations can be expected, the
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electronic structure was described using the Coulomb-
attenuated B3-LYP functional (CAM-B3LYP)45 together with
the SVP basis set,43,44 as implemented in the Gaussian 09
program suite.53 This functional has been developed in order to
improve the description of long-range charge transfer
transitions. The position and character of the lowest-lying
excited states have been validated against higher level
calculations (CAM-B3LYP/SVP, CAM-B3LYP/TZVP, and
CC2/TZVP) as discussed in the Supporting Information,
Table S2. Due to the much higher computational cost
employing the CAM-B3LYP functional, only a limited number
of trajectories has been propagated.

4. RESULTS AND DISCUSSION
Ultrafast Relaxation of Isolated Tyrosine: Nonadia-

batic and Laser-Induced Dynamics. Since in the gas phase
the canonical form of tyrosine is more stable than the
zwitterionic one, the former has been considered for the gas
phase simulation of the present contribution. Among the
several low-lying conformers,54 we have selected the one shown
in Figure 1. The electronic absorption spectra for the optimized

ground state structure of tyrosine in the gas phase as well as for
the whole initial thermal 300 K ensemble of 60 structures
obtained with TDDFT [PBE0/SV(P)] are shown in Figure 1.
In agreement with experimental data,3 the spectrum is
characterized by two bands at wavelengths above 200 nm
corresponding to two ππ* transitions usually labeled as La and
Lb according to the Platt notation. The lower-lying state is
located at 244 nm (5.07 eV) and the second one at 210 nm
(5.89 eV), corresponding to a slight blue shift compared to the
experiment, where the first absorption band is situated between
260 and 280 nm (4.77−4.43 eV) and the second, more intense
one at 220 nm (5.64 eV), respectively.3 At the equilibrium
geometry (cf. Figure 1b), the two lowest-lying bright states are
S1 and S3 which both have ππ* character. The S1 state can be
identified with the less intensive Lb state which is more stable in
the gas phase, while S3 corresponds to La, the more intensive
state with higher permanent dipole moment. Between these
bright states, an additional dark state is found (S2), which is
characterized by orbital excitations within the amino and
carboxyl groups. These findings are reproduced at higher levels
of theory using the larger TZVP basis set, the range-separated
CAM-B3LYP functional as well as the coupled cluster approach
CC2 as pointed out in the Supporting Information, Table S1.
Moreover, also the results of Sobolewski et al. on tyrosine +2
H2O at the CC2 level show a similar character of the first three
excited states (ref 17, cf. also the Supporting Information). The
higher-lying states S6 and S10 are repulsive and are mainly
important for the deactivation channels observed during the
nonadiabatic dynamics. Specifically, S6 has πσ* character and is
repulsive along the O−H stretching coordinate, while S10 is the
repulsive πσ* state located on the N−H stretching coordinate.
For comparison, we show in Figure 2 the absorption

spectrum obtained using the more accurate CAM-B3LYP
functional. Overall, the spectrum is quite similar to the one
shown in Figure 1, in particular regarding the character and the
position of the two ππ* states S1 and S3. However, there is less
splitting between the higher states, such that the lowest-lying
repulsive state of πσ* character corresponds already to S4 at
CAM-B3LYP/SVP level.
In order to study the photodynamics of tyrosine we have

performed nonadiabatic molecular dynamics simulations in the
manifold of the ground state and the lowest six excited singlet
states. We have first propagated the ensemble of trajectories
starting directly from the bright state S3 without including the
excitation field. Subsequently, also FISH simulations directly
accounting for the field-induced excitation have been carried
out.
The nonadiabatic dynamics started in the S3 state is

characterized by ultrafast population transfer via the S2 to the
S1 state with an S3 lifetime of 11.8 fs, as shown in Figure 3. The
maximal S1 population of ∼60% is reached after 30 fs, followed
by slow decay to the ground state. After the total propagation
time of 200 fs, about 10% of the trajectories have returned to
the ground state. This occurs via an efficient reactive channel
characterized by a double proton transfer process (see Figure
4) which drives the system toward a low-lying conical
intersection between the S1 and S0 states. The degeneracy is
induced by an out-of-plane bending of an aromatic carbon in
the phenyl ring at the C1 or C2 position, respectively. The
major part of the trajectories, however, remains trapped in the
S1 state until the end of the simulation.
During the internal conversion from S3 to S2 and S1, in most

cases the electronic state character changes from ππ* to nπ*,

Figure 1. Electronic absorption spectra of isolated tyrosine including
the lowest 40 excited singlet states obtained by TDDFT [PBE0/
SV(P)] for the thermal ensemble of 60 structures at 300 K (a) and for
the equilibrium geometry (b). The individual transitions (black sticks)
have been convoluted by a Lorentzian width of 2 nm (blue lines) for
the spectrum of the ensemble and by a Lorentzian width of 20 nm for
the spectrum of the equilibrium structure. Panel c shows the character
of the most relevant singlet states in terms of the leading orbital
excitations.
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which is accompanied by a structural rearrangement from the
neutral to the zwitterionic form of tyrosine. At this stage the
molecule is prearranged for the proton transfer to the phenol
ring, where charge density may be accumulated in agreement
with the previously proposed H-acceptor model.20 In previous
theoretical investigations using the coupled cluster method
CC2, the proton transfer pathway to the phenol ring was found
to exhibit a small barrier of 0.1 eV,18 whereas in our TDDFT
calculations this path is even barrierless. Concerning the
distribution of charges during the process, it is still an open
question if the H transfer is nucleophilic or electrophilic.

Therefore, we have performed a Mulliken population analysis
which has revealed a positive charge accumulation at the
migrating H and a negative one at the accepting phenol carbon,
confirming the electrophilic nature of the process.
Among all of the reactive trajectories, the proton transfer

pathways from the amino group to C1 and to C2 have been
observed with equal incidence (see Figure 4). Although the C2
position is sterically favored, the C1 position is also an efficient
reaction site due to the electron-donating effect induced by the
OH group in para position.
Remarkably, for one reactive trajectory a decarboxylation

process has been observed after the decay to S0, giving rise to a
bicyclic photoproduct (cf. Figure 5). From the experimental
side, there is no data available for photoinduced decarbox-
ylation in tyrosine. However, in the case of tryptophan the
deacarboxylation quantum yield has been determined to
0.8%,55 indicating that such a process is present as a minor
reaction channel.
In order to study the role the laser-induced electronic

excitation plays in the nonadiabatic dynamics of tyrosine, also
simulations using the FISH method have been performed,
using the same set of 60 initial conditions as in the field-free
case. For the excitation a Gaussian pump pulse has been
employed (see eq 7), with the amplitude E0 = 0.01Eh/(ea0)
corresponding to an intensity of 3.5 × 1012 W/cm2, a frequency
ωpump = 5.66 eV (219 nm) resonant to the bright state S3, a
temporal width of 23.5 fs (σ = 10 fs) and t0 = 20 fs. As shown in
Figure 6, this pulse leads to photoexcitation of about 90% of the
trajectories, mainly to the S3 state, but also to S2 and S4. The
initial excitation is rapidly followed by internal conversion to
the S1 state after the pulse has ceased. Within 100 fs, almost the
total excited state population is transferred to S1. Subsequently,
a slow decay to the ground state is present, which is reached by
17% of the initially excited trajectories after 200 fs.
Compared to the field-free dynamics, the FISH simulation

gives rise to a larger number of possible reaction channels for
the nonadiabatic deactivation to the ground state. The main
pathway is the pure H abstraction from the protonated amino
group, which is occasionally followed by proton transfer to the
phenol ring.
A more detailed insight into this process responsible for the

internal fluorescence quenching can be gained by analyzing the
selected nonadiabatic trajectory shown in Figure 7. In this case,
at ∼14 fs the pump pulse transfers the trajectory to the bright

Figure 2. Electronic absorption spectrum of isolated tyrosine including
the lowest 40 excited singlet states obtained by TDDFT (CAM-
B3LYP/SVP) for the equilibrium geometry optimized at the same
level (a). The individual transitions (black sticks) have been
convoluted by a Lorentzian width of 20 nm (blue line). Panel b
shows the character of the most relevant singlet states in terms of the
leading orbital excitations.

Figure 3. Time-dependent electronic state populations of isolated
tyrosine during the field-free nonadiabatic dynamics employing
TDDFT [PBE0/SV(P)]. The violet line represents an exponential
fit to the population of the state S3 with a lifetime τ of 11.8 fs.

Figure 4. Illustration of the proton transfer from the carboxyl and
amino groups to the carbon atoms C1 (left) and C2 (right). For both
processes, snapshots of a representative trajectory are superimposed
for every 0.5 fs of the relevant part of the dynamics.
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state S3, which is of mixed ππ*/nπ* character (with the n
orbital localized on the carboxyl group and the π* orbital on
the phenol ring). Within 75 fs the relaxation proceeds to the S1
state with nπ* character. In this state, the proton transfer from
the carboxyl group to the amino group takes place, followed by
the stretching of one N−H bond. As the dynamics proceeds
toward a conical intersection with the ground state, the proton
transfer to the phenol ring occurs, and the ground state is
reached after ∼140 fs.
Interestingly, within the FISH simulations an additional

deactivation channel has been observed, as illustrated for a
selected trajectory in Figure 8. Here, the dynamics proceeds
mostly in the higher excited states S2 to S5, and the final return
to the S1 state does not take place before ∼140 fs. At this time,
the S1 state is of πσ* character. The subsequent dynamics is
straightforwardly directed toward a conical intersection with the
ground state which is reached at 150 fs. This is accompanied by
a strong excitation of the O−H stretching vibration, ultimately
leading to the breaking of the O−H bond as can be recognized
from the time-dependent bond distances shown in Figure 8b.
These findings are in agreement with the model by Sobolewski

and Domcke, who have identified the O−H detachment as a
feasible relaxation mechanism induced by ππ*/πσ* internal
conversion and therefore population of a πσ* state which is
repulsive along the O−H stretching coordinate.11−13 Exper-
imental evidence for this process has been recently provided by
Stavros et al.13 who have observed H atom elimination through
πσ* states after excitation at 200 nm. The occurrence of this
deactivation channel only within the FISH dynamics

Figure 5. Snapshots of a nonadiabatic trajectory showing decarboxylation of tyrosine. At 25 fs the proton transfer from the carboxyl to the amino
group occurs. Subsequently, after 125 fs the phenol C2 atom has been protonated, and the decay to the ground state through a CI is observed. This
is finally followed by decarboxylation (CO2 formation) and the formation of a bicyclic photoproduct after 175 fs. The atom distances and bond
lengths are given in Å.

Figure 6. Time-dependent electronic state populations in isolated
tyrosine employing FISH nonadiabatic dynamics combined with
TDDFT [PBE0/SV(P)]. The excitation is due to a resonant 219 nm
pulse with a width of 23.5 fs.

Figure 7. (a) Relative energies of the lowest 6 electronic states
obtained by TDDFT [PBE0/SV(P)] along a selected nonadiabatic
trajectory where the protonation of the chromophore has been
observed as deactivation channel. The actual state in which the
trajectory resides is labeled by the orange dashed line. For selected
time steps, the character of this state is illustrated on the top of panel a
by the main orbital excitations and in panel b by the electron density
difference to the ground state.
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simulations but not within the field-free nonadiabatic dynamics
underlines the need for a correct description of the electronic
excitation in order to realistically simulate the photodynamical
processes.
The character of the near-degeneracies between the S1 and S0

states involved in both relaxation channels has been carefully
examined, due to the known deficiency of linear response
TDDFT in properly describing conical intersections. Employ-
ing the complete active space self-consistent field method
(CASSCF),56,57 the presence of small energy gaps has been
confirmed as shown in the Supporting Information, Table S3,
indicating that the respective TDDFT geometries lie indeed
close to a conical intersection.
Ultrafast Dynamics of Microsolvated Tyrosine. In

order to investigate the influence of water environment on
the dynamical properties and the relaxation channels, we have
carried out nonadiabatic dynamics simulations in the frame-
work of QM/MM, where the QM system consisted of tyrosine
in the zwitterionic form and three water molecules solvating the
protonated amino group. The remaining water environment
was described by a classical force field interacting with the QM
part using the mechanical embedding scheme. For the
electronic structure of the QM system the CAM-B3LYP
functional was employed in order to achieve a realistic
description of the charge transfer excitations present in polar
solvents. The experimental absorption spectrum of tyrosine in

water is characterized by two intense peaks at 225 (5.51 eV)
and 282 nm (4.39 eV)5 which have been identified with the La
and Lb bands. The theoretical spectrum of tyrosine + 3H2O
obtained with TDDFT (CAM-B3LYP/SVP) is shown for a
selected geometry in Figure 9. This geometry has not been

optimized but corresponds to the initial conditions of the
nonadiabatic trajectory which will be discussed below. The
spectrum exhibits the first transition of ππ* character at 252
nm, which corresponds to the S3 state. The lower-lying states
have less intensity and are of nπ* (S1) and charge transfer to
solvent (CTTS) character (S2). It should be noticed, that the
character and position of the excited states depends strongly on
the chosen geometry of tyrosine as well as on the position of
the explicit water molecules. In order to validate the chosen
computational approach, we have calculated the absorption
spectrum for the given structure also at higher computational
level employing TDDFT with larger basis sets as well as the
coupled cluster method CC2. These calculations are presented
in the Supporting Information, Table S2, and show only minor
differences to the spectrum shown in Figure 9. According to the
electronic state character, the S3 state was subsequently chosen
as initial state for the nonadiabatic dynamics simulations.
Due to the considerable computational cost of calculations

using the CAM-B3LYP functional, only a limited number of
trajectories has been employed in the nonadiabatic dynamics
simulations involving the ground and the 5 lowest excited
singlet states. Among a total of 5 trajectories, in one case the
nonadiabatic decay involving a proton transfer process is
observed. In contrast to the gas phase, in solution a water
molecule acts as a bridge for the proton migration, leading to a
two-step mechanism which is analyzed in terms of energies and

Figure 8. Relative energies of the lowest 6 electronic states obtained
by TDDFT [PBE0/SV(P)] along a selected nonadiabatic trajectory
where the O−H detachment has been observed as deactivation
channel. The actual state in which the trajectory resides is labeled by
the orange dashed line. For selected time steps, the character of this
state is illustrated on the top of panel a by the main orbital excitations
and in panel c by the electron density difference to the ground state.
The inset (panel b) shows the temporal evolution of the O−H bond
distance in Å along the trajectory.

Figure 9. Electronic absorption spectrum of tyrosine with three
explicit water molecules embedded in a classical water sphere,
calculated with TDDFT [CAM-B3LYP/SVP]. The individual
transitions (black sticks) have been convoluted by a Lorentzian
width of 20 nm (blue line). Panel b shows the character of the first
three excited states S1, S2, and S3 in terms of the leading orbital
excitations.
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electronic state character in Figure 10, whereas the structural
rearrangement is illustrated by the snapshots shown in Figure
11.

Starting in the ππ* S3 state, the trajectory reaches the first
excited state, which has then nπ* character, after 60 fs. Within
the following ∼90 fs, the water molecules near the amino group
are prearranged as to enable the proton transfer (cf. Figure 11).

The latter takes place within the next 20 fs, in which almost
simultaneously one proton is donated from the amino group to
the nearest water molecule, and another one from the water
molecule to the C2 carbon of the phenol ring. Subsequently the
decay to the ground state occurs after ∼170 fs through to the
same “benzene-kink” conical intersection as in the gas phase.
These findings confirm the presence of an “internal”

deactivation channel for tyrosine photoreactivity also in a
polar solvent. In contrast to the gas phase, neighboring solvent
molecules play a decisive role by mediating the proton transfer
from the side chain to the phenol ring. This emphasizes the
need to introduce explicit water molecules for a correct
description of the electrophilic proton addition to the
chromophore and therefore of the ultrafast nonradiative
decay of tyrosine in water.

5. CONCLUSIONS
We have presented the investigation of nonadiabatic photo-
dynamics of tyrosine in the gas phase and in water. The gas
phase dynamics has been explored by a combination of
nonadiabatic molecular dynamics “on the fly” with time-
dependent density functional theory. Both the field-free
nonadiabatic relaxation as well as the laser field-induced
dynamics in the framework of the FISH method have been
simulated. We have shown that after initial excitation to the
bright ππ* states ultrafast internal conversion occurs to the
lowest excited singlet state, which has mainly nπ* character at
this stage of the dynamics. Subsequently, nonradiative
relaxation to the ground state can occur through conical
intersections. Beyond the well-known deactivation channel via
O−H bond breaking in repulsive πσ* states, also the transfer of
a proton from the side chain to the phenol ring represents an
efficient deactivation path. In the gas phase, where the
canonical form of tyrosine is the most stable one, this involves
a two-step mechanism: The carboxyl group of the side chain
first passes its proton to the amino group, from which it further
migrates to the phenol ring. This is accompanied by efficient
fluorescence quenching, as radiationless decay from S1 to S0
occurs through a conical intersection. The degeneracy in this
case is induced by an out-of-plane bending of the aromatic
carbon atom (C1 or C2) which is being protonated.
Beyond the gas phase study, we have also investigated the

influence of solvent environment on the photodynamics of
tyrosine by utilizing the combination of our TDDFT-
nonadiabatic dynamics approach with the QM/MM technique.
Specifically, the zwitterionic conformer of tyrosine together
with three explicit water molecules has been embedded in a
classical water sphere of 20 Å radius, and the nonadiabatic
relaxation has been simulated. The relaxation mechanism found
in this way is analogous to the one observed in the gas phase as
it also involves transfer of a proton from the side chain to the
phenol ring. However, in this case in the first step a proton is
donated from the protonated amino group to a nearby water
molecule, which acts as a mediator and subsequently passes the
proton to the phenol ring. This emphasizes the decisive role of
water in the photodynamics of tyrosine.

■ ASSOCIATED CONTENT
*S Supporting Information
For validation of the results presented above, the energies and
oscillator strengths of the first six excited electronic states are
provided for isolated tyrosine in Table S1 as well as for tyrosine
+ 3H2O in Table S2, employing TDDFT with larger basis sets

Figure 10. Relative energies of the lowest five electronic states
obtained by TDDFT [CAM-B3LYP/SVP] along a selected non-
adiabatic trajectory of tyrosine +3 H2O in a classical water sphere. The
actual state in which the trajectory resides is labeled by the orange
dashed line. For selected time steps, the character of this state is
illustrated on the top of panel a by the main orbital excitations and in
panel b by the electron density difference to the ground state.

Figure 11. Snapshots of a selected nonadiabatic trajectory of tyrosine
in water, showing the double proton transfer mechanism for
nonadiabatic decay. At 150 fs the zwitterionic isomer of tyrosine
transfers a proton from the amino group to a neighboring water
molecule. From there, the proton is further passed to the C2 atom of
the phenol ring, and the decay to the ground state occurs after 168 fs.
The atom distances and bond lengths are given in Å.
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as well as the linear response coupled cluster method CC2.
Furthermore, the near-degeneracies at the last points of the
trajectories analyzed in Figures 7 and 8 are validated by
comparing them with the energy gaps at the CASSCF level as
shown in Table S3. This material is available free of charge via
the Internet at http://pubs.acs.org.
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Phys. 2011, 135 (Article 054105), 1−10.
(39) Petersen, J.; Wohlgemuth, M.; Sellner, B.; Bonacǐc-́Koutecky,́ V.;
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Transition energies of tyrosine in the gas phase.

In order to confirm the validity of our computational approach, we report here the vertical ex-

citation energies and oscillator strengths obtained employing larger basis sets and more accurate

methods. In Table S1 these quantities are given for the gas phase equilibrium structure of tyrosine.

We compare the values obtained at the PBE0/SV(P)1–3 level used for the dynamics simulations

with those obtained with the larger TZVP basis set4 as well as using the long-range corrected hy-

brid functional CAM-B3LYP and the linear response second order coupled cluster (CC2) method.5

Table 1: Table S1: Vertical excitation energies of the neutral isomer of tyrosine. aThe ex-
citation energies have been calculated for the optimized lowest-energy structure obtained at
PBE0/TZVP level. bThe energy values are given in eV. cOscillator strength. The states of ππ∗

character are set in boldface. dThe SVP basis set differs from SV(P) by the presence of a p
function for hydrogen.

Method/basis seta (S0−S1)
b/ f c (S0−S2)/ f (S0−S3)/ f (S0−S4)/ f (S0−S5)/ f (S0−S6)/ f

PBE0/SV(P)d 5.07/0.036 5.58/0.014 5.89/0.113 5.93/0.004 6.41/0.002 6.67/0.003
PBE0/TZVP 4.98/0.035 5.57/0.029 5.79/0.107 5.98/0.029 6.23/0.000 6.45/0.002

CAM-B3LYP/SVPd 5.20/0.038 5.75/0.009 6.06/0.106 6.92/0.000 7.07/0.803 7.20/0.260
CAM-B3LYP/TZVP 5.13/0.035 5.73/0.012 5.95/0.094 6.46/0.000 6.91/0.842 7.01/0.276

CC2/TZVP 4.88/0.028 5.88/0.018 6.13/0.173 6.45/0.001 6.98/0.026 7.02/0.291

From the Table S1 it is evident that the energetic position and character of the low-lying excited

states are only weakly dependent on the employed computational method. The first excited stateS1

is in all cases a bright state ofππ∗ character and can be identified with the experimentally observed

Lb state. The second excited stateS2 has a low oscillator strength and is dominated by excitations

between molecular orbitals localized on the amino and carboxyl groups. TheS3 state is a bright

ππ∗state with higher oscillator strength thanS1, hence it can be identified with theLa state. This

state has been used as the starting point for our nonadiabatic dynamics simulations. Notice, that

the vertical excitation energies obtained at CC2/TZVP level are also in good agreement with those

reported by Sobolewski et al.6 of tyrosine + 2 H2O calculated at CC2/aug(N)-cc-pVDZ level on a

MP2/cc-pVDZ optimized geometry. In this case, the two bright statesS1 andS3 are located at 4.93

eV and 6.21 eV while the dark stateS2 lies at 5.85 eV.

Concerning the position of the lowest-lying state ofπσ∗ character along the O-H stretching coor-

dinate, a certain dependence on the employed method is found. At the PBE0/SV(P) level this state

is theS6 state, whereas it isS5 for PBE0/TZVP andS4 for all approaches using CAM-B3LYP or

CC2.
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Transition energies of tyrosine in water.

Since in solvated systems charge transfer excitations can play a crucial role in the photochemical

processes, density functionals with improved long-range behavior such as CAM-B3LYP have to

be employed. In the following we compare the electronic excitation energies obtained with CAM-

B3LYP and SVP2,3 or TZVP basis sets with the respective values at the more accutate CC2 level

for the system consisting of tyrosine and three explicit water molecules surrounded by a classically

described water sphere using the mechanical embedding scheme. The structure of the system

considered here is the initial structure of the trajectory discussed in the main text (cf. Fig. 10).

It can be clearly deduced from Table S2 that increasing the basis set size from SVP to TZVP has

only a minor effect. In both cases, the excitation energies are also comparable to the respective

values obtained using CC2. This has given us confidence to use the computationally efficient

CAM-B3LYP/SVP approach to perform the nonadiabatic dynamicssimulations.

Table 2: Table S2: Vertical excitation energies of the zwitterionic isomer of tyrosine + 3 H2O
surrounded by a classical water sphere in the frame of the mechanical embedding approach.
aThe excitation energies have been calculated for the initial structure of the QM/MM trajec-
tory analyzed in the main text, Figs. 10 and 11. bThe energy values are given in eV. cOscillator
strength. The states of ππ∗ character are set in boldface. d Also the S2 and S4 states have
some ππ∗ character, but mixed with nπ∗ and charge-transfer to solvent contributions.

Method/basis seta (S0−S1)
b/ f c (S0−S2)/ f (S0−S3)/ f (S0−S4)/ f (S0−S5)/ f (S0−S6)/ f

CAM-B3LYP/SVP 4.48/0.005 4.85/0.020 4.91/0.024 5.01/0.000 5.06/0.017 5.22/0.006
CAM-B3LYP/TZVP 4.70/0.010 4.70/0.011 4.94/0.014 5.09/0.003 5.11/0.001 5.25/0.037

CC2/TZVP 4.33/0.022 4.41/0.008 4.68/0.013d 4.88/0.028 4.94/0.008 5.14/0.003

Conical Intersections.

In order to confirm the presence of a near-degeneracy at the last point of the reactive TDDFT

trajectories shown in the main text in Figs. 7 (proton transfer pathway) and 8 (O-H detachment

pathway), we provide in Table S3 the energy gaps betweenS1/S0 both at the original TDDFT

(PBE0/SV(P)) level as well as employing the complete active space self-consistent field procedure

(CASSCF)7,8 with an active space of 12 electrons in 12 orbitals. The CASSCF values confirm that

also at this more accurate level of theory the energy gap is very small, indicating that the respective

geometries lie close to a conical intersection.
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Table 3: Table S3. S1−S0 energy gap calculated for the two near-degeneracies at the end
of the trajectories shown in Fig. 7 and 8. aThe labels CI-1 and CI-2 refer to the near de-
generacies of the trajectories showing the proton-transfer reaction, and O-H detachment,
respectively. The energy values are given in eV. bCASSCF(12,12)/TZVP energies are calcu-
lated at State Average level within 2 roots (SA-2r).

Method/basis set CI-1a (S0−S1)/ f CI-2a (S0−S1)/ f

PBE0/SV(P) 0.16 0.15
SA-2r CASSCF(12-12)/TZVPb 0.42 0.26
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Single water solvation dynamics in the
4-aminobenzonitrile–water cluster cation
revealed by picosecond time-resolved
infrared spectroscopy
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Otto Dopfer*c and Masaaki Fujii*a

The dynamics of a solvent is important for many chemical and biological processes. Here, the migration

dynamics of a single water molecule is triggered by the photoionization of the 4-aminobenzonitrile–water

(4ABN–W) cluster and monitored in real time by picosecond time-resolved IR (ps TRIR) spectroscopy. In

the neutral cluster, water is hydrogen-bonded to the CN group. When this CN-bound cluster is selectively

ionized with an excess energy of 1238 cm�1, water migrates with a lifetime of t = 17 ps from the CN to

the NH2 group, forming a more stable 4ABN+–W(NH) isomer with a yield of unity. By decreasing the

ionization excess energy, the yield of the CN - NH2 reaction is reduced. The relatively slow migration

in comparison to the ionization-induced solvent dynamics in the related acetanilide–water cluster cation

(t = 5 ps) is discussed in terms of the internal excess energy after photoionization and the shape of the

potential energy surface.

1. Introduction

Solvent–solute interactions are some of the most important key
factors in solution chemistry.1–7 They significantly affect the
energetics and dynamics of chemical reactions and structural
rearrangements, for example protein folding8–10 and the self-
assembly of supramolecules and nanostructures.11–15 Particularly,
the rearrangement of the solvent network, the solvation dynamics,
is the initial process in solution-phase chemistry. One of the typical
methods to observe the solvation dynamics has been the dynamic
Stokes shift, i.e. the time-dependent spectral shift of fluorescence.3,5

Here, the photoexcitation of a solute molecule causes a sudden
change in the solute–solvent interaction, which is the driving force
for the rearrangement. The triggered gradual reorientation of the
solvent induces a spectral shift in the fluorescence of the solute
molecule. This method has been applied in time-resolved
studies to a wide variety of systems, ranging from dyes6,16 to
biological molecules, such as aromatic amino acid residues and
proteins.1,17,18 Although the dynamic Stokes shift provides a
comprehensive view of the solvent rearrangement, it is difficult

to probe the dynamics of individual solvent molecules. On the
other hand, recent progress of theoretical chemistry and rapid
development of computer technology have provided realistic
simulations of the dynamics of individual solvent molecules.
Therefore, the experimental observation of solvation dynamics
at a single molecular level is an essential demand to calibrate
the up-to-date theoretical approach for the subsequent reliable
prediction to problems in solution chemistry and biology.

Single molecular solvation dynamics can experimentally be
studied in solvated clusters of solute and solvent molecules
generated in molecular beams and stabilized by hydrogen bonds
(H-bonds) and van der Waals interactions (p stacking).19–22 The
solvated clusters are often considered as a nanodroplet or a local
structure in solution. The first advantage of solvated clusters is that
the number of solute and solvent molecules and their relative
orientation can precisely be specified and controlled by combining
mass spectrometry with resonant enhanced multiphoton ionization
(REMPI). The second advantage is that the relative orientation of the
molecules in the cluster is frozen because of efficient cooling in
a supersonic expansion down to a few K. The specific orientation
can be controlled and precisely be determined by measuring, for
example, their IR spectra and analysing them with quantum
chemical calculations. This combined strategy of structural deter-
mination by comparison of observed and calculated IR spectra is
well established for molecular clusters.23–26

To observe the solvation dynamics of aromatic clusters
generated in molecular beams, we have developed the technique
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of mass-selective three-color tuneable UV-UV’-IR picosecond time-
resolved infrared (ps TRIR) pump-probe laser spectroscopy.21,27–33

The different isomers of the solvated aromatic cluster can easily be
distinguished by their unique S1–S0 UV transition energy. Then, a
solvated cluster with a specific conformation can selectively be
ionized by the REMPI process via S1 using two-color two-photon
(UV-UV’) ionization with adjustable ionization excess energy. In
most cases, the sudden charge formation by photoionization
causes a significant structural reorientation in the cluster, because
the most stable structure of the charged cluster is usually different
from that of the neutral reactant. The evolving structural dynamics
can be traced in real time by measuring the IR spectra by a
depletion technique at a variable delay time after the ionization
event. In contrast to static spectroscopy, which only can detect the
initial and final state of the reaction, such a dynamical approach
yields additional essential information about the reaction (e.g. rate
constant, reaction pathways, intermediates), which completely
escapes static nanosecond spectroscopy.

Initially, this ps TRIR spectroscopic technique has been used
to characterize the ionization-induced p - H site-switching
dynamics of a variety of rare gas ligands attached to the phenol
molecule.21,28–30,32 Subsequently, this approach has been
applied to the CO - NH site switching reaction in the trans-
acetanilide–water cluster (AA–W),27 which is one of the simplest
models of a hydrated peptide linkage (–CONH–). The ps TRIR
spectra clearly contain many important details of this funda-
mental water migration process from the CO to the NH site of
this linkage, including the two competing reaction pathways and
their rate constants, the occurrence of transient intermediates,
the reaction yield and its relation to intracluster vibrational
energy redistribution (IVR).27,34 This migration reaction and the
resulting TRIR spectra were subsequently analysed and visualized
by ‘‘on-the-fly’’ molecular dynamics (MD) simulations.34 The impor-
tant aspect of this combined experimental and computational
approach is that the MD simulations could precisely be calibrated
by the accurate reproduction of the measured TRIR spectra. The
experimentally calibrated simulations revealed that the water
migration reaction with 5 ps duration has two pathways, namely
a fast and a slow channel, and only the slow channel has
an intermediate. This detailed visualization is the first example
of combined experimental and theoretical characterization of
single molecular solvation dynamics in clusters and in general.
The combination of ps TRIR spectroscopy and MD simulations
calibrated by experiment can now be applied to various other
solvated clusters and therefore we have chosen the 4-amino-
benzonitrile–water (4ABN–W) cluster as the second example to
be explored by this combination.35–44 Here, we present the first
step of this combined strategy, namely the measurement of the
ps TRIR spectra of 4ABN+–W and their preliminary analysis by a
classical rate equation model.

Ionization-induced water migration has been suggested in several
solvated clusters by static nanosecond IR laser spectroscopy of
the neutral reactant and the final cation product, including
monohydrated clusters of benzene,22,45–47 aminophenol,48

formanilide,49–51 acetanilide,27,52,53 tryptamine,54,55 phenyl-
glycine,56 and 4ABN.43,44 From these candidates, we have selected

4ABN–W for the following reasons. 4ABN is a benzene derivative
substituted with an electron-donating NH2 group and an electron-
withdrawing CN group. It provides several competing binding sites
for water, and three different isomers of 4ABN–W coexist in the S0

state, namely the NH-bound 4ABN–W(NH) isomer in which water is
H-bonded to the NH2 group and two CN-bound 4ABN–W(CN)
clusters, in which water is H-bonded in either a bent or linear
configuration to the CN group.39 The latter can be detected only by
fluorescence spectroscopy and thus can be neglected in this work.
4ABN–W(CN) holds its binding motif by excitation into S1, but
shows the water migration from the CN to the NH2 site upon
ionization.43 The large change in the charge distribution of the
aromatic chromophore substantially destabilises the CN structure
with respect to the NH isomer in 4ABN+–W. This CN - NH2 site
switching with 100% yield was inferred from the drastic change in
the IR spectra before and after ionization but the dynamics of this
water migration and other parameters of the reaction have not
been characterized yet. To this end, we apply UV-UV’-IR ps TRIR
spectroscopy to 4ABN–W(CN) to monitor the water migration
dynamics in real time by the time evolution of the IR spectra
measured at a variable delay time Dt after the ionization. Details
of the CN - NH2 water migration reaction triggered by ionization
of the 4ABN–W(CN) isomer have been revealed. We also investigate
the effect of the ionization excess energy on the reaction yield
and discuss its relation to the shape of the potential energy surface
and the reaction path in the cation ground state of 4ABN+–W.

2. Experimental

The principle for the measurement of the ps time-resolved
UV-UV’-IR ion dip (TRIR) spectra are shown in Fig. 1 and are
described in detail elsewhere.21,32,33 Briefly, 4ABN–W clusters
are produced in a supersonic jet by expanding 4ABN vapour
(70 1C) and a trace amount of residual water seeded in He gas
(3 bar) through a pulsed valve into a vacuum chamber. Neutral
4ABN–W dimers are ionized from the neutral ground state (S0)
employing resonant two-color two-photon (1 + 10) REMPI
through the first excited singlet state (S1) using two ps UV laser
beams, nexc (UV) and nion (UV’). nion is irradiated at a delay time
of 106 ps after nexc (corresponding to Dt = 0). nexc and nion are
tuned to 33 678 (S100) and 32 780 cm�1 for resonant ionization
of the 4ABN–W(CN) isomer, respectively.36,37,39–41,57–59 Thus,
according to the reported photoionization efficiency curve, the
maximum internal energy of generated 4ABN+–W(CN) cation is
1238 cm�1 with respect to its ionization energy of 65 220 cm�1.
The ions generated in the cation ground state (D0) are extracted
into a quadrupole mass spectrometer. While monitoring the
mass-selected 4ABN+–W signal, a tuneable ps IR laser, nIR, is
fired at a delay time of 106 ps (Dt = 0) after nexc and scanned
through the 2800–3800 cm�1 vibrational range at an adjustable
delay (Dt) with respect to nion. The ion signal is amplified,
integrated, and monitored as a function of nIR and/or Dt. When
nIR is resonant with a vibrational transition of 4ABN+–W, the
cluster dissociates upon vibrational excitation, causing a deple-
tion (dip) in the parent ion current. Thus, the IR spectrum of
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4ABN+–W is obtained by monitoring the depletion of the ion
current as a function of nIR. To monitor the population change
of 4ABN+–W associated with a particular vibrational transition,
nIR is fixed to this resonance and Dt is varied by scanning the
delay stage for nion to shorter time with respect to nexc. The time
evolution of the signal depletion is converted to the population
change by taking the logarithm of the depletion. The genera-
tion of the ps UV/UV’ and IR laser pulses is described else-
where.21,32,33 The key parameters are a 10 Hz repetition rate, 3 ps
pulse widths, 12 cm�1 spectral resolution, and pulse energies of
1 mJ, 10 mJ, and 50–70 mJ for nexc, nion, and nIR, respectively. The
UV/UV’ and IR laser beams are combined coaxially and focused
by a CaF2 lens with 300 mm focal length into the supersonic
expansion. Similar REMPI and IR depletion experiments have
also been performed using standard IR/UV nanosecond lasers,
as described in detail previously.60

3. Results and discussion
3.1. REMPI spectrum

Fig. 2(a) and (b) show the 1 + 10 REMPI and 1 + 1 REMPI spectra
of 4ABN–W measured using picosecond and nanosecond lasers,
respectively. The nanosecond spectrum well reproduces previous
reports.36,37,39–41,57–59 Bands at 32 950 and 33 678 cm�1 have
been assigned to S100 bands of the NH and CN isomers,
respectively. The other peaks are ascribed to vibronic transitions
originating from zero-point vibrational levels in the S0 state of
these isomers,39,43 and no hot band transition is observed. This
result confirms that the internal (vibrational) degrees of freedom
of the clusters are efficiently cooled down in the jet. The 1 + 10

REMPI spectrum obtained by picosecond lasers reproduces well
that recorded by nanosecond lasers, although the widths of the
bands are broadened due to the inferior spectral resolution of

the picosecond laser pulses (12 cm�1). The S100 band of each
cluster is still well resolved from the other transitions, ensuring
selective excitation of the CN isomer to its S100 origin under
these conditions, as also confirmed by the previously reported
hole-burning spectra.39,43 Thus, the time-resolved spectroscopy
is carried out by fixing nexc to the S100 band of the CN isomer.

3.2. Picosecond time-resolved IR spectra

Fig. 3(c) shows the ps TRIR spectra measured by varying Dt
from �3 to +59 ps. For comparison, static nanosecond IR
spectra of 4ABN+–Ar(p), 4ABN–W(CN) (reactant R) in the S1 state
and 4ABN+–W(NH) corresponding to the reaction product
(P+, Dt = +50 ns) measured by nanosecond lasers are shown in
Fig. 3(a), (b) and (d), respectively.43,59 In this excitation scheme,
the IR absorption of 4ABN–W(CN) in S1 overlaps with the IR
absorption of the nascent 4ABN+–W clusters in the ps TRIR
spectra of D0 at small delay because of the temporal overlap of
the nion and nIR pulses (B4 ps from a cross-correlation measure-
ment). Specifically, a sharp band B at 3409 cm�1 colored in red
in the nanosecond spectrum of the S1 state of 4ABN–W(CN)
is assigned to the free NH2 symmetric stretching vibration
(ns

NH(S1)). The corresponding picosecond TRIR spectra before
photoionization (Dt o 0) show the same ns

NH(S1) transition. The
antisymmetric stretching mode of free NH2 is also observed at
3526 cm�1 in the nanosecond spectrum but not detected in the
ps TRIR spectra because of its weak intensity. The bands in the
picosecond TRIR spectra are broader because of the lower
spectral resolution (12 cm�1) arising from the shorter laser pulse
duration. The ps TRIR spectra change immediately after ioniza-
tion (Dt = 1 and 2 ps). The ns

NH(S1) band B of the reactant R
becomes weaker and disappears after around Dt = 2 ps (consis-
tent with the pulse duration of the ps laser system). Instead, the
TRIR spectrum at Dt = 0 shows a new band A at 3390 cm�1

(green) assigned to the NH2 free symmetric stretching mode
of 4ABN+ (ns

NH), as inferred from the experimental 4ABN+–Ar
spectrum in Fig. 3(a).59,61 This band A can be seen in the TRIR

Fig. 1 Strategy of picosecond time-resolved IR ion dip (ps TRIR) spectro-
scopy. 4ABN–W(CN) is selectively excited (nexc) and ionized (nion) by two ps
UV laser beams (1 + 10 REMPI) to trigger the water migration reaction. The
dynamics of this reaction is monitored by a ps IR beam (nIR) delayed by Dt
from nion. The IR absorption dissociates the cluster and the resulting
depletion of the parent ion signal gives its IR spectrum. If the frequency
of the IR laser is fixed to a specific vibrational IR transition and Dt is scanned,
the time evolution of this IR transition is obtained. The time profile
represents the population change of the species with this characteristic IR
transition.

Fig. 2 REMPI spectra of 4ABN–W recorded using ps lasers (a, 1 + 10

REMPI) and a ns laser (b, 1 + 1 REMPI). In the ps time-resolved experiments,
nexc is fixed to the S10

0 band of the ABN–W(CN) isomer indicated by the
arrow.
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spectra at Dt = 0 and 1 ps adjacent to the ns
NH(S1) band B. Its

intensity gradually increases, decays again after around Dt = 9 ps,
and has completely disappeared before 39 ps. Before Dt = 3 ps,
no other intense band is observed, in particular in the range
below 3300 cm�1. Thus, the water ligand has to be either located
still at the CN site and/or has already been released from the CN
site but has not yet arrived at the NH2 site.

After Dt = 3 ps, a new broad band D (blue) at around 3080 cm�1

appears and grows with increasing delay. In addition, a much
narrower band C (blue) at 3434 cm�1 appears after Dt = 7 ps.
Finally, the spectrum at Dt = 39 ps has converged and resembles
the static one observed at Dt = 50 ns after ionization recorded by

nanosecond lasers. These bands D and C were assigned to the
H-bonded and free NH stretching vibrations, nb

NH and nf
NH, of the

amino group, respectively, arising from H-bonding with water.43

Those are the spectral signatures characteristic of the final
4ABN+–W(NH) reaction product, P+.43,44 Therefore, the disappear-
ance of ns

NH and the subsequent appearance of nb
NH and nf

NH

unambiguously demonstrate the direct time-resolved observation
of the water migration from the CN to the NH2 site of 4ABN+

triggered by photoionization of 4ABN+–W(CN). The symmetric and
antisymmetric OH stretching vibrations of the water ligand (ns

OH

and na
OH, respectively) cannot be detected in the ps TRIR spectra

although both bands are clearly observed in the nanosecond
spectrum at Dt = 50 ns as sharp and weak bands. The energy
resolution of the picosecond IR laser is lower, and thus such sharp
and weak transitions cannot be detected in the ps TRIR spectra
under the current sensitivity conditions.

3.3 Time evolution of IR absorption

The ps TRIR spectra probe the water migration from the CN to
the NH2 binding site triggered by photoionization in real time.
In this dynamical process, we should consider the populations
of the reactant R (4ABN–W(CN) in S1), the Franck–Condon state
FC+ (4ABN+–W(CN)) prepared by vertical ionization of R, and
the product P+ (4ABN+–W(NH)). In the water migration
dynamics of the AA+–W cation, the water ligand migrates from
the initially CO-bound site to the final NH-bound site via an
intermediate I+, in which the water ligand does bind neither at
the initial nor final binding site. Thus, we may also consider the
existence of such an I+ state for the CN - NH2 migration
reaction in 4ABN+–W. However, the ps TRIR spectra of
4ABN+–W do not detect the H-bonded OH stretching vibration
of the water ligand, and as a result, ns

NH is the only spectral
signature of FC+. Unfortunately, ns

NH is also characteristic of any
I+ candidate. Hence, we cannot separate FC+ from any inter-
mediate I+ in the measured ps TRIR spectra, even if such an I+

were to exist. Consequently, the time-evolution of ns
NH corre-

sponds to the sum of the populations of FC+ and possibly I+ in
this analysis, denoted AF+ (amino-free species), i.e., the popula-
tion of ions with a free NH2 group.

As already deduced from the nanosecond experiments, the ps
TRIR spectra in Fig. 3(c) clearly confirm that essentially all
ionized CN-bound clusters are converted to NH-bound clusters
with 100% yield at the employed ionization excess energy of
1238 cm�1. As the clusters are isolated systems without the
possibility of energy release, the NH2 - CN back reaction may
be expected and has indeed been observed for the p 2 H
reaction in the phenol+–Kr dimer.21,28 In this cluster, the Kr
atom migrates from the initial p binding site above the aromatic
ring to H-bonded OH site upon ionization. However the H - p
back reaction eventually causes a nonvanishing p 2 H equili-
brium. For 4ABN+–W, the lack of any NH2 - CN back reaction
and unity yield for the CN - NH2 forward reaction indicates that
efficient IVR in P+ prevents the back reaction because of fast
removal of vibrational energy from the reaction coordinate. The
efficient IVR is attributed to the bath modes arising from the
intermolecular vibrations not involved in the reaction coordinate

Fig. 3 Picosecond time-resolved IR ion dip (ps TRIR) spectra of 4ABN+–W for
selective ionization of the 4ABN–W(CN) isomer via 1 + 10 REMPI as a function
of Dt (Eexc = 1238 �1) (c). Static spectra measured for the S1 state (b) and the D0

state (d) using nanosecond lasers are shown for comparison.43 The IR
spectrum of cold 4ABN+–Ar clusters is shown in (a).59 The positions used to
monitor time evolutions (bands A, C and D) are indicated by dashed lines.
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and intramolecular modes below B3500 cm�1, resulting from
the sum of the exothermicity of the CN - NH2 reaction (2332 cm�1)
and the ionization excess energy of 1238 cm�1 used in the two-color
ps experiments.44

The time evolutions describing the CN - NH2 forward
reaction measured at three relevant vibrational bands, namely
ns

NH (band A), nf
NH (band C), and nb

NH (band D), probed at dashed
lines in Fig. 3 are shown in Fig. 4(a)–(c), respectively. Here, ns

NH

corresponds to AF+ (FC+ + I+) while the latter two bands
represent P+. Although only two bands corresponding to AF+

and P+ are observed in the TRIR spectra, FC+ and I+ are treated
separately from AF+ because the inclusion of I+ in the rate
equations usually results in a multi-exponential behaviour even
for [AF+] = [FC+ + I+]. Although various reaction pathways are
feasible, we consider the simplest case, namely the one-
directional two-step forward reaction, FC+ - I+ - P+ in our
initial analysis. The rate equations for this reaction scheme are
expressed as follows:

d FCþ½ �
dt

¼ �k1 FCþ½ �; (1)

d Iþ½ �
dt
¼ k1 FC

þ½ � � k2 I
þ½ �; (2)

d Pþ½ �
dt
¼ k2 I

þ½ �: (3)

Here, [X] are the populations of X, and k1 and k2 are rate
constants. The rate eqn (1)–(3) are solved under an initial
condition of [FC+](t = 0) = 1, [I+](t = 0) = [P+](t = 0) = 0:

[FC+] = e�k1t; (4)

Iþ½ � ¼ k1

k2 � k1
e�k1t � e�k2t
� �

; (5)

Pþ½ � ¼ 1

k2 � k1
k2 1� e�k1t
� �

� k1 1� e�k2t
� �� �

; (6)

Thus, the total population change of FC+ and I+ corresponding
to the time evolution of free ns

NH is:

FCþ þ Iþ½ � ¼ AFþ½ � ¼ 1

k2 � k1
k2e
�k1t � k1e

�k2t
� �

¼ 1� Pþ½ �:
(7)

These results are multiplied by an unit step function at t = 0,
u(t), to express the sudden production of FC+ at t = 0. In
addition, the cross-correlation between nion and nIR, which
can be approximated by a Gaussian profile with 4 ps FWHM,
is taken into account as a Gaussian convolution on these
expressions.

Final fits to the experimental time profiles (red traces in
Fig. 4) yield 1/k1 = t1 r 0.1 ps and 1/k2 = t2 = 17 � 2 ps. The
obtained fits reasonably well reproduce the experimental time
evolutions. Nevertheless, due to coherent spikes near Dt = 0,
which are taken empirically into account by Gaussian functions
in the fitting, a definite analysis near Dt = 0 is difficult. More-
over, because expressions (5)–(7) are symmetric with respect to
k1 and k2, interconversion of k1 and k2 gives the same trace.
Therefore, from the observed data one cannot determine the rate-
determining step, unless the decay rate of [FC+] is monitored
independently. In addition, as mentioned below, the cationic
potential energy surface has several local shallow minima with
similar depths. Thus, both steps could be the rate-determining one.
Moreover, more complicated reaction schemes evolve if these local
minima are taken into account. Hence, more experimental data
and/or sophisticated MD simulations are required to fully analyse
the CN - NH2 reaction mechanism.

Interestingly, the total reaction time of B17 ps derived for
the CN - NH2 isomerization in 4ABN+–W from the simple rate
equation analysis is much longer than that of the CO - NH
water migration in AA+–W, which takes only 5 ps.27,34 As both
reactions are water migrations around simple benzene deriva-
tives, there is not a substantial difference in the length of the
reaction paths. Then, the speed of the water migration in
4ABN+–W should be slower than that in AA+–W. The difference
of the reaction rate may be related to the different internal
energies of the cluster cations. As mentioned above, 4ABN+–W(CN)
is generated here with an excess energy of 1238 cm�1 by two-color
REMPI, which corresponds to the maximum internal energy of the
cation directly after ionization. On the other hand, in the previous
study of AA+–W, the AA+–W(CO) isomer was generated by one-color
REMPI. The ionization energy of AA–W(CO) has not been deter-
mined yet, but it is lower than 64 870 cm�1 derived from the two-
color REMPI spectrum.62 Based on this estimation, the excess energy
of AA+–W after ionization is above 7230 cm�1. According to the
theoretical calculation at the M06-2X/aug-cc-pVTZ level, the ioniza-
tion potential of the reactant AA–W(CO) is 2500 cm�1 above that of

Fig. 4 Experimental time evolution of three vibrational bands (A, C and D)
of 4ABN+–W as indicated in Fig. 3: (a) ns

NH (band A, green, AF+); (b) nf
NH

(band C, blue, P+); (c) nb
NH (band D, blue, P+). The best fit curves obtained by

a two-step reaction model are included in red.
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the product AA–W(NH), and then the excess energy for ionization
is about 6000 cm�1.63 Because of the Franck–Condon principle,
this value is the maximum internal (mostly vibrational) energy of
the generated cations, and usually not all the excess energy can be
converted into internal energy (the remaining energy goes into
kinetic energy of the photoelectron). However, although the
Franck–Condon factors are not well known for both ionization
processes, more than a factor five difference in the ionization
excess energy may result in a significant difference in the initial
internal energies of AA+–W(CO) and 4ABN+–W(CN). Thus, one of
the reasons for the slower CN - NH2 isomerization of 4ABN+–W
may be the smaller available internal energy. In addition, possible
reaction barriers will also affect the rate constant. Density
functional (DFT) calculations at the M06-2X/aug-cc-pVTZ level
indeed exhibit a CN-bound local minimum of 4ABN+–W and a
transition state near the minimum with a barrier of 377 cm�1

(Fig. 5) for isomerization toward the NH-bound global minimum
along the in-plane path.44 However, also for AA+–W a barrier
between the CO-bound and NH-bound minima has been
predicted.34 Hence, currently we attribute the faster rate in
AA+–W to the larger excess energy. Future time-resolved experi-
ments at various excess energies are required to explore the
dependence of the reaction rate on the excess energy and the
barrier heights.

3.4 Reaction rate and excess energy

To explore the effect of the ionization excess energy on the
migration reaction, we consider the IR spectra after ionization
of 4ABN–W(CN) via its S1 origin with variable excess energy by
using nanosecond laser systems. The excitation scheme is
essentially the same as that in Fig. 1 but all picosecond lasers
are replaced by tuneable nanosecond lasers. The IR spectra
measured at Dt = 50 ns are shown in Fig. 6 for excess energies

between 2136 and 296 cm�1. The spectra are measured in the
vicinity of nb

NH (signature of P+), ns
NH and 2dNH2

(FC+ and I+), and
nf

NH (P+). At a relatively high ionization excess energy of 2136 cm�1

above ionization potential (IP0) (Fig. 6(a), 1 + 1 REMPI), both nb
NH

and nf
NH appear clearly but ns

NH cannot be seen, indicating a
CN - NH2 reaction yield of close to unity. This result is

Fig. 5 Potential for 4ABN+–H2O and structures of the minima along the minimum energy paths (M06-2X/aug-cc-pVTZ) for water moving around the
4ABN+ cation in the molecular plane (left) and in the plane perpendicular to it (right).44 All Erel values (cm�1) are given with respect to the energy of the
NH-bound global minimum (Erel = 0). Erel = 5644 cm�1 corresponds to the dissociation limit into 4ABN+ and water (dashed line).

Fig. 6 Excess energy dependence of the IR spectrum of 4ABN+–W
ionized via the S10

0 origin band of 4ABN–W(CN). The ionization excess
energies are indicated in each panel.
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reasonable because the water migration lifetime is B17 ps, and
then the migration reaction must be finished after the 50 ns delay.

Significantly, the spectral features change when the ioniza-
tion excess energy was reduced to 707 cm�1 (Fig. 6(b)). Besides
nf

NH and nb
NH, the weak ns

NH band characteristic of a free amino
group is clearly observed although the spectrum was measured
at 50 ns delay. When the excess energy is suppressed further
down to 500 cm�1 (Fig. 6(c)) and 296 cm�1 (Fig. 6(d)), this
spectral signature of the free amino group of 4ABN+–W
increases in relative intensity and becomes almost comparable
to the strength of the nf

NH band. This observation means that
some of the nascent 4ABN+–W(CN) population does not reach
the NH-bound reaction product P+ because their internal
energy is not high enough to surmount the reaction barrier.
It cannot be decided whether these cations are trapped at the
4ABN+–W(CN) local minimum or at one of the other local
minima along the CN - NH2 reaction pathway(s) such as
CH-bound or p(*)-bound structures (Fig. 5). The sharp struc-
tures between 2900–3200 cm�1 appearing on top of the broad
nb

NH band in the low excess energy spectra may be explained as
follows. These bands are expected to be nCH fundamentals from
their positions, although their IR intensities are calculated to
be weak (there may also be contributions from overtone and
combination bands coupled to nb

NH). The lower CN - NH2

reaction yield strongly reduces the intensity of nb
NH, and the

buried weak transitions start to appear under small excess
energy conditions. The distribution of the internal energy is
determined by the Franck–Condon factor between the S1 origin
and the D0 state of the 4ABN+–W(CN) structure. For increasing
ionization excess energy, more and more vibrational states in
the cation become accessible, which increases the population
of nascent 4ABN+–W(CN) states lying above the migration
barrier. As a consequence, the intensity of the nf

NH and nb
NH

bands of the final P+ reaction product increases with respect to
the small but nonvanishing ns

NH signal of the AF+ population
not reaching the P+ state. At a relatively high excess energy of
2136 cm�1, the fraction of the AF+ product is very small and
almost invisible in the IR spectrum. For such high energies, the
CN - NH2 reaction yield approaches unity (as observed in the
ps TRIR spectra for an ionization excess energy of 1238 cm�1).
Since the signatures of both AF+ and P+ coexist already at an
excess energy of 296 cm�1, the effective barrier for the water
migration is lower than 296 cm�1 for the nascent 4ABN+–W(CN)
population, which is consistent with the barrier of 377 cm�1

estimated for cold 4ABN+–W(CN) from the M06-2X calculations
(Fig. 5). This phenomenon that the reduction of the ionization
excess energy may stop an isomerization reaction has been
observed earlier for the case of the ionization-induced OH - NH2

migration in 4-aminophenol–H2O.48

Fig. 5 reproduces the salient parts of the potential energy
surface of 4ABN+–W calculated at the M06-2X/aug-cc-pVTZ
level, namely the minimum energy paths for water migration
around ABN+ in the aromatic plane or in the perpendicular
plane.44 This potential reveals a strongly bound 4ABN+–W(NH)
global minimum with a dissociation energy of De = 5644 cm�1 and
several less stable local minima along the in-plane and out-of-plane

paths, including the CN-bound, CH-bound, and p(*)-bound
structures (for details of their structural and vibrational properties,
we refer to ref. 44). Most relevant for the current study are the
facts that all local minima along the in-plane and out-of-plane
pathways have similar relative energies separated by low barriers.
Thus, ionization of 4ABN–W(CN) reaches FC+ states close to the
4ABN+–W(CN) minimum and allows for isomerization toward the
two equivalent and deep 4ABN+–W(NH) global minima via low
reaction barriers both along in-plane and out-of-plane pathways.
These competing paths are not considered in the current simple
rate constant model. Clearly, sophisticated MD simulations are
required to analyse the details of the competing reaction pathways
and their rate constants. Once the 4ABN+–W(CN) isomer has
reached the strongly bound 4ABN+–W(NH) global minimum,
fast IVR removes internal energy out of the reaction coordinate
and readily traps water in that minimum, thereby preventing
any back reaction to the much less stable local minima. The
calculated potential predicts an exothermicity of 2300 cm�1 for
the CN - NH2 forward reaction and a high and steep barrier of
2400 cm�1 for the NH2 - CN back reaction. Hence, removal
of only a small amount of internal energy from the reaction
coordinate via IVR is required to trap water in the deep double
minimum potential of the two equivalent NH sites of the amino
group (separated by a barrier of 1237 cm�1).

4. Conclusions

In summary, the time constant for the dynamics of water
migration around the aromatic phenyl ring in 4ABN+–W is
measured as about 17 ps using ps TRIR spectroscopy. The
migration lifetime of 17 ps for the CN - NH2 forward reaction
is 3–4 times slower than the CO - NH reaction in AA–W,27 and
the slow migration is rationalized by the difference of the
internal energy available from the employed photoionization
excess energy. The reaction proceeds with essentially 100%
yield at an ionization excess energy of 1238 cm�1 and the
NH2 - CN back reaction is efficiently quenched by rapid IVR
of the deep 4ABN+–W(NH) global minimum. However, some
finite population of nascent 4ABN+–W(CN) clusters do not
reach the final NH-bound reaction product when the ionization
excess energy is reduced, and the 4ABN+–W clusters are trapped
in the shallow 4ABN+–W(CN) local minimum close to the FC+

state and/or in one of the shallow CH or p(*) local minima along
the in-plane or out-of-plane isomerization pathways. Although
the present experiment provides an initial view on the dynamics
of this solvent rearrangement reaction, its preliminary analysis
using simple classical rate equations leaves several important
questions to be solved in upcoming MD simulations, such as the
competition between the various possible reaction pathways and
their branching ratios, the appearance of reaction intermediates
along these pathways, and the dependence of these parameters
on the internal energy available for the reaction. The experi-
ments will be extended along two lines. First, the expected strong
dependence of the properties of the reaction on the ionization
excess energy will be characterized, particularly at the lowest
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possible excess energy when the reaction is nearly quenched.
The second extension is toward larger 4ABN–Wn clusters44 to
probe the dynamics of the H-bonded solvent network around the
solute at the molecular level, thereby approaching more realistic
solute–solvent systems.
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