
 

Investigations of Photoinduced Ultrafast
Dynamics in Metal Coordination Complexes

Using Time-Resolved Photoemission and
Absorption Spectroscopy

Im Fachbereich Physik der Freie Universität Berlin
eingereichte Dissertation

zur Erlangung des akademischen Grades eines Doktors der
Naturwissenschaften (Dr. rer. nat.)

vorgelegt von

Azhr Abdulzahraa Raheem

Berlin
2019





1st Reviewer: Dr. Iain Wilkinson

2nd Reviewer: Prof. Dr. Martin Weinelt

Disputation am: 08. Oktober 2019





Contents

List of Tables iii

List of Figures v

Abstract i

1 General Overview and Motivations 1

2 Introduction 5
2.1 Transition Metal Complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Electronic Configurations of Transition Metal Complexes . . . . . . . 5
2.2 Isomerization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.1 Light-Induced Linkage-Isomers of the Nitroprusside Complex . . . . . 8
2.2.2 Nature and Molecular Structure of the Metastable States MS1 and MS2

in Nitroprusside . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Relaxation Dynamics of Linkage Isomerism in Nitroprusside . . . . . . 13

2.3 Excited-State Dynamics in Transition Metal Complexes . . . . . . . . . . . . . 14
2.3.1 Ferricyanide as a Model System . . . . . . . . . . . . . . . . . . . . . 15
2.3.2 Electronic Structure of the Ferricyanide Ion . . . . . . . . . . . . . . . 15
2.3.3 Light-Induced Relaxation Dynamics in Ferricyanide . . . . . . . . . . 17

3 Experimental Methods 19
3.1 Femtosecond Pump-Probe Time-Resolved Spectroscopy . . . . . . . . . . . . 19
3.2 Ultrashort Laser Pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2.1 Mathematical Description of Ultrashort Laser Pulses . . . . . . . . . . 20
3.2.2 Synthesis of Ultrashort Pulses . . . . . . . . . . . . . . . . . . . . . . 23

3.3 Fundamental Aspects of Linear and Non-linear Optics . . . . . . . . . . . . . 25
3.3.1 Nonlinear Polarization, Phase-matching, and Pump Pulse Generation . 25
3.3.2 Self-Phase Modulation and the Generation of White Light Supercon-

tinua . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.3 Cross-Phase Modulation . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.4 Transient XUV Photoelectron Spectroscopy . . . . . . . . . . . . . . . . . . . 32
3.4.1 Principles of Time-Resolved Photoelectron Spectroscopy . . . . . . . . 33
3.4.2 Generation of ultrashort XUV pulses . . . . . . . . . . . . . . . . . . 36
3.4.3 Phase Matching in HHG . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.4 Space Charge Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.5 Laser-Assisted Effect in Pump-Probe PES Experiments . . . . . . . . . 49

3.5 UV/VIS Transient Absorption Spectroscopy . . . . . . . . . . . . . . . . . . . 52
3.5.1 Principles of Time-Resolved Transient Absorption Spectroscopy . . . . 52

i



Contents

3.6 Polarization Effect of the Pump Beam . . . . . . . . . . . . . . . . . . . . . . 54
3.7 Data Analysis Procedure (Global Fitting) . . . . . . . . . . . . . . . . . . . . 58

4 Experimental Setups 63
4.1 Femtosecond Laser System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 Second Harmonic Generation (SHG) . . . . . . . . . . . . . . . . . . . . . . . 65
4.3 Optical Parametric Amplifier (OPA) . . . . . . . . . . . . . . . . . . . . . . . 66
4.4 Overview of the Time-Resolved Photoelectron Spectros-

copy (TRPES) Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.5 Volatile Liquid Micro-Jet in Vacuum . . . . . . . . . . . . . . . . . . . . . . . 71
4.6 Time-of-Flight Electron Spectrometer . . . . . . . . . . . . . . . . . . . . . . 73
4.7 Overview of the Transient Absorption Spectroscopy Setup . . . . . . . . . . . 75

5 Photoinduced Isomerization Dynamics of Sodium Nitroprusside (SNP) 79
5.1 XUV-Photoelectron Spectrum of SNP, [Fe(CN)5NO]2−,

Aqueous Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.2 Ultrafast Kinetics of SNP Following 500 nm Photo-

excitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.2.1 Transient Photoemission Spectra of SNP Aqueous Solution . . . . . . . 85
5.2.2 Kinetic Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2.3 Global Fit Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.4 Comparison with Theory . . . . . . . . . . . . . . . . . . . . . . . . 95

5.3 Ultrafast Kinetics of SNP Following 400 nm Photo-
excitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.1 Pump-Probe Photoelectron Spectra . . . . . . . . . . . . . . . . . . . 97
5.3.2 Results of the Fitting Analysis and Discussion . . . . . . . . . . . . . 100

6 The Electron Dynamics of Ferricyanide Studied with Variable Pump Pulse Polar-
izations 105
6.1 Transient PES Study of Ferricyanide Aqueous Solution . . . . . . . . . . . . . 106

6.1.1 Ground-State XUV Spectrum of Ferricyanide Aqueous Solution . . . . 107
6.1.2 Transient Photoemission Spectra of Ferricyanide [FeIII(CN)6]3−

Aqueous Solution Obtained with Different Pump Polarizations . . . . . 108
6.1.3 Kinetic Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.1.4 Population Dynamics of Electronically Excited Ferricyanide in Aque-

ous Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.1.5 The Transient State Photoemission Spectra of Ferricyanide Aqueous

Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.2 Time-Resolved Transient Absorption Study of Ferricyanide Aqueous Solution . 125

6.2.1 Transient Absorption Spectra of Ferricyanide [FeIII(CN)6]3− . . . . . . 125
6.2.2 Zero-time and Chirp Correction . . . . . . . . . . . . . . . . . . . . . 126
6.2.3 Population Dynamics and Global Fit Results . . . . . . . . . . . . . . 128

7 Conclusions 133

Reference 137

ii



List of Tables

5.1 Kinetic fit parameters for Model 1 and Model 2, respectively. . . . . . . . . . 93
5.2 Fit parameters of Gaussian peaks used to describe the amplitude spectra for

Models 1 and 2, respectively. Position values denote binding energy. . . . . . 94
5.3 Fit results of the kinetic model of SNP excited at 400 nm. . . . . . . . . . . . 102

6.1 Kinetic global (3D) fit parameters for magic angle and perpendicular alignment
of the pump polarization relative to the probe polarization. . . . . . . . . . . . 117

6.2 The results extracted from the 2D fit routine for parallel, magic angle, and per-
pendicular relative alignments of the pump and probe pulse polarizations. . . . 118

6.3 Fit parameters of Gaussian peaks used to describe the amplitude spectra for
magic angle and perpendicular relative alignment of the polarization of the
pump pulses in the ferricyanide experiments. . . . . . . . . . . . . . . . . . . 124

6.4 Fit results of the kinetic model of ferricyanide. . . . . . . . . . . . . . . . . . 129
6.5 A summary of the time constants extracted from different experiments upon

400 nm excitation of aqueous ferricyanide. . . . . . . . . . . . . . . . . . . . 132

iii





List of Figures

2.1 Splitting characteristics of the five d orbitals (dz2 , dx2-y2 , dxy, dyz, and dzx) in an
octahedral geometry system and ligand field. . . . . . . . . . . . . . . . . . . . 7

2.2 Molecular orbital diagram of the nitroprusside, [FeII(CN)5NO]2−, molecule . . 10
2.3 The absorption spectrum of nitroprusside molecules in aqueous solution. . . . . 11
2.4 Calculated minimum energy path on the ground state potential energy surface

along the coordinate of linkage isomerization. . . . . . . . . . . . . . . . . . . 12
2.5 The normalized absorption spectrum of ferricyanide in aqueous solution. . . . . 16
2.6 The structure and molecular orbital diagram of the ferricyanide, [Fe(CN)6]3−,

molecule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.1 Time evolution of the electric field associated with an ultrashort pulse, a) a
transform limited and b) a positively linearly chirped pulse . . . . . . . . . . . 22

3.2 Energy-level diagram describing a) second-harmonic generation, b) sum-frequency
generation, and c) difference-frequency generation. . . . . . . . . . . . . . . . 28

3.3 Refractive index variation for fundamental and second harmonic beams in a
uniaxial crystal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.4 Frequency shifts in a nonlinear medium. . . . . . . . . . . . . . . . . . . . . . 31
3.5 Schematic representation of the pump-probe TRPES experiment . . . . . . . . 35
3.6 A schematic illustration of the HHG spectrum . . . . . . . . . . . . . . . . . . 37
3.7 The three-step model of HHG . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.8 Time-dependent electron trajectories in a laser field for different electron phases

of birth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.9 Electron kinetic energy upon return to the nucleus as a function of the phase of

the driving laser field, at which the ionization occurs . . . . . . . . . . . . . . 42
3.10 Space-charge effect: (a) Pump pulse arrives first at the sample, (b) Probe pulse

arrives before pump pulse at the sample. . . . . . . . . . . . . . . . . . . . . . 47
3.11 Energy shift of the Fe-3d(t2g) ionization peak, recorded with an aqueous fer-

rocyanide liquid jet, as a function of time delay between the THG pump, with
photon energy of 4.55 eV and ∼55 fs duration, and the XUV probe pulses, 21st

harmonic with 32.6 eV photon energy and ∼50 fs duration pulses. . . . . . . . 49
3.12 Schematic illustration of the laser-assisted photoemission (LAPE) process. . . . 51
3.13 A schematic of the (TAS) experiment . . . . . . . . . . . . . . . . . . . . . . 53

4.1 Schematic view of the femtosecond laser system. . . . . . . . . . . . . . . . . 64
4.2 Schematic illustration of the second harmonic generation setup. . . . . . . . . . 65
4.3 Schematic of the pump-probe photoelectron spectroscopy setup . . . . . . . . . 68
4.4 Schematic view of the XUV experimental setup. . . . . . . . . . . . . . . . . . 70
4.5 Schematic of the SPECS Themis 600 time-of-flight spectrometer (TOF) . . . . 74
4.6 Schematic of the delay line detector . . . . . . . . . . . . . . . . . . . . . . . 75

v



List of Figures

4.7 Sketch of the TA experimental setup. . . . . . . . . . . . . . . . . . . . . . . . 77

5.1 Photoemission spectrum of sodium nitroprusside (SNP) aqueous solution ob-
tained using the XUV probe beam alone . . . . . . . . . . . . . . . . . . . . . 81

5.2 (a) Steady-state XUV photoemission spectra, (b) Difference spectrum showing
the SNP spectral components in more detail . . . . . . . . . . . . . . . . . . . 82

5.3 a) Transient PE spectra of SNP, measured at time delays of -200 fs (brown),
0 fs (red), and +200 fs (blue). b) Difference between the spectra obtained at
zero-time delay (red) and -200 fs (brown), and +200 fs (blue), respectively. c)
Cross-correlation/transient signal, integrated between 5.55 eV and 6.55 eV . . . 84

5.4 A series of 500 nm pump-XUV probe photoelectron spectra of SNP aqueous
solution plotted versus binding energy and obtained in pump-probe time delays
range from -230 to +330 fs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.5 Schematic depiction of the SNP excited state relaxation processes in aqueous
SNP following excitation at 500 nm. . . . . . . . . . . . . . . . . . . . . . . . 88

5.6 Global fit results and residuals for Model 1 and Model 2 . . . . . . . . . . . . 90
5.7 Cross-correlation spectra extracted from global fits with models 1(black curve)

and 2 (dashed red curve). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.8 Comparison of global-fit results for Models 1 and Model 2 . . . . . . . . . . . 92
5.9 Comparison between PES amplitude spectra of SNP, as obtained from the global

fits of Models 1 and 2, respectively . . . . . . . . . . . . . . . . . . . . . . . 96
5.10 The transient signal of 0.5 M SNP aqueous solution measured after 400 nm

photo-excitation recorded in the spectrometer’s wide-angle-mode. . . . . . . . 98
5.11 Comparison of transient spectra measured after 400 nm excitation of SNP aque-

ous solution at different time delays . . . . . . . . . . . . . . . . . . . . . . . 99
5.12 Integrated transient photoelectron signal of SNP aqueous solutions over the

binding energy window 7.5 to 8.5 eV, corresponding to the dynamics of popu-
lation of the MS1 state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.13 Schematic of the proposed excited state relaxation and simultaneous photo-
formation mechanism of the MS1 and MS2 states in SNP. . . . . . . . . . . . . 104

6.1 The PE spectrum of ferricyanide aqueous solution obtained by applying the
XUV pulse only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.2 Time-resolved photoelectron signal of ferricyanide aqueous solution. . . . . . . 109
6.3 Time-resolved photoelectron signal of ferricyanide aqueous solution as a func-

tion of the electron binding energy and delay time between the pump and probe
laser pulses recorded with a 400 nm pump beam and at the parallel relative
alignment of the pump-probe polarization . . . . . . . . . . . . . . . . . . . . 111

6.4 Schematic of the photochemical cycle of ferricyanide described in a simplified
energy level diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

6.5 Global fit reproduction of the experimental data for the magic angle and perpen-
dicular relative polarizations by the kinetic model described in the main body
of the text . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

6.6 The global fit results for the magic angle and perpendicular relative directions
of the pump pulse polarization . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.7 Transient binding energy integrated signal for a) parallel b) magic angle c) per-
pendicular relative alignment of pump and probe pulse polarizations. . . . . . . 118

6.8 Calculations of the potential energy surfaces along the a1g Fe-CN stretching
mode of the lowest doublet and quartet electronic states of ferricyanide . . . . . 121

vi



List of Figures

6.9 Transient energy spectra of state-associated photoelectrons from ferricyanide
aqueous solution following excitation at 3.1 eV . . . . . . . . . . . . . . . . . 122

6.10 Three-dimensional TA spectra recorded as a function of wavelength and pump-
probe delay time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.11 The species-associated TA spectra obtained from the fit results for different
excited states as well as for the ground state of the aqueous ferricyanide sample. 128

6.12 The time-dependent absorption signal traces of aqueous ferricyanide following
3.1 eV, 2LMCT, excitation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

vii





DEDICATION

For

My Wife

and my children

Murtadha

Zaid

Mohammed

and Maryam





Abstract

Photoinduced charge flow in transition-metal (TM) complexes is a driving fundamental pro-
cess in light-harvesting catalytic materials. Thus, interrogating the timescales and mecha-
nisms of these processes- that occur on ultrafast timescales- helps to facilitate the development
of efficient molecular devices, such as switches. Here, the electronic structure and excited
state dynamics of two prototypical TM complexes, ferricyanide [Fe(CN)6]3− and nitroprusside
[Fe(CN)5NO]2−, were investigated as promising candidates as molecular switches. The asso-
ciated time-dependent spectra of the ground and valence excited states and ultrafast kinetics
are reported. These studies represent a necessary step towards establishing the ultrashort pulse
extreme ultraviolet (XUV) time-resolved photoelectron spectroscopy (TRPES) technique as a
means to investigate dynamic electronic structure in aqueous solution.

Femtosecond TRPES was applied to investigate isomerization of aqueous nitroprusside.
Using ultrashort pump pulses at two different energies, different metal-to-ligand charge transfer
(MLCT) excited states were populated, leading to different isomerization processes and final
states. Photoisomerization triggered at 2.48 eV generated a metastable state, MS2, via rotation
of the NO ligand by 90°. Similarly, 3.1 eV excitation induced a NO ligand rotation of 180°,
and formation of another metastable state, MS1. In both cases, the photoelectron yield was
sensitive to this rotational isomerization. By probing the system with ultrashort XUV pulses
(21st harmonic of 800 nm, 32.6 eV) the population dynamics of the MS1 and MS2 states were
observed. The TRPES spectra highlighted a short-lived intermediate state on the way to MS2
population. The complete rotation (90° rotation angle) was found to occur in less than 240
fs after photoexcitation. Further TRPES results highlight generation of the MS1 state (180°
rotation angle) on a considerably longer timescale, ∼7.8 ps after optical excitation.

In the ferricyanide studies, both femtosecond TRPES and UV/Vis transient absorption spec-
troscopy (TA) experiments were performed to investigate the ultrafast electronic dynamics. 32.6
eV and white light supercontinuum probes were used in the TRPES and TA experiments, re-
spectively. A detailed investigation of the relaxation pathways following optical ligand-to-metal
charge transfer (LMCT) excitation was, therefore, performed to obtain spectral and kinetic in-
formation on the energy- and charge-flow processes occurring in aqueous ferricyanide. Addi-
tionally, in the TRPES experiments, different polarization alignments of the pump and probe
beams were used to investigate and identify the electronic dynamics. Both methods yielded
information about the initial and subsequently populated electronic states. Strong evidence for
spin crossover followed by geometrical distortions due to vibronic interactions in the excited
electronic states was observed. Electronic relaxation was found to occur on <200 fs timescales
for the LMCT state and <1 ps for the subsequently populated ligand field, LF, state(s). In con-
trast, the repopulation of the ground state, via an additional unidentified excited state, ES, is
considerably slower. The PES results corroborate previous findings, indicating an ES lifetime
of 10-20 ps, while the TA results indicate lifetimes of ∼ 150 ps.





Deutsche Kurzfassung

Die photoinduzierte Ladungstransferdynamik in Übergangsmetall (transition metal, TM)
Koordinationskomplexen ist einer der wichtigsten grundlegenden Schritte in
Lichtsammelprozessen in katalytischen Materialien. Die Beschreibung der Eigenschaften des
angeregten Zustands kann dazu beitragen, die auf ultraschnellen Zeitskalen stattfindenden
physikalischen und chemischen Prozesse besser zu verstehen, und damit die Entwicklung funk-
tioneller molekularer Schalter zu erleichtern. In dieser Arbeit wird die elektronische Struk-
tur zweier prototypischer TM-Komplexe, Ferricyanid [Fe(CN)6]3− und Natriumnitrosylprus-
siat [Fe(CN)5NO]2− untersucht. Solche Moleküle sind vielversprechende Kandidaten für die
Verwendung als molekulare Schalter aufgrund der in ihnen gefundenen lichtinduzierten Än-
derungen der Konformationsisomerie. Mittels zeitaufgelöster Experimente konnten sowohl die
zeitabhängigen Spektren des Grundzustands und der angeregten Zustände, als auch deren as-
soziierte ultraschnelle Kinetiken gemessen werden. Im ersten Teil dieser Arbeit wird.

Femtosekunden-Photoelektronenspektroskopie (TRPES) zur Untersuchung der
Isomerisierungsprozesse von Natriumnitrosylprussiat in wässriger Lösung eingesetzt. Die Iso-
merisierung ist gekennzeichnet durch Drehungen des NO-Liganden um 90° bzw. 180°, welche
durch. Photoanregung bei 2.48 eV bzw. 3.1 eV ausgelöst werden. In beiden Fällen, die als
metastabile Zustände MS2 bzw. MS1 bezeichnet werden, ist die Elektronenemissionsausbeute
empfindlich auf diese Rotationsisomerisierung. Durch Abfragen des Systems mit ultrakurzen
extremultravioletten (XUV) Pulsen (32.55 eV, 21te Harmonische der Fundamentalwellenlänge
von 800 nm) werden Informationen über die Population beider metastabiler Zustände gesam-
melt. Die PES-Spektren liefern Hinweise auf einen kurzlebigen Zwischenzustand während des
Aufbaus der Konfiguration MS2. Wir konnten zeigen, dass der komplette Rotationsprozess um
90° nach Photoanregung in weniger als 240 fs auftritt, während die Erzeugung des Zustandes
MS1 mit ca. 7.8 ps erheblich länger dauert.

Zur Untersuchung der Dynamik in Ferricyanid wird neben TRPES auch Femtosekunden
transiente Absorptionsspektroskopie (TA) eingesetzt, wobei ein optisches Superkontinuum in
den TA-Experimenten als Sonde zum Einsatz kommt. Die Kombination dieser beiden Tech-
niken ermöglicht eine gründliche Untersuchung der Relaxationswege nach optischer Ligand-
zu-Metall-Ladungstransfer-Anregung (LMCT), und somit der Energie- und Ladungstransfer-
prozesse von Ferricyanid in wässriger Lösung. Es finden sich starke Anzeichen für einen so-
genannten Spin Crossover, welcher zu geometrischen Verzerrungen durch vibronische Wech-
selwirkungen in den angeregten elektronischen Zuständen führt. Die Relaxation des LMCT
Zustandes erfolgt auf Zeitskalen von < 200 fs, während der nachfolgende Ligandenfeld (LF) Zu-
stand mit < 1 ps zerfällt. Im Gegensatz dazu ist die Rückkehr in den Grundzustand über einen
zusätzlichen angeregten Zustand, ES, deutlich langsamer. Die vorliegenden PES-Ergebnisse
bestätigen die Ergebnisse in der Literatur und weisen auf eine Lebensdauer von 10-20 ps für
den ES Zustand hin, während die TA-Ergebnisse Lebensdauern von 150 ps zeigen.





Chapter 1

General Overview and Motivations

Understanding the structure of atomic and molecular systems, which are the basic building
units of materials in nature, and revealing the dynamics of their interactions with light is of
fundamental relevance throughout different fields of science [1]. In particular, knowledge of
the fundamental properties of light-harvesting materials facilitates the control of their physical
and chemical behavior and the efficient development of functional devices. Furthermore, in-
sights into the photoinduced processes occurring in materials, such as photosynthesis or photo-
switching, provides new information that can be used to optimize solutions for efficient light-
energy harvesting devices.

One of the grand challenges in the exploration of the structure and function of molecular
and material systems is the investigation of the complex dynamics of correlated nuclear ge-
ometry and electron configuration rearrangement following photo-excitation processes. Such
investigations require the development and application of different methods and techniques to
gain a full description of the microscopic behavior of atomic, molecular and material systems.
In addition, the dynamic photo-physical and photo-chemical processes that occur in molecular
and material systems such as motion of nuclei, coupled rearrangement of electronic configura-
tions, and associated breaking/ forming of chemical bonds, take place on femto to nanosecond
timescales. Accordingly, the time-domain interrogation of such fast dynamics requires ultra-
short time-resolution and precision timing equipment. Different spectroscopic methods have
been established to acquire such information [2–6]. With the development of ultrashort pulse
laser sources, the evolution of time-resolved spectroscopic investigations has provided compre-
hensive insights into the dynamic behavior and, hence, mechanisms of operation of functional
materials. The combination of ultrashort pulsed lasers and high-performance detection devices
has provided powerful tools to directly investigate transient species in molecular and material
systems.

Static electronic structure can be interrogated by applying a single light beam and mea-
suring the absorption of, florescence from, or electron emission from molecular or material
systems. Implementation of a pair of precisely-timed ultrashort laser pulses in a pump-probe
configuration allows investigation of the electronic dynamics during a time interval following an
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initial photo-excitation process [7,8]. Such time-resolved spectroscopy techniques have proven
extremely useful in interrogating the population dynamics of electronically excited states of
molecular systems [9–13]. Various approaches of pump-probe techniques are employed as
spectroscopic probes, including Raman spectroscopy, florescence spectroscopy, photoemission
spectroscopy, and transient absorption spectroscopy [2, 14–16]. Employing these techniques
across different spectral ranges, a comprehensive suite of probes of molecular behavior are
available, with tunable light sources covering a wide range of photon energies with high tem-
poral resolution and selective probes of different molecular/material properties. Such method-
ologies can provide us with complete photophysical information of molecular systems in the
gas, solid, and liquid states [13, 17]. One route to extract such information in the time domain
is to perform pump-probe spectroscopy experiments. Here, a photophysicochemical processes
is initiated in a sample by applying a first (pump) pulse with a desired photon energy. The
temporal evolution of the system is monitored by creating a detectable signal by applying a
delayed probe pulse at a well-defined delay time. The arrival time of the two laser pulses is
adjusted by precisely controlling the time delay between them, either electronically or via dif-
ferential path lengths. The signal which is produced by the second (probe) pulse, ideally gives
us information about the electron (and potentially nuclear geometry) dynamics of the system
under investigation. By using this method, the evolution of different electronically excited states
can be followed within the range of applied time delay between the two pulses on timescales
greater than the duration of the pulses employed. One should also mention that the photophysic-
ochemical characteristics of the photo-active molecules can be comprehensively understood by
combining results obtained from various spectroscopic methods. Using the information ob-
tained from multiple different methods represents an incisive approach to ascertain knowledge
of various excited state processes such as isomerization, spin crossover, intramolecular charge
transfer, etc. [18–21].

Nowadays, the development of photo-active materials is of great interest in many fields of
physics, chemistry, biology, and material science. In novel materials, excited molecular states
with particularly desirable properties-such as light-emission, energy conversion via artificial
photosynthesis, and fast photosensitizers- are formed, making these materials useful in different
application spaces [22–24]. The associated photoactive molecules can be used as components
in much larger molecular devices, which are called photoactive functional materials. Such
devices are considered for the development of future energy sources based on photovoltaics and
photocatalysis and are capable of converting light energy into chemical energy via electronic
transitions in molecules [25–28].

A particularly interesting class of photo-active systems is the transition-metal (TM) coordi-
nation complexes. These complexes efficiently absorb electromagnetic radiation over a broad
range of photon energies extending across the UV and visible spectral regions. The photo-
physicochemical properties of TM systems, as well as the variety of their excited states are
particularly interesting aspects, making these compounds attractive for a range of innovative
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technologies [29]. TM complexes can be applied in many scientific and medical fields such
as photodynamic therapy [30–32], dye-sensitized solar cells [33–35], artificial photosynthe-
sis [25, 36], photocatalysis [37], biological imaging [32, 38], sensors [32], and photoswitching
molecular systems [39].

Among TM coordination complexes, compounds containing iron as the central metal are of
special interest. The high natural abundance of iron and the cheapness of its complexes make it
one of the promising candidates for various scientific applications such as, photocatalysis, mag-
netic switches, data storage, data display, and optical devices [40–45]. Furthermore, because
of the importance of understanding fundamental processes in nature, the study of the electron
dynamics of such compounds is an important issue for the scientific community and society
more generally .

In the present study, the photoemission spectroscopy (PES) and transient absorption spec-
troscopy (TAS) techniques have been employed to investigate the photoinduced electron dynam-
ics of two different molecular systems in aqueous solution. In both studies, the photon energy
of the pump pulse was tuned to efficiently promote the molecular system from the electronic
ground state to electronically excited states which exhibit an intramolecular charge transfer be-
tween the metal center and ligands in the molecule of interest.

With the PES technique, an extreme ultraviolet (XUV) probe pulse of sufficiently high pho-
ton energy was applied in order to overcome the binding energy of the valence electrons and,
thus, to promote them to the ionization continuum. The recorded PES spectra contain sig-
nificant contributions from the populated excited states, allowing us to extract qualitative and
quantitative information about the transient electronic structure of the molecule. The advantage
of photoemission spectroscopy is that it allows determination of the absolute binding energies
of the electronic configurations of static and transient states of the molecules under investi-
gation. However, in the photoemission experiment, high vacuum conditions are required for
the detection of the nascent photoelectron kinetic energy distributions, a challenging thing to
achieve in the vicinity of a volatile liquid sample. In order to facilitate such experiments in the
liquid phase, the liquid micro-jet technique was used to inject the sample into the laser-sample
interaction region as an aqueous solution.

UV/Visible transient absorption spectroscopy (TAS) is also used in the present work. In this
technique, the electronic dynamics are monitored by determining the changes in the absorption
of a broadband probe spectrum following the application of pump excitation pulses. White light
continuum generation is used as a probe source in these experiments.

The spectroscopic work in this thesis focuses on the evolution of the excited state elec-
tronic structure of two different molecular systems, namely nitroprusside [FeII(CN)5NO]2− and
ferricyanide [FeIII(CN)6]3− have been studied as photo-active molecular systems. Observa-
tion of the formation of linkage isomers in nitroprusside in an aqueous solution is investigated.
Femtosecond time-resolved spectroscopy of nitroprusside allowed us to probe the early-time
dynamics of transient species formation and isomerization following excitation to two different
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electronic states. The lifetimes of the transient states were accordingly extracted. The ferri-
cyanide model system underwent intramolecular charge transfer upon excitation with visible
laser light. For the ferricyanide system, the photoinduced dynamics were studied by apply-
ing pump-probe polarization-dependent transient PES and TAS spectroscopy. These studies
allowed points of contention regarding the nature of the initially photoexcited states in ferri-
cyanide to be clarified.

This thesis consists of the following chapters: Chapter 2 gives an introduction to transition
metal complexes, including a general description of the photoinduced processes that occur in the
samples which are studied in the present work. It also gives an overview of the preexisting liter-
ature on the mechanism of isomerization in nitroprusside and excited state relaxation dynamics
in ferricyanide molecules. Chapter 3 presents the methodological background relevant to the
transient photoemission and absorption spectroscopy experiments. In Chapter 4, a description
of the two spectroscopic setups, including the laser system and the generation of the pump and
probe pulses, is presented. In Chapter 5, the experimental data and the interpretation of the
ultrafast kinetics of linkage isomerism in nitroprusside aqueous solution is presented. Chapter
6 reports and discusses the experimental results of the ferricyanide aqueous solution, where the
excited state electron dynamics were studied using different polarizations of the pump beam.
Finally, Chapter 7 gives a conclusion of the findings obtained in this work for both molecular
systems.
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Chapter 2

Introduction

2.1 Transition Metal Complexes

Transition metal (TM) complexes are species of ligand coordination compounds which play im-
portant roles in biology, chemistry, physics, and material science. Accordingly, an understand-
ing of their molecular structure and behavior, drives their application in the chemical industry
and gives vital insights into the function of biological systems [46, 47]. Small TM molecular
systems are studied as models in many fields where complex interactions involving multiple
electronic states are prevalent. These include material synthesis, catalysis, solar energy conver-
sion, photophysics, and photochemistry research [48–52]. Light-induced population of excited
states of the TM complexes in the UV-visible range of the electromagnetic spectrum is an im-
portant facet of these compounds, resulting in reactions such as photochemical substitution,
isomerization, and dissociation/radical formation [53–55]. Such photoactive materials provide
an efficient way of energy harvesting in the UV/Visible spectral ranges [39, 56]. In general, the
TM molecules consist of a central d-block metal atom or ion (such as Cr, Mn, Fe, Co, Ni, Ru)
surrounded and bonded to a group of ionic or molecular functional groups which are referred to
as ligands (like CN, CO, pyridine). In TM complexes, the central metal ion forms bonds with
a number of ligands, according to the coordination number which is specific to the metal atom
and potentially its oxidation state.

2.1.1 Electronic Configurations of Transition Metal Complexes

The characterization of photo-active molecules in transient excited states and the description of
the photophysicochemical behavior of molecular systems can be understood through analysis
of the molecular orbitals. TM complexes, having an open d-shell, can possess coordination
numbers between 2 and 9, which are decisive in determining the mechanisms of the light-
driven processes occurring in transition metal complexes [57–60]. Coordination numbers from
four to six are rather common and such TM complexes have been studied extensively. For
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complexes which have coordination numbers of four and five, the molecular symmetry group
can be described as tetrahedral or square-planar with associated group symmetries of (Td) or
(D4h), respectively, whereas hexa-coordinated complexes can be described as having octahedral
(Oh) symmetry. In particular, in the present work, the samples of interest display a coordination
number of six and octahedral symmetry.

The characteristics of metal-ligand configurations in the TM complexes are often adequately
explained by ligand-field theory [61]. This theory explains the magnetic and electric properties,
stabilities, color, reactivity, and the electronic and geometrical structures of TM complexes by
describing the composition of the molecular orbitals and revealing the bonding nature between
the metal core and the ligands [61, 62]. Likewise, this theory successfully describes the hy-
bridization between the metal and ligand orbitals according to the orbital symmetry [61, 62].
The theory assumes that the molecular orbitals are formed via linear combinations of the metal
atomic orbitals (d, s and p) and the ligand molecular orbitals (σ ,π) [62].

In octahedral complexes, the frontier molecular orbitals of the central metal are normally
the partially filled d orbitals. The atomic d orbital electron probability distributions have five
different shapes (dz2 , dx2-y2 , dxy, dyz, and dzx) that can be aligned relative to the x, y, and z
molecular axes. The interaction between the ligand orbitals and the orbital of the metal center
gives rise to the formation of both bonding and antibonding orbitals in TM complexes [62].
As a result of this interaction and the associated electric field in an octahedral system, the five
orbitals of the center atom are split into the threefold degenerate eg set and twofold degenerate
t2g set. The electrons in the dz2 and dx2-y2 orbitals, which belong to the eg set, have higher
energy compared to the electrons of dxy, dxz and dyz orbitals of symmetry type t2g (see figure
2.1 for illustration). The separation in energy between the t2g and eg orbitals is named the
ligand field splitting parameter and is symbolized (∆o). The value of the ligand field splitting
parameter depends on many factors, including the nature of the ligands positioned around the
central metal ion, and the number of electrons in the d-shell of the central metal ion [63]. For
coordination compounds such as TM complexes, the energy difference between the split d-
orbitals often defines the color of the coordination complex, as the associated optical absorption
bands occur in the visible range. In general, the photoinduced electronic changes that occur
following absorption represent interesting and fundamental effects which influence the useful
properties of TM complexes.

Different excited states can be populated by irradiation with light, via electric-dipole-
allowed electronic transitions that satisfy the Franck-Condon principle [64]. One of the in-
teresting properties of TM complexes is the variety of excited states that occur, which depend
on the electronic configuration, the molecular geometric, and the type of the bond between the
central metal atom and ligands. Namely, the rich amount and tailorability of excited states in
TM complexes leads to their outstanding photophysical and photochemical properties and high
photo-reactivity.

Under photo-excitation of TM complexes, electrons can be transferred from or to the asso-
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ciated ligands, i.e., ligand-to-metal charge transfer (LMCT) or metal-to-ligand charge transfer
(MLCT) can occur. Transferring electron density between the metal-centered states (MC), the
ligand field states (LF), and between ligands (ligand-to-ligand charge transfer states, LLCT), ad-
ditional transitions can take place [65–68]. Following the aforementioned charge transfer tran-
sitions, ultrafast processes such as internal conversion and intersystem crossing (ISC) and the
population of long-lived excited states may also take place in TM complexes [22,69]. Thermo-
dynamically, excited states are unstable, decaying via either photon emission or non-radiatively,
or potentially leading to the dissociation of one or more metal-ligand bonds [69–71]. The mech-
anism of electronic relaxation from the excited state(s) to the ground state can involve the for-
mation of metastable (MS) states. Such transitions from the initial excited state to other excited
states can occur depending on the state spin multiplicities, proximities of the states in nuclear
coordinate space, the state coupling matrix elements and the excited state coupled electronic-
nuclear dynamics [14,72–74]. Relaxation to other electronic states can also produce changes of
bond length [75] and breakage or formation of bonds [76].

Figure 2.1: Splitting characteristics of the five d orbitals (dz2 , dx2-y2 , dxy, dyz, and dzx) in an
octahedral geometry system and ligand field.

The photo-induced and non-radiative transitions are occurring in TM complexes responsible
for the different species, kinetics, and reactions of the molecular system. The transient species,
formed during the relaxation process, are associated with different electronic and/or geometric
configurations of the molecule, leading to different properties compared to the ground state.
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Some of these electronic states show a high sensitivity to the environment, for example by
exhibiting luminescence or color changes, and thus, they are relevant for sensing, imaging, and
photo-labeling applications [77, 78]. The timescale for different relaxation pathways strongly
depends on the electronic configuration of the molecular system, the type of transition and its
environment.

Photo-excitation generally populates a number of vibrationally excited states in the electron-
ically excited state due to a range of non-zero Franck-Condon factors. Thus, one should also
consider that a part of the relaxation behavior of the electronically excited states is associated
with intra-and intermolecular vibrational energy transfer, which can potentially be monitored
via vibrational and some vibronically sensitive time-resolved spectroscopies.

2.2 Isomerization

A photoisomerization process involves a light-induced transformation of a molecule from a
specific geometric arrangement of the atoms into a molecule with the same molecular formula
but with the atoms arranged differently in the molecule [79]. In this particular case, isomers of
TM complexes are formed when one or more ligands can be connected to the metal atom(s) in
different ways. The isomerization process frequently leads to changes in the chemical, phys-
ical, structural and optical properties of the molecular system [80, 81]. Thus, understanding
this process is important in the application of TM complexes, particularly photo-switching
and photo-chromic devices. There are two main patterns of isomerism, structural isomerism,
and stereoisomerism. Structural isomerism occurs when the molecular systems have the same
molecular formula but exhibit different bonding patterns and different arrangements of atoms.
Whereas stereoisomerism represents compounds having the same molecular formula but differ-
ing in the relative orientation and positions of the atoms in three-dimensional space. Linkage
isomerism, which is of interest in this work, is a kind of isomerism where the molecular sys-
tems have the same structure but different connectivity of ligands with the TM center. There-
fore, they belong to the second type, stereoisomerism. Such metallic complexes, which can
undergo photo-switching, are very important in many fields such as medicine, chemistry or
physics [82–85] and spectroscopic observations of such molecules provide useful insights into
the electronic relaxation processes which may occur following photo-excitation and during the
isomerization and subsequent relaxation events.

2.2.1 Light-Induced Linkage-Isomers of the Nitroprusside Complex

A large family of complexes showing linkage isomerism are the nitrosyl compounds with the
general composition [MLx(NO)]n, where M represents a transition metal (e.g., Fe, Ni, Ru,
and Os), x represents the number of ligands, n is the total charge of the molecule, and L de-
notes a ligand such as F−, Cl−, CN−, NH3, and NO [39, 86, 87]. Among these complexes,

8



Chapter 2. Introduction

Na2[FeII(CN)5NO] (sodium nitroprusside) is a prototypical system for studying the generation
of the photoinduced nitrosyl linkage isomerism complexes [88]. Sodium nitroprusside is a TM
complex with an octahedral symmetry, which consists of an iron atom center, cyanide groups,
and a nitro moiety ligand. This molecule has two accessible metastable linkage isomer states
[FeII(CN)5(η1-ON)]2− and [FeII(CN)5(η2-NO)]2− named the MS1 and MS2 states, respec-
tively [89]. In both cases, transferring electrons from the iron atom to the NO ligand induces a
rotation of the NO ligand. Thus, the formation of the metastable states MS1 and MS2 can be
triggered by MLCT excitation from the iron center to the NO orbital configuration.

The molecular orbital configuration of nitroprusside was obtained through spectroscopic
investigations of the energy level structure of this molecule [90, 91]. Such information is the
key to understanding the charge transitions that lead to metastable states in the system. In
addition, the relevant molecular orbital level diagram facilitates interpretation of the absorption
spectrum. A part of the energy level diagram for [FeII(CN)5(ON)]2−, which was computed by
Manoharan and Gray, is shown in figure 2.2 [91]. This diagram includes orbitals originating
from hybridization of the π and σ -orbitals for both the CN and NO ligands and the 3d-, 4s-
, and 4p-orbitals of iron. The ground state of the nitroprusside molecule has a valence shell
of 42 electrons located in the hybridized orbitals shown in figure 2.2. The highest occupied
molecular orbital (HOMO) in the ground state can be labeled as the 2b2(xy) orbital, within the
C4v symmetry point group. The lowest unoccupied molecular orbital (LUMO) is labeled as the
7e(π*NO) molecular orbital. The HOMO orbital, 2b2(xy), is filled with 2 electrons, which are
mainly localized at the metal atom [90,91]. The 6e orbital (HOMO-1), which lies closely to the
HOMO orbital, is filled with 4 electrons and also contributes to the photo-excitation process in
the UV range. The 7e orbital mainly arises from hybridization of the iron d-orbital and π(NO)
orbitals, whereas the CN orbitals have a rather small contributions.

By absorption of a photon of 2.48 eV energy (500 nm), nitroprusside can be readily elec-
tronically excited via a transition from the 2b2(xy) (HOMO) into the antibonding 7e(π*NO)
( LUMO) orbital. This photon energy corresponds to the 20,200 cm-1 separation between the
2b2(xy) and 7e energy levels reported in Ref. [91]. Another transition occurs at approximately
26,600 cm-1 (3.1 eV or 400nm) corresponding to photo-excitation from the occupied 6e(xz,yz)
(HOMO-1) molecular orbital to the antibonding 7e(π*NO) (LUMO) [91]. These two elec-
tronic transitions initiate the population of the metastable states, MS1 and MS2, respectively.
In addition, many other electronic ligand-ligand transitions can occur in nitroprusside following
excitation in the UV range. However, these transitions are beyond the focus of the present work.

Relative information about the orbital energy levels can be experimentally obtained by mea-
suring the UV/Vis absorption spectra of the sample. The spectral shape of the absorption bands
depends on the differences in energy between the orbital energy levels at the probed nuclear ge-
ometry and their occupancy. The absorption spectrum of the sample solution,with concentration
of 100 mM and using a cuvette with 0.1 mm thickness, in the wavelength range of 350-750 eV
was obtained in the present work using a UV/Vis spectrophotometer (Implen, Nano). This
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Figure 2.2: Molecular orbital diagram of the nitroprusside, [FeII(CN)5NO]2−, molecule [90,91]

absorption spectrum was used to characterize the initial electronic transitions in the nitro-
prusside sample. All measurements were performed at ambient temperature. The absorption
spectrum of nitroprusside solution is shown in figure 2.3. As can be seen in the figure, the
absorption spectrum exhibits two pronounced peaks. A superposition of two Gaussian profiles
was used to fit the spectrum. From the fit routine, the widths and the positions of the peaks
can be identified in the spectrum. One of the peaks is located at a 400 nm wavelength, corre-
sponding to a 3.1 eV photon energy and exhibits a higher intensity than the other peak which is
positioned at wavelength of a 500 nm (∼2.5 eV photon energy). These two peaks are associated
with the electronic transitions between the 6e (HOMO-1) and 2b2 (MOMO) molecular orbitals
to the antibonding7e molecular orbital (LUMO), respectively. Since the energy difference be-
tween the 2b2 and 6e levels was reported to be 6400 cm-1, the measured aqueous absorption
spectrum is in a good agreement with the calculated energy level diagram of the nitroprusside
sample [91]. Both the 500 nm (2.5 eV) and 400 nm (3.1 eV) excitations correspond to a singlet-
singlet MLCT transitions, which can be utilized to indirectly populate the MS2 and MS1 states
in the nitroprusside molecule.

10



Chapter 2. Introduction

Figure 2.3: The absorbance spectrum of nitroprusside molecules in aqueous solution. The solid
lines represent the decomposition of the measured spectrum into contributions of two different
MLCT excitation bands characterized by Gaussian profiles. The excitation photon energies
used in the PES experiment are indicated by the arrows.

2.2.2 Nature and Molecular Structure of the Metastable States MS1 and
MS2 in Nitroprusside

Photoinduced rearrangements in the nitroprusside molecule are attributed to the NO ligand,
which can be oriented in different ways with respect to the central metal atom, leading to the
isomerization phenomenon. Besides its application as a blood-pressure-regulative agent [92],
the nitroprusside compound has received much attention in the last few decades due to its appli-
cations as a prototypical system for the investigation of charge-transfer processes and isomer-
ization reactions [93–97]. Further potential applications include a light-induced N-O release
for photodynamic therapy [98], optical switching and dynamic holography [99, 100], and pho-
toinduced chemical reactions [87]. Being initially discovered by Mössbauer spectroscopy in
1977 [94], the photophysics of isomerism have been extensively studied in crystals [101–105],
and more recently also in solutions, where the [FeII(CN)5NO]2− ion is spatially separated
from its counter-ion [93, 106–108]. Structural and spectroscopic properties were described by
many theoretical calculations, which have been performed to interpret the photophysics of this
molecule [109,110]. Different techniques have been used to investigate isomerism in nitroprus-
side molecules, such as transmission Mössbauer spectroscopy (TMS) [111–113], soft X-ray
absorption spectroscopy [114], holography [115–117], infrared spectroscopy [106, 118], Ra-
man spectroscopy [102], differential scanning calorimetry [96, 119], neutron diffraction [104],
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and UV/Visible absorption spectroscopy [93]. These studies revealed that the final product of
the isomerization reaction depends on the applied photon energy. This can be understood by
considering cuts of the electronic potential energy surfaces along the coordinate of linkage iso-
merization (corresponding to geometry-optimized configurations of the electronic ground state
for the given Fe–N–O valence angle). Figure 2.4 shows the cuts of the potential energy sur-
face for the ground state (black curve), as well as for the lowest excited singlet (red) and triplet
(green) electronic states along the ground state minimum energy path [120]. Under irradiation
with blue-green light (450–560 nm), the nitroprusside molecule is promoted from its singlet
ground state (GS) with a central metal and ligand NO angle of <Fe–N–O = 180° to the MLCT
excited state, corresponding to the transition from the HOMO (predominately 2b2(xy)), to the
LUMO (predominately π*NO) [90]. This transition triggers the geometrical reorganization of
the Fe–NO bond towards an almost orthogonal (<Fe–N–O≈ 77°) side-on metastable configu-
ration of NO, labeled the MS2 state [101, 104, 105].

hν

ES

ES

X
,

Figure 2.4: Calculated minimum energy path on the ground state potential energy surface along
the coordinate of linkage isomerization of nitroprusside (relaxed potential for the fixed Fe–N–O
valence angle), shown as the black curve. Also shown are cuts of the potential energy surfaces
of the lowest excited singlet (red) and triplet (green) electronic states along this ground state
minimum energy path. The geometric configurations of the GS, MS1, and MS2 minimum are
shown as insets [120]. A possible intermediate state in a potential well on the route to MS2 is
highlighted on the singlet and triplet ES states as 1,3X.

Using light of shorter wavelength (<450 nm) results in the population of a higher-lying
excited state via the HOMO (6e(xz,yz)) to LUMO (π*NO) transition, not shown in figure 2.4
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[90].This transition to MLCT excited state leads to the formation of the isonitrosyl (Fe–O–N)
metastable configuration, MS1 [101, 104, 105], corresponding to a higher-lying local minimum
of the ground state potential energy surface at <Fe–O–N = 0° (see figure2.4).

Extended irradiation can also lead to re-excitation from MS1 or MS2 into higher-lying ex-
cited states, from where relaxation to other regions of nuclear geometric coordinate space of the
electronic ground state or to the metastable MS1, MS2 states is possible [119,121]. In particular,
continuous exposure to radiation in the range of 900–1200 nm leads to transfer of about 30–35%
of the anions from MS1 into MS2 with the rest repopulating the ground state [97, 121, 122]. In
addition, the spontaneous relaxation from the MS states towards the GS equilibrium configura-
tion proceeds radioactively and is thermally activated. Furthermore, both the MS1 and the MS2
states, can be depopulated and transferred back to the ground state when irradiated with light in
the red to infrared wavelength range between 600–900 nm for MS1 and in the spectral range of
600–1200 nm for MS2, or thermally by increasing the temperature of the sample to overcome
the potential barriers of these configuration minima [97, 121, 122].

2.2.3 Relaxation Dynamics of Linkage Isomerism in Nitroprusside

The photosensitive metallic nitroprusside system has drawn particular attention as a photo-
switchable molecule which has unique properties that can be directly controlled by light. To
understand the important components of the mechanism of the photoreaction, it is a necessity
to identify the lifetimes of the metastable states.

Several research groups have studied electron dynamics in nitroprusside molecules under
different conditions. Such investigations indicate that, at temperatures below 200 K, both
metastable states (MS1, MS2) have lifetimes greater than 109 s [123, 124]. Due to this long
lifetime, the nitroprusside molecule attracted the interest of many research groups as a promis-
ing functional material for use in light-energy-storage elements. Utilizing nanosecond transient
absorption (TA) spectroscopy at ambient temperature, Schaniel et al have determined the cor-
responding lifetime of MS2 to be 180 ns in single crystals and 110 ns in aqueous solution [93].
They found that the population density of MS2 also depends on the intensity and pulse duration
of the applied irradiation, as well as on the temperature. Another research group found that the
lifetime of MS1 at room temperature is approximately 110 ns when sodium nitroprusside is dis-
solved in methanol [108]. More recent femtosecond transient absorption (TA) studies addressed
the initial excited state relaxation processes to the metastable states directly. They revealed that
the relaxation from the initial excited state ES to MS2 is monoexponential with a time constant
of about 300 fs in single crystals, the concurrent direct back transfer from ES to GS was found
to proceed in the same time range, and the over-all population-transfer efficiency from GS to
MS2 was about 10% [100, 125]. Complementary picosecond IR transient absorption experi-
ments in methanol solutions by Lynch et al have confirmed the previously reported values for
the lifetimes of the MS1 and MS2 states (i.e., the relaxations from the MS1 and MS2 states
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towards the GS state) [108]. The IR transient absorption technique provided evidence for an
ultrafast transition (in ≤ 25 fs) from the initially populated ES to an intermediate state X, from
which MS2 state was assumed to be populated with a time constant of 300 fs [108]. However,
the limited time resolution of the IR transient absorption experiments did not allow the early-
time dynamics of photoexcited nitroprusside molecules to be decisively studied. Additionally,
for the population of the MS1 state has yet to be studied using the spectroscopic techniques.
Thus, the mechanism of formation of this state is still unclear.

In general, despite previous extensive investigations, the description of the isomerism pro-
cess in nitroprusside, including the determination of the lifetimes of the initially excited state,
the identification of the pathways to the metastable states (MS1 and MS2), the competing re-
laxation channels, and the measurement of absolute electron binding energies of the involved
states, is not complete and requires further investigations.

Here, we apply femtosecond transient photoelectron spectroscopy (PES), to investigate the
excitation to the two lowest-lying singlet MLCT states and the subsequent early-time dynamics
of the NO ligand of nitroprusside in aqueous solution. After excitation with the desired pump
pulse photo energy, the electron photoemission yield produced with extreme ultraviolet (XUV)
photons provides information about the lifetime of the MLCT states, as well as the population
dynamics of the MS1and MS2 states. It further enables the determination of the electronic
binding energies of the ground and intermediate states. The high time resolution achieved in
the present experiment allows us to track the electron dynamics on a time scale shorter than
those reported previously.

2.3 Excited-State Dynamics in Transition Metal Complexes

During the past decades, many studies focused on the photophysics of TM complexes, which
was motivated by their potential applications in fields such as electrochemistry, catalysis, en-
ergy conversion, and switchable optical devices [49,126–129]. Beyond these applications, these
complexes have fascinating photophysical properties and serve as model systems to understand
the fundamental concepts of photo-excited materials [130, 131]. For a comprehensive under-
standing of photo-active TM complexes, it is crucial to reveal the lifetime and pathways of their
photoinduced electron dynamics [132]. With the innovation and development of ultrafast spec-
troscopic techniques, a new research field of studying intramolecular charge transfer processes
in transition metal complexes has been established in the time domain. These studies revealed
mechanism of intramolecular relaxation processes such as intersystem crossing, internal con-
version, intramolecular vibrational energy redistribution, and vibrational cooling. Depending
on the structure of the molecular system, such intramolecular relaxation processes can be ex-
tremely fast. Moreover, in soft-matter systems, the influence of the environment may also be a
crucial factor affecting the mechanism of electron transfer and relaxation dynamics [133, 134].
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2.3.1 Ferricyanide as a Model System

Transition metal complexes have been extensively studied to understand charge transfer reac-
tions in solutions, where the solvent has important effects on the molecular dynamics. Among
various transition metal complexes, hexacyanoferrate has received much attention as a suit-
able model system to study the effects of electron dynamics [132]. Depending on the oxida-
tion state of the iron, this TM complex can carry a different overall negative charge in solu-
tion. In particular, ferrocyanide [FeII(CN)6]4− or ferricyanide [FeIII(CN)6]3− molecules can
be formed. Hexacyanoferrate consists of an iron metal (Fe3+/2+) center bound to six cyanide
ligands (see the right panel of figure 2.6). There were many studies on the photophysicochemi-
cal dynamics of hexacyanoferrate that aimed to reveal the ligand exchange mechanism and the
photooxidation processes of this compound under different conditions. The absorption spectra
of [FeIII(CN)6]3− and [FeII(CN)6]4− were measured as early as the 1940s [135–138]. Later,
ligand field transitions, giving rise to absorption bands of the complex were observed, opening
the door to studies of π back-bonding [136]. The soft X-ray photoelectron (PE) spectroscopy
technique was used to measure the spectra of iron aqueous solutions for both the ferrocyanide
and ferricyanide complexes [139]. This study focused on the valence electronic structure of
ferrous (Fe2+) and ferric (Fe3+) irons in hexacyano complexes dissolved in water [139]. An-
other research group characterized the charge transfer excitations in ferricyanide using resonant
inelastic x-ray scattering [140]. The optical absorption spectroscopy technique was used to in-
vestigate the splitting of 3d energy levels in aqueous Fe2+/3+ complexes [141]. Other researchers
have focused on studying the charge-transfer-to-solvent (CTTS) effects and the binding energy
(BE) of the solvated electron arising from UV photodetachment of ferrocyanide in water [142].

2.3.2 Electronic Structure of the Ferricyanide Ion

In particular, the ferricyanide anion has served as a popular molecular system for studying
the intramolecular charge-transfer between central metal atoms and ligands in TM complexes.
Figure 2.5 shows the absorption spectrum of ferricyanide in the UV-Visible light range at room
temperature using a spectrophotometer (Implen, Nano). The sample concentration was 10 mM
and a cuvette of 0.1 mm thickness was used. The absorption spectrum of ferricyanide exhibits
many bands in the shown wavelength range of 230-550 nm. One should note that there are no
peaks occurring at >450 nm in the ferricyanide ion spectrum, which means there are no dipole-
allowed photoinduced electronic transitions in this range. Therefore, the rest of the spectrum at
longer wavelengths is not shown. In the shorter wavelength absorption spectrum one can see the
appearance of two overlapping peaks at 421 nm and 398 nm. Two other separated bands appear
at 303 and 260 nm. According to the literature, these bands in the spectrum can be attributed to
the intramolecular charge transfer transitions of LMCT character [136,137,143]. There are two
other transitions lying on the shoulders of the peak at 303 nm, having maximum at ∼ 285 and
325 nm. These peaks are assigned to LF transitions [137, 143]. At lower wavelengths (higher
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photon energies), not shown in the present spectrum, the absorption bands of ferricyanide are
defined by MLCT transitions [21, 136, 143]. One should mention that ferricyanide ions can
be prepared from salts with different cations such as Li+, Na+, K+. For different cations, the
relative intensities and positions of all bands of ferricyanide which appear in the absorption
spectrum remain the same [144].

Figure 2.5: The absorption spectrum of ferricyanide in aqueous solution. The labeled peaks
represent the contributions of different LMCT excitations and ligand field transitions, LF, which
is taken from references [21, 136, 145]. The excitation photon energy used in the present study
(TRPES) is 400 nm.

Many researches have focused on the interpretation of the absorption spectra of ferricyanide
and ferrocyanide [136,145–148]. This interpretation is based on the calculated electronic struc-
ture of ferricyanide and ferrocyanide molecules. Such ferricyanide calculations provide infor-
mation about the energy level and molecular orbital scheme of this system, enabling the inter-
pretation of the various bands of the absorption spectra. Figure 2.6 shows the molecular orbital
diagram of the ground state of ferricyanide calculated using an extended Hückel molecular or-
bital calculation [143]. The ground state of ferricyanide has a low spin configuration [136,145].
The d5 shell of iron results in an octahedral symmetry of the ferricyanide complex that is split
into a degenerate 2E and a lower nondegenerate 2A state by spin-orbit coupling effects [149].
The ground state of ferricyanide with a partially full electronic d5 sub-shell, has the molecular
configuration ((a1g)2 (t1u)6 (eg)4 (t2g)5 (eg

*)0 (t2g
*)0), where the unoccupied molecular orbitals

are eg
* and t2g

* [150]. Figure 2.6 shows how the molecular orbitals (bonding and antibonding)
are composed by combining the CN ligand orbitals and the electronic orbitals of the iron atom
(s, p, d). In more details, the a1g is generated from the CN orbital (σ ) and 4s orbital of the
iron atom [151]. The molecular orbitals t1u (HOMO–2) and eg (HOMO–1) are composed as
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πCN–donor (86%) + Fe(dxy, dyz, dxz) (10%) and σCN–bonding (78%)+ Fe(dx2–dy2 ,dz2) (21%)
orbitals, respectively [152]. The HOMO, which is referred to as the t2g molecular orbital in
the D3d symmetry point group, is generated by the combination of Fe(dxy, dyz, dxz) (77%) +
πCN–acceptor (12%) + πCN–donor (12%) orbitals [152]. The LUMO molecular orbital (e*

g) is
composed of Fe(dx2-y2 , dz2) (54%) + σCN–donor (42%) + σCN–acceptor (2%) [152]. The higher
energy molecular orbitals are mainly localized on the σ and π orbitals of the CN ligands [152].
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Figure 2.6: The structure and molecular orbital diagram of the ferricyanide, [Fe(CN)6]3−,
molecule [143]

The observed positions of the bands at 420 nm (2.95 eV) and 398 nm (3.11 eV) in the
absorption spectrum can be assigned as having LMCT character from the t1u ligand orbital to
t2g and eg metal orbital, respectively [147]. The calculated energy level scheme predicts four
other charge transfer bands at 303 nm, 260 nm, 285 nm, and 325 nm to be t2g −→ t2u, t2g −→
t1u, t2g −→ eg, t2g −→ t1g transitions, respectively [136,137,145,153]. In the present study, the
electronic transitions at a 400 nm excitation wavelength is utilized to initiate electron dynamics
in the ferricyanide anion.

2.3.3 Light-Induced Relaxation Dynamics in Ferricyanide

The ultrafast photodynamics of ferricyanide have been intensively studied as a model system
of a photoswitchable coordination complex [154–156]. Prampolini et al have investigated the
structural and dynamic properties of ferro- and ferricyanide in aqueous solution by employing
the IR spectroscopy technique [157]. They provided a detailed description of the structure and
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dynamics of ferricyanide and ferrocyanide dissolved in water and heavy water, D2O. Recently,
Zhang et al have used a polarization-resolved pump (UV)-probe (mid-IR) spectroscopy to in-
vestigate the dynamics of electron-hole localization in ferricyanide after excitation of an LMCT
state at a wavelength of 400 nm [154]. In this study, evidence was obtained about electron
localization occurring following a structural reorganization of the system on a picosecond time
scale. This charge localization depends on the solvent, preserving the octahedral symmetry
of the electronic ground state in the LMCT excited state by delocalizing the ligand hole on
the six ligands [134]. Later, using the experimental setup described in chapter 4, Engel et al

have studied ferricyanide aqueous solutions using ultrafast XUV photoemission spectroscopy
to monitor the electron relaxation dynamics following optical excitation at 400 nm [132]. They
found evidence for ultrafast spin crossover followed by geometrical distortions in the excited
electronic states. The latter result provides a rather different interpretation of the electron re-
laxation pathway in comparison to the localization/delocalization model [132]. Engel et al sug-
gested a sequential relaxation process, giving rise to the double exponential decay of the LMCT
state with time constants of 176+50

−32 fs and 749+129
−96 fs, respectively. More recently, another

research group has studied the charge-transfer and impulsive electronic-vibrational energy con-
version in ferricyanide aqueous solutions using ultrafast photoelectron and transient infrared
techniques [154]. They considered, however, that there is a mono-exponential decay of the
LMCT state to the ground state within an approximately 0.5 ps time scale. Furthermore, they
found that the ferricyanide molecular system stays in the electronic ground state with significant
vibrational excitation which completely decays on a 10 ps time scale.

The recent research focused on interrogating the initial population dynamics and interpret-
ing the observed ultrafast electron dynamics in terms of a well-established energy-domain pic-
ture of the ferricyanide system [132, 154]. However, a complete description of the relaxation
dynamics of this system following photo-excitation remains an open issue. In particular, the
question remains about the primary and subsequently populated electronic states involved in
the relaxation processes. In the present work, we aim to provide a robust description of these
relaxation processes and to provide a consistent treatment of our own experiments and the some-
what contradictory literature. For this purpose, the electron population distributions associated
with various states have been followed using two polarization-resolved techniques, photoelec-
tron spectroscopy (PES) and UV/Visible transient absorption spectroscopy (TAS).
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Experimental Methods

3.1 Femtosecond Pump-Probe Time-Resolved Spectroscopy

The study of electronic structural dynamics of solutions and solid materials following pho-
toexcitation is a key to understanding photo-catalytic material behaviors and their functions.
Ultrafast time-resolved spectroscopy, based on sample interaction with pairs of ultrashort laser
pulses, represents a powerful tool for investigating and characterizing the electronic and struc-
tural properties of transient states. In particular, femtosecond time-resolved methods facilitate
the study of excited-state molecular dynamics or molecular processes such as charge and en-
ergy transfer, molecular rearrangements as well as the detection of intermediate excited states
in chemical reactions [13, 158, 159]. The principle of pump-probe time-resolved spectroscopy
involves at least two laser pulses where the first pulse, with appropriate photon energy, causes
the photo-induced population of excited states in a sample molecular or material system at a de-
fined time. This pulse is referred to as a pump. The subsequent relaxation processes occurring
in the molecular or material system or the chemical reaction that follows after the photo-induced
excitation, are interrogated by interaction with a second pulse, known as the probe. The arrival
time of the probe pulse is defined and can be accurately varied on the femtosecond timescale
with respect to the pump. Thus, by monitoring the probe signal as a function of the time delay
between the pump and probe pulses, the time-dependent evolution of the excited state, induced
by the pump pulse, can be investigated with femtosecond resolution. Here we use femtosecond
time-resolved photoelectron and UV-Visible absorption spectroscopy to study electronic transi-
tions, ionization and absorption dynamics of the studied samples. The dynamical information
of electronic processes, traced by the temporal progression of the excited state signals, typi-
cally ranges from the microsecond to sub-picosecond regime. To investigate such dynamics,
the transient PES and TAS techniques can be utilized in various optical configurations spanning
a wide range of time-resolutions from the millisecond through to the attosecond regime. A pri-
mary concern in femtosecond (or attosecond) time-resolved experiments is minimization of the
pump and probe pulse durations and the characterization of the temporal width of the combined
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effect of the laser pulses, which determines the time resolution in the experiments.

3.2 Ultrashort Laser Pulses

3.2.1 Mathematical Description of Ultrashort Laser Pulses

The electric field of a laser pulse can be described as follows [160]:

E(z, t) = Eo(z, t)e−i(kz−ωot+φo), (3.1)

where Eo(z,t) is the amplitude of the electric field, k is the wave vector at central frequency ωo,
and φo represents the temporal phase of the pulses frequency components at t = 0. The wave
vector and frequency of the laser pulse are connected by k = n(ω)ω/c with n(ω) being the
wavelength-dependent refractive index and c being the speed of light.

The laser pulse can be expressed, at a certain position in space where kz is set to zero, by
multiplying the plane wave representation equation with a time dependent envelope, A(t), as
follows [160]:

E(z, t) = Eo A(t)ei(ωot−φ(t)), (3.2)

where φ(t) is a time-dependent phase, that defines the relative phase between the envelope and
the carrier frequency and how the frequency components of the ultrashort pulse evolve in time.
The temporal shape of laser pulses are frequently described by a Gaussian envelope with the
following formula:

A(t) = e−
t2

2σ2 , (3.3)

where σ is the width of the Gaussian envelope and is related to the Full-Width-Half-Maximum
(FWHM) of the pulse by:

FWHM =
√

2ln2σ . (3.4)

The associated temporal evolution of the electric field of such laser pulse is shown in figure
3.1a.

The laser field can also be described in the frequency domain, where the link between time
and frequency is given by the Fourier transform relations [160, 161]:

E(ω) =
∫

∞

−∞

ε (t)eiωtdt

ε(t) =
1

2π

∫
∞

−∞

E (ω)e−iωtdω (3.5)

The Fourier transform of a Gaussian pulse in the time-domain produces a Gaussian envelope
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in the energy-domain, resulting in a complex valued spectrum with the following form [160]:

Eo(ω) =
Eo

τ
√

2π
e
−(ω−ωo)2

2τ2 e−iϕ(ω), (3.6)

where τ = 1/σ and ϕ(ω) is the spectral phase.

There is a relation between temporal and spectral characteristics of the laser field through the
uncertainty principle and Fourier transform theory, which defines a lower limit for the product
of the temporal width in seconds, ∆t, and bandwidth, ∆ν , in Hertz. Accordingly, in order
to generate laser pulses with a short duration, it is necessary to employ a sufficiently broad
spectral bandwidth.

The relationship between the spectral width ∆ω and the duration ∆t of a pulse can be ex-
pressed as:

∆ω∆t ≥ K (3.7)

where equality to K is the minimum value associated with the shortest pulse possible from a
specified bandwidth. This corresponds to unique value of the spectral/temporal phase. The
pulse shape determines the minimum value, for example this constant is 0.441 for a Gaussian
function. This relationship leads to the time–energy uncertainty principle, which has several
important consequences in ultrashort pulse optics and light-matter interactions.

When short optical pulses propagate through a dispersive medium the frequency-dependent
refractive index of the medium modifies the temporal and spectral phase of the propagating
pulse. In transparent media, different frequency (or wavelength) components of ultrashort
pulses exhibit different refractive indices and since the velocity of light in the material is pro-
portional to its refractive index, this leads to them propagating at different velocities. This effect
is called optical dispersion, which is a linear optical phenomenon. Dispersion is often charac-
terized in two ways, depending on the type of transparent material. If the shorter wavelength
components propagate through the material more slowly than the longer ones, the pulse can
be described as positively or up-chirped. Otherwise, when the shorter wavelength components
travel faster than the longer wavelength components, the pulse can be described as negatively
or down-chirped. As a result of both dispersion cases, when a short optical pulse propagates
through a transparent medium it experiences a group delay, a duration variation and a frequency
chirp. An example of a linear positive/up chirp is shown in figure 3.1 b.

If a short pulse described by equation 3.6 has propagated a distance, x, through a transparent
medium (e.g. a piece of glass or a prism), the optical pulse in the spectral domain can be written
as [161]:

E(ω,x) = Eo(ω)e[−ik(ω)x], (3.8)

where k(ω) is a frequency-dependent propagation factor and can be expressed as k(ω) =

n(ω)/c and n(ω) is the frequency-dependent refractive index of the material.
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Figure 3.1: Time evolution of the electric field associated with an ultrashort pulse, a) a transform
limited and b) a positively linearly chirped pulse

In order to analytically calculate the propagation effects, the propagation factor can be
rewritten by applying a Taylor expansion as a function of the angular frequency [161]:

k(ω) = k(ωo)+ k
′
(ω−ωo)+

1
2

k
′′
(ω−ω2)

2 + ..., (3.9)

where

k
′
= (dk(ω)

dω
)ωo = ( 1

vg(ω))ωo

k
′′
= (dk(ω)2

dω2 )ωo =
d

dω
( 1

vg(ω))ωo =
λ 3

2πc2
d2n
dλ 2

The third term in Equation 3.9 is known as group velocity dispersion (GVD) where vg(ω)

is the group velocity and the derivative of its inverse with respect to angular frequency is pro-
portional to group velocity dispersion (GVD). The sign of k

′′
depends on the curvature of the

dispersion of the index, d2n/dλ 2. For the k
′′
(ωo) > 0 case, which is the most usual situation, the

refractive index decreases as the wavelength increases, leading to the longer wavelengths prop-
agating faster and thus positive chirp or up-chirp occurring. For negative k

′′
(ωo) < 0, the GVD

is negative and thus negative chirp or down-chirp is produced where the spectral components
with the shorter wavelengths propagate faster.

The temporal broadening of an ultrashort pulse due to linear dispersion is usually an un-
desirable effect in time-resolved spectroscopy experiments due to the resulting reduction of
experimental time resolution. To minimize such effects, optical components in femtosecond
beam lines (such as lenses, polarizers) are made as thin as possible. Furthermore, where time
resolution must be maximized, prism, grating, or chirped mirror compressors must be used to
minimize GVD (or higher order dispersion terms) to produce as close as possible to transform
limited pulses at the experiment.
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3.2.2 Synthesis of Ultrashort Pulses

Ultrashort pulsed lasers have been extensively applied in order to investigate physical and chem-
ical processes which take place on extremely short time scales, such as molecular vibrations,
charge transfer processes and molecular conformational changes [13,159,162]. These processes
may take place on a femto to picosecond time scales, thus, laser pulses with similar or shorter
pulse durations are required to resolve these processes in the time-domain. In order to generate
such ultrashort laser pulses, an active optical medium with broad spectral bandwidth emis-
sion characteristics is required. Ultrashort laser pulses are generated based on mode-locking
processes. This process takes place in an optical resonator (or cavity). In the simplest case,
the cavity consists of at least two mirrors, which are positioned in a linear arrangement, and
a gain medium. One of these mirrors is highly reflective and the other is semi-transparent.
Titanium:sapphire (Ti:Sa) crystals have been established as dominant ultrashort pulse gain
media since the 1980s due to their broad emission band in the spectral range of 670–1070
nm [163–166]. When laser waves are reflected back and forth in the cavity making many passes
through the gain medium, the electromagnetic waves add up constructively inside the resonator,
generating a discrete set of standing waves. Only wavelengths that constructively interfere with
themselves survive in the cavity, i.e. those that satisfy the condition:

n =
λ

Lc
,n = 1,2,3 (3.10)

where Lc is the cavity length.

The large range of frequencies in the gain profile of the active medium leads to the genera-
tion of different longitudinal modes in the laser cavity. These modes start independently from
each another and their phases are generally random, resulting in a continuous wave (CW) mode
of lasing. However, all lasing modes satisfy the condition in equation 3.10 and those with iden-
tical (or very similar) phases generate a train of pulses where the distances between adjacent
pulses are equal to twice the cavity length.

To generate ultrashort laser pulses from the maximum number of frequency modes, the
oscillating optical waves must propagate with equal phases on each pass through the cavity.
This can be achieved by supporting the laser cavity with a component that enhances cavity
losses when the laser operates in a random longitudinal phase, i.e. a CW, regime. Otherwise,
this component should enhance lasing when the phases of different modes are (near) equal and
short pulses with high intensities are produced. This principle is the basis of a method called
Kerr lens mode-locking. The idea of mode-locking in the cavity relies on decreasing losses by
fixing the phase relation of the oscillating pulses in the laser cavity [161, 164].

The Kerr lens mode-locking technique, which relies on the optical Kerr effect, has become
a common way to produce phase-locked, femtosecond duration laser pulses. This technique
produces an ultrashort pulse by superposition of many electromagnetic waves of different fre-
quencies, to produce an optical wave packet with a defined phase relation between the frequency
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components. At the unique point where all frequency components have the same phase delay,
the pulse is at its shortest and can be referred to as Fourier transform limited.

An ultrashort pulse oscillator makes use of near transform limited pulses and the Kerr ef-
fect in the active medium to selectively focus short pulses. This is achieved by setting up the
oscillator cavity around this Kerr lens. High pulse intensities and the associated focusing of the
intra-cavity laser beam result in short pulses being efficiently amplified. Thus, an intensity de-
pendent loss mechanism is introduced to favor mode-locking and ultrashort pulses production.

The Kerr lens mode-locking depends on the intensity-dependent refractive index of a trans-
missive medium. In such a medium, the refractive index can be described by:

n = no +n2I, (3.11)

Where no is the linear refractive index, n2 is a nonlinear refractive index, and I is the intensity
of the laser pulse.

The intensity of the laser beam, which propagates in the medium, often has a near Gaussian
spatial distribution in the transverse plane perpendicular to the propagation direction. Propa-
gation of such a beam in the nonlinear medium leads to changes of the refractive index of this
medium, where the high intensities that occur at the center of the beam produce a large change
of refractive index and a lower change of the refractive index occurs at the beam edges. In
normally dispersive media, this leads to the pulse edge traveling faster than the high intensity
component at the center of the beam. Thus, the medium acts as a lens and the beam is focused.
The higher the intensity of the beam, the harder the focusing (up to the limits of free-carrier
generation, and potentially optical damage).

Ultrashort pulse oscillator gain media are usually continuously pumped. The non-linear
intracavity Kerr-lensing occurs due to noise fluctuations (that are often piezo-driven), that result
in transient intensity increases that favor pulsing and selective-amplification of pulses over a
CW background.

The mode-locking mechanism is enhanced by inserting an aperture in the cavity in order
to allow only the focused, high-intensity beams to pass. Generally, a physical aperture is not
used as the Ti:Sa crystal can be used to both focus and aperture the beam, when the Kerr lens is
approximately set. As a result, only the focused light will be able to travel in the cavity and be
amplified. The produced short pulses are outcoupled through a partially reflective cavity mirror
(the output coupler), generating a train of pulses.

In addition, in a Ti:Sa laser cavity, when a short pulse travels through the Ti:Sa crystal, any
other transmissive optics, and any air or gas in the cavity, a linear dispersion occurs. Therefore,
as a short pulse propagates in the cavity, the pulse is continuously broadened time, preventing
ultrashort pulse operation. The associated linear dispersion can be compensated by putting a
pair of prisms or a set of chirped mirrors in the cavity, which introduce net negative group delay
dispersion, and hence the positive chirp accumulated by the pulses propagating through material
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in the cavity can be compensated and ultrashort pulses are generated by the oscillator [167,168].

3.3 Fundamental Aspects of Linear and Non-linear Optics

3.3.1 Nonlinear Polarization, Phase-matching, and Pump Pulse Genera-
tion

Efficient excitation of sample systems occurs at sample resonances. Therefore, to linearly and
efficiently excite arbitrary samples, we require pump pulses with specific pump photon ener-
gies. In the present work, second harmonic generation or a specific wavelength produced by
an optical parametric amplifier (OPA) have been applied as pump sources. In general, the pro-
cess of producing different wavelengths is based on the application of intense laser fields in
nonlinear optical media.

When an electric field (E) interacts with atoms, molecules, or materials, the electron density
is polarized and displaced from the nucleus. In this case, a macroscopic electric dipole moment
is created in a material. The induced electric dipole per volume of the material is called polar-
ization (P). In principle, by investigating the induced polarization of the molecular system, a
given material may be characterized depending on its response to the incident electromagnetic
field. The response of any optical medium depends on the strength of the incident laser field.
At a low intensity of the incident laser field, the induced polarization predominantly exhibits
a linear response, proportional to the field strength of the applied electromagnetic wave. In
this limit, the polarization under the influence of the applied laser field E(t) is time-dependent.
The relationship between the induced polarization and the applied optical field can be described
as [169, 170]:

−→
P (t) = εoχ

−→
E (t), (3.12)

where εo is the electric permittivity of the vacuum and (χ) is the first-order optical suscep-
tibility of the material.

In the linear regime, the polarization of the medium only carries those frequencies which
are presented in the originally applied wave. Thus, the incident light wavelength remains un-
changed.

When the intensity of the applied laser field is high, the polarization of the medium can no
longer be described as linear. In this regime, a nonlinear interaction between the electrons in
the material and the field give rise to many effects, such as the generation of new frequencies
or modulation of the properties of the incident fields. The relation between the polarization and
the incident laser field can be expressed as a power series. Including the linear term in equation
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3.12, the total polarization becomes [169, 170]:

P(t) = εo(χ
(1)E(t)+χ

(2)E(t)2 +χ
(3)E(t)3 + ...)

= P(1)(t)+P(2)(t)+P(3)(t)+ ......, (3.13)

where χ (2)and χ (3) correspond to the second and third order nonlinear susceptibilities, and
P(1),P(2) and P(3) are the first-order, second-order and third-order polarization, respectively.

Different nonlinear physical processes arise from the various orders of the nonlinear polar-
ization. These processes facilitate the generation of waves with new frequencies.

We now consider a wave which propagates along the z direction with frequency ω . This
field can be described as:

E(t) = Eocos(ωt), (3.14)

where Eo is the amplitude of the incident field. From equations 3.13 and 3.14 and by using
relevant trigonometric relations, the total polarization of the medium can be expressed [170]:

P(t) = ε0(
1
2

χ
(2)E2 +(χ(1)E +

3
4

χ
(3)E3)cos(ωt)

+
1
2

χ
(2)E2cos(2ωt)+

1
4

χ
(3)E3cos(3ωt)), (3.15)

The first term of equation 3.15 is independent of the frequency and is referred to as optical
rectification. According to this term, the input field can induce a DC electric field in the optical
material which is generally very weak. The second term contains the nonlinear contribution to
the refractive index at the same frequency of the applied field. This process gives rise to the in-
tensity dependence of the medium refractive index. The third term includes oscillation at twice
the frequency of the input light, 2ω . This process is called second-harmonic generation (SHG).
The last term of the equation describes a third-order nonlinear process, which is referred to as
third harmonic generation (THG) that produces a 3ω output. The efficiency of the higher order
nonlinear process is typically lower because the higher order susceptibilities, χ(>2), have lower
values. Thus, second order, χ(2), processes are generally the most efficient routes for generating
light at new frequencies. In equation 3.13, the set of nonlinear terms acts as a source of dif-
ferent frequencies. Moreover, each component can be responsible for energy transfer between
different components of the field at different applied frequencies. Hence, several interesting
nonlinear phenomena generally occur simultaneously. Further frequencies can be generated if
we consider the application of several electromagnetic waves of different frequencies propagat-
ing through the medium. In the quadratic term of equation 3.13, not only SHG processes occur
but the sum or difference frequencies of the imposed fields can be generated. For a detailed
description of the generation of the new frequencies, let us consider two superimposed fields
oscillating with frequencies of ω1 and ω2 and propagating along the z-direction. The electric
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field for this superposition can be described as:

E(t) = E1cos(ω1t)+E2cos(ω2t). (3.16)

Here E1 and E2 are the amplitudes of the incident fields.

Below we consider the second order polarization term along the z-direction. Thus we have:

E(t)2 = E2
1 cos(ω1t)2 +E2

2 cos(ω2t)2 +2E1E2cos(ω1t)cos(ω2t), (3.17)

By using the following trigonometric relations:

cos2(θ) = 1/2+1/2cos(2θ),

cos(θ)cos(φ) = 1/2cos(θ +φ)+1/2cos(θ −φ),

The second-order polarization can be written as:

E(t)2 = εoχ
(2)[

1
2
(E2

1 +E2
2)+

1
2

E2
1 cos(2ω1t)+

1
2

E2
2 cos(2ω2t)

+E1E2cos((ω1 +ω2)t)+E1E2cos((ω1−ω2)t)], (3.18)

The above equation represents a new electric field which contains several interesting terms,
such as the two field time-independent rectification term, terms oscillating at twice the input
frequencies, (2ω1 and 2ω2), associated with SHG, as well as terms oscillating at the sum of the
input frequencies, (ω1+ω2), and at the difference of the input frequencies (ω1−ω2). These last
two terms are responsible for two different nonlinear processes. The first of them is called sum-
frequency generation (SFG) which creates a new frequency depending on the sum of the input
frequencies. The second process is called difference-frequency generation (DFG), which results
in a frequency equal to the difference between the two input frequencies. Optical parametric
amplifiers (OPAs) are specific examples of devices making use of this effect. These phenomena
as well as the second harmonic generation process are illustrated in figure 3.2. Summarizing,
different nonlinear terms of the induced polarization, lead to processes of different orders of
nonlinearity. In particular, the second-order polarization P(2) can result in second-harmonic
generation (SHG), sum-frequency generation (SFG), difference-frequency generation (DFG)
and optical rectification (OR). The third order polarization P(3) also induce useful and po-
tentially undesirable processes such as third harmonic generation (THG), phase conjugation,
self-focusing and self-phase modulation [169, 170]. The associated new frequencies are micro-
scopically generated simultaneously. However, the efficient creation of a usable output wave
via one of these processes, requires well-defined phase-matching conditions. Phase-matching
considerations are especially important to favor a particular desired process in the nonlinear
medium.

The nonlinear crystals, which are used as a medium to produce new frequencies from the
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Figure 3.2: Energy-level diagram describing a) second-harmonic generation, b) sum-frequency
generation, and c) difference-frequency generation.

applied optical field are generally anisotropic, i.e. the relevant refractive index and polarizability
is dependent on the polarization of the applied optical field. Accordingly, such anisotropic
optical media exhibit double refraction phenomena (birefringence). Birefringent crystals are
categorized in two types, uniaxial and biaxial birefringent crystals, which depends on whether
the crystal has one or two optical axes, respectively. Generally, when an optical field travels
through a uniaxial crystal, this field will split into two components. The first component will
propagate in accordance with an angle-independent (but frequency-dependent) refractive index,
referred to as the ordinary beam (o) and the other will propagate in accordance with a refractive
index which is dependent on the angle that the incident beam makes with the optical axis, with
this component referred to as the extraordinary beam (e). The value of the birefringence in
a uniaxial optical crystal is the difference between the refractive index of the ordinary beam
(no) and the refractive index of the extraordinary beam (ne). For no > ne, the crystal is termed a
negative uniaxial crystal, otherwise, when no < ne, it is a positive uniaxial crystal. In a nonlinear
optical crystal, both the incident wave and any newly generated wave must travel in the crystal
at the same phase velocity to efficiently generate the new frequencies. Otherwise, a phase slip
will occur that will eventually lead to destructive interference between the waves generated at
different points in the medium.

To understand how the phase-matching condition can be achieved for a specific fundamental
wavelength, figure 3.3 shows a two-dimensional projection of the refractive index for a nonlin-
ear crystal in the xz-plane. The refractive indices of the ordinary, no, and extraordinary beam,
ne, are shown as solid and dashed lines, respectively. The refractive index of an anisotropic
crystal is the same in all directions, so the refractive index is depicted as spherical. Whilst the
refractive index of an anisotropic crystal is represented as an ellipsoid. When the fundamen-
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tal optical field passes through the crystal at an angle θ with respect to the optical axis, the
refractive index is given by:

1
ne(θ)2 =

sin2θ

n2
e

+
cos2θ

n2
o

, (3.19)

θ

ne(ω)

no(ω)

ne(2ω) no(2ω)

Optical axis

K(ω)

Figure 3.3: Refractive index variation for fundamental and second harmonic beams in a uniaxial
crystal.

In particular, SHG is a good example which can be used as an instructive tool to define proper
phase matching conditions in a birefringent crystal, in this case for a SHG process. A beta bar-
ium borate crystal, (BBO), a negative uniaxial crystal, is the most common type used in such
a case. The condition for the proper phase matching angle is n(2ω) = 2n(ω). In figure 3.3 ,
the angle (θ ) is between the propagating optical beam and the optical axis of the crystal. The
ellipses represent all refractive indices of the extraordinary waves and the circles are for the
ordinary beams. As can be seen, the refractive indices of the ordinary wave (fundamental) and
the extraordinary wave (second harmonic) can be matched at the intersection point, which is
shown with a black dot in the figure. Using birefringent, transmissive crystals, phase matching
can be achieved by appropriately orienting the crystal. Here, the angles of the polarization of
the fundamental field are adjusted with respect to the optical axis in order to set the same phase
velocity of the two fields as they propagate inside the nonlinear medium shapes of facilitat-
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ing efficient SHG. Such a scheme can be readily generalized SFG and DFG (including OPA)
processes [170].

It should be mentioned that not all crystals exhibit second-order nonlinearities, which are
related to the crystal symmetry. The even-order susceptibilities are zero in materials that have
inversion symmetry. Accordingly, the induced polarization is also zero [170].

3.3.2 Self-Phase Modulation and the Generation of White Light Super-
continua

The mechanism behind the generation of a white light continuum (WLC) is the, χ(3), self-phase
modulation process. Self-phase modulation (SPM) occurs when an intense laser field interacts
with a nonlinear medium, modifying the spectral phase and amplitude of the incident laser
pulse differently for the various frequencies existing in the pulse. The modification of the pulse
spectrum manifests as a frequency broadening of the laser pulse.

The electric field of a laser pulse propagating in a medium, can be described as follows:

E(z, t) = Eo(z, t)ei(knz−ωoz) = Eo(z, t)eiφ , (3.20)

where k = 2π

λ
is the wave number, Eo (z,t) is the pulse envelope of the laser field, ωo is the

central frequency of pulsed laser, n is the time-dependent refractive index of the material, and
φ is the temporal phase of the laser field.

When a laser beam of high intensity propagates inside a polarizable medium, the refractive
index is modulated due to the nonlinear response (see equation 3.11). Therefore, the electric
field of the applied laser in the medium over a length L can be rewritten as:

E(L, t) = Eo(L, t)ei(knoL+kn2I(t)L−ωot) = Eoei(φNL(L,t)+φo), (3.21)

where φNL(L, t) is the nonlinear time-dependent phase which results from the time-varying
intensity I(t) of the wave. Solving equation 3.21 with respect to the time-dependent phase,
yields [161]:

φNL(t) =
n2I(t)Lωo

c
, (3.22)

where c is the speed of light.

The nonlinear temporal phase changes during the propagation of the pulse in a medium are
related to the changes in the frequency of the laser pulse, which leads to the frequency modu-
lation. The induced frequency change ∆ω(t) is equal to the difference between the frequency
ω(t) and the central frequency ωo, thus ω(t) can be expressed as [161]:

∆ω(t) =
∂

∂ t
φNL(t)−ωo =−n2

dI(t)
dt

ωo

c
(3.23)
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According to equation 3.23, when a high-intensity pulse propagates in a medium, its fre-
quency will be shifted by an amount which is dependent on the intensity of this pulse. Figure
3.4 shows the temporal variation of the frequency of a pulse which is caused by associated
non-linear temporal variation of the phase.

Figure 3.4: Frequency shifts in a nonlinear medium.

This phase variation leads to a red shift of the frequencies at the leading edge of the pulse,
whilst phase variation leads to a blue shift at the trailing edge of the pulse. This produces
a lower instantaneous frequency at the leading edge (when the frequency is decreased) and a
higher instantaneous frequency at the trailing edge (when the frequency is increased), causing
the whole spectrum to broaden in time.

3.3.3 Cross-Phase Modulation

Cross-phase modulation (XPM) is the phase modulation of a laser pulse which takes place
due to a time-dependent alteration of the refractive index of a material in the presence of a
second, intense, laser beam. This process may occur in time-resolved experiments when two
pulses are overlapped temporally and spatially, manifesting as shifts of the probe spectrum as
a function of delay time between the two pulses. At the beginning of the overlap between the
pump-probe pulses, when the leading edge of the pump pulse overlaps with trailing edge of the
probe pulse, the XPM effect leads to shifting of the probe spectrum to longer wavelengths (red).
Whilst, at the end of the overlap between the two pulses, when the trailing edge of the pump
pulse overlaps, a shift will occur to shorter wavelengths (blue) due to the XPM effect. In the
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TAS experiment, the time-dependent nonlinear refractive-index change is induced by the pump
pulse and observed via the probe pulse spectrum.

The XPM signal is produced without any energy transfer to or from the sample, i.e. it does
not arise due to the system under investigation. This means the effect also arises to varying
degrees in essentially transparent materials such as the solvent or the silica cuvette.

As a result of this effect, a strong signal occurs at around time zero. This effect, which is
a TAS equivalent to the (multiphoton or laser-assisted stimulated emission) cross-correlation in
PES, can thus be used to estimate the time zero position when the pump and probe pulses are
overlapped in the sample. The XPM effect can be formulated mathematically by the differential
optical signal D(ω, td) induced by pumping as [171]:

D(ω, td) =−12
ω|a1|2σe√
|η |

× Im(exp[− [td + t0(ω)]2

ητ2
1

+ i
t0(ω)

βτ2
2

td + t0(ω)

ητ2
1

+(
t0(ω)

2βτ2
2
)

1
ητ2

1
− iϕ

2
])

(3.24)
where ϕ = arctan( Imη

Reη
), td is the pump-probe delay, τ1,2 are the Gaussian pulse durations of

the pump and probe pulses, β denotes the chirp rate, ω is the probe frequency, the σe is the
instantaneous electronic response to amplitude, a1, of the non-chirped pump pulse, η = 1+
2ξ 2

α
,α = 1− i2βτ2

2 ,ξ = τ2/τ1

The TA spectra exhibit another effect, which is called temporal chirp. The word chirp is used
to describe the temporal offset of wavelengths within a spectrally broadband pulse. This chirp
arises from the variation of the refractive index with frequency in the media, inducing optical
elements air and the sample itself. Due to the transmissive broad bandwidth of ultrashort laser
pulses and the dispersion properties of all materials, an increase or decrease of the total pulse
duration occurs as the pulse propagates. For higher photon energies (lower wavelengths), the
refractive index is larger. Thus, this effect can be explained by the dispersive conditions of the
transparent medium, the photons of longer wavelengths travel faster in a medium than the ones
with shorter wavelengths. The probe pulse chirp results in a wavelength-dependent shift, to(ω),
of the initially populated resonant state signal, as well as for the cross-phase modulation signal
in the TA spectroscopy technique.

3.4 Transient XUV Photoelectron Spectroscopy

In this thesis, the investigation of intermolecular charge and energy transfer in TM complexes
in aqueous solution is surveyed extensively using the time-resolved photoelectron spectroscopy
(TRPES) technique. Since the coupled electronic and nuclear dynamics of molecules takes
place on the femto to picosecond timescale, ultrashort laser pulses can be used to interrogate
such problems in the time-domain. The combination of the TRPES technique with ultrashort
laser pulses represents a powerful tool to explore the molecular system evolution as it is sensitive
to nuclear dynamics, electronic configuration, and the excitation and relaxation channels via the

32



Chapter 3. Experimental Methods

photoelectrons produced through photoionization.

3.4.1 Principles of Time-Resolved Photoelectron Spectroscopy

The TRPES technique has been established as one of the most important methods to study dy-
namic processes of molecular systems, which occur on the ultrafast time scales [14,162]. These
processes, such as direct dissociation, ultrafast internal conversion, isomerization, and vibra-
tional energy redistribution, often lead to both structural and charge density rearrangements
of molecules [161, 172–175]. This methodology was used as a possible tool for the study of
the bulk and surface electronic states of solids in the 1980s using picosecond time-resolved
PES [176]. Application of ultrafast laser pulse in TRPES technique has led to breakthroughs in
our understanding of fundamental chemical processes [162, 177, 178]. Such research revealed
the mechanism of chemical reactions ranging in complexity from bond-breaking in diatomic
molecules to excited multi-state dynamics in larger organic and biological molecules [162,179].

The principle of the pump-probe TRPES technique is based on applying two ultrashort light
pulses, with the first pump pulse being used to bring the atom or molecule into an excited, time-
evolving state by absorbing a photon. This may lead to the promotion of electrons from the
equilibrium ground state to an unstable excited state. The probe pulse is used to promote the
electrons in the excited state(s) and potentially the ground state above the vacuum level, causing
ionization. The principle of extreme ultraviolet (XUV) photoemission experiments is based on
measuring the kinetic energy of the emitted photoelectrons from the sample at different time
delays between the pump and XUV probe pulses. With this technique, it is possible to determine
the transient population density of the electronic states, with different binding energies. The
binding energies of the excited state as well as the ground state are determined based on the
known energy of the absorbed incident photons (hυ) and the measured kinetic energies. With
(Ekin) representing the observed kinetic energy, the binding energy (EBind) of electrons can be
defined as [180]:

EBind = hυ−EKin (3.25)

A schematic representation of the TRPES principle using extreme ultraviolet (XUV) probe
pulses is shown in figure 3.5. An ultrashort laser pump (typically a specifically chosen visible
or UV wavelength generated using a femtosecond pulse optical parameter amplifier (OPA) sys-
tem or by generating a harmonic of the femtosecond pulse laser source) is used, for example, to
excite the electrons from the highest occupied molecular orbital (HOMO) into the lowest unoc-
cupied molecular orbital (LUMO) (see figure 3.5), producing a non-equilibrium excited state.
In order to avoid multi-photon photoemission processes, the pulse energy/intensity of the pump
should not significantly exceed the multi-photon ionization threshold of the sample. When the
energy gap between the ground state and an excited state is equal to the incident photon en-
ergy of the pump beam, sample molecules maybe resonantly promoted to the excited state.
Optimization of the laser wavelength and the intensity of the pump beam plays an important
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role to increase the population of electrons in the excited state while minimizing multi-photon
excitation.

The XUV probe pulse, with a sufficiently high photon energy, is used to photo-ionize
the molecules, producing photoelectrons with defined kinetic engines. With the use of the
XUV-light, the initially occupied states, as well as the electronic states populated by the photo-
excitation process, are probed simultaneously via excitation above the vacuum level. The in-
formation obtained from this experiments can be considered to be dependent on the population
and nature of the occupied and unoccupied molecular orbitals. By measuring the kinetic energy
(and potentially angular and spin distribution) of the photoemitted electrons, the initial (ground),
intermediate (excited), and final (photo-oxidized) states of the sample molecules can be inves-
tigated. Thus, the electron dynamics, including the energetics and lifetime of the excited states
and their relaxation pathways can be monitored using the TRPES technique.

At the moment when the pump and probe pulses arrive at the sample at the same time, their
arrival defines the time-zero (t0) of the experiment. A molecule in the ground state absorbs a
photon from the pump pulse, with the excitation process triggering the investigated dynamics.
At a short time delay between the two pulses (the two pulses still overlap temporally), the elec-
trons in the initially populated excited state and the unexcited ground state can be promoted
to the vacuum level by absorbing photons from the pump and/or probe beam. The photoemit-
ted electrons gain a high kinetic energy by absorption of the XUV photon, with this process
potentially occurring via short-lived neutral and/or photo-oxidized states. At a very short time
delay (near to time zero), the excited state has a maximum population. When the experiment is
performed under favorable pump intensity conditions and temporal overlap of the two pulses is
diminished, the non-linear resonant laser-assisted photo effect disappears [181].

The electronic population of the pump-excited state also decreases due to the molecule-
and environmental-driven relaxation of electrons to the lower-lying excited states, including the
equilibrium ground state. These mechanisms lead to a decrease in the electronic population
of the excited state and a reduced signal of the associated ionized electrons, as shown in the
upper left panel of figure 3.5. The decay of such excited state populations can be described by
exponential decay behavior, e−∆t/τ , where τ represents the lifetime of an excited state .

Recording the photoemission spectrum at subsequent time intervals gives the characteristics
of the studied material at a particular time delay, ∆t. The electronic dynamics of the molecules
can be monitored by displaying the photoelectron spectrum for various time delays of the pump
with respect to the probe pulse. A high temporal resolution for spectra recorded using the
TRPES experiment is achieved when the duration of both pump and probe pulses are short.
The temporal resolution of the experiment is defined by a cross-correlation (CC), where the
convolution of the pump and probe pulses determines the electron yield signal as the time delay
between them is swept over.
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Figure 3.5: Schematic representation of the pump-probe TRPES experiment. A molecule in
the initial ground state absorbs a photon from the pump beam and it is promoted to the excited
state, in this case via HOMO−→LUMO transition. Upon absorption of highly energetic XUV
photons, a single photon is sufficient to emit electrons from the ground state as well as from
the excited state to the vacuum level. The kinetic energy spectrum of the emitted electrons is
measured, which represents the characteristics of the molecules at a certain time delay ∆t (blue
and red curves). At zero-time delay, a maximum electronic population of the excited states is
probed (the red curve). When the pump and probe pulses no longer temporally overlap, the
electronic population in the excited state decreases as the excited electronic distribution relaxes
with the population of lower-lying states, including the ground state (the red dashed curves).
Applying different time delays between the pump and the XUV probe pulse yields a perspective
on the electronic under dynamics and the chemical changes occurring in the molecules over the
probed time delay.

Finally, one can summarize femtosecond pump-probe PES experiments with the following
four steps: (i) the preparation of excited statesat a well-defined time; the nature of which depend
on the excitation energy, laser intensity, pulse duration/temporal shape of the pump laser field
and the transition probability between the ground state and the excited state of the sample pump-
prepared. (ii) the dynamical evolution of the photoexcited material. (iii) the probing of the
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nonstationary superposition state at a well-defined time and (iv) repetition of steps (i)-(iii) at
different pump-probe delay times to build up the TRPES spectrum [162].

3.4.2 Generation of ultrashort XUV pulses

As previously discussed, a pulsed XUV light source can be used in TRPES experiments as a
probe pulse. In this experiment, the XUV light is the 21st harmonic of an ultrashort pulse tita-
nium: sapphire laser system. This pulse is created using high-order nonlinear optical processes.

High harmonic generation (HHG) occurs when an intense short laser pulse interacts with
an atomic, molecular, material system [182–185]. This process occurs when an intense laser
field interacts with the medium non-perturbatively to produce electrons, that are driven in the
laser field, resulting in emission of coherent radiation at multiples of the incident laser fre-
quency [186]. In the gas-phase, HHG light can be produced by focusing an ultra-short laser
pulse (usually with near-infrared wavelengths) to an intensity of the order of 1013–1014 W/cm2

in a noble gas medium [187,188]. Since the first observation of low-order harmonic generation
(second and third harmonics) in crystals [189–191], rapid progress in high order frequency up-
conversion process has occurred. In 1978, Reintjes et al succeeded to generate the fifth- and
seventh-harmonics of an Nd:YAG laser [192]. Bokor et al produced the 7th harmonic of the
248-nm output of an Excimer laser in helium gas, where the nonlinear interaction took place by
focusing the laser beam onto a supersonic helium gas jet [193]. Using ultrashort pulse lasers,
the development of XUV light sources has continued, allowing high order harmonics to be pro-
duced with a relatively high photon flux and short pulse durations. In 1987, applying a pulsed
laser of 350 fs pulse duration, McPherson et al successfully generated the 17th harmonic order
from the interaction of intense ultraviolet krypton fluoride Excimer laser pulses (248 nm, ∼20
mJ pulse energy ) with neon gas [194]. From then onwards, many other studies on harmonic
generation have been performed to achieve higher harmonic orders and higher conversion effi-
ciencies. For example, Li et al observed the 21st harmonic in Xenon, 29th harmonic in Krypton,
and 33rd harmonic in Argon at the fundamental wavelength of 1064 nm of a mode-locked Nd-
YAG laser with 30 fs pulse duration and an intensity of 3×1013 W/cm2 [195]. A systematic
study of HHG in different noble gases has been made with subpicosecond pulsed laser funda-
mental sources. The observation of harmonic emission has been found up to the 15th in He, 13th

in Ne, and 9th in Ar, Kr, and Xe gas [196]. In 1993, L’Huillier et al observed the 29th harmonic
in Xe, the 57th harmonic in Ar, and the 135th harmonic in Ne gas by using an Nd: glass laser
with a pulse duration of 1 ps and a 1053 nm central wavelength [197]. Nowadays, modern laser
technology is culminating in the generation of intense few-cycle laser pulses that facilitate the
generation of subfemtosecond, toward attosecond, extreme ultraviolet/x-ray pulses with a high
up-conversion efficiency [198–200].

With such developments, using HHG light as a probe source has become a viable approach
to monitor the electronic structure and ultrafast photodynamics of gaseous and condensed phase
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materials [120,132,201,202]. The generated HHG light has a number of useful characteristics.
The high photon energies, bandwidths of the pulses, short pulse durations/high temporal co-
herence, relatively small divergence /high spatial coherence, and relatively high photon flux
make this light source useful in the investigation of ultrafast dynamics, particularly in the con-
densed phase. Moreover, due to the half-cycle nature of the HHG process, pulse durations in
the range of femtoseconds to attoseconds may be produced [203, 204]. This has lead to HHG
light being adopted in a wide range of practical applications such as surface dynamics [205],
high-resolution imaging [206, 207], and molecular dynamics studies [208–210].

HHG light provides coherent radiation in the high-frequency range which can extend to the
soft x-ray regime [211, 212]. Only odd harmonic orders are produced in the HHG spectrum
by the interaction of a single ultrashort laser pulses with a gaseous medium. This is due to
the inversion symmetry of the nonlinear process in (randomly oriented) gaseous systems [170,
213]. At solid surfaces, odd as well as even harmonics of the fundamental laser frequency are
produced due to symmetry breaking at the plasma-vacuum interface [170, 213].

The HHG spectrum generated from gaseous media has particular salient features which are
illustrated in figure 3.6.

Figure 3.6: A schematic illustration of the HHG spectrum. In the perturbative regime, at lower
harmonic orders, the HHG spectrum has a negative slope. The plateau region, extends over the
range of intermediate orders and is terminated at the cut-off energy point, which determines the
highest harmonic orders. The decrease of the harmonic peak intensities after the cut-off point
is also shown. Only odd harmonic orders of the fundamental frequency can be produced in an
isotropic gas-phase medium.

At the first few lower order harmonic frequencies, an intensity pattern dominates in which
the intensity of harmonics has a negative slope and decreases rapidly with the increase of the
harmonic orders. This is followed by a non-perturbative plateau region. In the plateau region,
the harmonics have roughly the same intensity up to high harmonic orders. Eventually, the
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plateau region is terminated, at which point, the harmonic intensity drops rapidly. This point is
well-defined as a cut-off frequency. An important aspect of the HHG spectrum is that it is not
what is expected from perturbative nonlinear optics, which would predict a decrease in intensity
with the increase of the harmonic orders [186].

In 1993 Kulander [214] and Corkum [186] provided a theoretical description of the mech-
anism of the gas-phase HHG process. The basic features of HHG can be clearly explained in
terms of the semiclassical three-step model. Remarkably, in atomic systems, this model pro-
vides predictions which are supported by a more elaborate direct solution of the time-dependent
Schrodinger equation (TDSE) [186, 215].

As shown in the figure 3.7, the semi-classical three-step model can be summarized as fol-
lows:

1. Tunnel ionization: The electron is in a ground state and bound to the parent atom by
the Coulomb potential. When a strong laser field interacts with the atom, the Coulomb
potential barrier is deformed and an electron can tunnel through the barrier potential and
escape from the atom with zero initial kinetic energy.

2. Acceleration: The ionized electron, with zero initial kinetic energy in the continuum, is
accelerated away from the parent atom by a laser field. When the field changes its sign, a
portion of the electrons are accelerated and coherently driven back toward the parent ion.

3. Recombination: Finally, the returning electron recombines with the parent ion and re-
leases the energy absorbed by emitting a high-energy photon.

The three-step model can quite accurately describe the experimental results when rare gas
atom media are considered and provide a reasonable explanation of the HHG emission. The
goal of the model is to characterize the behavior of the atomic or molecular system under the
influence of the intense laser field and to visualize the ionization process of the electron, accel-
eration, and recombination with its parent ion. In the following, these processes are described
in detail.

• Ionization:

Initially, the electron is in the ground state of the atom or molecule. In the presence of a strong
electric field which is introduced by the incident laser, the potential barrier of the atom can be
distorted, allowing ionization to produce an electron with near zero kinetic energy via tuning
process. This process is called tunnel or strong-field ionization. It can take place at peak
intensities above 1014 W/cm2 [216, 217] and leads to the atoms (or molecules) of a gas being
ionized at roughly the peak of an optical cycle, as illustrated in figure 3.7a.

It is sufficient to know at this point that there are different regimes for non-resonant optical
photoionization processes: multiphoton ionization, tunneling ionization, and above-barrier ion-
ization [218]. The strength and the intensity of the laser field compared to the atomic potential

38



Chapter 3. Experimental Methods

Figure 3.7: The three-step model of HHG a) Initially, the electron is bounded by the Coulomb
potential of the atom, the electron is pulled away from the field-dressed atom by the influence of
the incident laser near the peak of the optical field. b) In the second step, the released electron
(with near zero kinetic energy) is accelerated away from the parent atom by the effect of the laser
field. c) When the laser field changes the sign, some of the generated electrons are accelerated
back toward the parent atom and, as the third step, recombines with the parent ion leading to
the emission of a photon with a high energy.

can be used to distinguish between these regimes of ionization. The ionization mechanism for
any process can be characterized by the parameter defined by Keldysh [219–221]:

γ =

√
Ip

2Up
, (3.26)

where Up: is the ponderomotive energy which is defined as:

Up =
e2E2

4meω2 =
e2I

2meω2εoc
∝ Iλ

2, (3.27)

Here e is the electron charge, Eo is the amplitude of electric field, ω is the angular frequency
of the driving laser, εo is the permittivity of free space, and c is the speed of light.

The ponderomotive energy is the mean kinetic energy which can be gained by an electron in
an oscillating electric field. From equation 3.27, one can see that the energy is proportional to
the square of the ionizing wavelength, λ , and to the intensity, I, of the incident laser radiation.
Considering equation 3.26, the ionization regime can be classified according to the Keldysh
parameter as follows:

Situation where the single-photon energy is lower than the ionization potential are consid-
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ered. When γ >> 1, multiphoton ionization is the dominant ionization mechanism. In this case,
the ionization potential of the atom is greater than the ponderomotive energy. This process oc-
curs at relatively high laser frequencies or lower intensities. The physical picture of ionization
can be understood as the absorption of multiple photons by a system to reach an energy level
higher than the ionization potential. At low intensities, when the ionization process can be de-
scribed in terms of perturbation theory, the electrons are produced with relatively little kinetic
energy [222, 223].

When the laser field becomes strong enough, the perturbation regime breaks down and many
photons are absorbed in addition to the minimum number of photons required for ionization.
γ < 1 defines the associated tunnel ionization regime. Tunnel ionization takes place on a time
scale which is much shorter than the optical period of the electrical field of the laser pulse.
The laser electric field strongly distorts the Coulomb potential of the atom to form a potential
barrier, through which the initially bound electron penetrates (see figure3.7 a). To enhance
the tunnel ionization rate, the field strength should be nearly constant during the tunneling
process [222, 223].

The above barrier regime takes place when γ << 1. In this case, the perturbed electron will
be able to escape from the atomic system even without passing through the barrier formed by
the Coulomb potential of the atom [222, 223].

Of these three cases, the tunnel regime is the mechanism which facilitates the production of
HHG light.

• Acceleration:

In the second step of the model, the ionized electron is accelerated by the driving laser field
and in the presence of the ionic Coulomb field, gaining kinetic energy. Whilst the tunneling
mechanism can only be depicted as a quantum mechanical process, the propagation of the free
electron in the continuum can be well described classically. Since the Coulomb force on the
electron by the ion can be treated as negligible, the motion of the free electron in the presence
of the field of the laser pulse can be described by Newtons equations of motion [224]:

ẍ = Eocos(ωt), (3.28)

ẋ =
Eo

ω
sin(ωt)− Eo

ω
sin(ωto), (3.29)

x =
Eo

ω
cos(ωt)− (t− to)

Eo

ω
sin(ωto)−

Eo

ω2 cos(ωt) (3.30)

According to the electron trajectories calculated using equation 3.30, a free electron may or
may not be driven back to the ion core, the result depends on the time of tunnel ionization with
respect to the phase of the incident laser field. Figure 3.8 illustrates the electron trajectories for
different tunneling times of birth to. Depending on to, the electron can either be driven back to
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the ion or it may move away while oscillating and spreading in the electric field. Electrons that
return to the ion at t > to contribute to the HHG yield via recombination.

Figure 3.8: Time-dependent electron trajectories in a laser field for different phases of birth.
Electrons ionized at different phases of the ionizing electric field follow different trajectories
and only certain phases of birth result in the electron returning to the nucleus. The vertical scale
represents the distance between the electron and the nucleus. The black dashed line represents
the electric field in arbitrary units.

• Recombination:

The moment that the field changes sign, the electron may be accelerated back to its parent
ion. The electron re-collision event may result in either elastic/inelastic collisions or electron
recombination with the parent ion. If the electron recombines with its parent ion, reforming the
initial neutral ground state, a photon with an energy equal to the sum of the ionization potential
of the atom, IP, and the kinetic energy of the returning electron (third step of the model) may be
released from the system.

It is possible to calculate the kinetic energy of the electron when it returns to the core,
allowing the HHG photon energy to be readily calculated. Classically this can be achieved by
finding the roots of x(t)=0 for different values of to and computing the kinetic energy at the
instant of return using the following relation:

Ekinetic =
1
2

mẋ(t)2 (3.31)

From the analysis of the electron trajectories, the maximum photon energy (cut-off energy)
is given by [186, 215]:

Ecuto f f = h̄ωmax = Ip +3.17Up, (3.32)
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where ωmax is the maximum angular frequency of XUV light.
Hence, ωmax=qmax ωo, where qmax is the cutoff harmonic order, therefore

qmax =
Ip +3.17Up

h̄ωo
, (3.33)

The term 3.17UP is the maximum kinetic energy for the electron returning to the atom. One
can find that, for various electric field phases of electron birth, the maximum kinetic energy of
the returning electrons occurs at a phase of approximately ϕ ≈18°, as shown in figure 3.9 [225].

Based on equation 3.32, the energy cutoff of the HHG process can be extended by increas-
ing the ponderomotive energy, which can be achieved by applying a laser field with a lower
frequency or higher intensity. Due to the quadratic scaling of the cut-off with λ or 1/ν , the use
of longer wavelength drivers is promising due to increasing the cut-off energy [226]. At this
point, one could say that the harmonic order can be increased by increasing the laser intensity to
a certain point determined by the saturation intensity of ionization. Increasing the intensity of
the laser field further leads to over the barrier ionization and a reduction of the HHG yield. Ex-
tension of the cutoff is also possible to a certain degree by using an atomic system with higher
ionization potential. Noble gases are conventionally used for HHG production due to their high
ionization potentials, chemical inertness, and ready availability from gas cylinders.

Figure 3.9: Electron kinetic energy upon return to the nucleus as a function of the phase of the
driving laser field, Et, at which the ionization occurs. The maximum of the kinetic energy is
obtained at approximately 18°, where the kinetic energy upon return reaches 3.17Up.
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3.4.3 Phase Matching in HHG

In order to obtain strong harmonic emission in the generating medium, phase-matching needs
to be considered and optimized. In general, the phase fronts of the fundamental laser and the
generated harmonics must be in phase when they propagate through the medium. In such a case,
constructive interference between the produced harmonics occurs, leading to a coherent buildup
of harmonic emission. Otherwise, a phase-lag between the fundamental and harmonic beams
will accumulate upon propagation through the generation medium. This phase mismatch can
be expressed as the difference between the propagation wave vectors of the fundamental laser
field and generated harmonic fields:

∆kq = qko− kq, (3.34)

where q is the harmonic order, kq is the wave vector of the qth harmonic and ko is the wave vector
of the fundamental beam. In a perfectly phase-matched HHG process, the phase mismatch of
the fundamental laser and produced harmonic beam is equal to zero, i.e. ∆kq=0 [225, 227]

The intensity, I, of the generated harmonic at the end of the nonlinear medium, neglecting
absorption, is given by [170]:

I = L[
sin(∆kqL/2)
(∆kqL/2)

]2, (3.35)

where L is the length of the medium. In general, the wave vector (k) of a driving laser or high
harmonic propagating in an atomic gas medium is given by [225]:

k =
2π

λ
+

2πNan(λ )
λ

−Nereλ (3.36)

Here Na is the atom density, Ne is the free electron density in the medium, n(λ ) is the
wavelength-dependent refractive index per unit neutral atom density for the wavelength λ , and
re is the classical electron radius. On the right hand side of equation 3.36, the first term repre-
sents the dispersion of the vacuum, the second term is the dispersion of the gas and the third
term results from the dispersion of the driving-laser-induced plasma.

In general, due to the propagation of different frequencies with different phase velocities in
the material, the dispersion associated with the nonlinear medium destroys phase matching. For
low harmonics (such as SHG, THG), phase matching is achieved using a birefringent crystal
(see section 3.3.1). Such birefringent crystals would be destroyed by the strong-driving laser
fields used for HHG and would be non-transmissive for the high photon energy harmonics
produced. Accordingly, isotopic noble gases are commonly used as nonlinear media for the
(gas-phase) HHG process. Minimization of the phase mismatch in such cases is performed by
trying to balance the dispersion effects of the neutral and plasma in HHG (see equation 3.36).
Additionally, since the wavelength-dependent index of refraction of the neutral and plasma
determine the phase-matching, control of the driving laser focus and variation of the intensity
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of the fundamental laser across the focus represent ways to achieve good phase-matching of
high harmonic orders. In general, the phase mismatch can be expressed as the sum of four
terms [227, 228]:

∆kq = ∆kM +∆kP +φG +∆kA (3.37)

In equation 3.37, the first term, ∆kM, is due to the medium dispersion and the second term,
∆kP, is related to the plasma dispersion. The third term, φG, is caused by the geometric dis-
persion that arises primarily from the Gouy phase shift when the generating beam propagates
freely (i.e. unguided). The last term, ∆kA, in the equation is the atomic phase mismatch. The
phase matching can be optimized by balancing the different terms presented in equation 3.37.

• Medium (neutral gas) phase mismatch:

The contribution of neutral gas phase-mismatch is due to the difference between the refrac-
tive indices of the gas per unit atmosphere at the fundamental and harmonic wavelengths. This
phase mismatch contribution is given by [227, 228]:

∆kM =
2πq
λ

(nω −nqω), (3.38)

where λ is the wavelength of the fundamental laser, and (nq− nqω) is the difference of the
refractive indices of the gas per unit atmosphere at the fundamental and harmonic wavelengths
of order q, respectively. The refractive index of the noble gas is close to unity (under non-
resonant conditions), depends on the incident frequency and is proportional to the gas pressure.
Applying a fundamental laser with a high peak intensity leads to ionization of the gas medium,
where the fraction of ionization is defined as:

η =
Ne

Na
, (3.39)

where Ne and Na are the electron and atomic number density, respectively. By setting δn =

(nq−nqω), equation 3.38 can be written as:

∆kM =
2πq
λ

Pδn(1−η), (3.40)

where P is the gas pressure.

• Plasma dispersion phase mismatch:

Interaction of an intense laser beam with a gas medium leads to the generation of free
electrons via a strong-field ionization processes. These free electrons and the associated ions
cause plasma dispersion, which potentially reduces the coherence length, and thus, the harmonic
yield. The phase mismatch due to plasma dispersion is described by the expression [228, 229]:

∆kq = ηPNatmreλ (q− 1
q
) (3.41)
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where p and η are the gas pressure and ionization fraction, respectively, Natm is the atomic
number density at 1 atm, and re is the classical electron radius which is given by:

re =
1

4πεo

e2

mc2 , (3.42)

To produce a higher order harmonic, a high intensity of the fundamental laser needs to be
applied. In such a case, the ionization rate and the free electron densities are increased i.e.
the plasma-associated phase mismatch between the driver and high-harmonic becomes more
important. The contribution from the phase mismatch due to plasma dispersion is negative,
whilst the contribution from the phase mismatch due to neutral gas dispersion is positive. Thus,
variation of the laser intensity allows us to adjust the fraction of ionization and the total phase
mismatch.

• Geometrical phase mismatch:

The geometric term is produced when a focused Gaussian beam propagates in a gas cell with
the geometric phase of a freely propagating beam flipping around the focal point. This shift
is called the Gouy phase shift [230, 231]. Along its propagation direction, a Gaussian beam
acquires a phase deviation which is caused by the difference between the plane wave of the
Gaussian beam and the phase front of a plane wave with the same optical frequency. This Gouy
shift is given by:

φG(Z) = arctan
Z
ZR

(3.43)

where ZR = πωo/λ is the laser Rayleigh length, ωo is the beam waist radius (at 1/e2), and Z is
the distance from the beam focus along the axis of propagation.

The coherence length of the qth high harmonic can then be written as:

LG,coh.(Z) =
π(ZR +

Z2

ZR
)

q
(3.44)

According to equation 3.44, LG, coh.(Z) is proportional to Z. Thus, the effect of the Gouy phase
shift can be controlled by placing the focus of the laser beam at a different position with respect
to the gas medium [232]. When the laser is focused before or after the gas medium, efficient
phase matching is achieved. When the focus is at the center of the medium, the intensity of the
generated harmonic is low due to sub-optimal phase matching.

• The atomic phase mismatch:

The last term of equation 3.37 is due to atomic dipole phase mismatch. Since the atomic dipole
phase varies with the intensity of the applied laser field, this can lead to a decrease in the
harmonic emission. This effect can be reduced by finding situations in which the net phase of
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the geometrical and atomic dipole phase mismatch are played against each other in order to
achieve good phase matching.

The phase mismatch of the atomic dipole originates from the trajectory of the emitted elec-
tron which leads to the generation of the qth harmonic from the continuum state. This phase
varies linearly with the laser intensity. Since laser intensity can vary in both the longitudinal and
radial directions, therefore, the atomic dipole phase also varies axially as well as radially. In this
case, reduction of harmonic emission as well as strong spatial distortion take place [232]. To
reduce of this effect, situations are sought in which the atomic dipole phase mismatch can play
against the geometrical phase mismatch in order to improve overall phase matching. One way
to minimize the phase mismatch is to minimize the variation of the harmonic phase with prop-
agation. This can be achieved when the laser is focused before the gas cell, i.e. the harmonic
phase variation is minimized, and thus the phase mismatch is also minimized [232].

A Gaussian laser beam with intensity Io along the direction of propagation z can be de-
scribed as:

I(z) =
Io

[1+(2Z
ZR
)2]

(3.45)

The contribution of the dipole phase to the phase mismatch of the qth harmonic can then be
expressed as [233, 234]:

∆kA =
8Z

ZR
2[1+(2Z

ZR
)2]2

αqIo (3.46)

where αq is a coefficient related to the electron trajectories and ZR is the Rayleigh length.
The atomic dipole phase mismatch allows a high plasma dispersion to be compensated be-

cause it acts as an additional time dependent wave vector. The dipole phase and the phase
gradient of the dipole phase helps to reduce the phase mismatch at a high intensity region of the
driving laser beam and thus to enhance the HHG efficiency [234].

3.4.4 Space Charge Effect

The space charge effect (SCE) is an important issue that one should consider in photoelectron
spectroscopy experiments. The SCE originates from the interaction between the charged par-
ticles generated at a sample to form a charge cloud or plasma. The SCE changes the physical
characteristics of the emitted charged particles, such as their angular distribution and kinetic
energy. In PES experiments, where the detected charged particles are electrons, the SCE should
be considered since it may distort the information acquired from the detected photoelectrons.
The SCE has a significant effect on the measured PES when an intense laser field is applied to
a condense phase sample [235, 236]. Once ionization processes are initiated, the photoemitted
electrons form an electron cloud of potentially high electron density. This gives rise to Coulomb
interactions between the emitted electrons as well as between the electrons and positive ions
which are left in the sample. As a result, the SCE leads to a redistribution of the photoelec-
trons in the continuum spectrum, causing gain or loss of a fraction of the kinetic energy of
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the charged particles due to attractive or repulsive forces. Due to the field gradient generated
by the time-evolving charged particle population density, the electron velocity distribution is
invariably broadened by the SCE.

In the time-resolved photoelectron spectroscopy (TRPES) technique, the SCE becomes
prominent when a solid or liquid sample is used [236–239]. The SCE effect in liquid solu-
tion was first reported by my group [239] and has been an essential consideration for the study
of aqueous electron dynamics using time-resolved photoelectron spectroscopy technique. In
this case, where two laser beams with a different photon energy interact with the sample, two
electron clouds are created at different times. Since the mutual Coulomb interaction depends on
the density of the time-evolving charged particle distribution and the distance between the two
clouds, thus, the time-delay between pump and probe pulses and the pump- and probe- intensity
play important roles in determining the strength of the SCE.

When a pump pulse with a sufficient intensity interacts with the sample, photoelectrons
are produced due to the direct ionization processes initiated by the multiphoton absorption.
The photo-emitted electrons form a time-evolving charge cloud, and the intensity of the pump
pulse determines the electronic density of the formed cloud (see the upper part (panel a) of
figure.3.10).

Figure 3.10: Space-charge effect: (a) Pump pulse arrives first at the sample, (b) Probe pulse
arrives before pump pulse at the sample.

After the excitation with the pump pulse, a probe pulse may be applied to the sample,
potentially creating another cloud of photoemitted electrons. When the time delay between the
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pump and probe pulses is short, the distance between the two clouds is small and thus, the effect
of the mutual Coulomb interaction between the two clouds will be at its strongest. The charge
cloud formed by a high harmonic probe beam generally has a low density due to its relatively
low intensity with respect to the applied pump pulses. With a low photon energy pump pulse and
a high photon energy probe beam, the photo-emitted electrons associated with each laser pulse
will interact on the way to the detector. Upon application of sufficiently intense pump/probe
pulses, the electrons in the two clouds will strongly interact, leading to an exchange of their
kinetic energy due to mutual Coulomb repulsion. Considering a high photon energy high-
harmonic probe pulse and a low photon energy pump pulse, the probe pulse photoelectrons will
pass through the photoemitted electron cloud of the pump beam before arriving at the detector.
This interaction leads to positive SCE at the earliest pump-probe time delays, which can be seen
in the photoelectron spectrum as a negative energy shift on the kinetic energy scale.

In addition, in the case of neutral or positively charged samples, the intense pump pulses
produce a high density of confined positive ions, distributed over the pump-sample interaction
region. The cloud of electrons created by the probe pulse and the positive ions produced at
the surface of the sample by the pump pulse interact with each other. As a result, the kinetic
energies of the photoelectrons created by the probe pulse are reduced at intermediate pump-
probe delays. The superposition of the positive and negative components of the SCE leads to
spectral shifts and broadening of the peaks in the photoelectron spectrum.

When the probe pulse interacts with the sample first (see the lower part (panel b) of figure
3.10), the reverse situation takes place. In this case, the high kinetic energy cloud of photoelec-
trons created by the probe pulse is formed earlier than those associated with the pump pulse.
Here, a positive SCE occurs because of the attraction between probe-generated ions and the
photoelectrons emitted by the pump pulse whilst the negative SCE occurs because of the repul-
sion between the photoemitted pump and probe electron clouds. In the probe-pump case, the
superposition of the positive and negative components of the SCE always has a positive sign,
implying a positive kinetic energy shift of the probe pulse generated electrons. This has been
demonstrated in Ref. [239].

As an example of the time-dependent SCE, figure 3.11 shows the dependence of the probe
electron kinetic energy shift as a function of the pump-probe delay. One can see from figure
3.11 that the energy shift can exceed a few eV, which is a significant value for valence PES
experiments. Here, the SCE was measured using a liguid jet sample (see section 4.5)

The superposition of the two laser pulses at zero time delay creates a strong SCE due to
the small distance between the interacting charge particles clouds. Nevertheless, a number of
effects appear in the electron spectra at time zero such as the free-free electron transitions, which
makes distinguishing features specifically associated with SEC difficult.
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Figure 3.11: Energy shift of the Fe-3d(t2g) ionization peak, recorded with an aqueous ferro-
cyanide liquid jet, as a function of time delay between the a third harmonic pump, with photon
energy of 4.55 eV and∼55 fs duration, and the XUV probe, 21st harmonic with 32.6 eV photon
energy and∼50 fs duration, probe pulses. The experimental data are shown by circles while the
dashed horizontal line denotes the peak position obtained when applying the XUV pulse only.
The spectral energy shift due to the space-charge effect is presented on a kinetic energy scale.
The analytical model of the results is shown as a red (solid) curve. The calculated specific con-
tributions from the negative and positive space charge effects are shown in the figure as green
dashed lines and blue dotted-dashed line, respectively, see reference [239] for details.

3.4.5 Laser-Assisted Effect in Pump-Probe PES Experiments

The tremendous development of ultrashort pulse laser systems and the associated widespread
access to intense laser fields has led to far-ranging studies of nonlinear, strong laser field
light-matter interactions. Such developments have simultaneously given access to the ultra-
fast timescale, allowing a range of femtosecond-time-resolved spectroscopy techniques such as
time-resolved photoelectron spectroscopy and UV/Vis transient absirption spectroscopy to be
developed [212, 240, 241].

In the presence of a strong laser field (in the TRPES experiments), electrons emitted to
the vacuum can be accelerated or decelerated by the influence of the applied laser field. This
is associated with absorption or emission of laser photons by the electron in the combined
ion Coulomb-laser field, leading to the appearance of sidebands in the XUV photoemission
spectrum with these sidebands having an energy separation equal to the photon energy of the
applied laser radiation. This effect is known as laser-assisted photoemission (LAPE) [181,242].
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The LAPE effect was first investigated in Argon atoms in the presence of a strong CO2

pulsed laser field [242]. Later this effect was observed by Glover et al, in the photoelectron
spectrum of gaseous helium ionized by ultrashort soft x-ray pulses [243]. Also, the LAPE effect
has been successfully observed by combining femtosecond extreme-ultraviolet pulses from a
free-electron laser with intense light pulses from a synchronized neodymium-doped yttrium
lithium fluoride laser [244]. In these early works, the LAPE effect was studied by means of
photoelectron spectroscopy, applied to condensed matter samples and using attosecond laser
pulses [245]. Later studies show that the physics of the laser-assisted photoelectric effect can
be extended to solid-state systems [181,246]. Recently, the LAPE effect has also been observed
in the liquid phase by using the TRPES technique [247]. In principle, the concept of the LAPE
effect is the same for the gas, solid or liquid phase. It can be described in terms of free-free
electron transitions in the continuum [181].

The basic principle of laser-assisted photoemission processes can be presented in two steps.
First, the system, initially in the ground state, is excited above the vacuum ionization threshold
upon absorption of a high energy photon, photo-oxidizing the sample and producing a free
electron in the ionization continuum. Here we consider ionization by an ultrashort XUV pulse
[243, 246]. In the second step, the emitted photoelectron interacts with the superimposed high
intensity (assisting) laser pulse. If the released electron is still close to the oxidized parent
system and is still effected by the interaction potential of the core when the pump pulse arrives,
it can absorb or emit one or several photons from the intense, superimposed field . This effect
gives rise to sidebands in the XUV photoemission spectrum, which are separated on the kinetic
energy scale by the photon energy associated with the superimposed, intense field. At different
time delays between the XUV and intense (assisting) laser pulses, side-band-generating pulses
(LAPE effect) appear when the two pulses overlap in time. Figure 3.12 schematically illustrates
the LAPE effect.

The LAPE effect is useful tool for time-resolved photoemission experiments as it provides
information on timing synchronization between pump and probe pulses. The LAPE effect gives
rise to a photoelectron signal which represents the cross-correlation of the pump and probe
processes in the TRPES spectra. This facilitates the determination of the time-zero and the
temporal resolution of pump-probe experiments. By measuring the kinetic energy spectra of
electrons produced in the LAPE process of the two pulses, a clear cross-correlation effect will
appear in the PES spectra. As discussed above, the cross-correlation process can be measused
in the absence of any resonant states. In any pump-probe PES experiment, the kinetic energy of
the photoemitted electrons can be written as [243, 248, 249]:

EKin = Nh̄ω1 +Mh̄ω2 + Ip (3.47)

where ω1 and ω2 are photon energies of the first and second laser pulses, respectively. Ip

represents the ionization potential of the atom or molecule, N is the number of involved first
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Figure 3.12: Schematic illustration of the laser-assisted photoemission (LAPE) process. An
electron in the ground state of a sample is emitted above the vacuum threshold by absorption
of an XUV photon from the probe beam. The released electron absorbs or emits one or several
photons from the intense, assisting laser field laser.

pulse (probe) photons, and M is the number of second pulse (pump) photons. Here the sign of M
can be positive or negative for ionization channels corresponding to the absorption or emission
of second pulse (pump) photons, respectively. In the case of a weak ω1 field with sufficient
photon energy to directly ionize the sample, the ionization yield SM(τ) in the emission bands at
a given time delay τ can be represented by the convolution integral [181]:

SM(τ)≈
∫

∞

−∞

I1(t)IM
2 (t− τ)dt (3.48)

where I1 and I2 are intensities of first and second laser pulses, respectively.

Assuming that, the first and second beams have Gaussian temporal profiles, the duration of
the cross-correlation signal can be calculated from equation 3.48 as [249]:

τ
2
cc = τ

2
1 +

τ2
2
|M|

(3.49)

Here τcc is the temporal width of the cross-correlation signal, and τ1, τ2 are the temporal
widths of the first (XUV probe) and second (pump) pulses, respectively.
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3.5 UV/VIS Transient Absorption Spectroscopy

Time-resolved transient absorption spectroscopy (TAS) is a powerful technique that has been
used to study many photo-generated species which are of interest in the physical and material
sciences [16]. It is capable of providing information about the kinetics of the excited states
by measuring the time-dependent absorption signal. TAS is a typical pump-probe method in
which the pump pulse is employed to populate an excited state and the probe pulse is applied
to measure the changes to the absorption spectrum caused by the transient species as a function
of time delay between the pulses. The evolution of the absorption spectrum as a function of
time delay contains information on the dynamic processes that occur in the molecular or mate-
rial system under investigation, such as excited state populations and decay, energy migration,
electron transfer, isomerization, and intersystem crossing.

3.5.1 Principles of Time-Resolved Transient Absorption Spectroscopy

In TAS, a fraction of molecules is promoted to an electronically excited state (A1) from the
ground state (A0) by applying a relatively high intensity pump pulse (see figure 3.13). A probe
pulse, which has low intensity, is sent through the sample with a time delay (∆t) with respect
to the pump pulse. The probe pulse should have a weak intensity in order to avoid multiphoton
processes during probing. The pump and probe beams are spatially overlapped on the sample.
The pump beam is usually blocked after the sample, whereas the probe beam passes through the
sample to a detector to measure the transmitted light intensity. The excitation process induces
changes to the absorption spectrum of the molecular system under investigation, which can
be monitored at many wavelengths simultaneously using a white light super-continuum probe.
The probe spectrum is recorded, e.g., by the combination of a spectrograph and camera. A
controlled delay stage is used to adjust the arrival time between pump and probe pulses to the
sample. By changing the time delay, ∆t, between the pump and the probe pulses and measuring
the transmittance spectrum at each time delay, an informative 2-dimensional map of the signal
as a function of time delays and absorption wavelengths of the interrogated system is produced.
By comparing the transmitted intensity of the probe pulse with and without the effect of the
pump pulse, the transient absorption signal can be determined as a function of wavelengths and
time delays. According to the Beer-Lambert law, the expression of the optical density (OD)
is [250]:

Ipo(λ ) = Io(λ )10−OD(λ ), (3.50)

OD(λ ) = LC ε(λ ), (3.51)

where Io(λ ) and Ipo(λ ) are the intensities of the probe beam before and after interaction with
the sample, respectively, L is the path length of the sample, C is the concentration of the in-
vestigated molecule in the solution and ε(λ ) is the wavelength-dependent molar extinction
coefficient, which provides a measure of the strength of optical absorption of the material under
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investigation.
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Figure 3.13: A schematic of the TAS experiment. In an ultrafast TAS experiment, a sample of
interest is excited by a pump pulse. The probe pulses are analyzed by the spectrometer. The
TAS signal is recorded as the change in optical density, ∆OD(λ ), in the case where the pump
pulse is present and where it is not. When the detected transmittance increases upon optical
excitation, i.e. a negative ∆OD(λ ) is measured, this usually corresponds to a ground state, A0,
bleach or stimulated emission signal. The population of states A1−A3 is typically accompanied
by excited-state absorption, leading to positive ∆OD(λ ) values.

Changes in state populations result in changes of the effective concentration, and thus in a
changing OD:

Ipp(λ ) =−Io(λ )10−[OD(λ )+∆OD(λ )], (3.52)

∆OD(λ ) = log[
Ipo

Ipp
], (3.53)

where the po and pp subscripts denote the attenuated (transmitted) intensity of the probe beam
in the probe-only and pump-probe cases, respectively.

In general, contributions from different processes can be found in the transient absorption
spectrum. These contributions can be distinguished via the spectral positions at which they
appear and the associated signs of the ∆OD. It is important to understand the physical processes
associated with the signals in the TA spectrum. The contributions that can be observed are:
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ground state bleach, excited state absorption, stimulated emission, and photoproduct absorption.

• Ground state bleach:

This bleach is due to the promotion of a fraction of the molecules from the ground state, A0,
to an excited state, A1, via absorption of photons of the pump pulse (see the upper right panel
of figure 3.13). The concentration of the ground state has been decreased due to pump photon
absorption, leading to a ground state signal depletion. As a consequence, the ground-state
absorption after the excitation process is less than that in the non-excited molecules. This leads
to ODpump < ODprobe and the observed ∆OD signal in the wavelength region of the ground
state absorption become negative. This is schematically indicated in the upper left panel of
figure 3.13 where the TA spectrum shows a negative signal (purple area).

• Stimulated emission:

Stimulated emission can occur when the probe beam passes through the excited sample. During
this time, a photon from the probe pulse can induce a radiative transition of an excited electron
to a lower-lying state, potentially producing the ground state. The emitted photon propagates in
the same direction as the probe photon, and then both will be detected. This leads to a relative
increase in the intensity of the probe beam at the detector. Therefore, the apparent ODpump will
be lower than the ODprobe, and thus, the ∆OD appears with a negative sign in the spectrum, as
schematically shown in the upper left panel of figure 3.13 (green area).

• Excited state absorption:

This process can take place when the excited states absorb a photon from the probe beam and
are thus promoted to higher excited states (see the upper right panel of figure 3.13). This leads
to a positive ∆OD signal which appears in the wavelength region of excited-state absorption as
shown in the upper left panel as a blue area with a positive ∆OD signal in the TA spectrum.

• Photoproduct absorption:

A positive signal may occur in the TA spectrum after excitation of a photosynthetic system. This
signal is due to a photo-reaction in the sample leading to a transient state, such as metastable
states, charge-separated states, isomerization states, or photochemical reaction products. The
positive signal associated with such a species appears at the specific region where the product
absorption bands are located.

3.6 Polarization Effect of the Pump Beam

In the present study, experiments were performed with different alignments of the linear pump
polarization by setting its polarization axis to be parallel, perpendicular, or at magic angle
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(54.7°) with respect to the linearly polarized probe pulses. Here, absorption by polarized pump
pulses generates a transient anisotropy in the electron density distribution and nuclear geom-
etry distribution, which may be used to provide new insights into the resulting electronic dy-
namics of molecules, when polarized probe pulses are applied [251–253]. Information on the
energy dependent dynamics, the angular distribution of the photoelectrons, the electronic relax-
ation processes, and resonant states, can be provided with bi-chromatic laser fields where probe
pulses can directly ionize, via one-photon transitions, valence and/or inner-shell electrons.

Excitation by the pump pulses may lead to the formation of nonuniform electron density dis-
tributions in atomic/molecular systems, i.e. the formation of electronic anisotropy. In particular,
application of pump pulses of linear polarization leads to preferential electronic excitation of
molecules along the transition dipole moment, µ , and the angular-dependent probability P(ϑ)

to excite a molecule can be expressed as [254]:

p(ϑ) ∝ 〈(−→E −→
µ )2n〉 ∝ cos2n

ϑ , (3.54)

where
−→
E is the electrical field vector along the z-axis in the laboratory frame, n is the number

of photons absorbed in the excitation process, and ϑ is the angle between the z-axis and the
transition dipole moment.

Different relative polarization states of the pump and probe pulses probe the pump-generated
anisotropy differently. This is due to the sensitivity of the bound-bound or bound-free (ioniz-
ing) transitions to the electronic polarization of the sample. Exploiting this effect, the tran-
sient anisotropy of the sample and the associated populated electronic states can be recorded
with time-delayed, polarized probe pulses. The rotational behavior of molecules (a nuclear
anisotropy created by the pump pulses), which often occurs on a picosecond-nanosecond time
scale [252], the internal vibrational relaxation in molecules, and electronic resonance and en-
ergy transfer processes are examples of processes that may take place in the liquid phase and
display a transient anisotropy [252].

The total anisotropy can be expresses in terms of the average orientation of the transition
dipole moments of the photoexcited molecules. The anisotropy can be probed by measuring the
signal when the polarization of probe pulses is set either parallel or perpendicular with respect
to the pump pulse polarization. Thus, the time-dependent anisotropy parameter can be defined
by [251, 254, 255]:

r(∆t) =
S‖(∆t)−S⊥(∆t)

S‖(∆t)+2S⊥(∆t)
, (3.55)

Here, S‖(∆t) and S⊥(∆t) are the total photoemission yields (or absorption signal) which is
recorded for pulses being polarized parallel or perpendicular with respect to each other over
the time delay (∆t) between the pump and probe pulses, respectively. In the PES experiments,
the above anisotropy definition requires detection of photoelectrons in all directions. However,
the spectrometer which is used in the PES experiments of this work, only collects a portion
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of the emitted electrons with a maximum acceptance angle of ± 15°. The measurement of
photoelectron angular distribution (PAD), which defines as the dependence of the distributions
of electron ejected from the system to the polarization alignments of the applied laser pulses, is
difficult in the present PES experiment.

The anisotropy becomes irrelevant, when the mutual alignment of the pump and probe polar-
ization axes is set at magic angle (54.7°). For absorption or florescence transient spectroscopy
experiments, the anisotropy for the case of one-photon pump and one-photon probe process is
written as [251, 254]:

r(∆t) =
2
5
〈P2(µpump(∆t = 0)µprobe(∆t))〉= 〈2

5
P2cos(θ)〉= 〈1

5
(3cos2(θ)−1)〉 (3.56)

where P2 is the second Legendre polynomial, µpump and µprobe are the transition dipoles of the
pump and probe transitions, respectively, and the brackets mean the expectation value.

One can easily find that r(∆t) = 0 at θ = 54.7o. Therefore, in the transient absorption experi-
ments, it is common to apply pump and probe polarization aligned at magic angle.

The magic angle arises similarly in PES experiments. Considering the case of ionization
with a single photon of linearly polarized light, the PAD has the form [256]:

I(θ) ∝ 1+β2P2(cos(θ)) (3.57)

where β is the conventional anisotropy or asymmetry parameter. The term β2P2(cos(θ)) in the
equation 3.57 is zero when the angle θ equals to 54.7°. Therefore, when the angle between the
pump and the probe polarization is set at the magic angle (54.7°) the intensity of S‖ and S⊥ only
depend on the cross section.

The general formula describing the photoelectron angular distribution in l+1́(pump-probe)
photo-ionization of a molecular system is more complex than equation 3.57 and can be ex-
pressed as [256]:

I(θ ,φ) ∝

Lmax

∑
L=0

L

∑
M=−L

BLMYLM(θ ,φ) (3.58)

Here the PAD is considered with respect to an axis in the molecule, YLM(θ ,φ) is a spher-
ical harmonic function, (θ ,φ) are measured with respect to a molecular z axis, and BLM are
coefficients that describe the contribution of each partial wave to the PAD and thus, their val-
ues define the interference of partial waves [256, 257]. The BLM coefficients depend on the
molecular alignment prepared by the pump pulse, i.e. the molecular geometry and electronic
structure, the dynamics of photoionization, the experimental geometry, the orbital from which
the electron is ejected, and the photoionization energy [256]. The sum term, L, is the rank of
the spherical harmonic and is related to the angular momentum quantum number. In the case
of an isotropically distributed electron density, this parameter is equal to 2n, where n is the
number of photons involved in the ionization process. M is related to the angular momentum
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projection quantum number, and its value is limited by -Lmax ≤ M ≤ Lmax. The values of L
and M depend on the angular momentum and symmetry restrictions, which depend on both the
properties of the atom/molecule under study and the experimental geometry [258]. The simpli-
fication of equation 3.58 is performed in the dipole approximation, allowing values of L to be
determined to be l-1 and l+1, where l is the initial angular momentum quantum number of the
photoelectron.

Equation 3.58 is usually determined by relatively small values of L and M. The first co-
efficient, B00, is proportional to the angle-integrated photoelectron intensity. The subsequent
coefficients describe the anisotropy of the PAD, and are normally divided by B00 to give a
normalized coefficient to compare with other measurements [256].

For different polarization alignment of the pump and probe laser field, differential PADs
with different values of the asymmetry parameters BLM can be derived from equation 3.58.
Three specific cases are presented below:

• Parallel polarization alignments of the pump and probe pulses

In the case when both the excitation and ionization laser beams are linearly polarized along
the same laboratory z axis and only one photon from each laser beam is absorbed, the PAD
for parallel relative polarization becomes cylindrically symmetric, i.e. independent of φ and
equation 3.58 becomes [256]:

I(θ) ∝ B00Y00(θ ,φ)+B20Y20(θ ,φ)+B40Y40(θ ,φ), (3.59)

• Perpendicular polarization alignments of the pump and probe pulses

If the polarization vectors of the excitation and ionization light beams are both linearly polarized
but are perpendicular to each other, the cylindrical symmetry may be broken and terms with
M 6= 0 appear. The PAD equation is given by [256]:

I(θ ,φ) ∝ B00Y00(θ ,φ)+ ∑
L=2,4

(BL−2YL−2(θ ,φ)+BL0YL0(θ ,φ)+BL+2YL+2(θ ,φ)) (3.60)

where the z axis is along the polarization vector of the ionizing light.

• Magic angle polarization alignments of the pump and probe pulses

In the time-resolved PES experiments with two linearly polarized light beams whose polariza-
tion vectors are aligned at the magic angle (54.7°), the angular distribution is given by [256]:

I(θ ,φ) ∝ ∑
L=0,2

BL0YL0(θ ,φ)+ ∑
L=2,4

(BL±1YL±1(θ ,φ)+BL±2YL±2(θ ,φ)) (3.61)

where the z axis is along the polarization vector of the ionizing light.
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The effect of polarization of the applied laser pulses in the pump-probe experiments is very
clear. At short time delays, the transition dipole moments of the molecules, which absorbed a
single photon, are aligned to the pump laser polarization with a cos2(θ ) probability distribution.
In particular, if the alignment is created by a linear transition, the principal axis of the excited
molecule can be aligned preferentially parallel or perpendicular to the pump laser polarization,
depending on the transition dipole moment. By applying probe pulses with linear polariza-
tion, at short time delays, the PAD generally shows a characteristic nonuniform distribution. At
longer time delay (in non-isolated systems), the alignment parameter decreases, so the ensem-
ble of molecules moves toward a random alignment in space. At even longer delay time, the
characteristic features of anisotropy completely vanish.

A further consideration in PAD measurements is the collection volume of the spectrometer.
In the case of the THEMIS time-of-flight-spectrometer discussed here, the collection volume
depends on the lens mode utilized and spans the sub-millisteradian to hundred-millisteradian
solid angle collection ranges. This effect must be considered and deconvolved from any PAD
data measured with such a spectrometer to facilitate the interrogation of the ionization dynam-
ics. In the case of magic-angle polarization alignments, however, the angular selectivity of the
spectrometer simply reduces its overall collection efficiency, preserving the relative photoelec-
tron peak intensities and the inherent ionization signal levels.

Concluding this discussion, the appearance of transient spectra in PES experiments can be
different for specific alignments of the pump and probe polarization axes. The polarization ef-
fect can lead to the increase or decrease of the photoemission contribution from a given excited
state, when photoelectrons are detected in a particular direction in the laboratory frame instead
of measuring the total emission yield. It can also result in a strong suppression of the contribu-
tion from a state, depending on the asymmetry parameters and the mutual angle of polarization
axes. Therefore, application of the magic angle between pump and probe polarization is of
special interest in time-resolved spectroscopy experiments. In this case every populated state
contributes to the transient signal according to its population, the corresponding transition cross
section with the asymmetry parameters becoming irrelevant.

In the present work, we extend the previous study on the excited state dynamics of fer-
ricyanide by using the magic-angle configuration of polarization alignment of the pump and
probe pulses. It provides complementary results which we use to identify the relaxation mech-
anism of this molecule. For the sake of comparison, the PES study was performed with the
perpendicular polarization alignment as well.

3.7 Data Analysis Procedure (Global Fitting)

A global fit analysis was used to numerically solve the nonlinear system which represents the
state population dynamics of the studied liquid samples, providing important information in-
cluding the time-dependent changes in the electronic structure of the photo-excited states fol-
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lowing optical excitation. The mechanisms of intramolecular electron transfer of a molecular
or material system can be obtained from time-resolved measurements once the data has been
analyzed with an appropriate model. A global fit based on such a kinetic model can be used
to analyze the time-resolved data presented here. This section includes the analysis procedure
of the transient spectra that is used to extract the ultrafast kinetics of the observable spectro-
scopic changes. In both experiments (TRPES and TAS), the goal of using a global-fit approach
was to estimate the expected parameter values ( such as state amplitudes, time constants) of
each observation, including the temporal signal behavior and associated energetically dispersed
spectra of the evolved state. Spectrally dispersed time-resolved measurements yield multidi-
mensional data sets Dexp.(s, t), where one dimension (t) is given by the delay time and the other
dimension (s) is the spectral term. In this study, the latter is either the binding energy of the
emitted electrons (in PES spectra) or the wavelengths of the probe light (in TAS spectra). In the
global fit analysis, the two-dimensional spectra are modeled by the spectral components of each
time-dependent state, Dmod.(s, t). Throughout this work, we assume that the spectral features of
the involved states are not time-dependent. Thus, the model data matrix can be expressed as a
matrix multiplication [259, 260]:

Dmod. = A(s)T (t). (3.62)

Here, the columns of A(s) represent the amplitude spectra of the involved state, while the
rows of T(t) contain their respective normalized population densities.

The optimization problem in the global fitting procedure is the computation of the best-fit
parameters by minimizing the sum of squares of the difference between the data set and the
model. This is performed by minimizing the objective function [259, 260]:

χ
2 =

∣∣∣∣∣∣∣∣Dexp.(s, t)−Dmod.(s, t)
k(s, t)

∣∣∣∣∣∣∣∣2 , (3.63)

where k denotes the standard deviation of the respective data points. Since the photoelectron

signal measured with the TOF spectrometer displays Poisson statistics, we assume the stan-
dard deviation to be the square root of the data value, i.e., k(s, t) =

√
(Dexp(s, t). For TAS,

the respective Gaussian standard deviation is obtained from the statistics of the repeated spec-
tral measurements. Confidence intervals of the fit parameters are determined by numerically
calculating the Hessian of the objective function.

In the following, we will explain the structures of the kinetic and spectral matrices, as well
as the specifics of the PES and TAS analysis, in more detail.

• Kinetic matrix

The time-dependent evolution can be introduced as a sum of the differential kinetic equations
that represents the transient population of the electronic states and the dynamics of the states
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decays in the interrogated system. The initial condition at negative time delays always assumes
the full population of the electronic ground state [GS]=1, while all other states are unpopu-
lated. Solving the kinetic equations results in a population-density matrix T(t), wherein the
rows contain the normalized time-dependent population densities of the real states. Specifically
considering aqueous samples, we account for the contribution of the solvent signal by assuming
a constant population density of unity for the ground state of the water molecules.

A particular rate equation model is proposed to represent the time-dependent dynamics of
the resonant states in the molecular system. Solving the model differential equations is per-
formed numerically or analytically using a closed solution of the equation.

Applying the respective solution of the rate equations for the model in a global-fit-analysis
reveals kinetic parameters (i.e., rate constants), as well as spectra associated with the involved
states. For all the states involved, the corresponding spectra are represented as columns of the
amplitude matrix. The pump intensity is considered to have a Gaussian temporal envelope of
unit amplitude, which is described as:

Ipump(t) = exp

[
−(t− t0)2

2σ2
pump

]
, (3.64)

where σpump is the Gaussian width of the pump intensity profile.

In the PES spectra, the time-dependent cross-correlation (CC) signal is represented by an
amplitude-normalized Gaussian, i.e., identical to the pump intensity. The signals from the CC
and solvent are described and appended as an additional separated vector to the population-
density matrix. The photoemission spectra of the solvent and resonance states, which are ob-
tained from the fit, are strictly positive, whereas the CC signal may also assume negative values.
The negative CC amplitudes account for the bleaching arising from the depletion of the solute
and solvent states caused by the pump pulse. In this way, bleaching does not imply negative
population densities of the electronic states, rather a transient reduction of population.

In the TA spectra, the CC is visible as a cross-phase modulation where the spectral contri-
butions are already included in equation (3.24). An additional row, which describes the cross-
phase modulation signal, is appended to the time-dependent matrix.

To obtain the actually observable kinetic matrix, T(t), the rows of the population-density
matrix of the real states are convolved with the area-normalized Gaussian probe-pulse envelope
intensity. The equation of the probe pulse time envelope is written as:

Iprobe(t) =
1√

2πσprobe
exp

[
−(t− t0)2

2σ2
probe

]
, (3.65)

where σprobe is the Gaussian width of the probe pulse.

The convolution is especially applied in the PES spectra, while in the TAS spectra, the
convolution of the states and CC are included already in the solution to the model equations.
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Due to the supercontinuum probe generation mechanism, the TA spectra exhibit a chirp
effect, whereas the temporal chirp effect is significantly less in the PES experiments and is
assumed to be negligible on the timescales considered in this thesis. For optimal time resolution,
the chirp effect has to be compensated. This can either be done with pre-compression of the
pump and probe pulse chirp or by post-processing the acquired data. In the TA spectra, the
chirp effect on the XPM and resonantly populated state signals are modeled and accounted for
in the data analysis. In this case, the compensation of the chirp is performed by finding the time
zero for each energy bin vector and temporally shifting all associated time traces to the correct
time zero.

• Spectral matrices

Each transient spectrum can either be introduced explicitly as a sum of Gaussian components or
can be implicitly derived from the least squares algorithm. In the explicit case, the Gaussian sum
method is employed in the global fitting to represent the spectra obtained from the experiment.
With the spectra of states being decomposed into a sum of Gaussian profiles:

Ai(E) =
ni

∑
j=1

Ai j exp

[
−4ln(2)

(E−Ei j)
2

w2
i j

]
. (3.66)

where Ai j,Ei j,wi j are the amplitude, position and width of a given state i. The number of Gaus-

sian terms ni is specific for each state and was defined in the course of the global fit analysis.
The minimum number of Gaussian terms was utilized in order to minimize the weighted resid-
ual obtained from the fit.This method is used in the PES analysis to estimate energetic positions
of the real states in the spectra.

In the implicit case, the least squares method is used in the global fitting to represent the
spectra. Under this condition, the shape of the spectra can be written in the form [261]:

A = Dexp.T T (T.T T )−1 (3.67)

where T is the time-dependent matrix which results from solving the kinetic equations, ()−1

denotes the matrix pseudoinverse which is used to solve the linear equation system, and T T is
the transpose of the time-dependent matrix. The implicit method is applied separately for each
spectral bin in the TAS spectra.
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Experimental Setups

This chapter is dedicated to describe the experimental setups which were used for transient XUV
photoelectron spectroscopy (PES) and transient absorption spectroscopy (TAS) measurements.

Section 4.1 contains a description of the femtosecond titanium:sapphire (Ti:Sa) laser system,
which is used to generate 800 nm central wavelength ultrashort laser pulses. The same Ti:Sa
laser system was applied to generate the pump and probe pulses for the TRPES and TAS experi-
ments. In order to investigate the electronic dynamics of the molecular system, ultrashort pump
pulse are employed, either the second harmonic of the laser fundamental or a specific wave-
length generated from an optical parametric amplifier (OPA) system. The second harmonic and
optical parametric amplifier setups are presented in sections 4.2 and 4.3, respectively. Section
4.4 starts with an overview of the time-resolved photoelectron spectroscopy (TRPES) experi-
mental setup, and then a detailed description of the high harmonic generation (HHG) setup is
presented. Sections 4.5 highlights fundamental aspects and perspectives for time-resolved PES
experiments on highly volatile liquid microjets in high/ultrahigh vacuum environment required
for electron detection. The detection of the photoemitted electrons using a time-of-flight (TOF)
electron spectrometer is described in section 4.6. Finally, section 4.7 presents the overview of
the time-resolved transient absorption spectroscopy setup.

4.1 Femtosecond Laser System

For the experiments discussed in this thesis, a mode-locked seed laser oscillator (Ti:Sa CO-
HERENT Vitara, Coherent Inc.), operating at a repetition rate of 80 MHz, is pumped by a CW
laser (Coherent-Verdi-G5, Coherent Inc.) at 532 nm with 5 W of average power. The CW laser
at 532 nm is efficiently absorbed by the Ti:Sa crystal, indirectly resulting in a broadband light
emission in the near-infrared (NIR) region. The oscillator gives approximately 10 nJ pulses at
a central wavelength of 800 nm with a pulse duration of typically 8–10 fs at FWHM. As the
ultrashort pulse produced from the mode-locked oscillator is not very intense, thus, it should be
amplified. Stretching the pulses before injection into an amplifier cavity is necessary in order
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to avoid damage of the optical components due to the very high peak intensity of the ampli-
fied femtosecond pulses. Accordingly, the generated femtosecond pulses from the oscillator
have to pass through three steps, i) a stretcher which temporally elongates the input pulse from
femtosecond to picosecond duration, ii) a regenerative amplification cavity where the actual
amplification happens, iii) a single-pass Ti:sapphire amplifier and iv) a compressor to return
the pulse duration back to a tens of femtosecond (see figure 4.1). Such amplification scheme
is known as chirped-pulse amplification (CPA). In the first step, an all-reflective, grating pulse
stretcher is adopted. When the femtosecond pulses are injected in the stretcher, the ultra-short
pulse is spectrally dispersed. Due to the configuration of the stretcher, the short wavelength
component travels further through the stretcher than the long wavelength components. There-
fore, prolongation of the pulse takes place. After that, the chirped pulse, with 80-100 ps of
pulse duration, is introduced into the regenerative amplifier (COHERENT, Legend Elite Duo,
Coherent Inc.) using a Pockels cell operating at 5 MHz, reducing the pulse repetition rate from
80 MHz, which is the second step of amplification of the produced laser beam. The regenera-
tive amplifier cavity is made up of a second Ti:Sa crystal, placed in an optical resonator. The
amplifier is pumped by an Nd:YLF pulsed laser (COHERENT Evolution, Coherent Inc.) at 527
nm wavelength with a pump power of 75 W. The incident pulse in the resonator cavity makes
several round trips through the Ti:Sa crystal. On each pass in the cavity, the pulse gains energy
from the pumped crystal. In the end, the amplified pulse with high energy is switched out of
the cavity using a second Pockels cell operates at 5KHz. In the last step, the amplified pulses
are compressed by a dual grating compressor, which operates to chirp the pulse in the opposite
direction of the stretcher and amplification optics, providing an output of approximately 2.5 mJ
pulse energy with 25 fs pulse duration at a center wavelength of 800 nm and a repetition rate of
5 kHz.

Figure 4.1: Schematic view of the femtosecond laser system. A detailed description is provided
in the text.
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4.2 Second Harmonic Generation (SHG)

In some of the experiments discussed here, the second harmonic (SH) of the Ti:Sa laser is used
as a pump pulse to excite ground state molecules to electronically excited states. Afterward
the HHG pulse is applied to monitor electrons in the ground and excited states. The choice
of the SH as a pump source depends on the energy gap between the ground and excited states
of chromophore in the molecules under investigation. The second harmonic generation (SHG)
setup is depicted schematically in figure 4.2. After splitting the laser output into two branches,
one of them is used to generate the SH pump beam, in a β -Barium Borate (BBO) crystal. BBO
crystals have a high second-order non-linear susceptibility and NIR damage thresholds, leading
to a high potential efficiency of SHG at the Ti:S a fundamental wavelength of 800 nm. The ori-
entation of the BBO crystal axis with respect to the linear horizontal polarization of the incident
laser pulse is an important parameter for efficient SHG. The angle between the fundamental
beam and the crystal axis influences the phase matching conditions. A maximum efficiency
of the SHG process can be achieved with a perpendicular orientation of the BBO crystal optic
axis to the polarization alignment of the fundamental laser pulse. The conversion efficiency
of the SHG process can be adjusted by rotating the polarization axis of the fundamental beam
with respect to the crystal axis. This is achieved using an 800 nm half-wave plate positioned
in front of the BBO crystal. Thus, the SHG intensity can be set to a specifically chosen value
between the maximum and minimum depending on the alignment of the polarization direction
and the crystal axis. Control over the alignment of the polarization axis orientation of the SH is
important for polarization-state and time-resolved experiments (see chapter 6).

400 nm

M

MM

λ/2 Plate 

DM

M

400 nm800nm 800nm

BBO

Crystal

Delay stage

Lens

DM

Figure 4.2: Schematic illustration of the second harmonic generation setup.

In such experiments, the wave plate also needs to be adjusted to achieve a desired intensity
of the SH pulses. Since the fundamental beam has a horizontally polarized output, and the
crystal axis is set vertically, the generated SH would have a vertical polarization axis. In order
to rotate the polarization axis of the SHG pulses by 90°, the crystal should be rotated by 90°
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degrees and the wave plate by 45°. For a specific SHG linear polarization direction, a similar
procedure can be used to adjust the polarization axis of the generated SH to any other alignment.
The generated SH can be separated from the residual 800 nm pump beam using dichroic mirrors
(DM). A pair of dichroic mirrors is placed after the crystal to reflect the SHG beam and reject
the fundamental beam (see figure 4.2). After the separation of the generated SH light, the beam
is sent to a delay stage. The travel time of the SHG beam in the delay stage was adjusted in
order to control the relative time delay between the pump and probe pulses. Afterward, the SH
beam enters the interaction region through a thin optical window.

4.3 Optical Parametric Amplifier (OPA)

In birefringent nonlinear optical crystals, different nonlinear processes such as SHG, SFG, and
DFG can be used to convert the wavelength of the incident light to another wavelength, giving
the possibility to readily extend the range of available laser wavelengths which can be used in
experiments (see section 3.3.1). A generally applicable way of obtaining a tunable output of
the laser in the UV/Visible/IR spectral domain is to use the optical parametric amplification
process [262]. In the present work, a commercial optical parametric amplifier (OPA, OPerA-
Solo, Coherent Inc.) is used to provide a wide range of wavelengths (240–2600 nm). The
OPA system generates an ultra-short pulse at a specific central optical frequency like the SHG
process described in the previous sub-section, which is used as a pump beam to excite the
molecular system under investigation. The optical parametric amplification system is built upon
the second, χ(2), and third-order susceptibility, χ(3), of select nonlinear media. First, a white
light supercontinuum is generated in a sapphire crystal (χ(3) medium, see section 3.3.2 for a
description of the process), producing a broadband, low-pulse-energy, chirped seed for the OPA
process. Subsequently, these low energy pulses are amplified at specific frequencies in χ(2)

non-linear media. In such nonlinear materials, which lack inversion symmetry, two photons can
be generated from a single photon or vice versa. In the OPA system, the initially weak seed
beam with the frequency of ωS (signal) and an intense beam with the frequency of ωP (pump),
where ωP > ωS, propagate together through a first BBO nonlinear crystal. Due to the parametric
amplification process, a specific example of DFG, two intense beams with frequencies ωS and
ω I=ωP-ωS can be generated. The generated beam with the frequency ω I is referred to as
the idler, and the other generated beam with frequency ωS is is referred to as the signal. In
this case, the photon energy of the pump, ωP, wave is converted with the sum of the lower
photon energies of the signal and idler beams, equaling the photon energy of the pump. The
ωS and ω I frequencies and efficiency of the amplification process are set by energy ωP=ω I+ωS

and momentum kP=kS+kI conservation, so that, the phase matching conditions ∆k=kS+kI-kP

needs to be fulfilled. Typically, dense, solid birefringent materials are used to satisfy the phase
matching conditions in order to increase the efficiency of the nonlinear process. Phase matching
in a birefringent crystal can be satisfied by adjusting the angle of the crystal axis with respect to
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the polarization of the incident beam, selecting an appropriate pump intensity, and using non-
linear crystals of an appropriate length similarly to the SHG process previously described. In the
present OPA system, a pair of BBO crystals are used for two stages of parametric amplification
of a temporally gated component of the white light seed. The amplified component is selected
by setting the appropriate delay between the pump and seed/signal and adjusting the phase-
matching angle of the crystal. Most of the parameters such as the orientation of the crystal axis
and the beam path are monitored and controlled by computer software. In summary, the OPA
system has different stages to generate and amplify a broad range of frequencies. It includes a
white-light continuum generation (WLC) stage, a pre-amplifier or the first amplification stage,
and a power amplifier or the second amplification stage.

Femtosecond laser pulses of 800 nm wavelength with 1 mJ energy are used to pump the
OPA system. The tuning range of generated frequencies can be extended using optional wave-
length extensions. SHG, SFG and DFG processes can be used to extend the tuning range into
the ultraviolet, visible or infrared spectral region, depending on the required wavelength. The
combination of the SFG process and the tunable OPA signal allows a tuning range of 475-540
nm to be covered. In the present study, 500 nm is used for pumping the sodium nitroprusside
(SNP) aqueous solution sample.

4.4 Overview of the Time-Resolved Photoelectron Spectros-
copy (TRPES) Setup

The UV- or visible-pump and XUV-probe pulses are generated using a commercial Ti:Sa laser
system, delivering pulses of 25 fs duration at an 800 nm central wavelength, with 2.5 mJ pulse
energies at a repetition rate of 5 kHz. The laser output is split by a beam splitter, so that ∼ 1.0
mJ of the pulse energy is dedicated to pumping either an optical parametric amplifier OPA (see
section 4.3) or a SHG setup (see section 4.2), depending on the absorption spectrum of the stud-
ied chromophore. The rest of the pulse energy of 1.5 mJ is used to pump a monochromatized
high-harmonic-generation (HHG) beam line to produce ultrashort XUV light pulses for TRPES
experiments. The XUV setup consists of an argon gas cell, where the fundamental laser beam is
focused just before the cell to efficiently generate odd-order harmonics. A reflection zone-plate
monochromator was used to separate the chosen harmonic and to focus it at a slit plane for
spectral selection [263, 264]. After that, the selected harmonic is reflected to the TRPES inter-
action region using a grazing-incidence toroidal gold mirror. The HHG setup will be discussed
later in this section. The experimental setup is illustrated in figure 4.3. After the generation
of the pump and probe beams, both beams are sent to the interaction region. There, the pump
and probe pulse are spatially overlapped at the sample. The relative angle between the incident
pump and probe beams at the interaction region is 1°. Such a small angle facilitates a good
spatial overlap of the two beams close to the micro-jet nozzle in front of the spectrometer ori-
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fice and high temporal resolution. The pump-probe time delay was adjusted by an optical delay
stage (Newport, FMS300CC) in the pump beam line, allowing for a time-step resolution of 1.6
fs and a maximum delay range of 2 ns. At the available XUV photon energies 26.4, 32.6, and
38.8 eV, the electron attenuation length is close to the minimum. Here, electrons are collected
from a liquid sample in approximately 20-30 Å range of the surface, making our experiments
highly surface sensitive [265, 266].

Figure 4.3: Schematic of the pump-probe photoelectron setup. The output of the commercial
Ti:Sa laser is split into two branches. One branch is used to generate and monochromatize the
HHG probe beam whereas another branch is employed to pump an optical parametrical ampli-
fier (OPA) or to generate the second harmonic of the fundamental wavelength beam shown as
dashed lines of the SHG setup. The pump and probe beams are overlapped onto the micro-jet
sample. The emitted photoelectrons are recorded by means of a time-of-flight (TOF) spectrom-
eter.

The volatile sample solution is injected into the interaction region using the liquid micro-jet
technique [265, 267, 268]. The liquid sample is pushed through a quartz nozzle with the use
of a syringe pump at a flow rate of 0.5 ml/min. A commercial quartz nozzle (Micro liquids
GmbH) with an approximate 24 µm orifice diameter is typically used in our setup. The nozzle
is mounted to a manipulator on the top flange of the interaction chamber which can be easily
positioned with a 0.1 µm precision in three-dimensions. The liquid jet remains laminar over a
distance of a few millimeters from the nozzle tip [267]. After the laminar region, the liquid flow
breaks up into droplets, which are collected in a liquid nitrogen cooled trap. This trap is made
from stainless steel and is coled from the atmospheric side, facilitating freezing of the liquid
filament streams as it hits the trap walls. A vacuum environment is created and maintained
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by pumping the stainless steel chamber with a series of connected pumps. The interaction
chamber has two liquid nitrogen-cooled traps, one to freeze out the liquid droplets and one to
trap the water vapor produced by the aqueous microjet. A membrane pump and turbo molecular
pump is used to ensure a working pressure below 2×10-5 mbar in the interaction chamber for
an adequate electron mean free path before transfer to a differentially pumped photoelectron
spectrometer.

The liquid jet is centered at a distance of less than 1 mm in front of the skimmer orifice
(d ≈ 400µm) of a commercial time-of-flight (TOF) electron spectrometer (SPECS, THEMIS
600). The TOF spectrometer consists of a drift tube with a set of electrostatic lenses to guide
the electrons to a delay-line detector located at the end of the tube. The vacuum system of the
spectrometer is separated from the interaction chamber by a valve and is differentially pumped
by three turbo-molecular pumps to create an high vacuum environment for photoelectron detec-
tion (see section 4.6).

Regarding the XUV setup, the fundamental laser beam which is used to generate the XUV
light is focused into an argon gas cell using a lens of 600 mm focal length. A schematic of
the XUV experimental setup is depicted in figure 4.4. The focusing lens (L) is mounted on a
translation stage in order to adjust the position of the pump laser focus in front of the argon
gas cell. By placing a half wave plate (Z) and a polarizer (PL) before the focusing lens (
see figure 4.4), the intensity of the pump beam which is focused into the gas cell, could be
regulated. Reducing the pulse energy allows the adjustment of the pump beam intensity to
achieve optimum phase-matching in the argon gas and generate plasma. A peak intensity of the
order of 1014 W/cm2 at the laser focus is found to be optimum for XUV light generation. The
gas cell is a cylindrical tube of 16 mm length and has holes which are sealed with aluminum foil.
This cell is filled with argon gas via a gas feed-through to the vacuum chamber. The entrance
and exit apertures are produced by the focused pump laser that drills through the aluminum
foil. The HHG light is produced in the cell when the pump light interacts with the argon gas.
The argon gas pressure in the gas cell was adjusted by using a dosing valve to optimize the
XUV photon flux. The gas pressure of the argon and the position of the focused pump beam in
the gas cell are very important parameters which influence the HHG efficiency [232]. During
the operation of HHG source, it was found that a pressure of 20 mbar with a focus position
directly before the gas cell (in the beam propagation direction) is the best condition to achieve a
good output of HHG light. The beam of the 21st harmonic (photon energy of 32.6 eV) is selected
using an off-axis reflection zone plate (ZP) and an adjustable slit. The ZP consists of three gold-
coated zone structures fabricated on a single silicon substrate with a 50 mm diameter [249].
The working principle is based on the two-dimensional diffraction of different harmonics of
the incident beam at different angles and focal length, resulting in their focus onto spatially
separated points. In this setup, the monochromator was used to select the 17th, 21st or 25th

harmonic using the different zone structures. In order to adjust the position and reflection angles
of the zone plate, the substrate of the ZP is mounted on a set of motorized stages. The optic can
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accordingly be adjusted in three translational and three rotational directions with a precision of
0.1 µm and 2 µrad, respectively.

Figure 4.4: Schematic view of the XUV experimental setup. Notations:(Z) wave plate, (PL)
polarizer, (L) lens, (DP) differential pumping stage, (A) aperture, (ZP) zone plate, (S) slit, (F)
aluminum foil, (P) movable photodiode, (TM) toroidal mirror, (M) movable plane mirror, (D)
position-sensitive detector.

To minimize absorption of the high harmonics and protect thr monochromator optics, a
differential pumping stage (DP) is used between the HHG and ZP chambers allowing the main-
tenance of a low pressure of 10-8 mbar in the ZP chamber during the experiment. The adjustable
slit (S), with a few tenths of a millimeter width, was placed at the ZP focal plane to select the
desired harmonic. In order to filter out the rest of the IR beam that propagates with the har-
monic beam, a thin aluminum foil (F) of 300 nm thickness was located behind the ZP chamber.
An aperture (A) of 2 mm diameter is placed before the ZP chamber to block the main part of
the more divergent high harmonic pump beam and thus, to avoid potential melting of the alu-
minum foil which is placed after the ZP chamber. The HHG flux was detected by a removable
photodiode (P) placed behind the monochromator and after the aluminum filter.

A gold-coated toroidal mirror (TM) was used to refocus the selected harmonic beam into
the interaction chamber to a typical focal spot size of 50 µm . In order to minimize the focus
aberrations of the XUV spot, the focal length of the toroidal mirror was designed to refocus
the beam without magnification at the distance of 1200 mm, which is the distance between the
mirror and the slit.

This mirror was mounted on a movable stage inside a vacuum chamber with three transla-
tional and three rotational dimensions of freedom. Another planar mirror (M) can be inserted
into the path of the refocused beam to redirect and monitor the XUV beam focus spot with a
home-built position sensitive detector (D). By controlling the position of the toroidal mirror, it
is possible to adjust the intersection of the HHG beam with the sample at a specific point in
front of the spectrometer orifice.
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In the actual experiment, the spot size of the HHG probe beam at the liquid jet was approx-
imately 60 µm as measured with a translatable knife edge and photodiode. The photon flux of
the XUV light was calculated to be 106 photons per pulse in the interaction region, based on the
current measured by a calibrated photodiode.

4.5 Volatile Liquid Micro-Jet in Vacuum

Many chemical transformation occur in aqueous solution, including many biological phenom-
ena. Liquid solutions are also ideal environments efficient for chemistry with their high den-
sities and therefore, it provides the ideal conditions for understanding many of the important
chemical, physical, biological and electronic processes take place in nature. Accordingly, much
of the terrestrially and industrially important chemistry occurs in liquids. Therefore, chemists
and physicists are interested in the physicochemical properties of solutions and solvents under
different conditions. The enabling concept of most of the experiments performed in this dis-
sertation is application of the PES technique to valance liquid samples. As stated before, the
basic idea of a PES experiment is that photons of a defined energy are absorbed and electrons
are ejected and analyzed with information about molecular or material systems of interest being
extracted based on the properties of the ejected electrons. For a meaningful measurement, the
electron kinetic energy should be measured with a high accuracy. In order not to distort the
information carried by the emitted electrons, they must travel from the interaction region to the
detector without colliding with residual gas particles. Therefore, a high vacuum environment
is required in PES experiments. For condensed phase samples, collisions within and scattering
from the sample must also be considered to interpret PES experimental results and extract as
much information from the measurements as possible.

In the present study, aqueous solutions of the chosen samples are introduced to the laser
interaction region using the liquid micro-jet technique [265, 267, 268]. This technique provides
the possibility of introducing a free-flowing (clean) liquid surface while preserving high vacuum
conditions.

In 1930, Bailey performed the first experiments on a low-vapor pressure liquid in vacuum
using a mercury drop at the end of a capillary [269]. Photoelectron spectra of flowing, low vapor
pressure liquids were measured for the first time in 1973 by Siegbahn, using a liquid jet of 0.2
mm diameter [270]. In the late 1980s, Faubel studied collision-free evaporation from steady-
state and temperature-controlled liquid surfaces [271, 272]. Later, the micro-jet technique was
established and applied in PES experiments, allowing such experiments to be performed with
volatile, free flowing (clean) liquid samples in vacuum [265, 268, 273].

Photoelectrons emitted from highly volatile solutions can encounter elastic and inelastic
collisions within the sample and with gas molecules evaporated from the sample. These colli-
sions distort the kinetic energy of the photoelectrons. The path length of the emitted electron
can travel without colliding with surrounding molecules, defines the electron mean free path λe.
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The mean free path in the gas phase at thermal equilibrium is given by [271]:

λe =
A
nv
, (4.1)

where nv is the equilibrium vapor pressure and A is given by:

A =
KT√
2ρv

. (4.2)

Here K is Boltzmann’s constant; T is the temperature and ρv is the molecular collision cross-
section. For a sufficiently thin liquid jet streaming in a vacuum, the liquid evaporates radially
from the surface and forms a vapor surrounding the jet. The evaporated gas has a cylindrical
distribution of vapor around the surface of the jet. In this geometry, the gas density falls off
as the inverse of the distance from the jet, ro

r [271], where ro is the radius of the micro-jet. By
reducing the radius of the liquid jet, ro, the evaporation surface area decreases. In this case,
the vapor density decreases quickly along the radial coordinate (r), therefore, the electron mean
free path increases. For typical experimental conditions employing water as a micro-jet, λe is
on the order of 0.7 mm [267].

Differential pumping and sub-millimeters transfer lengths from the liquid jet to the time of
flight spectrometer are used to achieve such conditions in PES experiments. By transferring
the electrons from high to ultrahigh vacuum environment within millimeters of their birth and
decreasing the density of the vapor, an effective mean free path up to 1 m, is achieved.

In the present experiment, the liquid jet is formed by injecting liquid samples into the inter-
action chamber through a quartz nozzle with a diameter of 24 µm (micro Liquids GmbH). A
syringe pump (HPLC pump Techlab Economy 2ED, Techlab GmbH) is used to push the liquid
sample into the vacuum with a chosen flow rate. The liquid micro-jet remains laminar over
a distance of a few millimeters from the nozzle tip. The inner diameter of the quartz nozzle
capillary and the applied flow rate of the sample determine the length of this laminar region.
The laminar-jet region is smooth and can be considered as being of cylindrical shape. A few
millimeters beyond the nozzle tip, the liquid microjet will break into droplets, eventually being
collected by collect in a liquid nitrogen cooled trap.

The region of laminar flow represents the laser-sample interaction region, providing a con-
tinuously refreshed liquid sample with a defined surface and minimal local vapor pressure. The
typical flow rate of the micro-jet is 0.5 mL/min, which corresponds to an approximate jet flow
velocity of 25 m/s. At this flow velocity and with a 5 kHz laser repetition rate, the investi-
gated liquid sample is renewed with every laser shot. Thus, accumulated sample damage is
prohibited. In order to minimize the effects of streaming potential on the liquid jet [274], a low-
concentration salt was added to aqueous samples to increase their conductivities. 0.02 mol/L
concentration of NaCl were generally prepared and mixed with the sample aqueous solution
under investigation to facilitate such studies [274].
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4.6 Time-of-Flight Electron Spectrometer

Electrons are detected using a commercially available THEMIS 600 (SPECS GmbH) photo-
electron spectrometer. The spectrometer consists of the differentially-pumped time of flight
(TOF) tube, an electrostatic lens system, and the delay-line detector (DLD). The main purpose
of the time of flight tube is to guide the photo-emitted electrons from the interaction region to
the detector and allow photoelectrons of different kinetic energies to disperse along the flight
path. In our experiments, the liquid microjet is located in front of the skimmer at a distance
of approximately 0.5 mm. A conical skimmer with an aperture of about 400 µm forms the
entrance and differential pumping aperture to the spectrometer region. Such a small orifice of
the skimmer acts as a gas pressure barrier between the main chamber and the drift tube and
facilitates the maintenance of a low pressure in the spectrometer tube during liquid jet oper-
ation. In order to ensure and maintain a low residual gas pressure of below 10-6 mbar in the
spectrometer, three turbo-molecular pumps with a pumping speed of 300 L/s are used to pump
the spectrometer unit. A valve is located directly behind the skimmer to temporarily close the
spectrometer aperture. A closing mechanism is desirable to preserve the vacuum conditions in
the spectrometer flight tube in case the experimental chamber has to be vented, for example
when introducing the liquid jet nozzle into the chamber or to clean the delivery nozzle if the
capillary becomes blocked. The TOF tube is built of a stainless steel housing which is wrapped
with two magnetically isolating layers of µ-metal. The magnetic shielding decreases the effect
of external magnetic fields (including the Earth’s magnetic field) down to an uncritical level.
Three pairs of Helmholtz coils are located in front of the spectrometer entrance to compensate
magnetic fields in the laser-liquid jet interaction region. A schematic view of the spectrometer
is shown in figure 4.5. The electrostatic lenses in the drift tube allow the spectrometer to be
operated in different operation acquisition modes. These modes are characterized by specific
energy resolutions, acceptance angles, and ranges of determined electron kinetic energies. The
electrostatic lens system consists of ten cylindrical lenses which are labeled T1–T10 (see figure
4.5).

The acceptance angle of the electron trajectories depends on the lens mode and can be set in
the range between ± 1° and ± 15°. All lens-system modes are controlled electronically in the
computer software. The 3D-DLD is positioned at the end of the 758 mm drift tube (see figure
4.5). The 3D-DLD directly measures the arrival time and the position of each electron flying,
with the arrival time referenced to the laser arrival time at the sample. The arrival time and
position of electrons depend on the electron initial kinetic energy Ekin and the emission angle.
Using an inversion routine provided by SPECS, full information about the polar emission angle,
azimuthal emission angle, and kinetic energy of the electrons can be obtained in parallel. Two
different operational modes of the spectrometer were exclusively used in the present work, Drift
Mode (DM) and Wide Angle Mode (WAM). In the drift mode, the lenses are switched off and
the spectrometer corresponds to a conventional field-free design, with an acceptance angle of

73



Chapter 4. Experimental Setups

1°. Moreover, the DM provides the highest kinetic energy resolution of all spectrometer modes,
corresponding to an energy resolution of 25 meV at 20 eV. In WAM mode, the electrostatic lens
system is operated in a way that allows the largest collection angle of ±15° and thus, WAM
provides the highest collection efficiency of all spectrometer modes. In this case, the energy
resolution is decreased to 0.1 eV and the kinetic energy range is restricted so that it is used for
a certain range (±10%) around the chosen pass energy.

Delay lines
AUX Grid

Liquid 

micro-jet

Lens

Iris 

Aperture

MCP

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

758 mm

Magnetic shielding

Differential pumping 

aperture
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Figure 4.5: Schematic view of the SPECS Themis 600 time-of-flight spectrometer (TOF). Elec-
tron trajectories are emitted from the micro-jet and guided by the static electric field to the
multi-channel plate (MCP) DLD detection unit. Operating the electrostatic lenses in different
modes allows finding a compromise between high transmission and high energy resolution. The
AUX grid in front of the detector is used as a filter of slow electrons allowing to avoid saturation
of the detector.

The detector consists of two MCPs in a Chevron arrangement for pulse amplification and
an in-vacuum readout unit consisting of crossed delay lines (see figure 4.6). The image is
sampled by the DLD readout electronics. The position-sensitive detection involves measuring
the coordinate of electron when it arrives in each individual delay line, which is encoded by
the arrival times of the signal at opposite ends of the given delay line. Each delay line is
connected to a constant fraction discriminator for pulse shaping and accurate arrival timing
and a time-to-digital converter for arrival time tracking. The arrival time of the electrons is
measured with respect to the arrival time of the laser pulse in the interaction region. This is
facilitated by triggering the DLD electronic system synchronously with the laser pulses. The
trigger signal is provided by the electronic synchronization unit of the laser system. The DLD
signals are fed into a PC and data acquisition and processing software. To convert the measured
position and arrival time of the electrons to their angular and kinetic energy distribution in the
interaction region, the program simulates a large number of electron trajectories to compose a
transformation matrix. With this transformation matrix and an appropriate electron generation
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time-zero calibration, it is possible to convert the raw data to a photoelectron kinetic energy
spectrum and angular distribution.

Figure 4.6: Schematic of the delay line detector (reprinted from the Journal of Electron Spec-
troscopy and Related Phenomena, with permission from Elsevier) [275]. When the amplified
electron cloud hits the two delay line stack at a certain position, the pulsed signal is transmitted
along each delay line to its opposite ends. The four measured arrival times, caused by a single
electron hitting the pair of grids and referenced to the trigger signal from the laser system, are
amplified and accurately time-stamped using the fast data acquisition electronics. The temporal
structure of the recorded electrical signals are shown in the lower panel of the figure.

4.7 Overview of the Transient Absorption Spectroscopy Setup

The TAS setup allows us to investigate liquid media in a transmission geometry. A scheme
of the utilized setup is shown in figure 4.7. The light source for the TA setup is the same
regeneratively amplified femtosecond Ti:Sa laser as described in detail in section 4.1. In the
TAS experiments, about 0.25 mJ were split off from the fundamental 800 nm beam and used
for generating pump and probe light pulses. The fundamental laser beam is further divided into
two beams using a beam splitter (BS) providing beams with 0.21 mJ (85 %) and 37.5 µJ (15
%) pulse energy in each arm. After the beam splitter, a fraction of the beam (85%) is directed
toward a BBO crystal to generate pump light at 400 nm via second-harmonic generation (for
more details see section 4.2). The SH intensity is controlled using a half wave plate and the
SHG process. A set of dichroic mirrors is located after the BBO crystal to remove the 800 nm
residual beam, reflecting the SH and transmitting the residual 800 nm beam. The polarization
of the SH pump light is adjusted using a λ/2 wave plate just before focusing the pulses into the
interaction region. At the sample locus, about 1.3 µJ pump pulses were focused to a spot size
of about 600 µm with pulse intensity of 1.5×1010 W/cm2.

A visible supercontinuum (SC), which is generated in a c-cut sapphire crystal, is used as
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probe light in the TAS measurements. This allows us to probe a spectral range of 450-1000 nm
when pumping the WLC stage with the fundamental wavelength. This nicely coincides with
the measurement range of the applied Si-CCD detector. To ensure linear polarization of the
SC probe light, a thin-film, broad-band polarizer is inserted directly after the SC generation.
Care was taken to maintain a substantially smaller probe spot (≈ 250 µm) than the pump spot
(≈ 600 µm), so that a uniform excitation of the sample over the probe region is ensured.

The pump and probe beams are spatially overlapped at the sample. The temporal overlap
is adjusted by roughly varying the path length for the SH pump pulse to approximately match
the path length of the probe beam in the experiment. It was found that the common method
of delaying the pump pulse lead to intolerable pointing instabilities and intensity fluctuations.
Therefore, we chose to delay the fundamental pulse of the probe beam before generating the
SC light. In this case, observation of a very good pointing as well as spectral and power stabil-
ity of the probe pulses is achieved. A 300 mm motorized delay stage (Newport, FMS300PP)
equipped with a hollow-cube retroreflector (Newport, UBBR2.5-1UV) with UV enhanced alu-
minum coating is utilized to vary the path distance of the probe beam in small steps in order
to get an adjustable and accurate time delay between the pump and probe pulses. The delay
stage is capable of changing the path length of the probe beam up to a possible maximum delay
of 2 ns with a minimum incremental motion of 3.3 fs. A chopper is positioned in the path of
the generated SH pump beam. A photodiode is positioned after the chopper to detect the pres-
ence of pump pulses at a given time. This arrangement allows for proper synchronization of
pump-probe cycles, thus suppressing the flip-over-effect encountered when the pump and probe
phases are accidentally mixed up.

The pump and probe beams are focused onto the sample and aligned to have the best spatial
overlap between the beams at the sample surface. After passing through the sample, the probe
beam is routed to a parabolic mirror that focuses the beam onto the entrance slit of the spec-
trograph. A set of filters are located before the slit of the spectrograph in order to reduce the
intensity of the probe beam to avoid the saturation of the charge couple device (CCD) camera,
as well as to suppress residual pump light.

The Czerny-Turner spectrograph (Andor Shamrock 303i) consists of two concave mirrors
and a diffraction grating. The first mirror is used to collimate the incident light from the entrance
slit and then to direct the collimated beam onto the diffraction grating. Once the probe beam has
been separated into its chromatic components by the grating, the second mirror is used to focus
the dispersed probe beam onto the detector plane. The resulting spectrum is detected using a
CCD camera (Andor Newton du 920 p). Since the chopper is synchronized with the detector by
computer software, it enables registration of the intensity by the computer during periods when
the pump beam is present and when it is blocked by the chopper. For every measurement, the
spectrally dispersed, transmitted probe spectrum is measured. In the pump-probe acquisition,
the excited and ground state spectra are measured. This spectrum is compared to the un-pumped
(probe only) ground state spectrum recorded in a subsequent acquisition.
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The applied detector allows spectra to be recorded at rates up to 200 Hz, thus one has to
either reduce the repetition rate or integrate several subsequent probe-only/pump-probe spectra.
We chose the latter approach, summing around 60 probe-only, then 60 pump-probe shots, and
calculating the ∆OD signal from these data using equation 3.53. The supercontinuum is found
to be stable enough that using the described scheme, a shot-to-shot referencing method yields a
reasonable detection sensitivity of about 10-3 OD upon recording 100 pump-probe cycles, i.e.,
in < 3 s of measurement time. All measurement devices (spectrograph, detectors, chopper,
delay stage) are controlled by a custom-written computer program developed in the group. The
computer program controls the experiment and shows the ∆OD as a function of delay times
and wavelength. All measurements are stored as raw data sets, including the measured spectra
(integrated over 60 shots) and every shot energy. The sample solutions were contained in a 1
mm thick fused silica cuvette in a conventional transmission geometry.

Figure 4.7: Sketch of the TA experimental setup. OPA: optical-parametric amplifier, BS: beam
splitter 800 nm, SHG: second-harmonic generation, BBO: β - BaB2O4, PM: off-axis parabolic
mirror.

Additionally, pump or probe pulses can be generated by an OPA (see section 4.3). The SFS
or SH of the signal or idler OPA output can be utilized as tunable TA pump source in the UV or
Visible range. The signal or idler pulses can also be used to generate TA probe pulses via WLC.
Although technically more challenging than using the fundamental output of the laser, allows
for broadband detection between 450 nm and 1800 nm and also helps to mitigate problems due
to interactions of the strong residual SC pump light with the TA pump pulses.
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Chapter 5

Photoinduced Isomerization Dynamics of
Sodium Nitroprusside (SNP)

A part of the results presented in this chapter has been published in the following article:
”Ultrafast kinetics of linkage isomerism in Na2[Fe(CN)5NO] aqueous solution revealed by
time-resolved photoelectron spectroscopy”. A. A. Raheem, Martin Wilke, Mario Borg-
wardt, Nicholas Engel, Sergey I. Bokarev, Gilbert Grell, Saadullah G.Aziz, Oliver Kühn,
Igor Yu. Kiyan, Christoph Merschjann, and Emad F. Aziz. Structural Dynamics 4, 044031
(2017); doi: 10.1063/1.4990567.

Authors contributions:
A.A. Raheem carried out the experiment, analyzed the data, interpreted the results, wrote the
following parts of the manuscript (introduction, experimental setup and material, results and
discussion and conclusion and outlook). MartinWilke, Mario Borgwardt and Nicholas En-
gel contributed to the preparation of the experiments and data collection. Sergey I. Bokarev,
Gilbert Grell, Saadullah G.Aziz and Oliver Kühn performed the theoretical calculations and
described and documented the computational details. Igor Yu. Kiyan worked out of the tech-
nical details of the experiment, helped supervise the project, and approved the final version of
the manuscript to be submitted. Christoph Merschjann supervised the project, contributed to
the development of the analysis and interpretation of the results, contributed to the writing of
the following parts (results and discussion and conclusion and outlook) and approved the final
version of the manuscript to be submitted. Emad F. Aziz co-supervised the research and funded
the project.

This chapter describes two different experiments to follow the excited state dynamics lead-
ing to photoisomerization process of SNP. To our knowledge these experiments are the first
examples of ultrafast isomerization dynamics being treated in the liquid phase using the TR-
PES techniques.
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Depending on the initial electronic transition, two different isomerization processes can be
induced in SPN molecule. The molecular orbital configuration of the SNP ground state can be
described as 1a2

1 1e4 1b2
2 2a2

13a2
1 2e4 1b2

1 2b2
1 3e4 4a2

1 1a2
2 4e4 5e4 6e4 2b2

2 7e0 3b0
1 5a0

1 8e0. Accord-
ingly, SNP has singlet ground state. The first excited singlet state of SNP is accessed via the
2b2−→7e transition and corresponds to the population of the first 1MLCT state. Here we trigger
this transition at 500 nm wavelength to form the side-on configuration MS2 state on ultrafast
timescale. The second excited singlet state of SNP is accessed via the 6e−→7e transition and
corresponds to population of the second 1MLCT state. The excitation wavelength of this transi-
tion is at 400 nm to produce the MS1 state, i.e., the differences between the transitions from the
6e and 2b2 configurations are most easily distinguishable when considering the isomerization
mechanism of the NO ligand after exciting an electron to the 7e(π∗NO) orbitals.

5.1 XUV-Photoelectron Spectrum of SNP, [Fe(CN)5NO]2−,
Aqueous Solution

The steady-state photoelectron spectrum of a 500 mM aqueous sodium nitroprusside (SNP) (to
which sodium chloride was added to a concentration of 15 mM) was recorded by applying XUV
pulses with a 32.6 eV photon energy. Figure 5.1 shows spectral peaks arising from ionization
of SNP as well as from liquid and gaseous water. The spectrum was recorded in the drift
operational mode of the spectrometer. For the purpose of maintaining stable conditions, the
spectrum was recorded in a sequence of measurements with equally short acquisition times.
For photoionization from water and SNP, the binding energy was calculated as the difference
between the XUV photon energy (32.6 eV) and the kinetic energy. The photoemission spectrum
in 5.1 is presented in a wide range of binding energies from 5 to 30 eV, enabling investigation
of electronic structural features of water and SNP as well. The photoelectron spectrum of the
SNP aqueous solution contains contributions from ionization of the liquid 1b1,3a1 and 1b2 and
gas-phase 1b1 water molecular orbitals.

Since the binding energies can be related to a reference peak, the absolute ionization poten-
tials can be derived by calibration using species with known binding energies. In the present
case, a photoelectron spectrum from argon gas in the absence of the liquid jet is used for a spec-
trometer arrival time and, hence, energy calibration. The electron time of flight is converted
to electron kinetic energy by the software directly, as previously discussed. After the calibra-
tion procedure and switching from an effusive Argon source to an aqueous liquid microjet, the
width and energy position of each peak of water are in a good agreement with the photoelectron
spectra of water presented in references [276,277]. In the spectrum, the rather large gas peak is
due to the larger focal size of the XUV spot (∼ 60 µm) as compared to the micro-jet diameter
(24 µm), which leads to a larger interaction volume of XUV photons with gas-phase water in
comparison to references [276, 277]. A part of the spectrum above 20 eV binding energy also
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Figure 5.1: Photoemission spectrum of sodium nitroprusside (SNP) aqueous solution obtained
using the XUV probe beam alone. Spectral peaks are attributed to ionization from the 1b1, 3a1,
and 1b2 orbitals of water molecules and the observable iron-center-localized Fe (3d) (HOMO)
orbitals. The signal is presented on a semi-logarithmic scale.

contains secondary electron and electron scattering contributions which arise as an unstruc-
tured background. The chloride counter ion is not apparent here due to the low concentration
of sodium chloride.

An SNP ionization signal is clearly observed as a shoulder of the 1b1 peak of liquid water.
This peak is mainly assigned to emission from the iron center ion as supported by theoretical
calculations (see figure 2.2 for details).

By measuring the water ionization yield without SNP under the same conditions, a compar-
ison between the photoelectron spectrum of water and SNP aqueous solution can be made to
isolate the contributions of SNP which are covered by the water peaks.

Figure 5.2 a) shows the comparison of steady-state XUV photoemission spectra of the sol-
vent (green) and the SNP aqueous solution (red) in a chosen range of the spectrum where the
ionization yield of SNP is present. One can clearly observe the contributions of SNP in the
region below 11 eV binding energy. In this region, the signal is associated with the electron
yield from the Fe(3d) orbital of SNP and from the ligands, which can barely be observed in the
spectrum as shown in figure 5.2 (a). To reveal the SNP photoemission spectrum, the solvent
signal is subtracted from the SNP spectrum and treated as a background.

In the right panel (b) of figure 5.2, the contributions of SNP after subtraction of the water
background spectrum are shown in more detail. From this figure, the electronic ground state
configuration of SNP has three distinguishable spectral bands, centered at binding energies of
8.31 ± 0.05 eV, 9.62 ± 0.05 eV, and 10.46 ± 0.04 eV. The energy positions are obtained by
fitting the background-subtracted signals to a superposition of three Gaussian peaks. The fit
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Figure 5.2: (a) Steady-state XUV photo-emission spectra, recorded in a drift mode, of pure
water (green) and SNP dissolved in water (red). (b) Difference spectrum showing the SNP
spectral components in more detail. A superposition of three Gaussian profiles, depicted as
solid curves, was used to fit the data. The individual bands at 8.31 eV, 9.62 eV, and 10.46
eV are primarily attributed to ionization from Fe(3d), πCN orbitals, and σCN ligand orbitals,
respectively.

result is presented by the black curve, the individual Gaussian peaks are also shown in figure
5.2 (b). These three Gaussian peaks arise from two different molecular orbital configurations,
which are attributed to ionization of the iron center and the ligands molecular orbital. Accord-
ing to the TDDFT calculations and assignments of the XPS/UPS spectrum [120,278], the band
with the lowest binding energy in the range of approximately 8-9 eV is primarily attributed to
ionization from the Fe(3d) orbitals, whereas the other spectral peaks lying above 9 eV have
dominant contributions from the CN ligands. In particular, the band at approximately 9.6 eV
corresponds predominantly to ionization from πCN orbitals, those at ≥ 10 eV stem from σCN

orbitals. Interestingly, photoionization from the NO+ (HOMO-1) ligand does not contribute to
the ionization cross section in this energy range. Additionally, the kinetic energy distribution of
the iron peak does not provide any information about the d-orbital splitting of the iron contribu-
tions to ground state, i.e. both the 2b2 and 6e ionizing transitions contribute to the peak at 8.31
eV .

5.2 Ultrafast Kinetics of SNP Following 500 nm Photo-
excitation

Irradiation of SNP aqueous solution with blue-green light (450-560 nm) leads to electronic
excitation from the singlet ground state (GS) into the lowest-lying singlet metal-to-ligand charge
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transfer (MLCT) state. Such promotion of electrons can be described as a transition from the
highest occupied molecular orbital (HOMO) Fe(3dxy) to the lowest unoccupied orbital (LUMO)
π*

NO [90]. This transition triggers the geometrical reorganization of the Fe–NO bond towards
an almost orthogonal (Fe–N–O≈ 77°) side-on, metastable configuration of NO, which is named
MS2 [101, 104, 105]. In the first set of the experiments focused on the photoisomerization of
SNP, 500 nm wavelength (2.48 eV photon energy) pump pulses were applied to produce the
side-on configuration, MS2, of SNP. After such excitation, the photoelectron yield upon probing
with extreme ultraviolet (XUV) photons with 32.6 eV photon energies provides information
about the lifetime of the ES (1MLCT) state, as well as the population dynamics of the MS2
state, while yielding the time-dependent electronic binding energies.

The spot size of the HHG probe beam at the liquid jet in these experiments was 60 µm.
The XUV photon flux in the interaction region was approximately 106 photons per pulse, as
measured using a calibrated photodiode. The spot size of the 500 nm pump beam was 200
µm, with a maximum pulse energy of 1.5 µJ, corresponding to 3.8×1012 photons per pulse.
The pump pulse duration of 55 fs (FWHM) was determined using an optical autocorrelation
system (ape GmbH, pulse check Type 2), leading to pulse intensity of 1.7×1011. The pump
and probe beam polarizations were parallel to each other and the spectrometer TOF axis and
the beams were spatially overlapped at the sample. The pump-probe delay time was adjusted
by an optical delay line in the pump beam line to track the excited states dynamics on the
femtosecond to nanosecond timescale. The wide-angle operation mode of the spectrometer was
used to measure the transient signal which could be recorded with a reasonably short acquisition
time, providing PE spectra within 10 second at each time delay between the pump and probe
puses.

Reducing the pump pulse intensity was necessary to suppress excessive multiphoton ion-
ization of the sample by the pump pulse alone and, thus, to avoid sample degradation and to
relatively enhance pump-probe signals. At optimum pump intensities, a small amount of slow
electrons are produced by the pump pulse and their contribution to the XUV spectrum is neg-
ligible. Reducing the pump intensity also decreases the spectral shifts due to the space charge
effect [239]. Varying the pump intensity to optimize the experimental conditions was achieved
using a filter in the pump beam path or by changing the pump beam diameter by shifting focal
position of the pump beam.

By comparing the pump-probe spectra recorded at negative time delays (when the probe
pulse arrives before the pump pulse at the sample) with the pump-probe spectra recorded at
positive time delays, the contributions from the cross-correlation (CC) signal can be seen, as
shown in figure 5.3. Figure 5.3 (a) shows PE spectra at three chosen time delays (∆t) be-
tween the pump and probe pulses. The signal at ∆t = -200 fs reveals the contributions from
the ground state of the SNP aqueous solution, which is used as a background measurement
in the analysis of transient spectra. The PE spectrum at ∆t = 0 fs is dominated by the cross-
correlation signal. At zero-time delay, the energetic position of the CC signal extends over
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Figure 5.3: a) Transient PE spectra of SNP, measured at time delays of -200 fs (brown), 0 fs
(red), and +200 fs (blue). b) Difference between the spectra obtained at zero-time delay and -200
fs (brown), and +200 fs (blue), respectively. c) Transient signal in the time-domain, integrated
between 5.55 eV and 6.55 eV [gray area in panel (a)]. The pump-probe cross-correlation trace
was fit using a Gaussian temporal profile with a FWHM of 63.8± 0.7 fs and is shown as a black
line.

a range from 4 eV up to 9 eV binding energy. At positive delay, ∆t =+200 fs, the CC signal van-
ishes and just the transient signal in the binding energy range between 6.5 and 11 eV remains.
This signal is associated with electronic rearrangements, including the production of the MS2
configuration. In figure 5.3 (a), the signal is presented on top of the steady-state background
signal. Figure 5.3 (b) shows the subtle differences observable in figure 5.3 (a) after background
subtraction. The transient signal, arising around 10 eV, is highlighted and indicates the ap-
pearance of transient states. Clear differences are observed in the subtracted spectra between
zero-time delay and negative (brown curve) and positive (blue curve) time delay. In addition to
the CC signal, the pump-probe signal is observable in the binding energy region between 8-11
eV. The negative signal in the binding energy range of 9.5-11 eV provides information about
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the depletion of the sample at time zero, highlighting the effect of laser-assisted photoemission
of the SNP sample and 1b1 peak of water. Integration of the time-resolved PES signal of the
SNP solution in the range between 5.55 eV and 6.55 eV (gray area in figure 5.3 (a)), yields the
temporal profile shown in figure (5.3 c). In this region, the transient signal contains only the
CC yield, without emission contributions from the excited states. A Gaussian fit was used to
determine the full width at half maximum (FWHM) of the CC peak. The time resolution of the
pump-probe measurements is defined by the width of the cross-correlation trace. The duration
of the CC was deduced to be (63.8 ± 0.7) fs (at FWHM). Such a short CC width provides a
sufficiently high time resolution for revealing short-lived transient electronic states which are
populated following pump excitation of the sample.

5.2.1 Transient Photoemission Spectra of SNP Aqueous Solution

A series of scans in the pump-probe time delay range from -230 fs to +330 fs were performed.
While combining the series, the data sets were corrected for the delay-dependent energy shift
and the drift of the zero-time delay. The energy shift is caused by the pump-probe-delay-
dependent space-charge effect induced by the pump beam in the liquid sample [239]. Therefore,
the energy scale in each spectrum of a given series needed to be corrected separately. The
ionization signal from the Fe 3d (2b2,6e) orbital, giving rise to a well-distinguished energy
peak at 8.31 eV in each XUV spectrum, was used as an energy reference in wide-angle mode
operational system of TOF and the transient data treatment. The drift of the time zero was
caused by changes in the environmental conditions in the laboratory and could reach a value of
approximately 120 fs over the course of a day. This drift was corrected according to the center
position of the cross-correlation signal imprinted in each time-delay scan. The pump-probe
signal for different time delays was recorded in the wide-angle mode of the spectrometer to
provide a high collection/detection efficiency of photoelectrons in the energy range of interest.
The results of the time-resolved PE measurements are presented in figure 5.4, which shows
dependence of the recorded electron binding energies on the pump-probe time delay. Negative
time delays are associated with the XUV probe pulses arriving first at the interaction region. For
a better visibility of the transient signal at positive time delays, the averaged spectra recorded
at very early negative delays (from -230 fs to -200 fs) have been subtracted as a background.
The background consists of a superposition of the photoemission spectra of the SNP and water
ground state (GS) (see figure 5.1). This leads to a negative signal in the vicinity of zero time
delay and at binding energies between 10 and 11 eV, where the photoemission yields of the
1b1 orbital of liquid water and of the SNP ground state are decreased due to electron density
redistribution in the process of cross-correlation between the pump and probe pulses [247].

The CC also gives rise to a prominent positive signal between 7.3 and 9.5 eV, which is
assigned to the respective photoemission bands of water and SNP, resulting from absorption
of one XUV photon and one visible pump photon. Regarding this first-order sideband of the
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laser-assisted XUV ionization, its spectral yield can be simply represented by the steady-state
XUV photoemission spectrum, shifted on the energy axis by the pump photon energy (2.48 eV)
towards lower binding energies. This CC signal can be utilized to determine the time response
of the setup, as well as to pin down the exact position of the origin of the delay-time axis, as
has been shown in the reference [279]. The presence of the CC signal with a short duration in
the measurement enables us to determine time zero intrinsically and with high precision. Thus,
it facilitates the identification of ultrafast contributions to the kinetics with time constants even
below the time response of the system. On such timescales, the short-lived signals appear with
a shift and asymmetric broadening as compared to the CC-dominated kinetics [279]. Besides
the strong CC and short-lived signals, there is a clear evidence (see figure 5.4) for the enhanced
photoemission at positive delays, especially between 9.5 and 10.5 eV binding energy. These
features emerge during the first 300 fs and persist beyond the maximum time delay of the current
investigation (+330 fs). Therefore, the long-lived features are assigned to MS2, in accordance
with previous reports [100, 108, 125, 280].

Figure 5.4: A series of 500 nm pump-XUV probe photoelectron spectra of SNP aqueous solu-
tion plotted versus binding energy obtained in pump-probe time delays range from -230 to +330
fs. For a better visibility, the averaged spectra recorded at negative delays (-230 to -200 fs) have
been subtracted as a background. The spectra show a prominent cross-correlation signal located
at the region 9.5-7.3 eV which decreases at lower binding energies. The fast decaying bleach
signal in the region > 10 eV is associated with the CC signal. The asymmetry of the photoemis-
sion yield in the vicinity of zero-time delay is due to the emission contribution from the excited
transient states superimposed with the CC signal. The marked spectral range between 9.5-10.5
eV contains a signal that originates from ionization of the MS2 state.
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It is noted that, the spectral shape and position of the emerging MS2 PE signal appears
similar to that of the SNP ground state. This fact is also supported by the theoretical calculation
of PES spectra for GS and MS2 states as will be discussed later.

It is important to point out that the population of the MS1 state is not considered in the case
where the 500 nm is used as a pump wavelength. The reason for that is the photon energy nec-
essary to trigger the photoisomerization toward MS1, 3.1 eV, via a charge transfer 6e−→7e, is
larger than the photon energy used in this case, 2.4 eV (see figure 2.2) [90,93,100,124]. There-
fore, even with two-photon excitation, which is unlikely in the experiments, the photoinduced
MS1 state signal will have small contributions in the measured PES transient spectra. On the
other hand, irradiation in the spectral range of 400 – 470 nm leads to a 40–50% population of
the MS1 state [93, 100, 105, 124]. Nevertheless, in the spectral range of 500–580 nm only MS2
can be populated [93, 100, 124]. In addition, increasing the temperature of the sample, which
is room temperature in the present experiments, leads to transfer the molecules from MS1 state
into MS2 state (see sec. 2.2.1 and sec. 2.2.2 for more details). In this case, 35% of MS1 state
can be transferred to the MS2 state [93,100,124]. In spite of that, if there are contributions from
the MS1 state in the pump-probe spectra, these contributions will be small and they should be
neglectable in the data analysis.

5.2.2 Kinetic Model

The initial photo-excitation step leading to the formation of the side-on configuration involves
the population of the lowest singlet excited state, 1ES, corresponding to the lowest-lying 1MLCT
state. Based on previous studies [108, 281, 282] as well as the results from the theoretical cal-
culations [120], there is an additional state which can possibly be populated during the early
photodynamics. This state lies close in energy to the ground state barrier between the 1GS and
1MS2 configurations and should be considered as an intermediate state on the way to populat-
ing the 1MS2 state. In more details, the nitroprusside molecule has previously been investigated
using picosecond transient infrared spectroscopy [108]. The analysis of the measured spectra
predicts that the pathway to the photoinduced MS2 state includes an additional electronic state,
which decays on < 20 fs timescales [108]. So far, the low experimental time-resolution (∼1 ps)
of transient infrared experiment has not allowed the associated state life time or ultrafast kinetics
to be precisely determined. Therefore, the second model, which is adopted in the present work,
is proposed to investigate the ultrafast dynamics (time constant and binding energy) in the time
range of < 100 fs. The description of the second model is based on involving an additional elec-
tronic state. This state represents an intermediate state, where the retained electrons reside to
prepare the electronic state and molecular configuration for NO-rotation. The consideration of
the second model is necessary due to the indication of presence of the ultrafast transient signal in
the measured PES spectra and depending on the previous study [108]. In addition, involvement
of the triplet, 3ES (3MLCT), states might be possible during the early photodynamics, as will be
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discussed later. Based on these considerations as well as on the kinetic schemes utilized earlier
in the literature, two different kinetic models have been applied in the data analysis. The first
model (model 1) includes three states (GS, ES, and MS2). This model was previously adopted
in references [100, 125] to estimate the mechanism of build-up of the MS2 configuration of
SNP. Here, a direct population of MS2 and the GS from the ES (1MLCT) state is assumed. The
model 2 assumes the presence of an additional intermediate state referred to as X. The models
1and 2 are schematically depicted in figure 5.5. The respective rate equation system for model
1 can be written as follows:

d[GS(0)]

dt
= −aIpump(t)[GS]+ k10[ES]+ k20[MS2]

d[ES(1)]

dt
= +aIpump(t)[GS]− k10[ES]− k12[ES]

d[MS2(2)]
dt

= +k12[ES]− k20[MS2]

(5.1)

Here [ξ ] denotes the population of state ξ and the corresponding rate constants are denoted
by ki f , where i and f are the initial and final states for a given transition, respectively. The
parameter (a) describes the time-dependent excitation transition rate.

Figure 5.5: Schematic depiction of the SNP excited state relaxation processes in aqueous SNP
following excitation at 500 nm. The relevant rate parameters used in equations (5.1) and (5.2)
are used to label the diagram.

The second model (model 2) incorporates an additional intermediate state, X, which, ac-
cording to Lynch et al [108], is populated from the ES on an ultrafast timescale and from where
the subsequent parallel relaxation to either MS2 or GS takes place. The nature of this X state in
the model 2 will be discussed later. The population dynamics of the short-lived X state should
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lead to characteristic binding energy shifts in the transient photoemission signal on a few-10-
femtosecond timescale [279]. The rate equations associated with model 2 can be written as
follows:

d[GS(0)]

dt
= −aIpump(t)[GS]+ kX0[ES]+ k20[MS2]

d[ES(1)]

dt
= +aIpump(t)[GS]− k1X [ES]

d[X(x)]

dt
= +k1X[ES]− kX0[X]− kX2[X]

d[MS2(2)]
dt

= +kX2[X]− k20[MS2]

(5.2)

5.2.3 Global Fit Analysis

The observation of changes in the photoelectron spectrum after excitation with a femtosecond
laser field can be quantified using a global-fit analysis for the measured multidimensional data.
This section includes the analysis procedure of the transient spectra that reveals the ultrafast
kinetics during the emergence of the MS2 conformer. This analysis is based on solving the
kinetic equations of both models using a matrix based approach. The time-dependent CC signal
is represented by an amplitude-normalized Gaussian, i.e., that represents the convolution of the
pump and probe pulse intensity profiles. The signals from the CC and solvent are appended as
additional rows to the population-density matrix.

The respective best fits and corresponding residuals for model 1 and model 2 are shown in
figure 5.6. Analogously to the measured data, the photoemission spectra of the SNP ground
state and water, as obtained from the respective fit, have been subtracted from the modeled
transient spectra. The kinetic fit parameters are presented in table 5.1 and the parameters for the
Gaussian deconvolution of the fitted XUV photoemission spectra are listed in table 5.2.

It is noted that, in the figure 5.6, the CC behavior contains positive and negative signal.
Figure 5.7 shows the CC spectra obtained from the fits to the two-color spectrum. The re-
sults associated with models 1 and 2 are shown as the black and dashed red lines, respectively.
Both models yield similar CC signal behavior and are in good agreement with the experimental
results (see figure 5.3 (b)).

One can see from figure 5.6 that there is no clear superiority of either model in the descrip-
tion of our experimental data. Further, the rate parameters extracted from both models are in
overall good agreement. To compare Models 1 and 2 in more detail, figures 5.8 (a)–(d) show
the decomposition of the transient signal into individual contributions from the involved ground
and excited states, as well as the CC signal. This decomposition is presented for two energy
ranges, 6.5-7.5 eV [(a) and (b)] and 9.0-10.0 eV [(c) and (d)], where the respective photoemis-
sion yields of 1ES and 1MS2 are maximal, according to the global fit results. Again, these cuts
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show that both models provide fit results of similar quality.

Figure 5.6: Global fit results and residuals for Model 1 (upper panels) and Model 2 (lower
panels), respectively.

It is interesting to note that the ionization yield of 1ES in model 2 has a maximum at ap-
proximately (20 fs). Such a short-time maximum was expected, as suggested in the calculations
discussed in section 5.2.4 and the references [108, 120] (also see figure 2.4 in chapter 2). The
decomposed amplitude associated with the 1ES contribution is significant, which supports the
presence of an intermediate state X. Before turning to a more detailed discussion about the ex-
istence of the X state in SNP, we highlight the extracted transfer time for population of the MS2
state at ambient temperature: k−1

12 = 253 ± 19 fs for model 1, and k−1
1X + k−1

X2 = 234 ± 39 fs for
model 2.

It is also found that competing process, 1ES−→ 1GS, occurs on a similar timescale, actually
slightly faster than the population of MS2. Hence, slightly less than 50% of the originally
excited molecules are inferred to produce the MS2 configuration, whereas the over-all switching
ratio (i.e., with respect to the total number of molecules) is≈ 10%, which was determined from
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Figure 5.7: Cross-correlation spectra extracted from global fits with models 1(black curve) and
2 (dashed red curve).

the global fit results, corresponding to the conversion of the sample under the pump conditions
(see blue curves in the panels (e) and (f) of figure 5.8). Both values are in good agreement
with the data of reference [100], irrespective of the presence of an intermediate state. The de-
excitation of the 1ES(1MLCT) state, as considered in models 1 and 2, involves channels of a
different nature. Another reference suggested that the 1ES−→1GS transition (model 1) leads to
the population of highly excited vibrational levels of the GS state, whose thermalization then
proceeds on a timescale of a few picoseconds [125]. Such a decay channel is not considered
in model 2. Instead, the de-excitation proceeds via population of the X state, which can be the
same singlet excited adiabatic state,1ES, where the NO ligand is slightly rotated toward its side-
on orientation via potential barrier. On the one hand, the fast decay time (33 ± 2 fs) of the 1ES
signal, which is much faster than the transition to 1MS2 (k12) (see table 5.1) or back relaxation
to 1GS (k10), supports changes of the geometric configuration or even of the electronic state.
A possible candidate for such a transient electronic state is the first excited triplet state. On
the other hand, the timescale of this transition appears to be quite fast for both NO rotation
and intersystem crossing (ISC), because of the large mass of the NO ligand and the expected
low magnitude of the spin-orbit coupling matrix elements. As a very rough estimate of the
time needed for geometric reorganization, one can consider the 24 fs half-period of the 708
cm-1 ground state Fe-NO bending normal mode in the limit of small vibrational levels, which is
closest to the NO rotational motion (see figure 2.4 in chapter 2). In addition, a special comment
should be added concerning the multiplicity of the X state. Although the potential energy
surfaces of the first excited singlet and triplet states are almost parallel along the NO rotation
coordinate, the analysis of the vibronic coupling suggests a crossing of singlet and triplet states
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Figure 5.8: Comparison of global-fit results for Models 1 (left column) and Model 2 (right
column). a), b) Energy-integrated kinetic traces, global fit result and its decomposition into
specific state contributions in the region 6.5 to 7.5 eV. (c) and (d) Same as a), b), but for the
region 9.0 to 10.0 eV. e), f) Transient population densities obtained from the fits for the GS and
excited states of SNP.

along the totally symmetric stretching Fe-NO tuning mode, with a ground state frequency of
818 cm-1, corresponding to a half-period of 21 fs. Notably, another group reported a mode at
662 cm-1, corresponding to half-period of 25 fs [100]. This may make the ISC efficient and,
thus, the photochemical pathway from 1ES to 1MS2 may be accompanied by an ultrafast double
ISC ( 1ES−→3X−→1MS2), representing relaxation dynamics involving both NO rotation and
Fe-NO stretching nuclear motions. However, the probability of such an ultrafast double should
ISC be lower than that of the internal conversion (IC) pathway, 1ES−→1X−→1MS2 or 1GS.
Note that unravelling the competition between multiple ISC and IC channels in transition-metal
complexes is a non-trivial task, as recent investigations show [73]. For simplicity, one might
consider that singlet and triplet MLCT states form a joint band and 1ES and 3ES as well as 1X
and 3X signals should be treated together in the global fit analysis. Finally, one should note
that besides the ultrafast transition 1ES−→1X, Lynch et al suggested a parallel ultrafast (10 fs)
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back relaxation 1ES−→1GS, which was assigned to a stimulated emission process [108]. From
our data analysis, we cannot find evidence for such a transition. In fact, both models 1 and 2
yield time constants of 200± 21 fs for the back transition toward GS. Further, to the best of our
knowledge, there have been no reports so far on the luminescent properties of SNP, et al one
stimulated emission. This suggests that any relaxation processes are of non-radiative nature. As
considered by Gallé et al, the transition 1ES−→1GS results in a highly excited vibrational state
of the GS, whose thermalization proceeds on a timescale of a few picoseconds [125]. Based
on these findings, we consider that a back relaxation 1ES−→1GS on a 10 fs timescale is very
unlikely, leaving either the scenario of Refs. [247] and [100] (model 1), or the indirect singlet
path way of model 2.

Table 5.1: Kinetic fit parameters for Model 1 and Model 2, respectively.

parameter Model 1 Model 2 unit

a 4.00±0.30 4.00±0.57 molecule-1 ps-1

1/k10 200+23
−19 fs

1/k12 235+20
−17 fs

1/k1X 33.3+1.6
−1.5 fs

1/kX0 200.5+2.6
−2.6 fs

1/kX2 200+45
−31 fs

1/k20 110 110 ns

σpump 19.60±0.89 19.60±0.82 fs

σprobe 20.5±1.2 20.5±1.8 fs

Furthermore, to provide a reliable comparison between model 1 and model 2, the F-statistics
were calculated. This criterion is well satisfied when comparing the two models depending on
the reduced χ2 values obtained from the fit of both models. The reduced χ2 values of model 1
(simple) and model 2 (extended) determine the goodness of fit of the model, where the smaller
χ2 value of the extended model is statistically significant only if the F statistic exceeds a critical
value Fc defined by the F-distribution function. Once the criterion Fc < F, where Fc = F(pe-ps;
n-pe), is fulfilled, the simple model can be excluded. Where ps and pe are the corresponding
numbers of fit parameters of the simple and extended model, respectively, and n is the number
of data points on the energy and time scale. The F-statistics formula is written as [283–286]:

F =
(χ2

s −χ2
e )

χ2
e

(n− pe)

(pe− ps)
(5.3)

where χ2
s and χ2

e are the residual sums of squares obtained from the fit of the model 1(simple)
and model 2 (extended), respectively. The corresponding numbers of fit parameters are χ2

s ,
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χ2
e , ps, pe, and n are 0.12, 0.10, 92, 108 and 85×140, respectively. Using these numbers,

we achieve F = 147.40 for the F statistic. In the present case, we have Fc = 2.78. Thus, the
F statistic significantly exceeds the critical value and the simple model can be rejected with
confidence larger than 99.99%. Accordingly, the consideration of the simple model (model 1)
is inadequate to reproduce the PES transient signal. This means that the simple model can be
excluded with high confidence and the extended model (model 2), which describes better the
measured transient signal, should be considered instead.

Table 5.2: Fit parameters of Gaussian peaks used to describe the amplitude spectra for Models
1 and 2, respectively. Position values denote binding energy.

Peak State
Model l Model2

position / eV FWHM / meV amplitude / cts position / eV FWHM / meV amplitude / cts

1 GS 11.196±0.055 465±70 365±77 11.20±0.13 465±60 365±30

2 GS 10.11±0.21 859±33 2581±88 10.11±0.19 859±94 2580±250

3 GS 9.46±0.16 955±70 916±65 9.46±0.15 955±95 921±25

4 GS 8.434±0.073 800±74 181±15 8.421±0.065 801±53 180±19

1 ES 11.2±1.7 300±21 260±21 10.4±1.6 750±210 1100±260

2 ES 10.3±1.9 590±130 1194±44 10.0±1.9 598±66 2150±130

3 ES 9.9±2.5 760±29 2100±130 9.6±1.7 555±73 1500±320

4 ES 9.35±0.72 800±100 790±51 8.9±1.6 493.7±9.1 332±35

5 ES 9.04±0.95 903±36 89.9±7.8 7.08±0.82 495±55 70.0±4.3

6 ES 8.5±1.4 895.4±6.6 120.5±6.2

7 ES 8.05±0.48 895±50 155±13

8 ES 7.5±1.3 809.6±8.5 10.0±1.5

1 X 11.2±1.9 301±19 260±13

2 X 10.3±2.6 596±60 1140±220

3 X 9.9±1.5 750±53 1870±140

4 X 9.35±0.56 796±61 862±93

5 X 9.0±1.1 905±28 130±12

6 X 8.6±4.5 900±73 82±14

7 X 8.33±0.81 802±71 260±19

8 X 7.33±0.56 850±41 20.0±1.6

1 MS2 11.0±1.8 810±170 425±78 11.00±0.44 805±31 425±39

2 MS2 10.4±2.1 550±35 1110±180 10.4±1.4 550±92 1390±370

3 MS2 10.0±2.4 710±20 2950±200 10.0±1.9 708±42 2610±130

4 MS2 9.7±1.6 734±31 1200±230 9.6±1.4 734±50 1280±80

5 MS2 9.20±0.58 663±49 533±42 9.2±2.9 662±43 500±29

6 MS2 8.7±3.3 705±72 161±11 8.7±1.9 700±110 170±46

7 MS2 8.15±0.53 960±58 120±10 8.35±0.65 960±100 170.1±5.4

1 H2O 10.80±0.23 533±36 1300±260 10.80±0.23 533±20 1300±130

2 H2O 10.50±0.25 721±49 2430±150 10.50±0.25 721±36 2430±220

1 CC 10.6±2.1 720±180 −470±230 10.6±2.7 700±170 −520±120

2 CC 9.8±3.6 301±36 80.9±3.9 10.0±3.3 301±34 52±2

3 CC 9.4±1.3 760±160 67±7 9±2 760±180 62.1±2.6

4 CC 8.8±1.2 881±30 307±50 8.84±0.91 880±100 316±14

5 CC 8.15±0.41 955±70 190±35 8.15±0.28 955±43 205±25

6 CC 7.27±0.59 913±47 26.0±1.5 7.3±0.7 910±130 21.7±1.5

7 CC 5.95±0.51 605±71 7.00±0.49 5.95±0.55 605±46 6.00±0.51

8 CC 6.57±0.56 900±82 10.62±0.61 6.57±0.56 900±60 10.92±0.46
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5.2.4 Comparison with Theory

Theory calculations were performed using the DFT approach [120]. For [Fe(CN)5NO]2–, the
GS, MS1, and MS2 minima of the singlet ground state potential energy surface have been
obtained as well as the adiabatic minimum energy path along the NO rotation coordinate. Five
excited singlet states have been calculated along this ground state path at the level of time-
dependent DFT (TDDFT) as well as one triplet state at the level of unrestricted DFT (UDFT).
The solvent environment was accounted for by using the polarizable continuum model which is
essential to stabilize the complex. To interpret the experimental data, the photoelectron probe
spectra have been computed for the ground and lowest excited singlet and triplet states at the
GS and MS2 molecular geometry as well as at a slightly skewed geometry with the angle (Fe–
N–O = 135°), denoted as the X geometry. The theory qualitatively reproduces the spectral band
structure originating from ionization channels leading to the formation of the SNP ion with
different electronic configurations. The photoemission spectra of the ground state, as well as the
excited states for both models inferred from the fit, are compared with the corresponding spectra
predicted by the theory in figure 5.9. In this figure, the right column shows XUV photoemission
spectra calculated using TDDFT for the states GS1;3ES1;3X , and MS2. The solid curves have
been obtained by convolution of the stick spectra (blue) with Gaussian functions of width w=
0.28 eV. The inaccuracy of the theoretical method leads to shifts in the energy of the calculated
photoelectron features of the order of 0.5 eV [287, 288]. Thus, the theoretical results presented
in figure 5.9 demonstrate a reasonable compromise between the stability and the accuracy of
the reference theoretical data. The left panel of figure 5.9 represents the photoelectron spectra
obtained from the global fit results with the use of the models described before. One can see
that the results of the TDDFT calculations agree reasonably well with the spectra obtained
from the fit results of SNP in the measured energy region. The fit results for the Gaussian
deconvolution of the photoelectron spectra are listed in table 5.2. One should note that the PE
spectra originating from different electronic states at different geometric configurations are quite
similar to each other with an exclusion being the spectrum of 1ES. This fact, which is probably
intimately connected to the weakness of the NO+ photoionization yield in the investigated PES
energy region, does not allow us to unambiguously assign the transient signal to the triplet
electronic state. Therefore, further experiments are needed to clarify the multiplicity of the
X state. Nevertheless, the calculated potential energy curves and the fast decay of the unique
transient signal assigned to 1ES strongly suggest the involvement of the intermediate state 1,3X,
the state 1 being either singlet or triplet.
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Figure 5.9: Comparison between PES amplitude spectra of SNP, as obtained from the global
fits of Models 1 and 2, respectively (left column). The right column shows XUV photoemission
spectra calculated using TDDFT for the states GS, 1,3ES, 1,3X, and MS2. The solid curves
have been obtained by convolution of the stick spectra (blue) with Gaussian functions of width
w = 0.28eV [see equation (3.66)].

5.3 Ultrafast Kinetics of SNP Following 400 nm Photo-
excitation

In the previous sections, we studied the dynamics of formation MS2 state in SNP via excita-
tion at 500 nm wavelength. An additional process can be initiated in SNP using the shorter
wavelength for the excitation. Pumping SNP with a 3.1 eV photon energy (400 nm) leads to the
electronic excitation from the 6e(xz,yz) to 7e(π∗NO)-character molecular orbitals, resulting in the
formation of the isonitrosyl (Fe–O–N) metastable configuration, which is named MS1. In this
case, the angle of the NO ligand rotation is 180° with respect to the ground state configuration
(see figure 2.4).
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5.3.1 Pump-Probe Photoelectron Spectra

In order to understand the generation of the isonitrosyl configuration state, MS1, the processes
following the electronic excitation have been investigated using the femtosecond pump-probe
photoelectron spectroscopy method at ambient temperature. An optical pulse of 400 nm wave-
length was applied as the pump beam. The spot size of the 400 nm pump beam at FWHM,
was approximately 250 µm, with a maximum pulse energy of 1.6 µJ. The pulse duration was
estimated to be 80 fs, leading to a pump pulse peak intensity of 1.1×1011 Wcm−2. Utilizing
the PES experimental setup and high harmonic monochromator, the 21st harmonic of 800 nm,
38.0 nm (32.6 eV) was used as the probe beam. The polarization of the pump and probe pulses
were mutually parallel and parallel to the spectrometer time-of-flight axis.

Series of pump-probe measurements with a 500 mM SNP sample concentration were
recorded for delay times in the range from -434 fs up to 1540 fs with 13 fs delay steps. Com-
paring the pump-probe spectra recorded at early negative time delay (-400 fs) with the spectra
measured at chosen positive time delays (+200,+500,+1000 fs), one can verify that the spec-
tral shift due to the space charge effect of the ionized aqueous sample is negligible. Thus, the
transient PE spectra were recorded as many temporal scans corrected for the zero-time delay
shift throughout the measurements, that were subsequently scanned. The measured pump-probe
spectra are presented in figure 5.10 on the binding energy scale for different time delays in the
range mentioned above. An average of a few spectra recorded at negative time delays was sub-
tracted from the pump-probe spectra to reveal the transient signal which may be buried under
the water peaks.

The transient signal shown in the figure 5.10 includes a strong feature at the zero-time
delay. This feature was unequivocally attributed to the cross-correlation signal from the SNP
aqueous solution. The CC component highlights the time resolution of the experiment in situ.
Notably, there is no shift or asymmetry in the CC signal at lower binding energy. This indicates
that any associated transient signal has a negligible lifetime compared to the CC width in this
energy region. Furthermore, the clear appearance of an additional long-lived signal in the energy
range of 7.5-10.5 eV is observed. This component grows rapidly within the experimental time
resolution and after that, the signal remains constant until the maximum time delay applied in
the measurement. In addition, this feature has highest intensity in the energy position containing
emission contributions from the ligands ground state. Such a long-lived feature appearing in the
metal-ligand binding energy region of SNP highlights that the transient signal of SNP localizes
at binding energies where direct ground state emission is prevalent (although the ground state
signal has been subtracted here). This resembling the results of the 500 nm excitation energy
study on the generation of MS2 state. Therefore, the rising, long-lived signal confirms that
the transient signal occurs on the range of binding energies above 8 eV is due to the population
dynamics of the MS1 state. The MS1 signal originates from the rearrangement of the NO ligand
configuration and from Fe2+ metal center interactions with the ligand.
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In SNP, the electronic transition driven by 400 nm photo-excitation produces a second ex-
cited MLCT state, involving the transfer of electronic density that was primarily localized on
the Fe2+ metal center to the ligands. It is difficult to isolate signals associated with different
energetically separated states based on figure 5.10 alone. Hence, a more detailed comparison of
the PE spectra measured at different chosen positive time delays is needed to determine whether
there is more than one excited state which can be populated over the 1.5 ps delay range.

Figure 5.10: The transient signal of 0.5 M SNP aqueous solution measured after 400 nm photo-
excitation recorded using the spectrometer’s wide-angle-mode. The background of SNP at neg-
ative time delay is subtracted from the pump-probe measurements. A strong CC signal with a
120 ± 3 fs width at FWHM arises at the zero-time delay which defines the resolution of the ex-
periment. The transient feature which is apparent at binding energies of 8.5-10.5 eV is assigned
as a signature of the MS1 excited state of SNP.

A detailed comparison of transient spectra recorded at different delays is shown in figure
5.11. In this figure, the pump-probe photoelectron spectra of 500 mM aqueous SNP upon
photo-excitation with a 400 nm pulse at time delays of 0, -400, +200, +500 and +1500 fs
corresponding to the red, black, green, orange and blue curves, respectively, are presented. The
upper left panel of the figure 5.11 a) shows the spectra over the entire range of binding energies
measured in the experiment (4-10 eV). The signal components associated with excited states
and processes can be estimated from these spectra. The contributions of the CC can be seen
to lie in the range from 4.5 to 9.5 eV in the spectrum recorded at zero-time delay (red curve).
The CC contributions arise from the photoemission bands of water and SNP as well. By taking
the photon energy of the pump pulse (3.1 eV) into account, we observe that the maximum
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appearance of the CC contributions is shifted from the original ground state peaks of SNP and
water by the energy of the pump photons (3.1 eV), indicating the absorption of a single pump
photon (see figure 5.11 a, main panel).

Figure 5.11: a) Comparison of transient spectra measured after 400 nm excitation of SNP aque-
ous solution at different time delays. The left panel shows spectra at -400 fs (black curve),
+200 fs (green curve), +500 fs (orange curve), +1500 fs (blue curve), and zero-time delay (red
curve) in the binding energy range of 8-10.5 eV. The right panel shows the transient spectra in
the entire range of binding energies of 4-10 eV recorded in the measurement. Panel b) shows
the smoothed (rebinned) difference of the spectrum at a negative time delay of -400 fs and the
spectra recorded at time delays of +200 fs (green curve), +500 fs (orange curve) and +1500 fs
(blue curve).

The left panel of figure 5.11 a) shows a comparison between the spectra of SNP aqueous
solution in the 8-10 eV binding energy range. In this figure, the spectrum at a negative time
delay of -400 fs (black curve), at zero-time delay (red curve) and at three different positive
time delays are displayed. The spectra recorded at delays of +200 fs (green curve), +500 fs
(orange curve), and +1500 fs (blue curve) provide evidence of the transient state signal. One can
observe that the spectral shape appears to be very similar at each time delay and the maximum
signal arises in a binding energy range of 8.5-9.5 eV. In addition, figure 5.11 b) illustrates the
photoelectron spectra obtained as a difference between the negative-delay spectrum (-400 fs)
and the spectra at different positive time delays. From this figure, it is straightforward to see
that there is a transient signal which has a maximum at a binding energy of 9.5 eV. Likewise,
there is no difference between the spectra at +200 and +500 fs time delay in the binding energy
range where the transient signal is observed. However, there is a slight difference in the relative
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amplitude at the +1500 fs time delay. This suggests that the PE spectra at positive time delays
are associated with one excited state.

5.3.2 Results of the Fitting Analysis and Discussion

Typically, photo-excitation dynamics in molecular systems can be induced via resonant elec-
tronic excitation. After that, the transitions between the excited states relax intramolecularly
and potentially itromolecularly, under going a cascade of transitions from a state lying at high-
est energy to lower-energy states, before eventually reaching the ground state configuration. In
SNP, the production of MS1 follows after the 400 nm excitation and the initial population of the
second 1MLCT state. Thus, the electron population dynamics of the MS1 state can be described
by a sequential model as:

GS
P(t)−−→MLCT

k1−→ ES
k2−→MS1

Here GS represents the ground state, ES denotes an intermediate transient excited state
which can be populated on the way to generating the MS1 state, P(t) is the time-dependent
population rate which is proportional to the time-dependent pump pulse intensity and k1, k2

are the decay rates from the MLCT to the ES and from the ES to the MS1 states, respectively.
One should note that the lifetime of MS1state is much longer than the timescale of the measured
data. This lifetime was reported in previous studies to be around 100 ns [108,125], which cannot
be followed in the present measurement because of the limits of the maximum accessible time
delay between the pump-probe pulses in these measurements (2 ns). Thus, the decay process
of MS1 is not considered in the further analysis. The signal attributed to ionization from the
MS1 state is not included in the model used to fit the PES data. The MS1 signal should appear
immediately after the depopulation of ES state. Since the transient signal was measured with
a short time delay compared to the lifetime of the ES state, thus the signal originating from
MS1 cannot be distinguished and isolated. In addition, due to the signals associated with both
states (ES and MS1) seemingly occurring in the same electron binding energy region and the
expected long lifetime of the MS1 state, only an approximate growth time constant of the MS1
state can be measured with such a short time delay scan. Nevertheless, including a signal from
MS1 state is possible with the use of a global fitting procedure and the measured data. However,
as will be demonstrated from the data analysis below, the transient signal in the binding energy
range of 7.5-10.5 eV has a lifetime of ≈ 8.7 ps. In contrast, the typical life times of the MLCT
states of the SNP sample, lie in the tens of femtoseconds range [51, 72, 289]. Therefore, based
on the existing SNP excited state dynamic literature, the transient spectra shown in the figure
5.11 should be assigned to population of an intermediate ES state. The system of differential
equations applied to describe the relaxation processes of SNP in the present study are as follows:
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d[MLCT ]
dt

= P(t)[GS]− k1[MLCT ]

d[ES]
dt

= k1[MLCT ]− k2[ES], (5.4)

with the initial condition [MLCT] = 0 and [ES] = 0 at t −→−∞. Considering that the pump
pulse has a Gaussian time envelope of width σpump, the population rate of the MLCT state can
be described as:

P(t) = ρI exp

[
−t2

2σ2
pump

]
, (5.5)

Where ρI represents a product of the photo-transition cross section and the peak intensity of
the laser pump pulse. The differential equation (5.4) can be solved analytically:

ES(t) = A

[
exp

(k2
2− k2

1)σ
2
pump

4
(er f (

t
σpump

−
σpump ∗ k2

2
)+1)

]
[

exp(−k1t)(er f (
t

σpump
−

σpump ∗ k1

2
)+1)

]
, (5.6)

where erf(x) is the error function and A is a numerical coefficient.

Figure 5.12 shows the integrated transient photoelectron signal as a function of the time
delay. The main figure shows the integrated signal over the binding energy range of 7.5-8.5 eV,
corresponding to the region of appearance of the pump-probe transient. This region includes
the population of the MLCT state at early delay times and the ES excited state at later times.
Figure 5.12 highlights two different features: the cross-correlation trace and a relatively long-
lived species. The inset shows the integrated PES signal in the region of 4.5-5.5 eV, where the
cross-correlation contribution dominates. A Gaussian profile is used to fit the cross-correlation
signal. A temporal width of the CC signal is found to be 120± 3 fs (FWHM), as obtained from
the fit. This width prevents the isolation of excited states with a lifetime shorter than a few tens
of femtosecond. In particular, the peak centered at zero-time delay and the symmetry of this
cross-correlation peak ( see the main panel of figure 5.12) imply that there is no superimposed
excited state with a lifetime comparable to the width of the CC signal .

One can see that the long-lived excited state contribution appears immediately after the CC
trace and does not relax to the ground state within the maximum time delay of the measurement.
The analytical solution of the rate equations is used to fit this signal (see equation (5.6)). The
results of the fit are summarized in table 5.3. The total signal is decomposed into two expo-
nential decays with time constants of 74 ± 28 fs and 8.7 ± 2.3 ps, corresponding to the inverse
rates 1

k1 and 1
k2 , respectively.
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Figure 5.12: Integrated transient photoelectron signal of SNP aqueous solutions over the bind-
ing energy window 7.5 to 8.5 eV, corresponding to the population dynamics of the MS1 state.
The red solid line represents the fit result of the model described by equation (5.6), to the ex-
perimental data (shown by the blue circles). Using the fit, the overall signal is decomposed in
the individual ionization yields of the MLCT and ES states, shown by the orange and black
lines, respectively. Inset: Integrated transient photoelectron signal in the binding energy range
4.5 to 5.5 eV, where the cross-correlation signal dominates. The results from the fit to Gaussian
envelopes are presented by green solid line. The FWHM of CC peak is 120 ± 3 fs.

Table 5.3: Fit results of the kinetic model of SNP excited at 400 nm.

parameter Results unit

Acc 7400 ± 1700 Molecule-1fs-1

σpump 40 ± 18 fs

σprobe 33.0 ± 3.8 fs

1/k1 74 ± 28 fs

1/k2 8.7 ± 2.3 ps

The results from the femtosecond TRPES experiments demonstrate that the photoinduced
isomerization dynamics of aqueous SNP can be interrogated on ultrafast times scales and on
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an absolute energy scale. The data analysis facilitates a full description of the generation of
isonitrosyl from SNP. One could say that irradiation with light of 400 nm induces a charge-
transfer transition from the non-bonding 3d(xy,yz) orbital to the unoccupied anti-bonding πNO

orbital. In this case, the system symmetry changes from a 1A1 state to a doubly degenerate 1E
state [281, 290]. According to the Jahn–Teller theorem, the degeneracy of the twofold 1E state
will act as a driving force for the NO ligand rotation and isomerization [125, 281, 291]. The
transition from 1E (MLCT) to ES might occur directly after photo-excitation to the 1E state on
a timescale below our time resolution. The double exponential decay dynamics extracted in the
fit results show that after the initial 1A1−→ 1E excitation, the transition into the intermediate
state ES, occurs within a 74 ± 28 fs lifetime. Since the rotation of NO to generate the MS1
isomer occurs on a picosecond time scale [100], this process can be associated with the decay
time constant of approximately 8.7 ± 2.3 ps obtained from our fit results. Thereby, it is logical
to consider that within the 8.7± 2.3 ps time-constant state extracted from the experimental data,
the MS1 state is populated as a result of electronic relaxation from ES. Finally, the MS1 state
decays back to the GS within 100 ns at room temperature [108]. The observation of signatures
of the MLCT state and 1ES allows us to present a more detailed picture of the processes leading
to the photo-induced isomerization of SNP to produce MS1. In the first step, the excitation
from the GS to the MLCT state takes place, described as a 3dxz,yz −→ πNO transition. This
represents the HOMO-1 to LUMO transition with an excitation energy of 3.1 eV. An important
observation is that immediately after the illumination with 400 nm light, the ES is populated
within tens of fs. It should be mentioned that the MS1 state can be populated only after the
depopulation of the ES. This explains the absence of any MS1 contribution in our data, since
the 8.7 ± 2.3 ps decay time of ES defines the time scale of the MS1 population, i.e. much
longer than our measurement time scale. It is clear from the binding energy range of generation
that the MS1 electronic configuration of producing the isomerism (Fe-N-O) is linked to the GS
configuration of SNP, which is in agreement with the results reported in the reference [108].
Figure 5.13 schematically summarize the processes leading to the generation of the MS1 and
MS2 states.
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Figure 5.13: Schematic of the proposed excited state relaxation and simultaneous photo-
formation mechanism of the MS1 and MS2 states in SNP.
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Chapter 6

The Electron Dynamics of Ferricyanide
Studied with Variable Pump Pulse
Polarizations

This chapter is partly based on the article: N. Engel, S. I. Bokarev, A. Moguilevski,
A. A. Raheem, R. Al-Obaidi, T. Möhle, G. Grell, K. R. Siefermann, B. Abel, S. G. Aziz, O.
Kühn, M. Borgwardt, I. Kiyan and E. Aziz, “Light-induced relaxation dynamics of the fer-
ricyanide ion revisited by ultrafast xuv photoelectron spectroscopy,” Physical Chemistry
Chemical Physics, vol. 19, no. 22, pp. 14 248–14 255, 2017 doi:10.1039/C7CP01288H.

Authors contributions:
N. Engel carried out the experiment, analyzed the data, interpreted the results and wrote the
manuscript (introduction and experimental parts) with input from all authors. S. I. Bokarev, T.
Möhle, G. Grell, S. G. Aziz and O. Kühn performed the theoretical calculations and wrote
the computational and theory part. A. Moguilevski, A. A. Raheem, R. Al-Obaidi carried out
the experiment, contributed the interpretations of the results and approved the final version to
be submitted. K. R. Siefermann contributed to the experiments at the first stage of the mea-
surements. B. Abel approved the final version to be submitted. M. Borgwardt contributed to
development of the analysis and designed the figures. I. Kiyan supervised the research, con-
tributed to develop the analysis and interpretation of the results, contributed to the writing draft
( result and discussion part) and approved the final version to be submitted. Emad F. Aziz
co-supervised and funded the project.

Additionally, subsequent TRPES experiments (not reported in the aforementioned article)
were performed with different pump-probe relative polarization (magic angle and perpendic-
ular) states by A. A. Raheem (carried out the experiment, analyzed the data, interpreted the
results, wrote the description of results and discussion, and conclusion and outlook), and Igor
Kiyan (worked out of the technical details of the experiment, helped supervise the project, and
approved the final version of the description of the results). Also the TAS work described in
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section 6.2 were performed with magic angle pump-probe relative polarization states by A. A.
Raheem (carried out the experiment, analyzed the data, interpreted the results, wrote the de-
scription of results and discussion, and conclusion and outlook), Nataliia Kuzkova (contributed
to the preparation of the experiments) and Christoph Merschjann (supervised the project, con-
tributed to the development of the analysis and interpretation of the results, worked out of the
technical details of the experiment, and approved the final version of the description of the re-
sults.)

6.1 Transient PES Study of Ferricyanide Aqueous Solution

In the previous PES study, which I contributed to in our lab, the early electron dynamics of
ferricyanide in aqueous solution were probed with parallel relative polarization alignments of
the pump and probe pulses [132]. The PES results provided information on excited state nona-
diabatic and spin crossover transitions which occur on a sub-picosecond timescale. In these
experiments, we showed that the initial doublet-quartet intersystem crossing takes place on a
176+50
−32 fs timescale and is followed by a slower 749+129

−96 fs intersystem crossing process. (Note
that these time constant have been extracted from improved fits to the data reported in refer-
ence [132] and that error bounds on these numbers are reported here for the first time). Ojeda
et al subsequently investigated the photophysics of ferricyanide aqueous solution following
LMCT transitions using PES spectroscopy with parallel polarization alignment of the pump
and probe pulses [154]. The PES results indicated a prompt reduction of the Fe3+ transition
metal center to Fe2+ and a back electron transfer in 475 ± 130 fs. In this chapter, additional
PES recorded with magic angle and perpendicular alignments of the pump and probe pulses are
presented. These results allows us to further investigate the ultrafast dynamics of ferricyanide
in aqueous solution.

Ligand-to-metal-charge-transfer (LMCT) transitions can be induced in ferricyanide ions,
[FeIII(CN)6]3−, by applying a laser pulses in the visible/ultraviolet optical range, promoting
electrons from the ground state and increasing electron density at the Fe3+ center. In the present
work, pump pulses of 400 nm wavelength (3.1 eV) were applied to induce doublet LMCT tran-
sitions in aqueous ferricyanide solutions. The pump pulses were generated via second harmonic
generation of the 800 nm fundamental laser. After excitation, the electron density distribution
was probed at well-defined delay times using an XUV probe beam, the 21st harmonic order of
the laser fundamental at 32.6 eV photon energy, as generated via HHG. The focal spot size of
the 3.1 eV pump beam at the sample was approximately 100 µm (at 1/e2). The focal spot size
of the HHG beam in the interaction region was 60 µm (at 1/e2). The peak intensity of the pump
beam was attenuated to approximately 3.4×1011 W/cm2 to minimize multiphoton ionization of
the sample. The 3.1 eV photon energy pump pulses had durations of approximately 75 fs with
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pulse energy of 1 µJ, corresponding to 2.0×1012 photon per pulse. The polarization of the pump
beam was applied in two addition different configurations in the measurements reported here: i)
at magic angle and ii) perpendicular to the probe beam polarization. A 400 nm half wave-plate
optic was used to control the pump beam polarization. The probe beam polarization remained
parallel to the TOF spectrometer axis during the measurements. In combination with the previ-
ously reported results [132], these measurements constitute a full set of polarization-state and
time-resolved PES measurements.

6.1.1 Ground-State XUV Spectrum of Ferricyanide Aqueous Solution

The sample was prepared from an aqueous 0.5 M ferricyanide solution by adding sodium chlo-
ride to 10 mM levels. The PE spectrum of ferricyanide [FeIII(CN)6]3− was measured by ap-
plying the XUV probe beam alone. Figure 6.1 shows spectral peaks arising from ionization of
liquid and gaseous water and [FeIII(CN)6]3−

(aq). These features are assigned in the figure. The
PE spectrum was obtained by adding many spectra of equal acquisition time, recorded in the
drift operational mode of the spectrometer. The electron binding energy scale in figure 6.1 was
calculated as the difference between the XUV photon energy and the kinetic energy of the de-
tected photoelectrons. The spectral peak positions displayed in figure 6.1 were calibrated using
the known binding energy of the liquid water 1b1 peak at 11.16 ± 0.04 eV [267, 292].

The peaks in the spectrum are marked according to the water and ferricyanide molecular
orbitals from which the electrons are thought to be predominantly emitted. Namely, ionization
contributions from molecular orbitals 1b1,L, 1b1,G, 3a1 and 1b2 of water as well as of the Fe(3d)
orbitals of ferricyanide and its counter ion K+(3p) are indicated in figure 6.1, where the L and
G substrates denote liquid- and gas-phase peaks, respectively. This designation is in an agree-
ment with the electronic structure of ferricyanide given in the literature [267, 292]. The energy
positions of the water peaks in figure 6.1 are in good agreement with the binding energy posi-
tions obtained from soft x-ray photoelectron spectroscopy [277]. Fits to the water-background
subtracted data are shown in the figure inset. A well-resolved electron yield from the Fe(3d)
orbitals of ferricyanide is determined at 8.04 ± 0.03 eV and 9.36 ± 0.02 eV binding energy
from the fits shown in the inset. These central positions of the aqueous Fe(3d) peaks are in
excellent agreement with the reported experimental and theoretical values [132, 139]. In the
previous reported results of the iron PE signal recorded at the BESSYII synchrotron, contribu-
tions of three peaks, at 8.71, 9.63 and 7.52 eV, were observed [139]. Due to the broad-band
width, lower flux and acquisition rate associated with the HHG beam line, we observed two
broadened peaks centered at the weighted average position of these three peaks, i.e. at 8.04 eV
and 9.36 eV. Thus, both peaks in the inset are assigned to the ground state (HOMO) of the iron
central metal, Fe(3d), in ferricyanide molecule.
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Figure 6.1: The PE spectrum of ferricyanide aqueous solution obtained by applying the XUV
pulse only. Spectral peaks are attributed to ionization contributions of the iron-center-localized
Fe(3d) molecular orbitals, the K+ ion, and the 1b1 (liquid, L, and gaseous, G), 3a1 and 1b2 water
molecular orbitals. The inset shows the same data over a reduced binding energy range after
subtraction of the solvent water background along with a multi-peak fits to the associated data.

6.1.2 Transient Photoemission Spectra of Ferricyanide [FeIII(CN)6]3−

Aqueous Solution Obtained with Different Pump Polarizations

The transient PES technique was used to study the dynamics of ferricyanide aqueous solution
following 3.1 eV photo-excitation. Figures 6.2, panels a) and b), show the transient signal from
0.5 M ferricyanide aqueous solution, as a function of binding energy and time delay between
the pump and probe pulses for two applied polarization directions. To enhance visibility of the
transient signal, the XUV emission spectrum of the unpumped sample (recorded at maximum
negative time delays) was subtracted as a background spectrum at each time delay. This back-
ground signal was obtained by averaging the first ten negative-time-delay spectra. The color bar
in the figures represents the magnitude of the photoemission yield. The effects of space charge,
as well as the shift of the time zero during the measurement, are corrected for all measured
spectra. Due to these corrections, the binding energy and delay time axes are slightly different
in the two measurements. These results performed with magic angle relative polarization align-
ments of the pump and probe pulses complement previous studies [132], which utilized parallel
relative polarization alignments of the pump and probe pulses. The magic angle polarization
combination was utilized in these measurements in order to obtain more specific information
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on the excited state dynamics with elimination of any polarization dependence, i.e. to get closer
to extracting the state population dynamics. A perpendicular polarization alignment was also
implemented in the pump-probe experiments in an effort to extract valuable information about
the investigated molecules and their ionization dynamics through comparison of the results ex-
tracted from different polarization alignment data sets.

Figure 6.2, panel a), shows the photoemission spectra of the ferricyanide sample at magic
angle relative alignment of the pump and probe beam polarization. Here, the binding energy
range is from 5.4 to 9.1 eV. The time delay axis spans the range between -312 fs up to a delay of
1728 fs. The utilized delay time value is sufficient to reveal the early-time population dynamics
of different excited states. The negative values associated with the background-subtracted signal
in the electron binding energy range of 6.8-7.4 eV and >8.5 eV are due to the depletion of the
molecular orbitals primarily associated with Fe(3d) and the CN ligand orbitals, respectively, as
induced by the pump beam. One can notice a distinct feature in the spectra measured when
the pump and probe pulses are temporally overlapped. This signal is attributed to the first and
second positive sidebands of the cross-correlation of the water peaks, that can be used to obtain
an accurate value for the zero-time delay.

Figure 6.2: Time-resolved photoelectron signal of ferricyanide aqueous solution as a function
of the electron binding energy and delay time between the pump and probe laser pulses. Panel
a) shows the photoemission spectra recorded at the magic angle relative alignment of the pump
and probe polarization. The spectrum is presented in the binding energy range of 5.4-9.1 eV
and in the pump-probe time delay ranges of -312 fs to +1728 fs. Panel b) shows the transient
photoemission signal in the binding energy range of 5.3-9.2 eV and the time delay between
-246 fs up to +1635 fs as recorded with the polarization axes of pump and probe pulses set
perpendicularly to each other.

The predominant cross-correlation signal is located in the binding energy range of 6.0-9.1
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eV, with the signal decreasing at lower electron binding energies. There is a clearly visible
positive transient signal which appears at positive time delays in different binding energy ranges.
The interesting feature of the transient signal arises immediately after the time zero delay of the
pump-probe pulses in two binding energy regions, 5.8-6.8 eV and 7.2-8.3 eV. In the lower
binding energy range, the transient signal dissipates within the first picosecond. In contrast, the
transient signal in the higher binding energy range is present at much longer time delays.

Figure 6.2 panel b), shows an analogous data set obtained for the perpendicular relative
alignment of the pump and probe polarization direction. The transient photoemission spectra
were measured in the range of time delays between -246 fs to +1635 fs. The background
subtracted spectra are presented over the binding energy range of 5.3-9.2 eV. Analogously to
the data obtained at the magic angle direction of the pump and probe polarization, there is a
short-lived pump-probe signal appearing in the binding energy ranges 5.8-6.8 eV, which decays
within 1 ps. Another prominent transient signal appears in the binding energy range of 7.3-8.1
eV. At long time delays (even longer than the maximum time delay displayed in figure 6.2), the
transient signal can still be clearly observed. In general, the total transient signal measured with
the perpendicular alignment of the pump and probe beam polarizations is lower in magnitude
compared to the transient signal recorded for the same acquisition time in the magic angle case.

Moreover, one can observe that the bleach signal, which appears as blue areas in figure 6.2
panel b) due to depletion of the ground state, is clearly visible as a broad-band in the spectra
at higher electron binding energies. The extension of this bleaching signal to lower electron
binding energies is not as clearly observed for the magic angle case as in the case of perpendic-
ular polarization alignment. One can conclude that the relative bleaching signal is substantially
affected when changing the polarization direction of the pump beam.

For comparison data recorded with parallel relative pump-probe polarizations and associ-
ated with reference [132] is shown in figure 6.3. One can clearly see the transient signal that
appears immediately after time zero in the 6.0-6.8 eV binding energy range and disappears on
a picosecond time scale. Moreover, the negative value of the signal in the binding energy range
between 7 and 8 eV is due to the depletion of the Fe(3d) orbital induced by the pump beam.

As will be demonstrated later, the transient signal which appears at lower binding energies
is due to the population of the LMCT state, as reported in the previous study using parallel
alignment of the pump polarization [132]. In contrast, the long-lived transient signal observed
at higher binding energy is due to the buildup of a long-lived excited state, labeled ES.
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Figure 6.3: Time-resolved photoelectron signal of ferricyanide aqueous solution as a function
of the electron binding energy and delay time between the pump and probe laser pulses recorded
with a 400 nm pump beam and at the parallel relative alignment of the pump-probe polarization
[132].

6.1.3 Kinetic Model

To unravel the processes underlying the observable spectroscopic changes and make a detailed
description of the electronic dynamics, a model-based analysis of the measurements is manda-
tory. In the present work, the transient spectra measured for different polarization angles of
the pump beam and with a sufficient time resolution to resolve the underlying dynamics show
interesting features in two separate ranges on the binding energy scale. To interpret these fea-
tures, the spectra were analyzed in terms of a global fit to a kinetic model which describes the
population of electronic states and takes into account certain transition channels. The kinetic
model presumes that the optical excitation with a 400 nm wavelength leads to electron transfer
from the doublet ground state to a doublet excited ligand-to-metal charge transfer (2LMCT)
state, corresponding to excitation from a ligand centered-orbital to a metal-localized d-orbital.

The prepared excited 2LMCT state undergoes subsequent electronic relaxation via an ISC
process leading to the formation of the quartet ligand-field state (4LF). The 4LF state was pre-
viously shown to decay on a sub-picosecond time scale based on the data recorded with parallel
relative polarizations that accompanies the magic angle and perpendicular relative polarization
data sets primarily discussed here [132]. In the magic angle and perpendicular data shown in fig-
ure 6.2, the transient signal at low binding energies similarly decays within the first picosecond
after the zero-time delay. Thus, this signal can also be attributed to the sequential population
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of the 2LMCT and 4LF states. However, the results of both measurements with different pump
polarization alignments reveal the presence of a long-lived state strongly contributing to the
emission signal in the binding energy range between 7 and 8 eV. The decay time of this state
is longer than the maximum of the time delay applied in the present experiment (∼1.7 ps). To
include this long-lived state in the analysis, an additional state (ES) is introduced in the kinetic
model, assuming that it is populated via decay of the 4LF excited state. An ionization scheme
corresponding to the model of [FeIII(CN)6]3− relaxation following 400 nm excitation is shown
in figure 6.4.
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Figure 6.4: Schematic of the photochemical cycle of [FeIII(CN)6]3− described in a simplified
energy level diagram. Absorption at 400 nm (3.1 eV) results in rovibronic excitation from the
ground state to an excited 2LMCT state (purple arrow), where it undergoes ultrafast decay into
the 4LF state. The 4LF state decays to the ’ES’ state and then to the rovibronic ground state
with a relatively long time decay constant compared to those associated with the other states.
The dashed green arrows represent the ionization above the vacuum level and to form different
neutral correlated ion states that result different electron kinetic energies.

With the previous information, the kinetic rate equations, describing transitions between the
electronic states, can be written as:

112



Chapter 6. The Electron Dynamics of Ferricyanide Studied with Variable Pump Pulse Polarizations

d[GS]
dt

= −aIpump(t)[GS]+ k30[ES]

d[LMCT]
dt

= +aIpump(t)[GS]− k12[LMCT]

d[LF]
dt

= +k12[LMCT]− k23[LF]

d[ES]
dt

= +k23[LF]− k30[ES]

(6.1)

Here [ζ ] denotes the normalized population density of electronic state ζ and the parameter
(a) represents the time-dependent excitation transition rate.

The corresponding transition rate constants between the states are denoted by kij, where i
and j are the initial and final states for a given transition, respectively.

6.1.4 Population Dynamics of Electronically Excited Ferricyanide in Aque-
ous Solution

The reproduced PES transient spectra of ferricyanide, which are obtained from the global fit
results with the use of the model described in equation 6.1, are shown in figure 6.5. The mod-
eled spectra are presented after subtraction of the ground state spectrum of the sample (solute)
and solvent at negative time delay. These background subtracted spectra are reproduced by the
fit results. Panels a) and b) show the experimental data recorded with magic angle and perpen-
dicular relative alignment of the pump polarization, respectively, in order to compare with the
fit results. Figure 6.5 panels c) and d) show the photoemission spectra of ferricyanide aqueous
solution obtained from the global fit. In panels e) and f), the difference between the measured
PES data and the fit results (the residuals) are shown, demonstrating that the fit results match
well with the corresponding measured spectra.

The two transient signals in the PES spectra are well separated in binding energy, i.e. the
kinetics of the electronic population can be presented separately for each of the two spectral
components. The transient signal at lower binding energy has previously been assigned to the
intersystem-crossing transition from the photoexcited ligand-to-metal charge transfer state(s),
2LMCT, to the ligand field state(s), 4LF, in a few-hundred femtosecond(s), which subsequently
decay within 1 ps [154,293]. The transient signal at higher binding energy is observed up to and
presumably beyond the end of the measured pump-probe delay time, indicating that the excited
state has a significantly longer lifetime at this binding energy position. These binding energy
regions are highlighted in figure 6.5 a) and b) with dashed white lines. In order to investigate
these lifetimes further, the electron yields of the entire PE bands corresponding to the LMCT
state and the subsequently populated states are integrated to yield the data shown in figure 6.6.
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Figure 6.5: Global fit reproduction of the experimental data for the magic angle and perpendic-
ular relative polarizations by the kinetic model described in the main body of the text and by
equation 6.1. Panels a) and b) again show the PES data from figure 6.2, in this case with white
line overlays to highlight the binding energy integration regions used to produce the temporal
cuts shown in figure 6.6. Panels c) and d) show the modeled PES spectra of the ferricyanide
aqueous solution obtained from the global fit procedure. Panels e) and f) show the residuals
determined via subtraction of the experimental photoemission spectra and the corresponding fit
results for both polarization cases.
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These integrated traces are analyzed in the following. The electron count rate of the tran-
sient signal is affected by the bleaching of the ground state sample signal for the magic angle
alignment of the pump polarization and even more so for the perpendicular case, as depicted
in figure 6.5. Thus, a mechanism to disentangle the bleaching effect from the transient excited
state PE signal is necessary. This can be achieved by subtracting the ground state signal of
the sample. There are two specific ways to show the transient signal without the effect of the
bleach, depending on the subtraction procedure adopted with the ground state spectrum. The
first way is to subtract the static PES spectrum at negative time delay from the PES spectra
for all time delays. Another way is to subtract the time-dependent ground state signal of the
sample dynamically from the PE spectra for each binding energy bin, leaving only the net ex-
cited state transient signal that evolves during the measured time. In the latter case, the ground
state spectrum was taken from the global fit result at each time delay and subtracted from the
corresponding PES spectrum at each binding energy bin.

The transient photoelectron yields, which are obtained by binding energy integration of the
measured PE spectra and from the fit results for a given delay time are presented in figure 6.6 for
magic angle and perpendicular alignment of the pump polarization. The associated relaxation
time constants of the excited states are presented in table 6.1.

In figure 6.6, panels a) and b) represent the dynamic signals associated with the cross-
correlation signal and the evolution of the ground state population of the sample over the mea-
sured pump-probe time delay range. For the magic angle and perpendicular alignment cases, the
fit yields relatively similar values for the lifetime constants of the transient states. Panels c) and
d) in figure 6.6 present the transient signal integrated over the 5.8-6.8 eV binding energy range
for the magic angle and perpendicular case, respectively. The time-independent ground state
signal associated with the sample at a negative time delay is subtracted from the PES spectra in
these figures. Panels e) and f) show the transient signal over the same region with the subtraction
of the dynamic ground state signal from the PE spectra for the relative alignments of the magic
angle and perpendicular pump polarization, respectively. Within these binding energy ranges,
figure 6.5 shows a transient signal, which has completely decayed within an approximately 1 ps
time scale for magic angle and perpendicular relative polarizations. For the integrated electron
yield in the binding energy range of 5.8-6.8 eV for magic angle and perpendicular polarizations,
the maximum of the integrated PE signal is shifted to positive time delay, indicating that there is
a short-lived transient state with a lifetime comparable to the FWHM of the cross-correlation. In
the energy integrated PES signal, one can see that, after the pronounced cross-correlation signal
(purple), there are two components representing the 2LMCT (green) and 4LF (blue) states. The
2LMCT state has a decay time of 171+27

−20 fs for magic angle and 178+26
−20 fs for the perpendicular

alignments of the pump and probe pulses. While the 4LF state has a decay time of 692+77
−63 fs and

627+108
−80 fs for magic angle and perpendicular relative polarizations, respectively. In addition,

the orange line shows a slight contribution of the long-lived state, ES, at this range of binding
energy that decays with 18+12

−17 ps and 19.0+5.0
−3.3 ps for the two polarization cases, respectively.
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Figure 6.6: The global fit results for the magic angle and perpendicular relative directions of the
pump pulse polarization. Panels a) and b) show transient population densities obtained from the
global fits. Panels c) and d) respectively represent the binding energy integrated kinetic traces
and the corresponding fit result, and its decomposition into specific state contributions in the
binding energy ranges of 5.8-6.8 eV for magic angle and perpendicular relative polarizations.
Panels e) and f) are the same as c) and d) with dynamic subtraction of the ground state signal
extracted from the global fits. Panels g), h), i), j) are the analogous results for the binding energy
ranges of 7.2-8.3 eV and 7.3-8.1 eV for the two polarization geometries, respectively.
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Panels g) and h) in figure 6.6, show the electron yield of the subtracted transient signal
at binding energy ranges of 7.2-8.3 eV and 7.3-8.1 eV for the magic angle and perpendicular
case, respectively. The intensity of the transient signal is clearly affected by the bleach of
the PE spectra at this region. The negative signal in the electron yield at this region can be
excluded completely from the spectra by subtracting the fit component associated with ground
state dynamically, as shown in panels i) and j) figure 6.6 for the magic angle and perpendicular
case, respectively. At this binding energy region, a very clear contribution of the long-lived
excited state, ES, can be recognized. The character of this state will be discussed later.

Table 6.1: Kinetic global (3D) fit parameters for magic angle and perpendicular alignments of
the pump polarization relative to the probe polarization.

Parameter Magic angle Perpendicular Unit

aIpump 0.131±0.011 0.20±0.03 Molecule-1ps-1

1/k12 (2LMCT) 171+27
−20 178+26

−20 fs

1/k23 (4LF) 692+77
−63 627+108

−80 fs

1/k30 (ES) 18+12
−17 19.0+5.0

−3.3 ps

σpump 31.3±3.3 30.8±2.4 fs

σprobe 31.9±2.5 29.5±2.2 fs

The magic angle and perpendicular relative polarization state data sets have been similarly
plotted and fit in order to compare with the data sets that were reported in reference [132] for the
parallel relative pump-probe polarization. In the parallel polarization case, the transient signal
integrated over the energy range between 6.0 and 6.8 eV encompasses the LMCT band.

Similar energy ranges were taken after subtracting the bleach contribution from the magic
angle and perpendicular relative polarization state data sets. 2D fitting is performed to similarly
extract the time constants for these three polarization alignments. The reproduced time evo-
lution of the transient signal recorded for parallel polarization alignments of pump and probe
pulses is shown in figure 6.7 and the results are summarized in table 6.2. A model incorporating
two states (2LMCT and 4LF) was utilized to fit the parallel polarization state data set, while
an additional state (ES) was included for the magic angle and perpendicular polarization states.
Time constants of 176+50

−32 fs, 176+31
−23 fs, and 179+173

−59 fs were determined for the 2LMCT state
time constant for parallel, magic angle and perpendicular polarization states, respectively.The
lifetime of the 4LF state(s) was extracted from the fit to be 749+129

−96 fs, 740+240
−150 fs, 714+309

−166 fs
for parallel, magic angle and perpendicular polarization states, respectively. The lifetimes of
ES state in the magic angle and perpendicular polarization alignments were 30.4+11.8

−6.6 ps and
17.7+9.6

−4.6 ps, respectively as extracted from the 2D fit procedure. The results extracted from
thethree data sets using 2D fit routine are in good agreement with the results that have been
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extracted from the 3D fit procedure and enable a more consistent comparison between these
three different cases.

Figure 6.7: Transient binding energy integrated signal for a) parallel, b) magic angle, and c)
perpendicular relative alignment of pump and probe pulse polarizations. The overall signals
are decomposed to the individual ionization yields of the 2LMCT, 4LF, and ES states and the
cross-correlation signal as shown by the green, blue, orange, and purple lines, respectively.
The parallel data set is adequately fit with two state components, whereas the magic angle and
perpendicular data sets require pre-treatment of the ground state bleach signal and the inclusion
of additional state, ES.

Table 6.2: The results extracted from the 2D fit routine for parallel, magic angle, and perpen-
dicular relative alignments of the pump and probe pulse polarizations.

Parameter Parallel Magic angle Perpendicular Unit

aIpump 0.069±0.016 0.099±0.043 0.027±0.011 Molecule-1ps-1

1/k12 (2LMCT) 176+50
−32 176+31

−23 179+173
−59 fs

1/k23 (4LF) 749+129
−96 740+240

−150 714+309
−166 fs

1/k30 (ES) −−− 30.4+11.8
−6.6 17.7+9.6

−4.6 ps

σpump 37.5±6.7 35±3.6 29.0±4.8 fs

σprobe 26.00±0.89 29.9±5.7 28.0±5.9 fs

Using different alignments of the pump pulse polarization leads to a change in the relative
strength of the transient state signals. The appearance of the transient signals are affected due
to a polarization-dependent sensitivity of the ionizing transitions and spectrometer collection
efficiency. This dependence was clearly observed in the PE spectra as a different behavior of
the ground state bleaching in the transient state regions. Both the 2LMCT and/or 4LF states
signal can also be expected to display such polarization sensitivity. As ionization channels
will produce different time-dependent PADs depending on the relative polarization geometries,
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the angularly selectivity of the photoelectron spectrometer is expected to result in somewhat
polarization-sensitive time- constants, as observed in the TRPES measurements.

Despite the slightly different electron kinetic energy ranges analyzed from the different
relative pump-probe polarization data sets, the obtained binding energies and lifetimes of the
2LMCT and 4LF excited states determined with magic angle and perpendicular relative po-
larizations, using both 2D and 3D fit routines, are in agreement with previous studies of fer-
ricyanide aqueous solution [132, 154]. Additionally, the formation of a long-lived state, here
referred to as ES, was not considered in reference [132]. In this previous time-resolved PE
spectroscopy study, the energetic regions associated with population of the long-lived state was
not taken into account in the fitting routine. The polarization dependence of the aqueous fer-
ricyanide TRPES data is now considered. The polarization alignment of the applied pump
pulses, transient asymmetries of the photoexcited molecules, the relative polarization align-
ment of the probe pulses, and associated different sensitivities to the excited state dynamics
will result in somewhat different photoelectron peak magnitudes and lifetimes being extracted
from the data sets recorded with different pump-probe polarization states. In this situation, the
symmetry of the photoexcited species and the transition dipole moment associated with pump-
photon excitation results in an initial molecular- and lab-frame alignment of the molecular axis
distribution [162, 253]. The initial lab frame alignment varies as we alter the pump polariza-
tion alignment. Furthermore, due to the bandwidth and ultrashort nature of the pump-pulses,
a range of rovibrational states are coherently excited to produce a time-evolving rovibrational
wave packet upon excitation that results in a pump-polarization- and time-dependent labora-
tory frame alignment. In the pump-probe experiment, the photoelectron distribution produced
by ultrashort XUV illumination of the pump-aligned excited state distribution varies depend-
ing on the pump polarization alignment. Similarly, the relative alignment of the spectrometer
collection axis with respect to the 3D photoelectron distribution varies with pump polarization.
Hence, pump polarization state dependent pohotoelectron peak magnitudes and lifetimes are
expected. The difference between the determined excited state lifetime values are presented in
table 6.2 with the state-associated signal magnitude variation shown in figure 6.7. The trend
of the time-constant with polarization is highlighted in the former. One can see that the most
probable lifetime of the 4LF state decreases when we change the polarization alignment from
parallel to perpendicular via magic angle. The lifetime of the 2LMCT state is so short that a clear
difference in the time constant values are not observed. In addition, the error ranges extracted
from the data sets at the three different alignments of the polarization of pump pulses are large.
Accordingly, definitive time constant differences and associated information about the excited
state and ionization dynamics (especially for the 2LMCT lifetime) is difficult to extract from
the current data. Reduction of these error values could potentially be achieved by collecting
more pump-probe data, to significantly improve the signal-to-noise levels. However, due to the
limited pump pulse intensities that can be applied in the single-photon-absorption regime, this
could only be achieved with a higher repetition rate laser source than that employed here. Fi-
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nally, it is restated that the magic angle data set yields the most accurate state lifetime results for
the aqueous ferricyanide, and other, samples due to this geometry’s insensitivity to molecular
axis alignment and the PADs formed upon photoionization following photoexcitation.

The important experimental observations in the present study were the identification of
two short- and one relatively long-lived state. By combining the analysis of the experimen-
tal data and theoretical calculations from reference [132], the interpretations of the photo-
physical dynamics will be explored in greater detail. The electronic symmetry of the ground
state of the ferricyanide molecule is 2A1g (see figure 6.8), with an electronic configuration of
(t2g)5((dx2−y2)2(dxy)2(dz2)1(dxz)

0(dyz)
0) (for more details about the molecular energy levels

of ferricyanide, see section 2.3.2). There are two low-lying electronic states 0.22 eV above
the 2A1g ground state with Eg symmetry, where either of the degenerate eg orbitals (dx2−y2 or
dxy) are singly occupied. Due to the energy gap between these two states, the ground state
is predominantly populated at room temperature. Due to symmetry selection rules, the elec-
tric dipole-allowed transitions from the ground 2A1g state imply that only 2LMCT or 2MLCT
states should be observed in the absorption spectrum while the local ligand-field d-d transitions
are forbidden [132]. The ultrafast photophysical processes in [FeIII(CN)6]3− are initiated by
3.1 eV photoexcitation, leading to the initial population of the 2A2u state via Franck-Condon
transitions [132]. Interestingly, the initial excitation is not only to the 2A2u state, where the
probability of population is 0.67. The 2Eu states are also populated with a 0.33 probability ac-
cording to the calculated oscillator strengths. Since both states are non-adiabatically coupled
via the pseudo-Jahn–Teller mechanism, involving the Fe-CN stretching (374 cm-1) and NC-Fe-
CN deformation (447 cm-1) vibrational modes of eg symmetry, the population of the 2Eu state
should quickly decay (on a timescale shorter than the cross-correlation width of the PES exper-
iments presented here) to the 2A2u state. (Note that the 2Eu state is not explicitly included in
our kinetic model due to our expected inability to detect its signatures with our experimental
time resolution). Due to the Franck-Condon region occurring close to a crossing point between
the potential curves of the primarily directly populated 2A2u state and the lowest-lying quartet
state, 4B1g, there is almost no intersection barrier between the potential energy surfaces of these
states (see figure 6.8). This leads to an ultrafast spin crossover between the 2A2u (2LMCT)
and 4B1g (4LF) states, which takes place within >200 fs, as observed in the experimental data.
Additionally, the potential energy surfaces of the 2LMCT (2A2u and 2Eu) states also cross two
2LF states (denoted as black lines in the figure 6.8). Both processes occur with a reorganization
of charge from the metal-center back to the CN ligands. Due to the relatively small size of the
molecule, vibrational cooling occurs on longer, multi-picosecond timescales and an excess of
vibrational energy remains following repopulation of the 2A1g ground state [294, 295].

The decay of the low-lying quartet ligand-field, 4LF, state leads to repopulation of the CN
ligand-centered t1u molecular orbital in the electronic ground state (see figure 2.6) [154]. This
state decays within the first picosecond following photoexcitation. The respective transition
represents the deactivation channel assigned to the second measured time constants of 749+129

−96

120



Chapter 6. The Electron Dynamics of Ferricyanide Studied with Variable Pump Pulse Polarizations

0

Figure 6.8: Calculations of the potential energy surfaces along the a1g Fe-CN stretching mode
of the lowest doublet and quartet electronic states of [FeIII(CN)6]3− reproduced from reference
[132]. The grey lines represent the 2A1g ground state and low-lying 2Eg state. The black
lines represent the doublet ligand-field states (2LF), red lines correspond to doublet charge-
transfer states (2LMCT) populated by the pump pulse (orange arrow) with energy marked by
the horizontal dashed line, and the cyan lines represent quartet ligand-field states (4LF).

fs, 692 +77
−63 fs and 627 +108

−80 fs for parallel [132], magic angle and perpendicular relative po-
larizations, respectively. The production of an intermediate state, ES, in the kinetic model is
necessary to explain the long-lived signal in the PES spectra. This excited state has been ob-
served in reference [154] and referred to as t1u molecular orbital population, i.e., being due to
reformation of the electronic ground state and vibrational cooling, which occurs on a multi-
picosecond time scale (10 ps). Notably, Yu et al observed similar dynamics with 0.9± 0.1
ps and 7.3± 0.2 ps time constants following excitation with mid-infrared pulses at a center
frequency of 2050 cm-1 [296]. The associated intermediate obseved here appears to undergo
relaxation to the vibronic ground state within 18+12

−17 ps and 19.0+5.0
−3.3 ps for the magic angle

and perpendicular relative alignment of the pump polarization, respectively, in good agreement
with precious work. However, the accuracy of the picosecond time constants associated with
this ’ES’ state could likely be significantly improved by increasing the temporal span of TRPES
data or by adopting a different time-resolved spectroscopic technique to probe the longer term
relaxation behavior, as will be discussed later .
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6.1.5 The Transient State Photoemission Spectra of Ferricyanide Aque-
ous Solution

Figure 6.9, panels a) and b) show the state-associated spectra extracted from global fits to the
photoemission spectra produced with different relative polarization geometries, fit results for
magic angle and perpendicular relative polarizations, respectively. While panel c) shows the
calculated photoelectron spectra for different electronic states of [FeIII(CN)6]3− [132]. By
comparing the photoemission spectra extracted from the experimental data fit results (panels
a) and b)) with the theory in panel (c), one can see a reasonably good agreement between the
photoemission spectra of ferricyanide.

Figure 6.9: Transient energy spectra of state-associated photoelectrons from ferricyanide aque-
ous solution following excitation at 3.1 eV. (a) Results extracted from the global fits to the
photoemission spectra recorded with magic angle relative alignments of the polarization of the
pump and probe pulses. (b) Results extracted from the global fits to the photoemission spectra
recorded with a perpendicular alignment of the polarization of the pump and probe pulses. c)
Calculated PES associated with different electronic states taken from reference [132].

The theoretical analysis allows us to assign the spectral features in the spectra shown in
figure 6.9. The ground state structure (black line) of the theoretical calculations is primarily
produced through ionization of the occupied iron 3d-orbitals with binding energies at approx-
imately 7.4 eV. The broad spectral feature above 8.5 eV is associated with ionizing transitions
from a combination of iron and ligand orbitals. The photoemission spectra produced from
global fits gives the ionization of the Fe(3d) at approximately 7.9 eV in both cases. The energy
region below 8 eV is the region where most of the transient signals from different excited states
can be extracted and which is of most interest in the present study. The pump photon energy
leads to most of the excited state features occurring at lower binding energies compared to the
ground state features by 3.1 eV. Accordingly, a spectral band of the 2LMCT state should ap-
pear at binding energies of approximately 5-6 eV, as observed in the experimental data. The
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PES spectrum of the 2LMCT states is notably different from that of the 4LF states and more
pronounced at lower binding energies. The time-resolved data shows that at lower binding en-
ergies, excited states with short (sub-picosecond) lifetimes are dominant, while the long-lived
transient component is almost absent. Similarly, the 4LF state also has a sub-picosecond life-
time with the associated spectrum spanning the binding energy range between 5.5-7.0 eV. It is
noted that, the calculated 4LF state spectrum is not reproduced over the complete energy pro-
file of the experimental signal. The shape of the photoemission spectra of this state was found
to sensitively depend on the theory method used to calculate the transient state energies. The
green curves in panels a) and b) highlight the long-lived state contributions, which are not con-
sidered in the calculated spectra in panel c). This state has a lifetime of 18-19 ps, according
to the aforementioned fits of the experimental data and depending on the alignment of the po-
larization of the pump pulse (see table 6.1). This range of the decay time has been previously
reported to be in the range of 10 ps in references [107, 154, 296] using different time-resolved
techniques. The energetic parameters of the photoemission spectra extracted from global fit
results are summarized in table 6.3.
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Table 6.3: Fit parameters of Gaussian peaks used to describe the amplitude spectra for magic
angle and perpendicular relative alignment of the polarization of the pump pulses in the ferri-
cyanide experiments. Position values denote binding energies.

Peak State
Magic angle Perpendicular

amplitude / cts position / eV FWHM / eV amplitude / cts position / eV FWHM /eV

1 GS 900±450 10.6±7.9 0.65±0.33 834±67 10.6±4.4 0.96±0.31

2 GS 830±190 9.9±4.0 0.699±0.081 958±67 10.1±2.5 1.10±0.18

3 GS 154.0±8.8 9.61±0.87 1.56±0.12 283.4±9.2 9.6±1.5 1.56±0.17

4 GS 76±11 7.53±0.31 0.92±0.15 88.0±7.9 8.3±2.5 0.992±0.066

5 GS 12.48±0.67 7.20±0.27 0.857±0.078 20.1±1.9 7.3±2.2 1.22±0.19

6 GS 1.21±0.22 6.4±1.1 0.80±0.13 0.71±0.11 6.1±1.4 1.002±0.052

7 GS 0.609±0.092 5.3±1.2 0.38±0.12

1 2LMCT 90±11 9.1±2.8 0.66±0.04 311±37 9.1±8.0 0.71±0.21

2 2LMCT 41.0±9.4 9.0±6.4 0.835±0.060 55.0±6.6 8.5±2.4 0.52±0.05

3 2LMCT 39.0±9.6 8.5±2.6 0.768±0.097 90.0±3.9 8.0±1.4 0.913±0.047

4 2LMCT 52.3±6.5 8.0±2.4 0.852±0.073 63±14 7.6±1.4 0.70±0.12

5 2LMCT 38.5±4.7 7.6±1.9 0.793±0.050 25.5±2.4 7.1±3.1 0.609±0.022

6 2LMCT 27.0±4.7 7.1±1.1 0.602±0.021 14.0±2.1 6.5±3.3 0.70±0.13

7 2LMCT 12.0±2.5 6.51±0.70 0.512±0.027 7.00±0.62 5.6±3.4 0.81±0.15

8 2LMCT 5.9±0.4 6.0±1.3 0.503±0.064

9 2LMCT 1.02±0.22 5.3±1.1 0.518±0.072

1 4LF 60.6±1.3 9.3±2.4 0.54±0.18 153±22 9.1±3.5 0.544±0.076

2 4LF 54±13 8.9±1.4 0.72±0.16 30.1±1.3 8.9±6.5 0.506±0.028

3 4LF 29.1±5.6 8.4±2.4 0.702±0.072 49.1±9.9 8.5±3.3 0.56±0.14

4 4LF 60.0±6.9 7.9±1.1 0.76±0.02 50.1±2.6 7.6±1.9 0.64±0.13

5 4LF 28.0±3.1 7.55±0.69 0.88±0.17 63.0±3.7 7.6±3.1 0.657±0.087

6 4LF 13.87±0.92 7.06±0.43 0.76±0.11 28±4 7.15±0.20 0.703±0.091

7 4LF 2.81±0.36 6.15±0.37 0.603±0.032 9.01±0.66 6.5±3.1 0.707±0.090

8 4LF 0.554±0.075 5.28±0.87 0.610±0.077 1.76±0.29 6.0±4.9 0.647±0.089

1 ES 49±12 8.9±1.3 0.65±0.20 30.1±6.3 9.1±3.2 0.794±0.075

2 ES 21.87±0.63 8.5±1.9 0.940±0.068 25.08±0.50 8.6±1.2 0.960±0.057

3 ES 48.2±3.2 7.95±0.74 0.979±0.027 22.0±3.5 8.3±4.2 0.963±0.072

4 ES 46.0±2.6 7.65±0.57 0.70±0.13 53.00±0.14 7.8±2.1 0.911±0.084

5 ES 6.53±0.57 7.06±0.61 0.433±0.034 40.0±5.5 7.6±2.0 0.7±0.1

6 ES 1.008±0.069 6.20±0.75 0.410±0.060 22.52±0.48 7.3±3.3 0.605±0.041

7 ES 0.409±0.092 5.34±0.20 0.410±0.063 7.05±0.47 6.8±2.8 0.324±0.040

1 H2O 807±35 10.7±4.7 0.95±0.25 810±300 10.7±5.7 0.950±0.048

2 H2O 500±110 10.1±4.7 0.90±0.19 498±69 10.1±1.6 0.90±0.33

1 CC 21.1±6.9 8.9±3.4 0.82±0.32 25.5±9.3 8.8±5.2 0.67±0.19

2 CC 35.1±6.0 8.4±4.6 0.82±0.18 36.2±9.1 8.2±6.8 0.83±0.15

3 CC 41.0±1.8 7.8±2.6 0.96±0.35 19.4±2.3 7.6±4.0 0.73±0.12

4 CC 4.0±1.0 7.2±4.3 0.75±0.24 23.2±4.0 7.0±5.5 0.751±0.049

5 CC 10.0±1.6 6.75±0.90 0.86±0.14 5.0±1.3 6.2±4.6 0.88±0.24

6 CC 1.33±0.58 5.1±6.5 0.80±0.11
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6.2 Time-Resolved Transient Absorption Study of Ferricyanide
Aqueous Solution

The relaxation of the long-lived ES state to the ground state and/or other states cannot be reliably
determined in the PES experiment. This restriction is directly related to the limited time delay
range of the data reported here and to a low signal-to-noise ratio in PES experiments using a
photon-limited high-harmonic XUV probe. In order to clarify the nature of the long-lived ES
state and to give a more complete description of the photocycle, a femtosecond time-resolved
transient absorption (TA) spectroscopy study was conducted.

6.2.1 Transient Absorption Spectra of Ferricyanide [FeIII(CN)6]3−

The sample used in the experiment was an aqueous solution with a concentration of 8 mM held
within a glass cuvette with an optical path length of 1 mm. The TA spectra were collected using
400 nm pump light (produced by SHG of the fundamental beam, as described in Chapter 4)
and a white light supercontinuum (WLC, also discussed in chapter 4) as the probe. The relative
polarization of the probe and pump pulses was set to the magic angle of 54.7°. The results
observed at the magic angle relative polarizations of the pump and probe pulses give the time-
constants and energies more representative of the state dynamics. In this case, the transient
signals are independent of the effect of the transition dipole moment alignment and coherent
molecular rotation dynamics introduced by the pump pulses. The pump beam was focused into
the sample with a spot diameter of 600 µm at 1/e2, with estimated pump pulse duration of 60
fs and a pump pulse energy of 1.3 µJ, corresponding to a 2.6×1012 photon per pulse irradiation
and a peak intensity of 1.5×1010 W/cm2. The focused spot size of the WLC probe beam was
250 µm (1/e2) at the sample cuvette. The associated pulse duration, probe pulse energy and
peak intensity are estimated to be 65 fs, 2 nJ and 1.3×108 W/cm2, respectively. For each time
delay, 200 pump-probe spectra were collected to evaluate the transient absorption spectra and
the spectrally-resolved probe pulse intensities were compared when the pump pulse was ON or
OFF, i.e. with the pump applied or not.

Figure 6.10 a) illustrates typical raw and chirp-corrected TA spectra for an aqueous ferri-
cyanide sample. The first four time-delay spectra were averaged and subtracted from the TA
spectra over all measured time delays. The TA spectra were recorded from -9 to 500 ps with
three step ranges. The first range is a linearly decreasing scale from -9 to -1 ps with a step size of
1.14 ps, the interval between -1 to 1 ps has constant time steps of 20 fs, and the interval between
1 to 500 ps is logarithmically increasing with a starting value of 31 fs. In figure 6.10, panel a),
one can observe changes in optical density at various spectral positions between 530-750 nm.
The color bar represents the magnitude of the absorption change, where red corresponds to an
increase in the absorption and blue to a decrease in absorption. In the short-delay range, a clear
transient signal can be distinguished. A positive band in the 530-650 nm region forms within
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the width of the instrument response, which is 89 ± 3 fs. Moreover, the transient signal further
reduces as the time delay is increased here, in particular after about 1 ps. After that the tran-
sient signal reaches a steady-state and the spectrum of the ground state is reproduced within the
maximum time delay used in the experiment.

In order to understand the physical processes behind these changes of the optical density, an
analysis of the TA spectra using a global fit was required. Based on the known information from
the PES results, the model described by equation 6.1 is applied to simulate the time-dependent
spectral changes. Figure 6.10, panel c) shows the TA spectra of ferricyanide, resulting from the
fit routine. The model reproduces the time evolution of TA spectra during the photo-excitation.
The residual spectra between the experiment and fit results, which are shown in figure 6.10
panel e), indicate that there is a good agreement between the experimental data and global fit
results.

6.2.2 Zero-time and Chirp Correction

As a result of the temporal chirp of the WLC probe, the time-zero in the TA experiments is
wavelength dependent. This can be seen in the raw 2D transient absorption spectrum (see
figure 6.10 (a)) as a strong curvature at the onset of the transient signal. In the present analysis,
chirp correction is carried out simultaneously to extraction of the kinetic information from the
TA spectra e.g. by global analysis methods.

Correction for chirp can be made in the analysis, by applying temporal offsets such that the
zero position is set correctly at every wavelength. In more detail, the peak positions (in time)
of all wavelength components in the fit are shifted using a second order polynomial equation
describing the explicit wavelength-dependence of the time-zero offset. The resulting time- and
wavelength-dependent population densities are then fit to the experimental data in the usual
optimization process, according to Chapter 3 section 3.7. After the fit, the resulting optimized
chirp polynomial can be used to correct for the time-zero shift of both the original data and fit
results. Thus, subsequently the TA map shows sharp bands at one time zero for all wavelengths
and for all measured spectra. The corrected TA experimental data and the fit results, as well as
the fit-data residual are shown in figure 6.10, panels b), d), and, f), respectively.
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Figure 6.10: Three-dimensional TA spectra recorded as a function of wavelength and pump-
probe delay time. a) and b) represent the raw (chirped) and chirp-corrected (un-chirped) TA
spectra. The color bar represents the mOD scale. c) and d) are the reproduction of the chirped
and un-chirped TA spectra from the fit results using the model described by equation 6.1, re-
spectively. e) and f) show the difference between the experiment and fit results for the raw and
chirp-corrected results, respectively.
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6.2.3 Population Dynamics and Global Fit Results

Figure 6.11 shows the species-associated spectra obtained from the fit results.
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Figure 6.11: The species-associated TA spectra obtained from the fit results for different excited
states as well as for the ground state of the aqueous ferricyanide sample.

Time-dependent absorbance changes of the excited states and their lifetimes, i.e. the time
scales of electronic configuration change, can be determined from femtosecond-time-resolved
TAS experiments. From figure 6.11, one can see that the spectral distribution of different elec-
tronically excited state signals overlap with each other. The signals associated with the popu-
lation dynamics of the individual electronic states cannot be spectrally separated. In particular,
in the spectral range > 630 nm, an obvious signal for the spectra of all states is observed. This
can also be seen clearly in figure 6.10, where the spectral evolution has a broad absorption band
spanning the visible region. Thus, this spectral range was taken into account in the following
analysis in order to investigate the lifetimes of the excited states. The excited state lifetimes, as
extracted using the global fit, are reported in table 6.4.

Figure 6.12 a) shows the kinetic traces integrated between 550 nm and 630 nm. At earlier
time delays, the signal evolution can be described by two processes assigned to short and long
lifetime contributions to the excited state populations. These lifetimes correspond to the pop-
ulation of the 2LMCT excited states following electronic excitation from the ground state and
the subsequent electronic rearrangement and formation of the 4LF state, respectively. Three
time constants were extracted from the global fit to the TA data for the relaxation process of
the photo-excited ferricyanide liquid sample. The first one has a lifetime of about 173+16

−14 fs
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Table 6.4: Fit results of the kinetic model of ferricyanide.

parameter Results unit

1/k12 173+16
−14 fs

1/k23 864+41
−38 fs

1/k30 136+2.8
−2.6 ps

σpump 60.3±1.2 fs

σprobe 65.5±1.6 fs

and corresponds to the 2LMCT state lifetime, in accordance with the results from the PES ex-
periment (171+27

−20 fs for magic angle) and from the related results reported in reference [132].
The second slower component of 864+41

−38 fs (associated with the 692+77
−63 fs time constant from

the magic angle PES results), which corresponds to the extracted lifetime of the 4LF state. The
latter lifetime is equivalent to and even slower than, the second lifetime determined from the
global fit results in the PES data. Thus, the initial positive TA band signal in the 550-630 nm
region corresponds to a 2LMCT state signature and the associated subsequent decay as the 4LF
state is populated. On the longer time delay scale, the population dynamics of the undetermined
excited state, ES, is described by a third lifetime of 136+2.8

−2.7 ps. This latter finding is in contrast
to the PES results of this work, as well as to the reports from the literature [107,154,296], where
additional transient species with time-constants of <20 ps were identified.

It is has been found from PES measurements of ferricyanide as well as from transient vi-
brational spectroscopy [154, 156] studies that a long-lived excited state is formed with a time-
constant <20 ps. Here, significantly longer lifetimes were extracted from TA experiments with
respect to the signal attributed to the unidentified ES state in the PES experiments. The TA sig-
nal that may be ascribed to the ES state can be seen in the figure 6.12. The TA signal may either
be attributed to the same state probed in the short timescale PES experiments, to a signal from
an additional electronic state, to a multi-pump-photon excited state signal, or potentialy to pho-
tochemical degradations of the sample over time in the static cell TA measurements. The longer
timescale measurements reported in the TA experiments with respect to the PES measurements
are clearly more appropriate for determining many-picosecond lifetimes signal decays. Signif-
icant errors (beyond the fitting errors) are expected in the TRPES data recorded out to ∼ 2 ps
delays. However, differing contributions from different 2LF/4LF states to the TRPES and TA
data sets may also lead to different lifetimes being extracted using these two techniques. An
alternative explanation for the time constant differences is that another excited state should be
included in the TA kinetic analysis. Finally, photodecomposition of ferricyanide should also be
considered. This is a complicated process that is known to occur upon irradiation in the UV
spectral range [21]. At 355 nm and 266 nm excitation may lead to release of CN- ions, i.e.
to produce [Fe(CN)5OH2]2- following photoaquation [21]. This process was studied with pi-
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cosecond time-resolution by Reinhard et.al., although the low temporal resolution of the pump
laser (10 ps at FWHM) and x-ray probe pulses (70 ps) in this experiment prevented the inter-
mediately formed compound, [Fe(CN)5OH2]3-, from being observed [21, 280]. Accordingly,
the intermediates and reaction mechanism associated with this process are still unclear. In the
present study, the femtosecond pump pulse durations enhances two-pump-photon processes,
potentially leading to [Fe(CN)5OH2]2- formation following two-photon-absorption at 400 nm.
Furthermore, due to the static absorption cell used in the TA experiments, cumulative photodis-
sociation may occur over the time of the measurements, resulting in appreciable photoproduct
concentrations. Thus, two-photon absorption of the pump (3.1 eV) may lead to photoaquation
of [Fe(CN)5OH2]2- and longer hundred-picosecond time constants being extracted from the TA
data.
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Figure 6.12: The time-dependent absorption signal traces of aqueous ferricyanide following 3.1
eV, 2LMCT, excitation. The signals for the full delay range can be described by the black curve
that consists of three exponential growth and decay components. Panel a): the transient signal
is shown for delays of up to 4 ps and over the 550-630 nm wavelength range. In this figure, the
shorter time scale is shown to visualize the first excited state behaviors and their decay within
the first 1 ps. Panel b) represents the transient traces over the -9 to 400 ps range. In this panel,
the ’ES’ contribution underlies the black ’Total resonance’ curve.

In all cases, further experiments would be needed to clarify the time-constants differences
between the TA and TRPES data and to learn more about the relaxation dynamics of aqueous
ferricyanide. For example, by ensuring that a refreshed sample is present for each interaction
with the laser pulses in the TA experiment and by increasing the temporal range probed in the
TRPES work. In general, in both the PES and TA experiments, the lifetimes of the 2LMCT and
4LF states have been confirmed and the presence of one or more long-lived states with life times
in the tens to hundreds of picosecond range has been observed in both sets of experiments.

The ultrafast photophysical processes in ferricyanide, following photoexcitation at a 400
nm wavelength, can be summarized using the joint analysis of the experimental (PES and TA)
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results and theoretical calculations. In the TRPES experiments, the initially excited 2LMCT
states gives rise to the transient signal in the lower binding energy range. The potential energy
curves of the 2LMCT and 4LF states are very close to each other and close to the Franck-
Condon point (see figure 6.8). Furthermore, the Franck–Condon region has a relatively small
gradient and the initially excited wave packet slowly moves away from this point. This leads
to an ultrafast spin crossover between these two states. The lifetime of the 2LMCT state is
found using PES experiments to be 176+50

−32 fs, 171+27
−20 fs and 178+26

−20 fs for parallel, magic angle
and perpendicular alignments of the pump and probe pulses, respectively. The TA spectroscopy
experiments confirm this lifetime with 173+16

−14 fs extracted from the associated magic angle data.
Following excitation, the wave packet quickly reaches a 2LMCT-4LF crossing point, resulting
in population of the 4LF state. The lifetime of the 4LF state is found from the PES experiments
to be 749+129

−96 fs, 692 +77
−63 fs and 627 +108

−80 fs with the relative polarizations of the probe and
pump beams aligned parallel [132], at magic angle and perpendicular, respectively. A similar
value to these lifetimes of 864+41

−38 fs was extracted for the 4LF state in the TA experiments.
In addition, a long-lived transient signal has been reported in different experiments. In the

PES experiments, lifetimes of 18+12
−17 ps and 19.0+5.0

−3.3 ps for the magic angle and perpendicular
cases have been respectively extracted from early-time (<2 ps delay) data sets. Whilst, in the
TA experiments, a longer lifetime was measured of 136+2.8

−2.6 ps at magic angle relative align-
ments of the pump and probe pulses polarizations. Ojeda et. al. were able to establish that the
back electron transfer time from the iron center to the ligand occurs within approximately 0.5
ps following photo-excitation [154]. Furthermore, using infrared TA spectroscopy, it was found
that the formed highly vibrationally excited states completely decay to the ground vibronic state
with two time constants of 1.1 ps and 10 ps [154]. Another group, Sando et al, measured the
vibrational relaxation time decay for high frequency modes of aqueous ferricyanide following
excitation with mid-IR at 5 µm using ultrafast infrared spectroscopy [107]. The measured sig-
nal time decay was determined to be 7.0 ± 1.0 ps [107]. Additionally, Yu et al have applied
IR absorption, transient IR pump-probe, and waiting-time-dependent two-dimensional (2D) IR
measurements on ferricyanide ions solvated in water to measure the associated structural and
relaxation dynamics following mid-infrared excitation at a center frequency of 2050 cm-1 [296].
They extracted vibrational excited state lifetimes using double exponential functions with time
constants of 0.9±0.1 ps and 7.3±0.2 ps [296]. Hence, multiple studies have attributed picosec-
ond timescale signal lifetimes to vibrational cooling dynamics in aqueous ferricyanide and the
picosecond time constants extracted from the TRPES and TA results reported here are similarly
assigned.

A complete summary of the time constants extracted from 400 nm irradiated aqueous ferri-
cyanide samples using different spectroscopic techniques is provided in table 6.5
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Table 6.5: A summary of the time constants extracted from different experiments upon 400 nm
excitation of aqueous ferricyanide.

Experiment 1/k1 1/k2 1/k3

Parallel (PES) 176+50
−32 fs 749+129

−96 fs −−−
Magic angle (PES) 171+27

−20 fs 692+77
−63 fs 18+12

−17 ps

Perpendicular(PES) 178+26
−20 fs 627+108

−80 fs 19.0+5.0
−3.3 ps

Magic angle (TA) 173+16
−14 fs 864+41

−38 fs 136+2.8
−2.6 ps

Ojeda et. al.-Ref. [154] 475 ± 130 fs 1.1 ps 10 ps
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Conclusions

A methodology to perform femtosecond-time-resolution and polarization dependent TRPES
experiments with aqueous samples has been developed and demonstrated. Accordingly, five
femtosecond TRPES experiments from aqueous TM complexes have been reported in this the-
sis, in one case with direct comparison to femtosecond time-resolved UV/Vis TA data. An
analysis package was produced that allows the early-time dynamics of different molecular sys-
tems to be characterized on the basis of transient photoemission and absorption spectra obtained
with a time-resolution comparable to the time scale of the observed kinetic process itself.

Excited state dynamics experiments were performed to track the isomerization processes
occurring in aqueous SNP using the TRPES technique. For the case where the side-on con-
figuration of SNP is produced via pumping at 500 nm (excitation leading to MS2), TRPES
is a well-suited technique. The temporal resolution of the experiment is sufficient to observe
ultrafast photo-excitation and subsequent relaxation processes, allowing the indirect popula-
tion of the metastable MS2 state to be observed with a time constant less than 240 fs. The
present investigations corroborated the results of previous reports concerning the excitation and
relaxation kinetics using time-resolved infrared spectroscopy and transient absorption spec-
troscopy [93, 108, 125]. With the aid of TD-DFT calculations, the absolute binding energies
of the involved electronic ground and excited states were further identified, indicating the pres-
ence of a short-lived intermediate state in the relaxation pathway to the metastable isomerized
state, MS2. However, further investigations are needed to identify the multiplicity of this state.
Based on these findings, investigations of the early-time kinetics of novel linkage isomerization
of solution phase species by means of transient PES have demonstrably become feasible.

As for producing the isonitrosyl configuration (Fe–O–N) of aqueous SNP after excitation at
400 nm, the PES experiment tracked the light-induced population of the MS1 state, allowing us
to propose a population mechanism. Excitation at a 3.1 eV photon energy leads to an excited
state from which the transition into MS1 occurs within 8.7 ± 2.3 ps. The rotation of the NO
ligand to 180° proceeds with this time constant. Here, the experiment offers the possibility to
probe the potential energy surface of the initial excited state which precedes the production of
the MS1 state. The results clearly show that a second, so far undetermined excited state, ’ES’,
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is populated via the initially excited MLCT state within the time resolution of our experiment.
Its lifetime was determined to be 74 ± 28 fs from the fit analysis. A more detailed analysis of
the parameters of the involved photo-excited states and how they lead to MS1 population could
be achieved using a global fitting procedure, although this would be complicated by the overlap
of the transient signals with the solvent peaks.

The excited state dynamics of aqueous ferricyanide have also been investigated, in this case
using time-and polarization-resolved TRPES as well as femtosecond-resolution UV/Vis tran-
sient absorption spectroscopy. The population dynamics occurring after optical excitation with
a 400 nm pump wavelength was specifically studied. Different alignments of the pump po-
larization (magic angle and perpendicular) were used in these experiments and compared with
previously recorded parallel data [132]. To evaluate the data with high precision and extract
comprehensive information, a global fit analysis based on an appropriate model of the PES
signal as well as the changes in the TA spectrum was employed. The joint analysis of photoe-
mission and UV/Vis transient absorption data represent a powerful tool for studying ultrafast
electron dynamics of the ferricyanide transition-metal complex in aqueous solution. The col-
lective photoemission spectra are in good agreement with the previous PES results recorded in
our lab and reported in reference [132]. The results demonstrate that changing the polariza-
tion alignment of the pump pulses do change the relative ionization signals of the photoexcited
electronic states. Doublet metal-to-ligand-charge-transfer, 2LMCT, states were populated via
photoexcitation from the doublet ground state. Relaxation from the 2LMCT states to one or
more quartet ligand field states, 4LF, occurs quickly via intersystem crossing within 171+27

−20 fs
and 178+26

−20 fs for magic angle and perpendicular polarization relative directions of the pump
and probe pulses, respectively, which is near-identical to the time-constants extracted from the
parallel relative polarization data set (176+50

−32 fs). Subsequently, the doublet-quartet intersystem
crossing is followed by slower intersystem crossing to a lower-lying excited state with lifetimes
of 749+129

−96 fs, 692 +77
−63 fs and 627 +108

−80 fs for parallel, magic angle and perpendicular polar-
ization directions, respectively. Based on the results reported here and the current scientific
literature, the decay signal is likely associated with population of vibrationally excited levels
of the electronic ground state. The population dynamics of the initially populated states was
confirmed by TA experiments where similar population dynamics were observed. The lifetime
of the transient signal, here attributed to the 2LMCT and 4LF states, was reported based on
analysis of the TA data to be 173+16

−14 fs and 864+41
−38 fs, respectively.

Additionally, the generation of a long-lived state was also detected. According to the limited
time-span PES results (<2 ps delay), the depopulation of a long-lived state occurs on a 18+12

−17

ps and 19.0+5.0
−3.3 ps time scale for magic angle and perpendicular polarization directions, respec-

tively. However, a long-lived state was detected in the TA spectra with a lifetime of 136+2.8
−2.6

ps. The results from the PES experiments were focused on the dynamics that take place at
short time delay, which was short compared to the life time of long-lived excited state signal
extracted from the TA data, resulting in additional uncertainty in this time-constant determina-
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tion. A further reason for the differing TRPES and TA time-constants may be their differing
sensitivity to dynamics in the vibrationally excited ground electronic state. The reason for the
difference in the lifetime of the long-lived state may also be related to photochemical product
formation by single or multi-pump-photon excitation or excited state decomposition pathways
where the photo-products contribute to the absorption bands attributed to the ferricyanide liquid
sample. An alternative possibility is that the long-lived signal is associated with dynamics in
cumulatively produced photoproducts in the static absorption cell. Therefore, longer time de-
lay TRPES experiments and a refreshed sample in the TA experiments should be employed in
follow-up studies to those presented here to facilitate extraction of the definitive lifetime of this
state, the origin of the long-lived signal and to determine whether the long-lived states observed
in the PES and TA experiments have similar origins. Despite this, this work successfully high-
lighted the long-lived excited state signal and further confirmed the transient signals, attributed
to two or more excited states with a lifetimes less than 1 ps.

Finally, these experiments cumulatively demonstrate our ability to follow electronic dynam-
ics of complex molecules in the solution phase/in strongly-interacting environments in order to
understand the behavior of the materials on the microscopic level. These abilities, applied to in-
creasingly complicated systems, may be seen as a promising route to find better ways to employ
such complexes and associated materials for the benefit of humanity.
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Kroll, Kasper S. Kjær, Katharina Kubiček, Henrik T. Lemke, Huiyang W. Liang, Drew A.
Meyer, Martin M. Nielsen, Carola Purser, Joseph S. Robinson, Edward I. Solomon,
Zheng Sun, Dimosthenis Sokaras, Tim B. van Driel, György Vankó, Tsu-Chien Weng,
Diling Zhu, and Kelly J. Gaffney. Tracking excited-state charge and spin dynamics in
iron coordination complexes. Nature, 509(7500):345, 2014.

[73] Gerald Auböck and Majed Chergui. Sub-50-fs photoinduced spin crossover in [Fe
(bpy)3]2+. Nature Chemistry, 7(8):629, 2015.

[74] Pavlo O Dral, Mario Barbatti, and Walter Thiel. Nonadiabatic excited-state dynamics
with machine learning. The Journal of Physical Chemistry Letters, 9(19):5660–5663,
2018.

[75] Christian Bressler and Majed Chergui. Ultrafast X-ray absorption spectroscopy. Chemi-

cal Reviews, 104(4):1781–1812, 2004.

[76] Ph Wernet, Kristjan Kunnus, Ida Josefsson, Ivan Rajkovic, Wilson Quevedo, Martin
Beye, Simon Schreck, Sebastian Grübel, Mirko Scholz, Dennis Nordlund, et al. Orbital-
specific mapping of the ligand exchange dynamics of Fe(CO)5 in solution. Nature,
520(7545):78, 2015.

[77] Kozo Sone and Yutaka Fukuda. Solvatochromism of transition metal complexes with
organic ligands in donor and acceptor solvents. Reviews in Inorganic Chemistry, 11(2-
4):123–154, 1990.

[78] Alistair J Lees. The luminescence rigidochromic effect exhibited by organometallic com-
plexes: rationale and applications. Comments on Inorganic Chemistry, 17(6):319–346,
1995.

143



Reference

[79] Karen C Timberlake. Chemistry: an introduction to general, organic, and biological

chemistry. Pearson, 2015.

[80] Subhas Samanta, Andrew A Beharry, Oleg Sadovski, Theresa M McCormick, Amirhos-
sein Babalhavaeji, Vince Tropepe, and G Andrew Woolley. Photoswitching azo com-
pounds in vivo with red light. Journal of the American Chemical Society, 135(26):9777–
9784, 2013.

[81] Estíbaliz Merino and María Ribagorda. Control over molecular motion using the cis–
trans photoisomerization of the azo group. Beilstein Journal of Organic Chemistry,
8(1):1071–1090, 2012.

[82] Martin Klok, Nicola Boyle, Mary T Pryce, Auke Meetsma, Wesley R Browne, and Ben L
Feringa. Mhz unidirectional rotation of molecular rotary motors. Journal of the American

Chemical Society, 130(32):10484–10485, 2008.

[83] Xiaojuan Pang, Xueyan Cui, Deping Hu, Chenwei Jiang, Di Zhao, Zhenggang Lan, and
Fuli Li. “watching” the dark state in ultrafast nonadiabatic photoisomerization pro-
cess of a light-driven molecular rotary motor. The Journal of Physical Chemistry A,
121(6):1240–1249, 2017.

[84] Raquel Travieso-Puente, Simon Budzak, Juan Chen, Peter Stacko, Johann TBH Jastrzeb-
ski, Denis Jacquemin, and Edwin Otten. Arylazoindazole photoswitches: Facile syn-
thesis and functionalization via SNAr substitution. Journal of the American Chemical

Society, 139(9):3328–3331, 2017.

[85] Xiaojuan Pang, Chenwei Jiang, Yongnan Qi, Ling Yuan, Deping Hu, Xiuxing Zhang,
Di Zhao, Dongdong Wang, Zhenggang Lan, and Fuli Li. Ultrafast unidirectional chiral
rotation in the Z–E photoisomerization of two azoheteroarene photoswitches. Physical

Chemistry Chemical Physics, 20(40):25910–25917, 2018.

[86] Kazuhiro Ookubo, Yoshiyuki Morioka, Hiroshi Tomizawa, and Eiichi Miki. Vibrational
spectroscopic study of light-induced metastable states of ethylenediaminenitrosylruthe-
nium (II) complexes. Journal of Molecular Structure, 379(1-3):241–247, 1996.

[87] Thomas E Bitterwolf. Photochemical nitrosyl linkage isomerism/metastable states. Co-

ordination Chemistry Reviews, 250(9-10):1196–1207, 2006.

[88] Dominik Schaniel and Theo Woike. Necessary conditions for the photogeneration of ni-
trosyl linkage isomers. Physical Chemistry Chemical Physics, 11(21):4391–4395, 2009.

[89] Dmitry V Fomitchev and Philip Coppens. Light-induced metastable linkage isomers of
transition metal nitrosyls. Comments on Inorganic Chemistry, 21(1-3):131–148, 1999.

144



Reference

[90] Periakaruppan Thangiah Manoharan and Harry B Gray. Electronic structure of Nitro-
prusside ion. Journal of the American Chemical Society, 87(15):3340–3348, 1965.

[91] Periakaruppan Thangiah Manoharan and Harry B Gray. Electronic structures of metal
pentacyanonitrosyls. Inorganic Chemistry, 5(5):823–839, 1966.

[92] MJ Clarke and JB Gaul. Chemistry relevant to the biological effects of nitric oxide and
metallonitrosyls. In Structures and Biological Effects, pages 147–181. Springer, 1993.

[93] D Schaniel, Th Woike, C Merschjann, and M Imlau. Transient kinetics of light-induced
metastable states in single crystals and aqueous solutions of Na2[Fe(CN)5NO].2H2O.
Physical Review B, 72(19):195119, 2005.

[94] Ulrich Hauser, Volker Oestreich, and Heinz Dieter Rohrweck. On optical dispersion in
transparent molecular systems. Zeitschrift für Physik A Atoms and Nuclei, 280(1):17–25,
1977.

[95] Th Woike, M Imlau, V Angelov, J Schefer, and B Delley. Angle-dependent mössbauer
spectroscopy in the ground and metastable electronic states in Na2[Fe(CN)5NO].2H2O
single crystals. Physical Review B, 61(18):12249, 2000.

[96] D Schaniel, Th Woike, L Tsankov, and M Imlau. Evidence of four light-induced
metastable states in iron-nitrosyl complexes. Thermochimica Acta, 429(1):19–23, 2005.

[97] D Schaniel, J Schefer, B Delley, M Imlau, and Th Woike. Light-induced absorption
changes by excitation of metastable states in Na2[Fe(CN)5NO].2H2O single crystals.
Physical Review B, 66(8):085103, 2002.

[98] Anthony R Butler and Ian L Megson. Non-heme iron nitrosyls in biology. Chemical

Reviews, 102(4):1155–1166, 2002.

[99] Dominik Schaniel, Mirco Imlau, Thomas Weisemoeller, Theo Woike, Karl W Krämer,
and H-U Güdel. Photoinduced nitrosyl linkage isomers uncover a variety of unconven-
tional photorefractive media. Advanced Materials, 19(5):723–726, 2007.

[100] Dominik Schaniel, Matthieu Nicoul, and Theo Woike. Ultrafast reversible ligand iso-
merisation in Na2[Fe(CN)5NO].2H2O single crystals. Physical Chemistry Chemical

Physics, 12(31):9029–9033, 2010.

[101] MD Carducci, MR Pressprich, and P Coppens. Diffraction studies of photoexcited crys-
tals: Metastable nitrosyl-linkage isomers of sodium nitroprusside. Journal of the Ameri-

can Chemical Society, 119(11):2669–2678, 1997.

145



Reference

[102] Th Woike, W Krasser, PS Bechthold, and S Haussühl. Investigation of the metastable
state of Na2[Fe(CN)5NO].2H2O by optical spectroscopy I. comparison of the raman
spectra of the ground and metastable state. Solid State Communications, 45(6):499–502,
1983.

[103] Th Woike, W Krasser, PS Bechthold, and S Haussühl. Extremely long-living metastable
state of Na2[Fe(CN)5NO].2H2O single crystals: Optical properties. Physical Review

Letters, 53(18):1767, 1984.

[104] Dominik Schaniel, Th Woike, Jürg Schefer, V Petříček, KW Krämer, and Hans-Ulrich
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