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Abstract

Knowledge of spatial and temporal distribution of fluids in the subsurface is crucial
in a wide range of applications. During the production of crude oil typically high sa-
line produced formation water is injected into the reservoir layer, aiming to push the
oil towards production wells. While oil is commonly seen as an electrical insulator,
the injected saline brines are characterised by low electrical resistivity. Thus, electro-
magnetic (EM) methods and especially Controlled Source Electromagnetics (CSEM)
attracted an increasing interest to monitor these resistivity changes inside the reser-
voir over time.
This thesis mainly reports on numerical aspects of modelling and inversion of land
based CSEM with particular focus towards hydrocarbon monitoring applications.
Most of the presented developments were inspired by a superordinate research pro-
ject including CSEM field surveys across an actively producing onshore oil field in
Northern Germany.
In producing oil fields there exists a large number of steel-cased wells. Such existing
oil field infrastructure and especially the presence of metal casings significantly alters
the propagation of EM fields in the subsurface. Their spatially unfavourable dimen-
sions effectively prohibits a straightforward implementation into the modelling grid.
Thus I developed a new modelling approach allowing consideration of such thin but
vertically extended highly conductive structures including their mutual interaction.
The developed methodology had been implemented into existing modelling and in-
version codes. Using the new approach to investigate the influence of metal casings
on CSEM data shows that they act as additional inductively coupled vertical electric
dipole sources at depth and thereby increase resolution capabilities at depth. The
presence of metal casings can thus be exploited by optimising the source receiver
layout in such a way that the strength of these additional vertical dipole sources is
maximised.
An additional working package of the superordinate project was the measurement of
vertical electric fields in a shallow observation well. However, measurements of ver-
tical electric fields requires long measurement dipoles to achieve satisfactory signal-
to-noise ratios. Such extended dipoles span several modelling cells and are therefore
in conflict with assumptions usually made for modelling, that receivers can be rep-
resented as point dipoles. I therefore expanded the modelling and inversion codes
to consider the physical receiver dimensions. The new algorithm implicitly considers
imperfect alignment of the receiver with the corresponding field component. Without
the consideration of this effect inversion of vertical electric field measurements is
likely to cause erroneous results.
Finally I discuss different aspects of time-lapse inversion required to track changes in
fluid saturation over time. The cascaded inversion scheme is applied to synthetic time-
lapse data for a simplified oilfield undergoing brine flushing. The influence of various
inversion parameters in particular different regularisation techniques are examined.
Surface based sources and receivers typically provide low sensitivity towards deep
targets in highly conductive backgrounds. Despite that using additional constraints,
in particular a model weighting scheme together with energised steel casings allowed
to track resistivity changes inside the reservoir based on synthetic time-lapse data.



Kurzzusammenfassung

Wissen über räumliche und zeitliche Verteilung von Fluiden im Untergrund is un-
erlässlich für eine Reihe von Anwendungen. Typischerweise wird während der För-
derung von Rohöl salinares produziertes Formationswasser in die ölführende Forma-
tion injiziert um das Öl-Wasser-Gemisch in Richtung der Förderbohrungen zu spülen.
Während Öl als elektrischer Isolator gilt, zeichnen sich die injizierten salinaren Flu-
ide durch eine hohe elektrische Leitfähigkeit aus. Daher erfahren elektromagnet-
ische Methoden und insbesondere Controlled Source Electromagentics (CSEM) zun-
ehmendes Interesse diese Änderung des elektrischen Widerstands mit der Zeit zu
überwachen.
Diese Arbeit beschäftigt sich im wesentlichen mit numerischen Aspekten der Mod-
ellierung und Inversion von CSEM an Land mit speziellem Fokus auf der Über-
wachung der Kohlenwasserstoff Produktion. Die meisten der gezeigten Entwicklun-
gen sind entwickelt im Zuge eines übergeordneten Forschungsprojektes inklusive
CSEM Feldmessungen in einem produzierenden Ölfeld in Norddeutschland.
Produzierende Ölfelder sind gekennzeichnet durch eine große Anzahl von Stahl ver-
rohrten Bohrungen. Die Anwesenheit von Stahlinfrastruktur insbesondere von Stahls-
chutzrohren beeinflusst die Ausbreitung von elektromagnetischen Feldern im Unter-
grund. Deren unvorteilhafte Geometrie erlaubt keine direkte Berücksichtigung in
dem Modellierungsgitter. Daher habe ich einen neuen Modellierungsanzatz entwick-
elt der es erlaubt solch dünne aber vertikal ausgedehnte hochgradig leitfähige Struk-
turen inklusive deren gegenseitige Wechselwirkung zu berücksichtigen. Die entwick-
elte Methode wurde in bestehende Modellierungs- und Inversionssoftware implemen-
tiert. Mithilfe dieses neuen Ansatzes konnte der Einfluss von Stahlverrohrungen auf
CSEM Daten untersucht werden. Stahlverrohrungen wirken wie zusätzliche induktiv
angeregte vertikale elektrische Dipolquellen im Untergrund und helfen daher die Au-
flösung in der Tiefe zu erhöhen. Die Anwesenheit von Stahlverrohrungen kann da-
her ausgenutzt werden in dem man die Quell-Empfänger-Geometrie in einer Art und
Weise optimiert, die die Stärke dieser zusätzlichen vertikalen Dipolquellen maximiert.
Ein weiteres Arbeitspaket des übergeordneten Forschungsprojektes bestand in der
Messung von vertikalen elektrischen Feldern in flachen Beobachtungsbohrungen. Mes-
sungen des vertikalen elektrischen Feldes erfordert lange Messdipole um ein aus-
reichendes Signal-Rausch-Verhältnisses zu gewährleisten. Solch ausgedehnte Dipole
überspannen mehrere Zellen des Modellierungsgitters und verletzen die übliche An-
nahme, wonach die Länge der Empfänger vernachlässigbar ist. Daher habe ich die
bestehenden Modellierungs- und Inversionsprogramme erweitert um die physischen
Dimensionen von elektrischen Feld Empfängern zu berücksichtigen. Der implemen-
tierte Algorithmus berücksichtigt implizit Abweichungen der Orientierung des Mess-
dipols von der Richtung der zu messenden Feldkomponente. Ohne dieser Berück-
sichtigung führt eine Inversion von vertikalen elektrischen Feld Daten zu fehlerhaften
Ergebnissen.
Schließlich werden unterschiedliche Aspekte von time-lapse Inversion diskutiert, welche
notwendig ist um Änderungen der Fluidzusammensetzung abzubilden und zu ver-
folgen. Eine kaskadiertes Inversionsschema wurde auf synthetische time-lapse Daten
eines vereinfachten Ölfeldes angewendet. Untersucht wurde der Einfluss verschiedener



Parameter insbesondere verschiedener Regularisierungstechniken. Sender und Em-
pfänger an der Erdoberfläche sind typischerweise wenig sensitiv zu tiefen Strukturen
in leitfähiger Umgebung. Anhand von synthetische Daten konnte gezeigt werden,
dass das benutzen zusätzlicher Nebenbedingungen wie einer Modellgewichtung und
dem ausnutzen von vorhandenen Stahlverrohrungen es dennoch erlaubt Änderungen
innerhalb des Ölreservoirs zu lokalisieren.
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Legend of used symbols and constants

Symbol Name Unit Description

E Electric field [V m−1]
B Magnetic flux density [T]
H Magnetic field strength [A m−1]
J Electric current density [A m−2]
D Electric displacement field [C m−2]
ρel Free electric charge density [C m−3]
t Time [s]
T Period [s] T = f−1

f Frequency [Hz] f = T−1

ω Angular frequency [Hz] ω = 2π f
µ Magnetic permeability [H m−1]
µ0 Permeability of vacuum [H m−1] 4π × 10−7 H m−1

ε Electric permittivity [F m−1]
ε0 Permittivity of vacuum [F m−1] 8.854187817...× 10−12 F m−1

ρ Electric resistivity [Ω m] ρ = σ−1

σ Electric conductivity [S m−1] σ = ρ−1

∇ Nabla operator [m−1]
[

∂
∂x , ∂

∂y , ∂
∂z

]T

i Imaginary unit i2 = −1
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Chapter 1

Introduction

Information of the spatio-temporal distribution of fluids in the subsurface is crucial
information in various different applications ranging from the treatment of contam-
inated aquifers to geothermal energy production and the extraction of crude oil.
Thus, different geophysical techniques have been developed to monitor such fluid
saturations. Most commonly seismic methods are used. Seismic methods allow to
map changes in mechanical properties (density, pore pressure, Poisson’s ratio etc.)
in the subsurface. Although much progress has been made, discriminating between
different types of pore fluids remains a challenging task.
The electrical resistivity of sedimentary rocks is mainly controlled by their porosity
and the electrical conductivity of the pore fluids (Archie, 1942) as well as the fluid sat-
uration. Thus, methods sensitive to the electrical resistivity of rocks are a promising
tool for discriminating pore fluids of different resistivities. Therefore electromag-
netic (EM) methods and in particular Controlled Source Electromagnetics (CSEM)
became of increasing interest over the last decade in a wide range of settings from
marine (e.g Orange et al., 2009) to land based (e.g Wirianto et al., 2010; Schaller, 2018)
applications with increasing interest for the production of hydrocarbons.
In general, crude oil is considered to be an electrical insulator while the produced
formation water and the injected brines are highly conductive, thereby providing a
significant contrast in resistivity between oil-filled and fluid flushed or depleted sec-
tions of the oil bearing formations.
This thesis is part of a research project aiming to monitor the fluid saturation in an
onshore oil field using land based CSEM with the focus on the improvement of sim-
ulation techniques and the necessary time-lapse inversion. Most of the work in this
thesis builds on results obtained in (Tietze et al., 2015; Tietze et al., 2017), where
in addition to other authors (e.g Streich, 2016) it has been shown that classical sur-
face based horizontal transmitters and receivers do not provide enough resolution at
reservoir level to monitor the change of fluid saturation. Thus alternative unconven-
tional source-receiver layouts have been proposed, mainly including vertical electric
dipole (VED) transmitters and receivers.
Vertical electric transmitters have been realised by injecting electric current into the
ground via the steel casing of an abandoned well. Vertical receivers have been realised
by the development of a novel vertical electric field sensor which has been installed
and tested in a shallow borehole above an oil-field in northern Germany. Within the

3



Chapter 1. Introduction

framework of this project time-lapse data have been collected for conventional hori-
zontal electric field data as well as VED transmitters and receivers. However, inter-
preting data obtained for vertical dipoles required the development of new modelling
schemes which had been an essential part of this thesis. Thus this work is structured
in the following chapters.

First of all the general methodology of the CSEM method including the pre-
existing modelling and inversion tools are summarised in chapter 2 as they form
the basis this work builds upon. Second the superordinated research project and
its main results beyond the scope of this thesis are summarised in chapter 3. The
bulk of this work is divided into three main chapters, discussing the implementation,
results and implications of vertical electric sources, receivers and time-lapse inversion.

Boreholes are inevitably present in any oil field. These boreholes usually require
steel-casings for stability and production purposes as well as protecting shallower
sediments from contamination with the extracted oil and formation water. As steel
is six orders of magnitude more conductive than the surrounding rock formations
the pure presence of such oil-field infrastructure is likely to effect the response of
the measured electric and magnetic fields. Thus in chapter 4 the effect of steel cas-
ings on the propagation of EM-fields is discussed. Modelling such effects however
is not trivial due to their spatial unfavourable geometries. Therefore a new model-
ling methodology has been developed and implemented into the existing software.
Chapter 4 summarises the new approach and shows how steel casings can be ex-
ploited as additional vertical dipole sources by either galvanic or inductive coupling
to the transmitter.

As mentioned before various different authors found that the vertical electric field
is the most sensitive EM-field component to thin resistive structures commonly as-
sociated with hydrocarbon reservoirs. Thus as part of the larger research project a
novel vertical electric field receiver has been developed and installed in a shallow ob-
servation borehole. However, inversion of such receivers requires considerations of
physical receiver dimensions which is commonly neglected in most modelling and
inversion schemes. Thus in chapter 5 a novel modelling scheme is presented allowing
to consider true receiver layouts in EM modelling and inversion.

Finally in chapter 6 developments for time-lapse inversion are presented and
tested on synthetic data. Not only for classical surface based horizontal receivers
but also considering vertical sources in the form of a galvanically coupled steel casing
as well as vertical electric dipole receivers. Most work of the time-lapse inversion
focused on the usage of non-smoothness constraint regularisations. In addition for
reservoir monitoring applications lots of information can be feed into the inversion
as a-priori knowledge or constraints. In order to overcome the non-uniqueness of the
inverse problem, different additional constraints have been tested.

Finally the main results of this work are summarised and recommendations of
potential future research projects in the field of EM reservoir monitoring is made.
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Chapter 2

The Controlled Source
Electromagnetics method

Controlled Source Electromagnetics (CSEM) is an electromagnetic (EM) geophysical
method based on the diffusive propagation of electromagnetic fields in the subsur-
face. Sources of these fields are most commonly grounded electric dipole sources at
surface and sometimes magnetic dipole sources in the form of current carrying loops.
The resulting electric and magnetic fields are recorded at discrete locations at the
earth’s surface or in boreholes using induction coils for the magnetic fields and non-
polarisable electrodes for the electric fields. The aim is to reconstruct the electrical
resistivity structure of the subsurface from these measured fields.
Although CSEM was initially developed on land its main applications have been in
marine environments (Streich, 2016). Only recently, it gained attention for land-based
applications and especially for reservoir monitoring (Wirianto et al., 2010; Schamper
et al., 2011; Schaller et al., 2018).

Figure 2.1: Sketch of CSEM method taken from Streich et al. (2010)
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Chapter 2. The Controlled Source Electromagnetics method

This section mainly aims to summarise the method, tools and procedures as they
are available at German Research Centre for Geoscience (GFZ), since they form the
basis of this work. For a more detailed introduction to CSEM on land see Streich
(2016) and for a review on marine applications see Constable (2010). A review fo-
cusing more on numerical aspects and especially the inverse problem was given by
Zhdanov (2010).

2.1 CSEM data acquisition and processing

CSEM relies on the measurement of electric and magnetic fields at discrete locations
mostly at the earth’s surface. Signals are recorded as time series and further pro-
cessing results in CSEM transfer function (TF). These TFs are used as input data in
the following inversion in order to obtain the resistivity structure of the subsurface.
The methodology of obtaining these TFs from measured time series is described in
detail in Streich et al. (2013).

The CSEM transmitter
The CSEM transmitter used by GFZ is composed of three grounded wires of ≈ 1 km
length, all connected to one common grounding electrode (see Fig. 2.2). Currents on

∼

∼

I1

I2

I3

Power generator

Signal generator

Source waveform

∼ 1− 2 km

Figure 2.2: Sketch of the CSEM transmitter used by GFZ, modified after Streich et al.
(2013).

each wire are shifted in phase by 120◦. Therefore the sum of currents on each wire
is always equal to zero. The source waveform can be chosen freely and is produced
by a signal generator. The whole system operates on 560 V with a maximum current
strength of 40 A.

EM field receivers
Time-series of the transmitted EM fields are recorded at receiver stations, mostly at
the earth’s surface. Variations of the three magnetic field components are recorded by
the use induction coils. Two perpendicular grounded electric dipoles measure time-
series of voltage differences. Voltages are then transferred into units of the electric
field by dividing through the distance between the grounding points of the dipole.
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Data logger

Electric dipoles

Induction coil

≈ 60 m

PC (optional)

Figure 2.3: Sketch of an EM receiver station as it is used by GFZ, modified after Streich
et al. (2013).

Grounding is ensured by the use of non-polarisable Ag-AgCl electrodes. Typical
distances between the electrodes is in the order of 60 m. Fig. 2.3 shows a summarised
sketch of one receivers station. Both sensor types electrodes as well as induction
coils are buried to minimize the effect of changing temperatures as well as moving
of the sensors due to wind. Directions are typically determined by magnetic bearing,
with the x-direction pointing towards magnetic North and the y-direction towards
magnetic East and the z-axis pointing downwards.

Data processing
As the current on all wires of the transmitter allways sums to zero, currents on each
wire are not independent of each other and it is possible to relate each measured field
component (F) in frequency domain at one receiver station to any two source currents
of the transmitter by a set of two independent TFs (TF

ij ) as shown in eq. 2.1.
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(2.1)

Each TF
ij can be interpreted as the field component F produced by a unit current on

wire i and a negative unit current on j. TFs are obtained from time series by the use
of robust statistical analysis following Streich et al. (2013).

2.2 Existing modelling and inversion algorithms

This work mostly builds on a number of pre-existing modelling and inversion pro-
grams which had been extended and optimised to be suitable for monitoring applic-
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Chapter 2. The Controlled Source Electromagnetics method

ations. The 3D CSEM inversion is described in detail in Grayver et al. (2013). The
forward modelling within the inversion is based on Streich (2009).

2.2.1 Forward modelling

The fundamental equations describing the behaviour of EM fields are given by Max-
well’s equations

∇× E = −∂B
∂t

(2.2a)

∇×H = J +
∂D
∂t

(2.2b)

∇ · B = 0 (2.2c)

∇ ·D = ρel (2.2d)

together with Ohm’s law and the material relations,

J = σE (2.3a)

B = µH (2.3b)

D = εE. (2.3c)

After applying a fourier transform one can obtain the curl-curl equation for the electric
field for the source current density Js

∇× (∇× E) + iωµσE = Js. (2.4)

The forward modelling relies on solving the curl-curl equation (eq. 2.4) using a sec-
ondary field approach. The total electric field is split into a sum of a primary (Ep) and
a secondary field (Es). The primary field is the analytic solution of equation 2.4 for
a layered or homogeneous halfspace conductivity distribution σp using Streich and
Becken (2011b). Once the primary electric field has been determined, the secondary
electric field is given as the solution of the following partial differential equation

∇× (∇× Es) + iωµσEs = −iωµ(σ− σp)Ep. (2.5)

This equation is solved using a Finite Difference (FD) scheme on staggered grids.
With E-fields being defined on the edge midpoints as illustrated in Fig. 2.4.

After discretisation, one obtains a system of linear equations which is solved using
a direct forward solver.

AEs = b (2.6)

The response (or field value) at each receiver is than obtained by interpolating the sec-
ondary electric field to the receiver location using operators QE and QH respectively.

Erec = Erec,p + QEEs (2.7)

Hrec = Hrec,p + QHEs (2.8)

In addition to the interpolation QH, also contains a discrete approximation to the curl
operator in 2.2a.
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Figure 2.4: Sketch of staggered FD grid where the electric field is evaluated at the
edge midpoints.

2.2.2 Inversion

The inversion as it is implemented in Grayver et al. (2013) aims to minimise the fol-
lowing penalty function.

ϕ =
1
2
‖Wd(f(m)− d)‖2 + λR(m−mre f ) (2.9)

d represents the measured data vector of electric or magnetic field values or TFs
respectively. m is the model vector containing conductivity values of each FD grid
cell. Data and model parameters are linked by the forward operator f which evaluates
predicted data values for a given conductivity model. Since the amplitude of the data
varies over several orders of magnitude an additional diagonal data weighting matrix
Wd is given by

Wd = diag
(

1
|di|εi + γ

)
. (2.10)

It allows for compensation of different amplitudes of each data point. In addition the
influence of noisy data can be reduced by using relative data errors εi obtained from
CSEM processing. γ marks the absolute noise floor to prevent the inversion being
dominated by small data values.
Since any inversion is mathematically ill-posed, an additional regularisation term
is needed to ensure convergence and give the possibility to add additional a-priori
information. R is the regularisation functional and can be regarded as additional
constraints to the obtained model. Several different choices of regularisation operat-
ors are implemented. The most common constraint is that resistivity values should
vary smoothly between neighbouring cells. Different regularisation operators are dis-
cussed in detail in section 6.3. A user defined reference model mre f can be added for
additional constraints. Data functional and model regularisation are weighted by the
regularisation parameter λ which controls the influence of model regularisation.
The penalty function from equation 2.9 is minimised following an iterative Gauss-
Newton algorithm. In each inversion iteration, an update ∆m of the current model
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Chapter 2. The Controlled Source Electromagnetics method

vector is evaluated by solving the following system of normal equations[
<{JHWdWdJ}+ λPTP)

]
∆m = <{JHWd (d− f(m))} − λPTP

(
m−mre f

)
. (2.11)

Here PTP stands for the partial derivatives of R with respect to the model parameters.

∇mR
(
m−mre f

)
= PTP

(
m−mre f

)
(2.12)

The Jacobian or the sensitivity of the forward operator is given by

J = ∇mf(m) (2.13)

= QA−1G (2.14)

with G given as

G =
[ ( ∂b

∂m1
− ∂A

∂m1
Es,grid

)
,
(

∂b
∂m2
− ∂A

∂m2
Es,grid

)
, . . .

,
(

∂b
∂mNm

− ∂A
∂mNm

Es,grid

) ]
(2.15)

The normal equations are solved using conjugated gradients (CG). The iterative pro-
cess is continued until the normalised root mean squared error (nRMS) is below a
user defined threshold or the maximum number of inversion iterations is reached.

nRMS =

√
1
N

[Wd(f(m)− d)]H [Wd(f(m)− d)] (2.16)

Ideally misfits should be normally distributed and the nRMS should converges to 1.

2.3 Radiation pattern of horizontal electric dipole transmitters

The physics of CSEM is mainly controlled by the characteristics of the EM field emit-
ted by the transmitter. In order to understand many of the effects discussed in the
following chapters it is crucial know the basic radiation pattern of the electric field
produced by a horizontal electric dipole (HED) transmitter at surface.
Fig. 2.5 sketches the general distribution of the three electric field components emitted
by a HED source at the surface of a homogeneous halfspace. Fig. 2.5 a)-c) shows map
views of the different field components near the surface. All three components show
different characteristics. Highest amplitudes are generally found at the transmitter
and are decreasing with distance. Decrease is not uniform but strongly dependent on
the component and the orientation to the transmitter.
For an x oriented dipole the x-component of the electric field (cf. Fig. 2.5 a) will have
highest amplitudes in inline as well as broadside direction to the transmitter with
opposite phases in the two transmitter orientations. Between these maxima discrete
lines of zero crossing marks also a change in polarity (change in colour from red to
blue).
The y-component on the other hand (cf. Fig. 2.5 b) has maximum amplitudes in an
approximately 45◦ angle to the transmitter. Zero crossings are found in inline as well
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Figure 2.5: Schematic radiation pattern of different field components emitted by a
HED source at the surface of a homogeneous halfspace (see also Patzer et al., 2017b).
(a) Map view of the x component of the electric field at surface. (b) Map view of
the y component of the electric field at surface. (c) Map view of the z component of
the electric field just below the surface. (d) Distribution of the Ez component along a
XZ slice through the transmitter position. In all figures the source-dipole is shown as
white line. Colour saturation indicates the amplitude of the emitted electric field and
the colour marks the phase angles. A green line indicates the symmetry axis and zero
crossing of the field component in broadside direction to the transmitter.

as broadside direction. Maximum values of the y-component correspond to the zero
crossings of the x-component shown in a).
Maximum values of the z-component of the electric field is found just below the two
grounding points of the transmitter (cf. Fig. 2.5 c) with again opposite polarity. The
most prominent zero crossing is marked as green line forming a YZ oriented plane
perpendicular to the transmitter direction.
The vertical electric field vanishes directly at the earths surface, as shown in Fig. 2.5 d).
Furthermore the radiated field forms quarter shells with oscillating polarity. Accord-
ing to the skin effect the amplitude of the field decreases with depth, while the volume
of the shells increases with depth and distance to the transmitter.
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Chapter 3

Electromagnetic monitoring of the
Bockstedt oil field

This thesis is part of a research project called Enhanced Oil Recovery (EOR) monitor-
ing, a collaboration of German Research Centre for Geoscience (GFZ) with Wintershall
Holding GmbH, Kassel (Germany), a medium sized German oil company. During the
production of crude oil, it is common practice to inject fluids (brines, formation water,
CO2, etc.) into the hydrocarbon bearing formation. Aiming to push the oil from the
injection well towards extraction wells and hence increase oil production. This tech-
nique is especially used to increase the amount of recoverable oil from the reservoir
and is therefore commonly referred to as Enhanced Oil Recovery. To optimise this
process and reduce the amount of expensive drilling operations, it is crucial to know
the temporal and spatial distribution of the injected fluids and the oil in place.
The electrical resistivity of these injected fluids is commonly up to two orders of
magnitude lower then the electrically resistive oil (≈ 1 Ω m vs. ≈ 100 Ω m). There-
fore, electromagnetic (EM) methods and especially Controlled Source Electromagnet-
ics (CSEM) have become of interest for monitoring this replacement of resistive oil
by conductive brines mainly in a marine setting (e.g. Orange et al., 2009) and more
recently also on land (e.g. Wirianto et al., 2010; Schamper et al., 2011; Schaller, 2018).
Over the course of six years starting in 2012, the project covered the entire research
chain ranging from hardware development, theoretical studies on optimal survey
design, data acquisition, interpretation as well as the development of a numerical
framework for time-lapse inversion. Most technological developments have been ap-
plied in several field surveys in the Bockstedt oil field, an actively producing onshore
oil field in Northwest Germany.
This section summarises some main results and findings of this project outside the
scope of this thesis. Some of these results had been of great influence on the develop-
ment of this thesis.

3.1 The Bockstedt oil field

The Bockstedt oil field is located 40 km south of the city of Bremen at the northern
edge of the Lower Saxony Basin (see Fig. 3.1). The Lower Saxony Basin is the most
important oil province in Northern Germany (Betz et al., 1987). As being part of
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Figure 3.1: Map of the Lower Saxony Basin and the location of associated oil and gas
fields (Modified after Betz et al., 1987).
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3.2. 2D Magnetotelluric survey and CSEM modelling study

Figure 3.2: 3D resistivity model used to model the expected time-lapse differences
(taken from Tietze et al., 2015).

the central European basin system it was formed by rifting processes caused by the
break up of Pangea in late Jurassic to early Cretaceous. Due to subsidence it was
filled by series of marine, lacustrine and hypersaline sediments of the late Jurassic
and early Cretaceous. Today the sediments of the Lower Saxony Basin reach 2400 m
thickness. Hydrocarbon source rocks of the lower Jurassic can be found in the entire
basin. Their thickness varies between 15-30 m. The reservoir rocks are mostly made
up of siliciclastic sandstones. Migration into the reservoir rocks took place from upper
Cretaceous to Quaternary times. The trap structure of the Bockstedt oil field is formed
by a local block faulted high. The recoverable depth of the oil field is in about 1200 m
depth with varying thickness between 3 to 35 m.
The Bockstedt oil field has been discovered in 1954 and is in production ever since.
After the primary oil production highly saline produced formation water has been
injected into the formation during the secondary oil production phase, starting from
1959 onwards. Today during the tertiary oil production phase polymers are added to
the injected fluids to increase the amount of recoverable oil even further.

3.2 2D Magnetotelluric survey and CSEM modelling study

The general aim of this research project is to show that it is possible to detect the
change in the resistivity structure inside the reservoir due to oil production by re-
peated measurements (time-lapse surveys) across the oil field. To examine whether
CSEM is generally able to resolve resistivity changes in such a deep and thin reservoir,
a modelling study has been carried out using background resistivity models obtained
from Magnetotelluric (MT) measurements across the oil field. Detailed results are
presented in Tietze et al. (2015) and Tietze et al. (2017).
The used background structure is shown in Fig. 3.2. It is made of the typical highly
conductive mainly layered sediments of the North German basin. Close to surface,
resistivity is in the order of 12 Ω m and is generally decreasing with depth. In ap-
proximately 300 m depth, a highly conductive layer of 1 Ω m and 100 m thickness was
found. Below this layer, resistivities vary only little between 3 and 5 Ω m. The ob-
tained conductivity structure agrees well with a borehole log from the study area.
Based on this background conductivity structure, a CSEM modelling study has been
performed. CSEM responses have been calculated for two identical source receiver
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Figure 3.3: Absolute and relative differences of electric and magnetic field components
for a frequency of 0.1 Hz (taken from Tietze et al., 2015). Transmitter is a 1 km long
grounded HED at surface. Shown is the same slice through the 3D model as in Fig. 3.2.

setups and changing resistivities of a 3D reservoir (1000 × 1000× 15 m3) in 1200 m
depth. The two states of the reservoir resemble a partly depleted reservoir of 16 Ω m
and a fully brine flushed state of 0.6 Ω m. Aim of this study was to test whether the
expected differences between these CSEM time-lapse responses are large enough to
be above the expected noise floor of this region. In addition it was aimed to find
source receiver configurations that are most sensitive towards these changes.
The main result of this study is, summarised in Fig. 3.3. It shows absolute and relat-

ive differences of different EM field components for one frequency in inline direction
and depth between the two modelled scenarios. Only three components are shown
as the Ey, Hx and Hz component are zero in inline direction to an horizontal electric
dipole (HED) source (cf. Fig. 2.5). In order to be able to resolve changes in the re-
sponses absolute differences (left panel) need to be above the background noise floor
of the study area and the relative difference should be above 1% (right panel).
For classical HED transmitters at surface sizeable changes in EM-field amplitudes
above the 1% threshold (coloured areas in the right panel of Fig. 3.3) are only reached
at depth in close proximity of the reservoir. This lead to the conclusion that monit-
oring of oil saturation using only conventional surface based CSEM measurements of
horizontal fields will not be feasible. However, the figure also shows that measure-
ments of the vertical electric field near the surface (see the middle panel in Fig. 3.3)
may provide enough resolution to the changes in reservoir depth.

Sensitivity increases above the estimated noise floor even when measuring hori-
zontal electric fields at surface if one is using vertical electric dipole (VED) sources.
An easy realisation of such vertical sources can be achieved by attaching the CSEM
transmitter to the metal casing of an existing well, resulting in a source comprising a
horizontal as well as a vertical component (HV-source, transmitter 3 in Fig. 3.2).
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3.2. 2D Magnetotelluric survey and CSEM modelling study

The use of such energised steel casings as source requires the description of the source
current along the casing as input into the modelling. According to Yang et al. (2009)
currents along such energised casings decay exponentially with depth. Thus the cur-
rent is modelled as

I(z) = I0

(
1−

log10 z
log10 L

)s

, (3.1)

with I0 being the maximum current at surface, L the total length of the casing and s a
scaling factor controlling how fast currents are decreasing with depth.
Fig. 3.4 shows relative and absolute differences of field amplitudes at surface along a
profile in inline direction to the transmitter for a range of frequencies using an HV-
source for various scale parameters.
White areas in the upper part of each panel at the right hand side shows that regard-
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Figure 3.4: Absolute and relative differences of Ex and Hy components at surface
along a profile in inline direction to the transmitter for a range frequencies (taken
from Tietze et al., 2017). Transmitter is a HV-source with a 1 km long grounded
HED component connected to a 1.3 km long steel-cased well. Shown is the same slice
through the 3D model as in Fig. 3.2.

less of the scale parameter frequencies above 1 Hz do not provide enough resolution
at reservoir depth. Coloured areas also show that, using an HV-source instead of the
classical surface based transmitter relative differences are above the 1% threshold over
large parts of the shown profile for the Ex component as well as the Hy component.
However, absolute differences of the Hy component is below the assumed noise floor
of 10−9 A A−1 m−2, while absolute difference of Ex components exceed the noise floor
of 10−14 V A−1 m−2 over large parts of the shown profile. This lead to the conclusion
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Chapter 3. Electromagnetic monitoring of the Bockstedt oil field

that surface based measurements of the horizontal electric field may be suitable for
reservoir monitoring if combined with an HV-source and the scaling factor in the
range of 0.33.
Similar improvements are obtained regarding the resolution capabilities of measuring
the vertical electric field in combination with an HV-source. Fig. 3.5 shows results in
the same way as in Fig. 3.3. Depending on the scaling parameter the relative difference

Figure 3.5: Absolute and relative differences of electric and magnetic field components
for a frequency of 0.1 Hz (taken from Tietze et al., 2017). Transmitter is a HV-source
with a 1 km long grounded HED component connected to a 1.3 km long steel-cased
well. Shown is the same slice through the 3D model as in Fig. 3.2.

of the shallow vertical electric field increases to more than 5% using an HV-source.
Sensitivity of the Hy component increases too but absolute differences do not signi-
ficantly exceed the assumed noise floor.
These general findings that vertical electric sources and receivers provide highest res-
olution capabilities towards thin resistive structures is in agreement with other pub-
lications (e.g. Streich, 2016).

3.3 CSEM Field surveys

The findings of the modelling study have been applied in three CSEM field surveys
in three consecutive years (2014,2015 and 2016) in the Bockstedt oil field. The setup
of all surveys is summarised in Fig. 3.6. Four transmitters (marked by red lines) have
been installed in all three surveys. To obtain the desired HV-source discussed before,
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3.3. CSEM Field surveys

one leg of the CSEM transmitter S01 has been galvanically attached to the casing of
a 1.3 km abandoned injection well Bo-23. As discussed before modelling such kind
of HV-source requires the knowledge of the current distribution along the attached
steel-cased well which is exponentially decaying with depth and the rate of decay is
depending on the frequency and the resistivity of the surrounding rock formations.
Evaluating the exact current distribution along such steel-cased wells has been shown
to be a challenging task. Therefore, numerical considerations of steel-casings in CSEM
was a major topic of this PhD thesis and is discussed in detail in chapter 4.

Horizontal electric fields have been recorded at 25-27 receiver stations (shown as
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Figure 3.6: Setup of all CSEM field surveys across the Bockstedt oil field. Each survey
consisted of four transmitters and 25 (2014) and 27 (2015/2016) receivers respectively.
Transmitters as well as receivers had to be reinstalled for each survey. Changing
receiver position occurred due to various reasons, mainly due to land access and
newly constructed windmills. Current electrode I2 of transmitter S02 was moved due
to saftey issues to avoid an additional crossing of a road.

red,grey and black circles). The majority of the receiver stations has been redeployed
within ≈ 10 m of the original 2014 position.
As discussed before and shown in Tietze et al. (2017) measurements of the vertical
electric field provide highest sensitivity towards changes in resistivity of the reser-
voir. Thus a novel vertical electric field sensor has been developed and installed in a
specially drilled 200 m deep well in the Bockstedt oil field. As mentioned in Tietze
et al. (2018b), the vertical electric field near the surface is two to three orders of mag-
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nitude smaller than the classical horizontal field components. This requires rather
long measurement dipoles (100 m-200 m). Accurate modelling of the response of such
receivers requires consideration of the dipole dimension as well as orientation of these
receivers, which is commonly neglected for conventional horizontal electric field re-
ceivers. Implementation of these type of receivers is described in section 5 and was
another major topic this thesis.
A detailed analysis of the data had shown that despite excellent repeatability between
the surveys no significant change in the data is obtained (Tietze et al., 2018b). Thus
the focus of this work is not in the interpretation of the measured data but rather on
the numerical aspects required to interpret such kind of data in general. However
most numerical experiments shown in the following chapters rely on the field setups
and use variations of a conductivity model representative for the study area.
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Chapter 4

Steel casings

In mature oil fields there exists a large number of steel-cased wells. For example
there are more than 80 wells in the Bockstedt oil field. Modelling the presence of
these metal casings remains a challenging task for Finite Difference (FD) and even for
Finite Element modelling, due to the high resistivity contrast of steel (≈ 10−6 Ω m)
to the surrounding rock (≈ 10 Ω m) in addition to their unfavourable dimensions in
comparisons to the geological formations one wants to observe (thin but vertical ex-
tended). First theoretical considerations on the effect of steel-cased wells have been
described by Wait and Hill (1973). Main result of most published studies investigat-
ing the effect of steel-cased wells on electromagnetic (EM) data is that despite their
small size in horizontal dimensions, their influence on the EM field distribution in the
subsurface can be significant (e.g. Commer et al., 2015).
However, the presence of metal casings can also be exploited. Steel casings can be
used as source extension by galvanic connection of the CSEM transmitter to the cas-
ing (cf. ection 3), in order to allow more energy to be injected into ground and hence
increase sensitivity at depth. First field surveys exploiting the presence of steel-cased
wells have been conducted in the Bockstedt oil field (see section 3) and the Hontomín
Carbon Capture and Storage (CCS) site (“Advances in Electromagnetic Survey Instru-
mentation and the Use of a Cased Borehole for Imaging a Deep Formations”; Tietze et
al., 2015; Vilamajó et al., 2015). However, accurate descriptions of such sources is not
trivial since the current along the casing decreases exponentially with depth whose
rate is tightly coupled to the resistivity of the surrounding formations as shown in
Yang et al. (2009). Most steel-cased wells are considered vertical (at least in onshore
applications), therefore steel casings used as source extensions can be regarded as
easy realisation of vertical electric dipole (VED) sources. As demonstrated in Streich
(2016) using vertical sources or receivers is most beneficial for resolving layered res-
istive structures.
Therefore, a major topic of this thesis has the investigation of the effect of steel casings
on Controlled Source Electromagnetics (CSEM) data and the development and the im-
plementation of an efficient way to include their effect into the existing 3D modelling
and inversion codes including theri mutual interaction. This chapter describes the
implemented algorithm and shows the main observed effects of steel casings on EM
data as well as during the inversion.
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Chapter 4. Steel casings

4.1 Finite element modelling

In order to investigate the effect of inductively coupled (passive) steel-cased wells on
CSEM data, I performed extensive finite element modelling using the software pack-
age Comsol multiphysics. The main results are shown in the following scenario. The
transmitter-borehole geometry is shown in Fig. 4.1. Transmitter is a 1 km grounded
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Figure 4.1: Map view of the source-borehole geometry used for investigating the
borehole effect with Finite Element modelling.

horizontal electric dipole (HED) source. The borehole is placed at an angle to the
transmitter axis to avoid being positioned in zero crossings of any field direction.
Due to computational limitations, the casing was approximated as full cylinder of 1 m
radius. The casing itself is perfectly vertical and reaches from surface to 1000 m depth.
To account for the large horizontal casing dimensions compared to real world steel-
cased wells (1 m radius full cylinder versus 0.2 m radius with 2 cm wall thickness) I
decreased the conductivity of the casing from 5× 106 S m−1 (typical value of steel) to
1× 104 S m−1. For simplicity, I started modelling a 10 Ω m homogeneous halfspace
conductivity structure.
Due to the high resistivity contrast between the casing and the surrounding forma-
tions the grid cells describing the cylinder had to be discretised rather fine, having
volumes in the order 0.0630 m3. The final mesh consisted of 1 010 096 tetrahedrons.
Fig. 4.2 shows results for a frequency of 10 Hz as the relative difference of the electric
field distribution for two scenarios. One where the effect of the steel-cased well was
taken into account and an undisturbed scenario neglecting the presence of the casing.
Differences are confined within a radius of approximately 500 m around the borehole.
However within this radius the relative difference exceeds ±100 %. Considering that
in oil fields there are tens or hundreds of steel-cased wells in close proximity to each
other it is easy to see that this effect is significant and has to be taken into account.
The anomalous electric field at y = 5000 m corresponds to the zero crossing of the
undisturbed field (see section 2.3) as indicated by the high density of isolines.
The shape of the anomalous electric field resembles the shape of an additional VED
source. Due to the shape of the borehole (thin and vertical extended) anomalous cur-
rents inside the casing are confined to the borehole trajectory, effectively acting as
additional vertical dipole sources. The general idea obtained from this finite element
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Figure 4.2: Anomalous electric field in y−direction due to the presence of the steel-
cased well, shown for the scenario in Fig. 4.1 along the indicated profile AA’. The red
circle indicates the lateral position of the steel casing. The log10 of absolute values of
the undisturbed electric field is shown by isolines.

modelling study is that one can replace the casing by an additional VED source.

4.2 Implementation into CSEM modelling and inversion

In this section I summarise the implementation of steel-cased wells into the CSEM
modelling and inversion program by Grayver et al. (2013) which is mainly following
the methodology described in Patzer et al. (2017b). To obtain the current strength of
the substitute dipole sources I expanded an approach given by Tang et al. (2015) to
allow for mutual interaction between multiple wells. The general approach is by itself
an implementation of the Method of Moments approach (Harrington, 1968).
In this algorithm, each steel-cased well gets subdivided into a number of segments
assuming that each segment has uniform inner (ri) and outer radius (ra) and a constant
conductivity of the casing (σc). Fig. 4.3 shows a sketch of one of these segments.

The response at the centre point (xi, yi, zc,i)
T of one segment i can be expressed

as the sum of a background field produced by the CSEM transmitter neglecting the
presence of any steel casings and the scattered electric field produced by each casing
segment 1 ≤ j ≤ N. Similar to a secondary field approach.

E(xi, yi, zc,i) = Ebg(xi, yi, zc,i) +
N

∑
j=1

Ej(xi, yi, zc,i) (4.1)

One can rewrite the response of each single segment using Green’s tensors. Following
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Figure 4.3: Sketch indicating the dimensions of one casing segment (taken from Patzer
et al., 2017b).

Einstein’s sum convention we get,

Ej
l(r) =

∫∫∫
Jk(r′)Γl,k(r, r′)dV ′; l, k ∈ (x, y, z). (4.2)

Γl,k(r, r′) describes one element of the Green’s tensor. Each element resembles the l
component of the electric field at position r produced by a unit dipole source oriented
in k-direction at position r′. Jk(r′) represents the current density at r′ in k direction.
If one is now assuming a constant current density on each segment one can rewrite
eq. 4.1 as following:

Jl(ri)

σc
= Ebg

l (ri) +
N

∑
j=1

Jk(rj)
∫∫∫

Γl,k(ri, r′)dV ′j , (4.3)

which can be reformulated into the system of linear equations.

AJ = Ebg (4.4)

Where matrix A contains coupling coefficients between current densities of each cas-
ing segment in each direction. The vector J describes the current density on each
casing in each direction and Ebg is the vector of the background electric field in all
directions at the centre point of each segment. Once this system of equations is solved,
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4.2. Implementation into CSEM modelling and inversion

the current strength of each substitute dipole is given by

I = π(r2
a − r2

i )J. (4.5)

The current strength can than be used to calculate an update of the background field
to take the effect of steel casings into account.

4.2.1 Calculation of coupling coefficients

The calculation of the entries of the coefficient matrix A requires integration of Green’s
tensors. However a closed formula of the Green’s tensor is only available for simple
conductivity structures. Therefore I follow the approach by Tang et al. (2015) and lim-
ited the general 3D conductivity to a homogeneous halfspace approximation. Green’s
tensor derivation for the homogeneous halfspace is found in Raiche (1974). As a
second assumption I limited the implementation to first order effects of steel-cased
wells and assume boreholes to be perfectly vertical, neglecting integrations over all
components except the Γzz which is given by

Γzz(x, y, z; x′, y′, z′) =
1

4πσb

∫ ∞

0

λ3

s
J0(λν)(e−s|z−z′| − e−s(z+z′))dλ. (4.6)

σb is the background conductivity of the halfspace, s =
√

λ2 − iωµ0σb and
ν =

√
(x− x′)2 + (y− y′)2 is the horizontal distance between source and test point.

J0 refers to the Bessel function of the first kind. Analytic integration for the diagonal
elements of A as well non-diagonal elements of coupling coefficients within the same
casing are given by Tang et al. (2015). Diagonal elements are

Aii =
1
σc
− ra

2σb

∫ ∞

0

k2

s2

(
2e−s dz

2 − 2− e−s(2zc+
dz
2 )
)

J1(kra)dk

+
ri

2σb

∫ ∞

0

k2

s2

(
2e−s dz

2 − 2− e−s(2zc+
dz
2 )
)

J1(kri)dk,
(4.7)

and the non-diagonal are given as

Aij = −
ra

2σb

∫ ∞

0

k2

s2

(
e−s(|zi−zj|+ dz

2 ) − e−s(|zi−zj|− dz
2 )

−e−s(zi+zj+
dz
2 ) + e−s(zi+zj− dz

2 )
)

J1(kra)dk

+
ri

2σb

∫ ∞

0

k2

s2

(
e−s(|zi−zj|+ dz

2 ) − e−s(|zi−zj|− dz
2 )

−e−s(zi+zj+
dz
2 ) + e−s(zi+zj− dz

2 )
)

J1(kri)dk.

(4.8)

In order to allow for multiple steel-cased wells, interaction between the wells has to
be considered. Thus I followed the general basic idea in a straight forward way to
expand the idea of Tang et al. (2015) for multiple steel casings. Considering there are
M casings, one can expand eq. 4.4 to contain M×M blocks where the diagonal blocks
encapsulate the interaction within the same well. The off-diagonal block contains all

25



Chapter 4. Steel casings

interactions between two wells.

A =


A11 A21 . . . AM1

A12 A22 . . . AM2
...

...
. . .

...
A1M A2M . . . AMM

 (4.9)

the diagonal blocks are calculated as presented by Tang et al. (2015). To calculate
the off-diagonal blocks I assume the horizontal dimensions of each steel casing to be
neglectable compared to the horizontal distance between two wells. Instead I assume
the current on each casing to be a vertical line source current. The coefficients in the
off-diagonal blocks of A are therefore calculated as follows:

Aij = π(r2
a − r2

i )
∫ zi+

dz
2

zi− dz
2

Gzz(xj, yj, zj|xi, yi, z′)dz′, (4.10)

which finally leads to

Aij =
r2

a − r2
i

4σb

∫ ∞

0

k3

s2

(
2 + e−s(zj+zi+

dz
2 ) − e−s(zj+zi− dz

2 )

−e−s(zj−zi+
dz
2 ) − e−s(−zj+zi+

dz
2 )
)

J0(kd)dk ,
(4.11)

if zi − dz
2 < zj < zi +

dz
2 and otherwise

Aij =
r2

a − r2
i

4σb

∫ ∞

0

k3

s2

(
e−s(|zi−zj|+ dz

2 ) − e−s(|zi−zj|− dz
2 )

−e−s(zi+zj+
dz
2 ) + e−s(zi+zj− dz

2 )
)

J0(kd)dk
(4.12)

for all segments i and j that do not belong to the same well.

4.2.2 Implemented optimisation strategies

The coupling matrix A is independent of the actual transmitter, hence it only has to
be evaluated once for each frequency. The system of equations from eq. 4.4 than has
to be solved for many right hand sides (one for each transmitter). I therefore use
the direct solver from the LAPACK library (Anderson et al., 1999) performing a LU
decomposition.
During inversion the background model is generally kept fixed, it is therefore sensible
to reuse the entire background field in each inversion iteration. This allows elimin-
ation of the time consuming evaluation of the additional contribution of each well
segment to the background field from all but the first iteration of an inversion.
Especially for large scale applications with a large number of steel-cased wells, cal-
culation of the coupling coefficient matrix becomes time consuming, although only
performed once for each frequency during the entire inversion. However computing
time can be significantly reduced by making use of symmetries.

As shown in Fig. 4.4 many coupling coefficients are identical when borehole geo-
metries from neighbouring wells do not differ. In the most extreme scenario with
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Figure 4.4: Sketch showing independent coupling coefficients between two wells
whose segments have the same outer and inner radius as well as conductivity of steel
(taken from Patzer et al., 2017b). Furthermore depth as well as thickness of segment
i and k are the same. The same holds for segment j and l. Each arrow indicates one
coupling coefficient. All missing coupling coefficients are redundant due to rotational
symmetry towards the axis of symmetry.

M identical wells split into N segments each, the number of independent coupling
coefficients is reduced from (MN)2 to MN + N2.
Finally the calculation of each coupling coefficient is independent and can be distrib-
uted among several computing nodes for parallel processing easily.

4.2.3 Estimation of background conductivity

In comparison to the algorithm presented in Patzer et al. (2017b) the way the ho-
mogeneous halfspace conductivity is obtained was modified. Initially a weighted
average background conductivity along each well was chosen to be the homogeneous
halfspace conductivity in the presented algorithm. This leads to erroneous current
strengths, especially when the transmitter is galvanically connected to the casing and
the galvanic connection is in regions where homogeneous halfspace conductivty and
background conductivity differ. This is illustrated in Fig. 4.5 a) where the obtained
current distribution along a single steel-cased well being galvanically connected to a
transmitter is shown. The background model for this scenario is a layered halfspace
model. The averaged resistivity that has been used for the homogeneous halfspace
approach is 3.436 Ω m which does not match the resistivity of the uppermost layer
of 12 Ω m. This creates non-physical current strength up to four times the current
strength of the transmitter at the top of the casing.
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Figure 4.5: Current distribution along a single steel-cased well given a galvanically
connected transmitter for a number of frequencies and three different borehole seg-
mentations. Current strengths are normalized to the current strength of the trans-
mitter (a) One halfspace conductivity is chosen for the entire casing. (b) The casing
is split in two segments. The upper part of the casing coincides with the first layer,
hence uses halfspace conductivity of the first layer. The lower part uses an averaged
conductivity of the remaining layers. (c) The casing is split into six segments, one for
each layer penetrated by the casing. Each new well is assigned the conductivity of the
corresponding layer. Note the different scales of Iz axes between (a) and (b),(c)

Changing the implementation assuming individual values of the halfspace conductiv-
ity for each well, allows to simply split one well into multiple wells and stack them on
top of each other. By splitting the borehole at the depths of layer boundaries one can
consider layered background structures more appropriately than before. Fig 4.5 b)-c)
shows the current distribution for the same setup as before but using the refined ap-
proach of halfspace conductivity. In scenario b) only the part of the well in the upper
most layer is split off the rest of the well. While in scenario c) each part of the well
inside each layer is treated as individual steel-cased well. In both cases the unphys-
ical high current strength at the surface returned to 100% of the transmitter strength,
which would be expected when it is galvanically attached to the casing. Differences
between b) and c) still occur but are far less severe than the difference between a) and
b).

4.3 Numerical experiments

In the following I am showing different numerical experiments in order to highlight
several aspects of steel-cased wells and their effect on CSEM data as well as practical
implications that should be considered when planning CSEM measurements in the
presence of steel-cased wells.
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4.3.1 Current distributions along casings

Since steel-cased wells act as additional VED sources the strength of the obtained cur-
rent along each well is of great importance. According to equation 4.4 it is the back-
ground electric field along the borehole trajectory that gives rise to the currents along
the wellbore. The background electric field is mainly depending on the borehole-
transmitter geometry (cf. Fig. 2.5). The current strength along each well is addi-
tionally dependent on the background conductivity and the frequency of the used
signal. Some of the mentioned aspects are shown and discussed in the two following
examples.

Coupling of boreholes
This first example is highlighting the importance of the inductive interaction between
wells which had been neglected by Tang et al. (2015). In this scenario two wells of
1300 m length are placed 500 m apart of each other in a 3 Ω m halfspace. A 1000 m long
grounded electric dipole transmitter is galvanically connected to one of the casings
(the red casing Fig. 4.6 a). Fig. 4.6 b-e) shows current strength along both casings for
a number of frequencies and two different scenarios.

The two different scenarios shown are: (i) in b) and d) the interaction between the
wells is neglected and (ii) the interaction is taken into account in c) and e). Regardless
the interaction, in case of the galvanically connected (active) casing (figures inside the
red box) the full current strength of the transmitter is reached near the surface for all
frequencies b,c). However, current strength is decreasing exponentially with depth.
According to the skin effect the decay is faster for higher frequencies. For frequencies
below 1 Hz the rate of the decay does not decrease further, thus the DC limit of current
strength is reached. Comparing current strengths for the active casing the difference
if interaction between wells is considers is negligible.
The current strength along the inductively coupled (passive) borehole d,e) (Figures
inside the green box) is much weaker than for the active well, staying below 2% of the
current strength of the transmitter. Due to the large conductivity contrast between air
and steel at the top and rock and steel at the bottom current flow across this boundary
is permitted resulting in vanishing current strengths at both ends. Therefore highest
currents are found in some intermediate depth at approximately 600 m. Similarly to
the active borehole, currents are weaker for higher frequencies. The background fields
decay faster with depth for higher frequencies. Thus, the maximum current strength
along the casing is found at shallower depths for higher frequencies. The DC limit is
reached for frequencies below 0.1 Hz. In the case of the inductive coupling neglecting
the interaction between wells results in current strengths 50% stronger.
Neglecting the interaction between wells effectively means that the current on each
well is obtained as if each well is considered the only well present. In the case of
multiple wells the total amount of energy in the system has to stay constant compared
to the single casing case. The energy is therefore unevenly distributed between the
casings resulting in lower amplitude currents on each well. Therefore neglecting
the interaction between casings would in general result in over estimated current
strengths on each well and thus significantly overestimate the influence of steel-cased
wells.
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Figure 4.6: Relative current strength normalized to transmitter current along two
steel-cased wells for two scenarios. a) Transmitter borehole geometry for both scen-
arios, red casing is active, green passive. b) Current along red casing neglecting
mutual interaction. c) Current along red casing including mutual interaction. d) Cur-
rent along green casing neglecting mutual interaction. e) Current along green casing
including mutual interaction.
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Borehole transmitter distance
Another aspect controlling the borehole currents is the distance to the transmitter.
Fig. 4.7 shows the obtained current strength along a single metal casing for various
distances to a grounded horizontal electric dipole transmitter using a single frequency.
The general setup is kept similar to the example before. The borehole is 1300 m long
and it is placed inline with the transmitter axis.
In general current decreases rapidly with increasing distance to the transmitter and
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Figure 4.7: Current distribution with depth along steel-cased wells for varying trans-
mitter borehole distances (modified after Patzer et al., 2017b). Transmitter is a groun-
ded electric dipole of 1 km length. Simulations are calculated for a frequency of 1 Hz
and the background model has a resistivity of 3 Ω m. Steel casings are placed inline
with the transmitter. Distances are taken to the nearest grounding point of the trans-
mitter.(a) Amplitude of current along the well, (b) phase of current along the well.
Note the logarithmic scale of Iz axis in (a).

maximum currents are found at shallower depths for smaller distances. At a distance
of 10 m currents reach up to 40% of the transmitter strength with its maximum value
at 30 m depth.
In addition to the example shown before phases are shown in Fig. 4.7 b). Generally
phases do not vary as much with depth as the amplitude. However, phases do change
significantly with distance to the transmitter. If the transmitter is placed in 100 m
distance to the borehole the induced current along the casing is approximately in
phase to the current from the transmitter. For increasing distances phase differences
between the borehole current and the transmitter current increase. At a distance of
610 m difference in phase varies between 12◦ at surface and 28◦ at 1200 m depth.
These results suggest that if one wants to exploit the presence of steel cased wells
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by maximising currents along the wells, it would be most beneficial to attach the
CSEM transmitter galvanically. If this is not feasible due to logistical limitations or
safety regularities, one should set up the transmitter in close proximity (a few tens
of metres) to the casing. As it still results in strong currents along the borehole.
Therefore simply installing the transmitter in close proximity to the casing can be
seen as easy to implement alternative without direct galvanic attachment.

4.3.2 Implications for the Bockstedt field surveys

In order to quantify how strong the influence of steel-cased wells is on the data collec-
ted in the Bockstedt oil field, I calculated the relative influence on synthetic transfer
functions (TFs) of the horizontal electric fields using the field setup from the 2014
survey (see section 3). The influence was calculated using the surface position of 78
known wells.
In this example the influence is shown for two polarisations of the transmitter S04.
This transmitter has the largest mean distance to all casings (≈ 2 km) of all transmit-
ters. Fig. 4.8 shows a map view of the relative change in the amplitude of the TF due
to the presence of these wells for two different polarisations.
White colours show no influence on TFs, while red colours show an increase in TFs
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Figure 4.8: Relative change in TFs amplitude due to the presence of steel-cased wells
using field setup from the 2014 Bockstedt survey for two different polarisations of
the same transmitter a) and b). Wires of independent source current are marked in
purple. Background model is a 3 Ω m homogeneous halfspace and the used frequency
is 0.0156 Hz. The log10 of absolute values of the undisturbed electric field is shown by
isolines.

amplitude and blue colours a decrease in the absolute value of the TF. The colour
saturation marks the strength of the effect of metal casings.
In general Fig. 4.8 a) shows low influence while for a different polarisation of the same
transmitter the response will be highly affected, as shown in Fig. 4.8 b). Depending
on the source polarisation responses can be altered up to 100 % and more in large
portions of the study area while being mainly unaltered for other polarisations.
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Systematic investigation had shown that for each transmitter there usually exists one
heavily influenced polarisation and one where relative influence is rather weak. The
third polarisation is mostly moderately affected.
Since one of the three polarisations is redundant, one can in theory choose those two
polarisations for subsequent inversion that are least influenced by steel-cased wells.
However, finding those two polarisations in practice is questionable since the actual
influence of the boreholes is interacting with the conductivity distribution of the sub-
surface. Note that the two polarisations of lowest influence will be different for each
transmitter-receiver pair and field component and may even change between frequen-
cies.

4.4 Inversion Examples

Finally the influence of steel casings on the inversion itself has to be discussed.

4.4.1 Inversion neglecting steel casings

To show influence of steel-cased wells on the inversion of the data collected in the
Bockstedt oil field synthetic data have been created. The true model is a homogen-
eous halfspace of 3 Ω m together with the same 78 steel-cased wells as shown before.
Again the alternative setup of transmitter S01 not being connected to the casing of the
abandoned well is used. Seven frequencies in logarithmic spacing between 1/64 Hz
to 32 Hz have been used. Data are TFs of horizontal electric fields perturbed by 3%
Gaussian noise.

A 3D inversion using these synthetic data as input has been performed neglecting
the presence of all metal casings. Starting model was the true 3 Ω m halfspace. The
dimensions of the modelling grid have been set to 150× 150 m2 for horizontal dimen-
sions and an increasing discretisation in vertical direction with 10 m at surface and
50 m at reservoir depth in 1200 m depth.
Fig. 4.9 shows the obtained model. Although the starting model was equal to the true
model an artificial conductor of about 1-2 Ω m is imaged at the position of the metal
casings. From Fig. 4.9 b) one can see that the conductor is inclined. It is shallowest just
below transmitter S01 at about 300 m depth and moving to greater depths towards the
south-east to transmitter S05 in approximately 1200 m depth.
The data fit in form of nRMS is summarised in Fig. 4.10. a) and b) show the distribu-
tion of initial and final nRMS per receiver site. The initial nRMS (Fig. 4.10 a) is highest
ranging between 15 and 20, for the sites in the centre of the array where also most of
the steel cased wells are located. After the inversion nRMS (Fig.4.10 b) is approxim-
ately evenly distributed mostly ranging between 10 and 5. Finally the decrease of the
global nRMS is shown in Fig.4.10 c). Over the course of 20 iterations misfit decreased
continuously from 27.3 to 6.4.
This inversion shows that neglecting the presence of all steel-cased wells during an in-
version may lead to artificially high nRMS values even if the true subsurface model is
used. This further causes the inversion to place artificial mainly conductive structures
that are only caused by the presence of the metal casings. In the shown example the
location of the conductive artefacts correlates well with the position of the borehole
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Figure 4.9: Final model of inversion of synthetic data neglecting presence of wells after
20 iterations. a) Map view showing all cells with anomalous resistivity value below
2 Ω m. Black dots mark positions of steel-cased wells, white lines transmitter locations
and white dots the receiver positions. b) Slice along profile A in strike direction of
borehole cluster. c) Slice along profile B perpendicular to strike direction of borehole
cluster.

cluster. Furthermore the depth the conductor strongly correlates with the maximum
of the current amplitudes on the casings. Especially for data related to transmitters
S01 which is situated inside the borehole cluster, the depth of the maximum current
on each well is controlled be the distance to the transmitter. Just next to the trans-
mitter strongest currents are found near the surface, while the maximum position is
moving further down with increasing distance to the transmitter. This may suggest
that the exact position and shape of the conductive artefact strongly correlates with
the chosen source receiver setup.

4.4.2 Sensitivity Study

Considering steel-cased wells during an inversion leads to a redistribution of the elec-
tric field in the subsurface which in turn also affects the sensitivity distribution during
the inversion. Since sensitivity is the key parameter relating changes in conductivity
to changes in the predicted data, it is of great importance to study how it is influenced
by the presence of steel-cased wells.
The following example shows how the cumulative sensitivity is affected due to the
presence of metal casings. Cumulative sensitivity is given by the sum of squared
sensitivities for all data components considered in the inversion.

Jcum
i =

1
N

√√√√ N

∑
j=1
|Wd,j Ji,j|2 (4.13)
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Figure 4.10: Obtained misfit during the inversion as nRMS according to eq. 2.16. a-b)
Map view of misfit distribution by receiver stations for the initial and final model
respectively. All data points of all frequencies, transmitters, polarisations and field
components are combined individually for each receiver station. c) Evolution of global
nRMS during each inversion iteration.

Ji,j is one element of the sensitivity matrix relating changes in model cell i with
changes in the predicted data point j. Wd,j is the corresponding data weight from
eq. 2.10.
To study how an inversion of the collected data from the Bockstedt oil field might be
influenced I calculated the change of the cumulative sensitivity using the source re-
ceiver setup from the 2014 field survey for a 3 Ω m halfspace. For transmitter S01 the
alternative setup without galvanic connection to the casing of the abandoned well is
used. The location and depth of 78 steel-cased wells drilled in the Bockstedt oil field
was provided by Wintershall. Fig. 4.11 shows the obtained changes of the sensitivity.
In general one can observe a decreasing sensitivity near the surface (blue colours in a)
while it is increasing at depth (red colours in b). Strongest changes in amplitudes are
found below transmitter S01 which is the transmitter with the smallest distance to the
casings. Overall largest increase correlates with the bottom of the steel-cased wells.
Note that the shown results consider cumulative sensitivities of all source receiver
combinations. Similar to results shown before the influence on single TF is highly
variable.
In summary, inductively coupled steel casings redistribute energy in the subsurface
by acting as current channels to greater depth effectively moving energy from surface
to deeper layers and thereby enhancing sensitivity and thus resolution at depth. In-
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Figure 4.11: Change of the cumulative sensitivity due to presence of 78 wells using the
source receiver setup from the 2014 field survey for a 3 Ω m halfspace. For transmitter
S01 the alternative setup without galvanic connection to the casing of the abandoned
well Bockstedt 23 is used. Only one frequency of 1 Hz is used. (a) Change in sens-
itivity near the surface (50 m) (b) Change in sensitivity at reservoir depth (1200 m)
Transmitter and receiver positions marked as white points and lines and the posi-
tion of boreholes and the outline of the Bockstedt oil field as black points and line
respectively

crease is largest just at the bottom of the casings and in the vicinity of casings closest
to the transmitter where currents are expected to be strongest. In an active oil field
most casings can be expected to end inside or just below the reservoir layer, hence
their influence on detectability and resolution towards changes in fluid saturation
can be regarded positively despite being challenging to include into modelling and
inversion.

4.4.3 Influence on reservoir resolution

Here I am demonstrating the beneficial effects of using existing steel-cased wells as
galvanically coupled source extensions on the resolution of a resistive reservoir. Again
synthetic data have been created for the CSEM field setup from the surveys across
the Bockstedt oil field. The true model as well the source receiver setup is shown
in Fig. 4.12. The background resistivity structure is a layered halfspace based on a
magnetotelluric study across the Bockstedt oil field (see Tietze et al., 2015) and will
be referred to as the canonical layered halfspace model in the future. At surface the
resistivity is 12 Ω m and is decreasing with depth. From 200 m to 300 m depth is a
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Figure 4.12: Horizontal and vertical slices through through a 3D resistivity model
used to generate synthetic data. (a) East-depth slice through model at x = 4500 m.
(b) Horizontal slice at reservoir depth z = 1200 m. Lateral positions of transmitters
are marked by white lines and receiver positions by white dots. The 1.3 km long
steel-cased well replaces the a-electrode of transmitter S01.

highly conductive layer of 1 Ω m. The conductive layer is followed by a 3 Ω m half-
space. Into the canonical layered halfspace a 30 m thin resistor of 100 Ω m is added at
1200 m depth. The outline of this resistor corresponds to the outline of the Bockstedt
oil field. TFs of horizontal electric fields for ten logarithmically spaced frequencies
between 0.0156 and 98.59 Hz have been generated and contaminated by 3% Gaussian
noise. Two datasets have been created one neglecting presence of steel-cased wells.
And a second where one 1.3 km deep well is galvanically attached to transmitter S01,
resembling the abandoned well from the field surveys (see section 3).
For the inversion the same grid as in the inversion before has been used with grid
cells of 150× 150× 50 m3. Both datasets have been inverted using the same inversion
setup using Tikhonov regularisation (see section 6.3). Assuming to have good know-
ledge of the general background structure the true layered background has been used
as starting and reference model during the inversion. An additional model weighting
scheme (see section 6.5) has been applied in order increase the sensitivity towards
the reservoir. The weight of all cells below 1300 and above 1100 m (100 m above and
below the reservoir) has been reduced to 0.5 while weights of all other cells is set to
1. Results are shown in Fig. 4.13.
The final model of both inversions is shown in Fig 4.13 a,c). Both inversions mapped

a resistive structure laterally within the reservoir. However both inversions could
not recover the true dimensions of the resistive reservoir. The inversion without any
borehole resolved the central part of the reservoir (approximately in the middle of the
source receiver setup) best, while it failed to resolve the target in the north-western
and south-eastern edges. This can be easily explained by the missing data coverage
of these reservoir regions, as the source receiver setup applied in the field surveys

37



Chapter 4. Steel casings

Resistivity in Ω m

100 50 20 10 5 2 1 0.5

nRMS

1 2 3 4 5 6 7 8 9 10

(a)

D
ep

th
in

m 500

1000

1500
2000

Easting
2000 4000 6000

N
or

th
in

g
in

m

2000

3000

4000
5000

6000
(b)

Easting
1000 3000 5000

N
or

th
in

g
in

m

2000

3000

4000

5000

6000

7000

(c)

D
ep

th
in

m 500

1000

1500
2000

Easting
2000 4000 6000

N
or

th
in

g
in

m

2000

3000

4000
5000

6000

(d)

Easting in m
1000 3000 5000

N
or

th
in

g
in

m
2000

3000

4000

5000

6000

7000

Figure 4.13: a, c) Final inversion models of two synthetic data-sets for the true model
shown in Fig. 4.12. Transmitter positions and reservoir outline are marked by white
lines and receiver positions by white dots. All cells above 5 Ω m are kept visible. a)
Final model using dataset without any steel-cased wells after 25 iterations. nRMS
decreased to 1.33 (-44%). c) Final model using dataset including one galvanically
attached steel casing after 25 iterations. Borehole position is marked as white line.
nRMS decreased to 1.37 (-51%). b, d) Map view of misfit distribution by receiver
stations for the initial model for the datasets from (a) and (c) respectively. Misfits are
obtained according to eq. 2.16. Only data of the borehole transmitter (marked in red)
are considered. All data points of all frequencies, polarisations and field components
are combined individually for each receiver station.
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Figure 4.14: Initial misfit of the inversion including steel casing shown in Fig. 4.13 d)
(a) Amplitude and (b) phase of TFs over frequency of input data and model response
of a single receiver station. (c) Map view showing source receiver orientation. Active
wires and the corresponding receiver are marked in red. (d) Normalised misfit of
each individual data point in a) and b) in the complex plain. Colours correspond to
the field components in (a) and (b). The total nRMS for all for all shown data points
is given above. The blue circle marks the target misfit corresponding to an nRMS of
1.

was designed to maximise resolution in the centre of the reservoir. In contrast the
best resolved region of the reservoir moves towards the north-west when consider-
ing the second inversion including the actively coupled borehole. Furthermore the
volume of elevated resistivity at reservoir depth compared to the starting model is
larger than for the inversion without any steel-cased wells. Since boreholes act as
additional sources, and sensitivity is largest in the vicinity of sources and receivers
resolution power increases near the borehole.
This can also be see seen by means of the initial misfit (see Fig. 4.13 b and d). Shown
is the nRMS using a subset of data points for each receiver station, combining all
polarisations field components and frequencies of one transmitter (marked in red).
Only the misfit for the borehole transmitter is shown, since only for this transmitter
differences between the two inversions are visible. While the nRMS is distributed
evenly among all transmitters for the inversion without any boreholes (an example
is shown in Fig. 4.13 b). Initial misfits are 3-4 times higher in the scenario including
the actively coupled borehole. Since the only difference between the true model and
the starting model is the presence of the resistive reservoir one can clearly see that
sensitivity towards the reservoir structure is highly increased when using the steel
casing of a borehole for current injection.
Finally in order to show the reduction of misfit on individual data points the datafit
for the initial and the final model of the inversion with borehole is shown in Fig. 4.14
and 4.15. Shown are amplitude (a) and phase (b) curves of the two electric field
components over frequencies of input and predicted data of one TF of a single source
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Figure 4.15: Final misfit after 25 iterations of the inversion including steel casing
shown in Fig. 4.13 d) (a) Amplitude and (b) phase of TFs over frequency of input
data and model response of a single receiver station. (c) Map view showing source
receiver orientation. Active wires and the corresponding receiver are marked in red.
(d) Normalised misfit of each individual data point in a) and b) in the complex plain.
Colours correspond to the field components in (a) and (b). The total nRMS for all
for all shown data points is given above. The blue circle marks the target misfit
corresponding to an nRMS of 1.
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receiver combination. The source-receiver geometry is marked in c). For each data
point in a) and b) the real and imaginary part of the normalised misfit (Wd,i∆di, see
eq.2.10) is shown in the complex plane in Fig. d). The target misfit of 1 is shown as
blue circle.
The initial misfit shown in Fig. 4.14 shows that misfit is generally small for frequen-
cies above 5 Hz. Which is in accordance to the skin effect, as the true model and
the starting model only differed by the presence of the reservoir. Highest misfits are
found for the Ex component for frequencies below 5 Hz. In addition the heterogen-
eous behaviour of the different EM-field components becomes eminent as the data
fit of the Ey-component is much smaller over the entire frequency range than the
Ex-component. This can also be seen in the scatter plot of normalised misfits in the
complex plane shown in d). Especially the real part of Ex-component shows large
misfits up to 15 times the target misfit. This highlights that different field components
for the same source receiver setup will be differently influenced due to the presence
of steel-cased wells.
Misfit for the model after 25 iterations (see Fig. 4.15) decreased significantly. Amp-
litude and phase curves (a,b) show now frequency or component dependency. Simil-
arly the misfit scatter plot d) shows a similar distribution for both components around
the target misfit of 1.

4.4.4 Application to field data

Finally I am showing two inversions of the field data collected in the Bockstedt oil
field in the 2014 survey under the influence of steel-cased wells. As the focus of my
work was on the numerical implementation of steel casings no interpretation of the
obtained models is made. The results are taken from Tietze et al. (2016). Inversions
used TFs of horizontal electric field data of all four transmitters. In total 13 logar-
ithmically equidistant frequencies between 0.0156 Hz and 6.22 Hz have been used. In
this study we aimed at estimating the maximum influence of metal casings. Thus
based on the considerations shown in Fig. 4.8 we choose for each transmitter those
polarisations where influence of the wells is expected to be largest.
Inversion started from a homogeneous 3 Ω m halfspace using the same 150× 150×
50 m3 modelling grid as before. Regularisation is chosen to be smoothness constraint.
Again two scenarios have been tested, one ignoring presence of steel-cased wells and
one where we considered a subset of 11 casings.
The final model after 25 iterations of the inversion neglecting steel-cased wells is
shown in Fig. 4.16 a) and while the final model considering 11 casings is shown in
Fig. 4.16 c). Final misfits of all TFs of the y-component of the electric field for transmit-
ter S01 (marked as red line) are shown in b) (neglecting casings) and d) (considering
casings) respectively. Misfits are evaluated for each receiver station independently
and is shown as scatter plot. Grey triangles mark the position of all steel-cased wells
present within the study area. Black triangles mark those boreholes that have been
considered during the inversion.
Due to its close proximity to many boreholes the North-western transmitter S01 is
the one that is most influenced by the 78 casings present in the oil field. Currents
along boreholes are large especially for those casings close to the grounding points
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Figure 4.16: Inversion results of field data inversion under the influence of steel-cased
wells, taken from Tietze et al. (2016). (a) Final model after 25 iteration for an inversion
not considering any borehole. (b) Map view of misfit distribution by receiver stations
for the Ey component of all data of transmitter S01 for the final model shown in a).
The location of all known boreholes is marked by grey triangles. (c) Final model after
25 iteration for an inversion considering 11 boreholes in the vicinity of transmitter
S01. Boreholes that have been considered are marked as white lines. (d) Map view of
misfit distribution by receiver stations for the Ey component of all data of transmitter
S01 for the final model shown in c). The location of all known boreholes is marked by
grey triangles. Boreholes that have been considered are marked as black triangles.

of the transmitter S01. Thus we included those 11 casings that are in close proximity
to transmitter S01. The distance of the included boreholes to any of the grounding
points of transmitter S01 varies between 12 m and 968 m.
On large scales both inversions results show similar features. Within the upper 500 m

a mainly layered conductivity structure is obtained with alternating layers of high
(50 Ω m) and low resistivities (1 Ω m) including a conductive layer in approximately
250 m depth. A large conductive feature (>1 Ω m) has been imaged at reservoir depth
in 1200 m for both inversions. At large distances to the considered casings (mainly in
the south eastern part of the model) models do not differ. Differences appear in re-
gions where boreholes have been once considered and once ignored. The conductive
layer imaged at near the surface and the large conductor at reservoir depth appear
to be connected just below transmitter S01, if steel-cased wells are not considered
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during the inversion (Fig. 4.16 a). Taking boreholes into account however, results in
a separation of the two conductive units by a highly resistive layer with resistivit-
ies above 50 Ω m (Fig. 4.16 c). As sub-vertical conductors are likely to be substitute
structures placed by the inversion to mimic the effect of thin, long and extremely con-
ductive steel casings (cf. Fig.4.9) obtaining a more layered structure is more likely to
be close to the true conductivity structure. Additionally resistivity increased in the
North-western part of the reservoir. This can be justified by a decreasing misfit for
the receiver stations in the centre part of the model (see Fig. 4.16 b,d). Neglecting
steel casings during the inversion results in large misfits up to an nRMS of 7 for the
stations in the centre of the model. Taking the boreholes into account reduces misfits
for those stations up to 50 %.
These results highlight that boreholes have to be taken into account even when they
are not galvanically connected to the transmitter. Not considering them lead to poorer
data fit and models that are less likely to represent reality. At this point one has to
mention that we choose to show the effect for those polarisations where influence of
steel casings is expected to be highest. In reality one may choose polarisations ac-
cording to data quality thus reducing the influence of metal casings on the inversions.
Often the influence of casings is strongest for those polarisation where amplitudes of
the primary field produced by the transmitter is weakest and thus the lowest signal
to noise ratio. In addition 3D inversion as well as interpretation of the obtained field
data was not the focus of my thesis and work with the data is still ongoing, thus
detailed analysis of these results is not part of this thesis.

4.5 Discussion and conclusions

To this point the presence of steel-cased wells has been a challenge in terms of mod-
elling the propagation of EM fields in the subsurface. Due to their spatially unfa-
vourable dimension it is numerically prohibitively costly to include these structures
into the modelling grid even for finite element modelling. Therefore metal casings
are described as additional substitute sources, taken their effect into account during
the primary field calculation and subsequently transferring their influence to the sec-
ondary field approach for 3D modelling and inversion in a straight forward manner.
This makes the approach independent and transferable to other implementations of a
secondary field formalisms not only limited to FD modelling but also to finite element
modelling.
The general algorithm is following an approach from Tang et al. (2015) and has been
extended to take the mutual interaction between multiple wells into account. It is
independent in terms of location and type of the used transmitter. Hence, not only
passive metal casings (excited by pure induction) but also active wells (galvanically
connected to the transmitter) can be considered in the same way.
Despite being challenging for modelling and inversion, the presence of steel-cased
wells also provides a number beneficial effects. As described in section 3 resolving
hydrocarbon reservoirs usually requires to resolve thin resistive structures in a con-
ductive overburden. The use of VED transmitters provides the highest sensitivity of
all EM source types to such structures. Since vertical steel-cased wells can be regarded
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as VED sources they help increasing sensitivity towards these resistive layers with any
additional effort during the field surveys, hence increasing resolution power to such
structures. In addition they act as additional EM sources at depth effectively moving
the sources closer to the reservoir further increasing sensitivity at depth.
In order to maximize the beneficial effects of metal casings one should aim to maxim-
ize current strength along the wells. Of course most beneficial would be to attach the
CSEM transmitter galvanically to the casing. If this is not possible due to logistical,
or safety requirements one could still obtain large currents along the well by simply
setting up the transmitter as close as possible to the casing using it as inductively
coupled source extensions.
However, some minor and two major simplifications are made limiting this approach
to first order effects only. First of all, the method of moments approach that is used
as framework requires integration over Green’s tensors. Since steel casings are several
orders of magnitude longer than wide and at least for land based scenarios mostly
vertical, deviations from verticality are neglected and integration is limited to the Γzz

component of the Green’s tensor. The second major limitation is considering the con-
ductivity distribution in the subsurface. Analytic expressions of the Green’s tensor
do only exists for a homogeneous or layered halfspace. The latter usually relies on
the recursive evaluation of reflection and transmission coefficients between the layers
(Streich and Becken, 2011b). These coefficients are depended on source and receiver
position, making analytic integration over various source depths difficult. Therefore
the background conductivity distribution is limited to a halfspace approach. These
two assumptions allows the integrals to be solved analytically. To overcome these
assumptions one could evaluate the integrals numerically which would than allow
for deviated wells in layered halfspaces which has been published by Kohnke et al.
(2017). This would also allow this algorithm to include other steel infrastructure such
as pipelines within the same framework. However, for large scale applications nu-
merical evaluation of these integrals may be computationally expensive.
Furthermore steel is usually considered to have high magnetic permeabilities, how-
ever magnetic properties of steel have not been considered. In future application one
might follow a similar strategy by replacing casings by a series of magnetic dipole
sources.
A complete alternative approach overcoming most of the shortcomings of the presen-
ted algorithms would be implementing an approach given by Weiss (2017). There a
hierarchical approach where conductivities inside the modelling domain are defined
is realised. Mostly conductivities are defined on the volume of each grid cell. How-
ever it is also possible to define conductivities on edges or faces of the grid. By mixing
these two approaches steel casings can be easily incorporated by aligning edges of the
grid with the borehole position and assigning the edge corresponding to the casing
a different conductivity then the adjacent cells. Although it was originally developed
for finite element modelling it can be incorporated into FD modelling too. However,
due to the inflexible mesh-design of FD including many boreholes or deviated wells
will be impractical to impossible.
In any situation the presence of steel-cased wells has to be considered already in the
planing phase before any CSEM experiment and also in the following modelling and
inversion steps.
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Elongated receivers and its
application to horizontal and
vertical electric fields

Controlled Source Electromagnetics (CSEM) as many other electromagnetic (EM) meth-
ods relies on measurement of electric fields at discrete points at the earth’s surface
or in boreholes. Especially for hydrocarbon monitoring applications, the inline ho-
rizontal electric field at surface and the vertical electric field measured in shallow
observation wells provide the highest sensitivity of all EM-field components towards
thin resistive structures commonly associated with hydrocarbon reservoirs (see sec-
tion 3.2 or Streich, 2016). Thus GFZ has developed a novel vertical electric field sensor
which has been installed in a specially drilled shallow observation well (see section
3.3 or Tietze et al., 2018b).
Most modelling and inversion algorithms assume the electric field to be measured at
a single point (Miensopust, 2017). However, it is not possible to measure electric fields
directly. Instead, voltage difference U between two electrodes at a and b is measured
and normalised by the electrode separation (dipole length, d) to obtain units of the
electric field (Poll et al., 1989).

E =
Uab

d
(5.1)

The electric field at a point-dipole and measured over a finite length dipole are only
identical if the electric field does not vary between the electrodes. Therefore two im-
plicit assumptions are commonly made during modelling and inversion. 1) Variation
of the electric field between the two electrodes is negligible. And 2) the physical di-
mensions of the receiver are small compared to the underlying modelling grid.
These assumptions are violated when vertical electric fields are measured in shallow
observation boreholes. They are usually two orders of magnitude smaller than the
corresponding horizontal electric fields at surface. This requires rather long dipole
lengths (' 100 m) in order to increase the signal-to-noise-ratio above the noise floor.
Due to the large conductivity contrast (air-rock) at the earth’s surface there exists
a strong gradient of the vertical electric field close to the surface violating the first
assumption. Furthermore due to the long dipole length and rather small required
vertical discretisation near the surface (≈ 5 m) the receiver would span several Finite
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Difference (FD) cells in vertical direction. In addition varying conductivity within the
near surface will result in a discontinuous electric field. Such varying conductivities
along the receiver could not be accounted before in the modelling and inversion al-
gorithm of Grayver et al. (2013).
In contrast to receivers it is common practise to consider the true layout of kilometre
long electric sources (e.g. Streich and Becken, 2011a), mainly because they are much
larger and affect the response in the entire survey area. Whereas typical dipole length
for classical land based horizontal electric field measurements in CSEM and Magneto-
telluric (MT) are in the order of 10 to 100 m (Simpson and Bahr, 2005).
Hence, in the framework of my thesis I implemented a flexible approach allowing to
consider true electric field receiver layout into the existing modelling and inversion
codes.

5.1 Implementation

As shown in Streich and Becken (2011a) responses for elongated wire sources are
obtained by integration of unit dipole responses over the entire length of the wire.
Due to the reciprocity principle this must also be true for receivers. Therefore, the
measured voltage between two electrodes at point a and b is equal to line integral of
the electric field along the wire connecting the electrodes (e.g. Poll et al., 1989).

Uab =
∫ b

a
E · ds (5.2)

Clearly the assumptions mentioned before hold exactly only if the electric field between
the electrodes does not vary. For DC-applications the obtained voltages becomes inde-
pendent of the chosen path of integration. In the general AC-case however, induction
effects inside the wire might alter the response depending on the wire trajectory. In
order to mimic the procedure of obtaining the electric field during field surveys within
the modelling and inversion, eq. 5.2 is normalised by the distance d between the two
electrodes.
Assuming that one can evaluate the electric field at any point along the wire traject-
ory one can approximate the integral in equation 5.2 as illustrated in Fig. 5.1 by a
summation of the dot product of the electric field and the wire trajectory at a number
of sampling points EPi .

Erec =

∫ b
a E · ds

d
≈ QelongEP (5.3)

This summation can be expressed as matrix vector product of the electric field EP and
the matrix Qelong. The operator Qelong encapsulates the wire geometry of the receiver
and only needs to be evaluated once. In the case of multiple elongated receivers Qelong
becomes a sparse matrix. There will be as many rows as there are elongated receivers
and the number of columns would be equal to the total number of sampling points
for all receivers. The number of columns does also equal the total number of non-
zeros in the matrix. Implementing a combination of classical point dipole receivers
and elongated receivers is straightforward.
As shown in section 2 the total response at a single point is given as the sum of the
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Figure 5.1: Sketch illustrating the summation operator (taken from Patzer et al., 2019)

primary field Ep and the secondary field Es. While the primary field can be computed
analytically, the secondary field is obtained by interpolation of the response on the
modelling grid to the receiver position using the interpolation operator QE (see eq.
2.7). Hence, the total response of a number of elongated receivers is given by

Erec = QelongQEEs,grid + QelongEP,point. (5.4)

The product QelongQE is only dependent on the geometry of the receiver itself and
thus only has to be evaluated once during the entire inversion. In order to obtain
sensitivities required during the inversion, equation 2.14 is multiplied with the sum-
mation operator Qelong

J = QelongQEA−1G. (5.5)

5.1.1 Calculation of summation operator

To evaluate the entries of the summation operator the integral along the path is split
into a sum of integrals between each two neighbouring sampling points Pi∫ b

a E · ds
d

=
∑N−1

i=1

∫ Pi+1
Pi

E · ds

d
. (5.6)

Assuming only linear variation of the electric field between two sampling points and
a straight wire between them one can rewrite the integral as∫ Pi+1

Pi

E · ds =
∫ xi+1

xi

Ex dx +
∫ yi+1

yi

Ey dy +
∫ zi+1

zi

Ez dz. (5.7)

For each direction the integral can be evaluated as follows∫ vi+1

vi

Ev dv =
∫ 1

0

((
Evi+1 − Evi

)
t + Evi

)
(vi+1 − vi) dt , v ∈ (x, y, z). (5.8)

Where Evi and Evi+1 are the values of the electric field at the two sampling points in v
direction while vi and vi+1 are the corresponding coordinates of the sampling points.
Finally this reduces to the following scalar product, which corresponds to the well
known Newton-Cotes formula of degree 1.∫ vi+1

vi

Ev dv =
vi+1 − vi

2
[

1 1
] [ Evi

Evi+1

]
, v ∈ (x, y, z) (5.9)
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The summation operator for one field component is then given by

Qv =
1

2d
[

v2 − v1 v3 − v1 · · · vi+1 − vi−1 · · · vN−1 − vN
]

. (5.10)

5.2 Modelling Examples

In the following, different aspects of elongated receivers are demonstrated by a series
of modelling studies. Most scenarios are based on the source-receiver setup from the
field surveys across the Bockstedt oil field.

5.2.1 Horizontal Field Receivers

At first, modelling results of point dipoles and elongated dipoles are compared for a
variety of scenarios. The first example shows a comparison of the responses of point
dipole receivers and elongated receivers applied to surface based horizontal electric
dipole (HED).

Based on the field set-up from the 2014 survey in the Bockstedt oil field the dis-
tribution of the horizontal electric field at the surface of a 3 Ω m halfspace had been
calculated for a number of frequencies and each transmitter. Figs. 5.2 a) and b) show
the absolute value of the Ex-component for two different transmitters (active wires
are marked by purple lines) and a frequency of 4 Hz. Clearly the typical radiation
pattern of electric dipole sources is visible (see Fig. 2.5) including pronounced zero
crossings where the electric field vanishes. Fig. 5.2 c) and d) show amplitudes as
well as phases obtained for one receiver for a range of frequencies between 10−2 Hz
and 102 Hz. The location of the receiver is marked by purple asterisk in a) and b).
Responses are once calculated for a point dipole receiver (blue line in c and d) and
once using an elongated receiver (orange asterisks in c and d) of 66 m length with its
centre point coinciding with the position of the point dipole solution. In addition the
relative difference of the absolute value between point dipole and elongated receiver
is shown.
Differences between point dipole and elongated receiver are small for the first scen-
ario shown in a) and c). They remain below 0.5 % over the entire frequency range
from 10−2 Hz to 102 Hz. In the second example similar results are obtained for fre-
quencies below 1 Hz. However, for frequencies above 1 Hz differences increase up to
7 %. These different behaviours are solely caused by the source-receiver geometry and
the radiation pattern of the transmitter. In the first scenario (Fig. 5.2 a) the receiver is
positioned far away from one of the zero crossings of the electric field and thus the
spatial gradient of the electric field is small and the common assumptions made for
point dipole receivers hold. In the second scenario shown in Fig. 5.2 b) the receiver is
positioned right at one zero crossing of the electric field. This strong spatial gradient
violates the assumptions made for point dipole receivers thus causing large differ-
ences. As the exact location of the zero crossing is frequency dependent (not shown
here) not all frequencies are affected equally. Only for frequencies above 1 Hz the line
of the zero crossing is intersecting the line spanned by the elongated receiver. Hence,
high frequencies are more disturbed.
This first example shows that for classical HED-receivers dimensions can be neglected
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Figure 5.2: Two different scenarios comparing classical point HED solution and re-
sponses obtained for horizontal elongated receivers (taken from Patzer et al., 2019).
a-b) Distribution of the absolute value of the TEx -component at surface. Active wire is
marked as purple line. Responses are obtained for a 3 Ω m halfspace and a frequency
of 4 Hz. c-d) Responses for a number of frequencies obtained at the corresponding
receiver position (marked by purple asterisk in a) and b) for a point dipole receiver
and a 66 m long elongated receiver. Centre point of the elongated receiver coincides
with the position of the point dipole receiver.
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Figure 5.3: As before but now the elongated receiver is rotated by 1◦ from x-direction.
Note the different scales in the difference panels.

during modelling and inversion if one avoids receiver positions at or close to one of
the zero crossings. As these regions are rather narrow bands only a small subset of
source-receiver configurations will be affected. Amplitude values are, in such situ-
ations, several orders of magnitude lower (as can be seen in Fig. 5.2 d) and thus
more likely to be affected by noise. Therefore such data points have been commonly
excluded from an inversion process.

Deviation from measurement axis
When setting up electric field receivers in the field, directions are commonly obtained
by the use of magnetic bearing. As for any measurement the obtained directions will
never be exact. As soon as the orientation of the measurement dipole deviates from
the desired direction, undesired field components will be projected into the recorded
signal. This is an additional effect that is implicitly considered when working with
elongated receivers instead of point dipole receivers. Fig. 5.3 shows a similar study
as before but now the elongated receiver is assumed to deviate by 1◦ from the x-
direction. Again as shown in Fig. 5.3 a) the difference between the two receiver types
is small when the electric field is measured far away from the zero crossings. However,
differences are much larger compared to the scenario when the elongated receiver is
perfectly aligned with the x-direction, varying between 0.1 and 1.6 %. Much larger
differences occur when the receiver is positioned at the zero crossings. Since zero-
crossings of the Ex-component coincide with the maximum of the Ey-component the
projected undesired y-component can be as large as the desired x-component. Thus
differences between the ideal x-oriented point dipole and the elongated receiver reach
−36 % for the higher frequencies. This mapping of undesired field components into
the measured signal becomes even more severe when considering vertical receivers as
will be shown in a following section.

Galvanic Distortion in MT and CSEM
Due to the accumulation of charges at conductivity boundaries, the normal compon-
ent of the electric field across such boundaries is discontinuous. Thus, in case that the
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electric field receiver is spanning across such discontinuities the assumptions made
for point dipole receivers are violated. An effect extensively studied in MT applic-
ations and commonly known as galvanic distortion or static shift (e.g. Jones, 1988;
Jiracek, 1990; Chave and Smith, 1994). The following example illustrates that con-
sidering true receiver dimensions in MT can help mitigate some effects of galvanic
distortion or static shift.
I used the Finite Element modelling software COMSOL to simulate the 2D MT re-
sponse over two adjacent quarter-spaces of 10 and 100 Ω m (see Fig. 5.4 a). As only
the Ey component will show discontinuous behaviour across the boundary only TM-
mode simulations have been performed. Once the distribution of the y-component
of the electric field has been computed, it has been exported and subsequently feed
into the my interpolation scheme to obtain the electric field response of an elongated
receiver in y-direction. Fig. 5.4 b) shows the obtained responses for the point dipole
and the elongated receiver as apparent resistivity and phase curves over period. As
expected, a frequency independent shift in ρa between the two receivers can be seen,
while phases remain unaffected. This phenomenon has been extensively studied and
various methodologies have been developed to mitigate this effect. Simply taking re-
ceiver dimensions into account during modelling and inversion could help to avoid
these effects altogether. The only limiting assumption would be that it must be pos-
sible to make the underlying modelling grid small enough to be able to describe such
small scale conductivity contrasts. Similar effects from obtaining disturbed electric
field values due to lateral conductivity contrasts at surface are likely to be present
in CSEM measurements too, however no studies investigating this effect have been
published so far.

5.2.2 Vertical receivers

Finally different examples illustrating some aspects relevant for vertical electric field
receivers are shown. At first the necessity of using elongated receivers when working
with shallow vertical electric fields is highlighted. As discussed previously within
the framework of the Enhanced Oil Recovery (EOR) project, a novel vertical electric
field sensor has been developed and installed in the Bockstedt oil field (see section
3). Hence, most examples are based on the configuration of that particular receiver.
Technical details of the receiver can be found in Tietze et al. (2018b). Three electrodes
at three different depths (92, 140 and 188 m) are all measuring voltage differences
against a reference electrode at surface. A sketch of the sensor configuration as it has
been installed is shown in Fig. 5.5 a). The plastic casing of the borehole is slotted at the
installation depths of the sensors allowing for galvanic connection to the surrounding
rock formations.
For the canonical layered halfspace model (red line in b) the vertical electric field with
depth is calculated in 1000 m distance in inline direction to an HED transmitter at
surface. The blue line in Fig. 5.5 b) shows the distribution of the vertical electric field
with depth. Green dots mark the responses obtained for elongated receivers spanning
from surface to the corresponding installation depth of the lower electrode. The green
line marks responses obtained for continuous installation depths.

The distribution of the electric field with depth indicates that the problems previ-
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Figure 5.4: (a) Model used to calculate the 2D MT response using the finite element
modelling software package Comsol. Electric and magnetic field values have been
computed at the earth’s surface for a number of periods and subsequently expor-
ted to compute MT impedances at the position of the marked point receiver. Electric
fields have been once evaluated for a point dipole and once for an 60 m long elongated
receiver spanning across the conductivity discontinuity. (b) MT responses as appar-
ent resistivity and phase curves over period for the two different receivers. Only
TM-mode responses are shown as only the TM-mode will be affected by galvanic
distortion (taken from Patzer et al., 2019).
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Figure 5.5: (a) Schematic setup of the vertical electric field receiver installed in the
Bockstedt oil field. Three sensors in different depths measure voltages against a ref-
erence electrode at surface. (b) Distribution of the vertical electric field with depth
(blue line) obtained for a 1 km long grounded HED transmitter in 1 km distance in
inline configuration at a frequency of 1 Hz. The underlying layered conductivity dis-
tribution is shown by the red line. The green line shows the obtained responses for
an elongated receiver spanning from surface to the corresponding depth. Green dots
mark the depths of the three installed sensors in the shallow observation well drilled
above the Bockstedt oil field (taken from Patzer et al., 2019).
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Figure 5.6: (a) Map view of the borehole deviation of the Bockstedt Ez receiver. Red
dots mark the lateral position of the installed sensors. The label at each dot state the
installation depth. (b) Ratio of the absolute value of the horizontal and vertical electric
field with depth for a number of frequencies. Assuming the layered halfspace as well
as transmitter orientation from Fig. 5.5 (see also Patzer et al., 2019).

ously discussed for horizontal field receivers are even more relevant for vertical field
receivers. Assumptions for point dipole receivers are violated close to surface where
the amplitude decreases to zero exponentially. In addition the electric field is discon-
tinuous across layer boundaries. Considering that the response for elongated receivers
is an integrative value, it varies smoothly with varying installation depth of the lower
electrode. Naturally variations become weaker with increasing receiver length. Due
to the small values of the electric field close to surface (less than 10−9 V m−1) the ob-
tained response of the elongated receiver is almost always smaller than the electric
field at the depth of the lower electrode.

Verticality
In a similar fashion as the imperfect alignment in North-South and East-West direction
of horizontal electric field receivers results in mapping of undesired field components
into the measured signal (see Fig. 5.3), vertical field receivers will be susceptible to
deviations from verticality. As any borehole deviates to some degree from verticality
this effect of mapping of horizontal field components into the desired vertical com-
ponent does always occur. Naturally one should aim to drill as vertical as possible if
the well is thought to be used for vertical electric field measurements.
Fig. 5.6 a) shows the deviation from verticality of the shallow observation borehole
installed in the Bockstedt oil field. Over the entire length of the well deviation is ex-
tremely small (≈ 18 cm over 150 m). Considering the shortest dipole installed in the
well, measuring from surface to 92 m depth, the average deviation is 0.1◦. By most
drilling standards this is considered as perfectly vertical.

Amplitudes of horizontal and vertical fields differ by many orders of magnitude
(Tietze et al., 2015). Fig. 5.6 b) shows the ratio of the absolute values of the vertical
and the horizontal electric field with depth and frequency for the upper 200 m along
the receiver from the scenario shown in Fig. 5.5. In average the horizontal electric
field is two orders of magnitude larger than the vertical field. At 200 m depth amp-
litudes are equal for the frequencies below 0.0625 Hz while they differ by five orders
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of magnitude and more for high frequencies (> 64 Hz). Differences generally increase
with frequency and decrease with depth. Especially close to surface differences reach
again five orders of magnitude. Directly at surface the vertical electric vanishes while
horizontal electric fields reach their maximum value.
This indicates that even such minuscule deviations of only 0.1◦ may alter the response
compared to receivers being perfectly vertical especially for higher frequencies.

Comparison to Field Data
After discussing possible effects of deviations from vertical, based on modelling stud-
ies this is now examined for the obtained field data based on two different source-
receiver configurations. Both examples show a comparison of transfer functions (TFs)
of the field data from the 2015 survey for the shortest Ez-receiver (92 m dipole) and
two model responses. Responses are obtained again for the canonical layered halfspace
which had been shown to be a good 1D approximation for data obtained from hori-
zontal field receivers.
The first scenario, shown in Fig. 5.7, resembles an inline configuration between the
transmitter and the receiver. The two model responses were once obtained for a per-
fectly vertical elongated receiver (blue lines) and an elongated receiver taking the
deviation from verticality into account (red lines). For frequencies below 1 Hz differ-
ences between the measured and both model responses in amplitude (see Fig. 5.7 a)
as well as phase (see Fig. 5.7 b) are small. This shows that the used layered halfspace
is a reasonable 1D approximation of the real 3D subsurface conductivity distribution.
However, for frequencies above 1 Hz neglecting the deviation from vertical results in
large amplitude differences of half an order of magnitude between measured data
and model response. Amplitudes are explained however if the deviation is taken into
account (red curve in Fig. 5.7 a). Nevertheless phases are still not explained for higher
frequencies.
The second example (shown in Fig. 5.8) resembles a broadside configuration. Phases

(shown in b) are explained well for both model responses at frequencies below 0.1 Hz.
In order to explain the phases of measured data for higher frequencies the deviation
has to be taken into account. If the deviation is not considered large phase differences
up to 180◦ are observed. Regarding the amplitudes a frequency independent shift
towards lower amplitudes is observed. For frequencies below 1 Hz amplitudes of the
model response are approximately 2× smaller than the measured data if the tilt is
taken into account and more than 3 times smaller if the deviation is not considered.
Between 1 and 10 Hz amplitudes for the vertical receiver (blue line) decrease drastic-
ally by 2 orders of magnitude while the measured data increase. Considering the
receiver tilt of 0.1◦ allows at least to follow the general shape of the curve.
These significant differences between the inline and the broadside configuration are
mainly caused be the radiation pattern of the transmitter which resembles an HED.
As shown in Fig. 2.5 the amplitude of the vertical electric field reaches its maximum
value in inline direction to an HED transmitter, while it becomes zero in broadside
direction. Hence, small deviations from vertical will affect broadside configurations
more severely as the horizontal electric field component mapped into the desired ver-
tical component has higher influence even for such minuscule deviations of only 0.1◦.
Although the shown 1D modelling results were able to capture general aspects of
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Figure 5.7: Comparison of field data from the 2015 survey (yellow circles) and mod-
elled data assuming perfectly vertical elongated receiver (blue lines) and an elong-
ated receiver taking the deviation into account (red lines) (taken from Patzer et al.,
2019). Shown are results for the shortest dipole (92 m) of the three installed receivers.
(a) Absolute value of one TF over frequency for one transmitter. (b) Phases of the
same TF over frequency (c) Map view showing the source-receiver configuration. The
two active wires of the transmitter corresponding to the TF are marked by red lines.
Transmitter and receiver roughly follow an inline configuration. Modelling results are
based on the layered halfspace background model obtained from MT measurement
across the oil field, see section 3.2.

the measured data some differences between modelled and measured data remain.
Differences may be caused by small scale conductivity heterogeneities which could
not be captured by the canonical layered halfspace conductivity model. Especially high
frequencies are likely to be affected by inhomogeneities near the receiver.

5.3 Inversion Examples

Finally different aspects of 3D inversion using elongated vertical receivers are shown.
For this, synthetic data have been generated using the setup and resistivity model
shown in Fig. 5.9. Again the setup is adopted from the CSEM field survey 2014. In
contrast to the setup from the previous section all horizontal electric field receivers are
exchanged by vertical electric field receivers and no steel casings are considered. As
another complication each receiver deviates from vertical by a random angle between
0 and 1◦ with also random azimuth. The conductivity model is identical to the con-
ductivity model used in section 4.4, with the canonical layered halfspace as background
and a 30 m thick resistive (100 Ω m) reservoir in 1200 m depth.
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Figure 5.8: Comparison of field data (yellow circles) and modelled data assuming
perfectly vertical elongated receiver (blue lines) and an elongated receiver taking the
deviation into account (red lines) (taken from Patzer et al., 2019). Shown are results
for the shortest dipole (92 m) of the three installed receivers. (a) Absolute value of
one TF over frequency for one transmitter. (b) Phases of the same TF over frequency
(c) Map view showing the source-receiver configuration. The two active wires of the
transmitter corresponding to the TF are marked by red lines. Transmitter and receiver
roughly follow a broadside configuration. Modelling results are based on the layered
halfspace background model obtained from MT measurement across the oil field, see
section 3.2.

5.3.1 Sensitivity

The resolution capabilities of any inversion is mainly controlled by the sensitivity. It
is therefore worthwhile to show differences in the sensitivity pattern between HED
receivers and elongated vertical electric dipole (VED) receivers before discussing the
inversion results. Fig. 5.10 shows the normalised sensitivity for one source-receiver
combination (transmitter and receiver position marked in purple) of the setup shown
before. Sensitivity has been calculated using the canonical layered background model.
Shown is the sensitivity pattern at 900 m depth for a) an HED receiver and b) shows
the sensitivity distribution if the receiver would be replaced by a randomly tilted VED
receiver.
In general sensitivity is spread out over larger areas throughout the model domain

for the HED case than in the VED scenario (more greenish colours in a) compared to
the more blueish colours in b). Over large parts of the model differences are about
one order of magnitude. In both scenarios maximum sensitivity is reached below the
transmitter and the receiver (yellow colours) and is decreasing with increasing dis-
tance to either transmitter or receiver. While the maximum values below transmitter
and receiver are of similar amplitude in the HED scenario a), amplitudes below the
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Figure 5.9: True Model for the following inversion (as shown in Patzer et al., 2019).
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receiver are approximately one order of magnitude higher than below the transmitter
in the VED scenario.
As this observation generally holds for all source-receiver combinations one can con-
clude that sensitivity will be more focused below the receiver when using vertical
receivers while it is more spread out over larger volumes for classical surface based
horizontal electric field receivers. As a consequence one can say that horizontal receiv-
ers allow to sense larger volumes than vertical receivers. However due to the focused
sensitivity distribution, Ez-receivers may be more suitable to resolve small lateral res-
istivity variations if situated just above the resistivity contrast. This allows Ez-receivers
to be of particular use for monitoring applications where only small scale resistivity
variations in rather small localised areas are expected, while horizontal receivers may
be of particular use in exploration campaigns and in obtaining the baseline model for
any time-lapse study.

5.3.2 Inversion result

For each source-receiver combination the two strongest TF have been used in the fol-
lowing inversion. All data have been contaminated with 3 % Gaussian noise. Six
logarithmically spaced frequencies between 0.0156 Hz to 2.4764 Hz have been used.
In case of 27 shallow observation boreholes one can assume to have good knowledge
of the general background structure and in particular of the shallow subsurface struc-
ture. Hence, the starting model was as before the true canonical layered halfspace back-
ground model. In order to evaluate the influence of vertical receivers on the inversion
compared to classical HED receivers, inversion results using both receiver types are
shown in Fig. 5.11. For both scenarios the setup shown in Fig. 5.9 was used which
resembles the layout of the CSEM field surveys.
Both inversions use the same parameters that have already been used in the inversion
example discussing the effect of steel-cased wells (see section 4.4), including Tikhonov
regularisation and in order to increase sensitivity towards the reservoir the same ad-
ditional model weighting scheme (see section 6) has been applied. The weight of all
cells below 1300 and above 1100 m (100 m above and below the reservoir) has been
reduced to 0.5 while weights of all other cells is set to 1. The discretisation is the same
as before with cells of 150× 150× 50 m3 at depth.

Fig. 5.11 a) and b) show the final models for both scenarios while c) and d) show
initial and final misfit as histogram respectively. In general both inversions were able
to recover the central part of the reservoir well, while the resolution decreases towards
the edges. In both cases the absolute value of the resistivity is generally underestim-
ated. In the central part of the reservoir resistivity is largest < 50 Ω m. Due to data
coverage the north-western part could not be resolved in either of the two scenarios,
while the south-eastern edge could not be recovered by the use of horizontal receivers.
Using vertical receivers, a second resistive feature is imaged resembling more the true
model. This second resistive feature is situated just below two south-eastern most ver-
tical receivers. The two inversion results differ further in the horizontal extent of the
imaged reservoir perpendicular to the strike direction. Especially the north-eastern
edge of the reservoir seems to be better resolved using Ez-receivers while it is not as
well confined within the outline of the reservoir for horizontal field receivers. Due to
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Figure 5.11: Inversion results as comparison between classical HED receivers and
elongated VED receivers. True model for both inversions is shown in Fig. 5.9. All
inversion parameters are kept the same. The only difference is the type of receiver.
(a) Final model after 25 iterations for the HED scenario. (b) Final model after 25
iterations for the VED scenario. Below 600 m all cells above 5 Ω m are kept visible.
(c,d) Histogram of normalised residuals distribution for all data points for the initial
and final model for the HED and the VED scenario respectively. Greyish colours
show where histograms overlap. Target misfit of ±1 is marked as black dashed line
(see also Patzer et al., 2019).

the spotlight-like sensitivity distribution of vertical receivers in contrast to the more
spread out distribution of horizontal receivers, it is easy to understand the better lat-
eral resolution of the inversion result shown in Fig. 5.11 b).
Final and initial misfit for both scenarios are shown Fig. 5.11 c) and d). As true model
and starting model only differ by the presence of the resistive reservoir, the initial
misfit is an indicator of the sensitivity of the chosen setup towards the reservoir. Es-
pecially for the horizontal electric field receivers (Fig. 5.11 c) most of the normalised
residuals are within the target misfit of ±1 already for the starting model, suggesting
only little sensitivity to the actual reservoir. In contrast the spread of the distribution
is larger for vertical receivers. This is another indication for the superior resolution
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capacities of vertical receivers for a thin resistive reservoir.
At this point one has to point out that the source-receiver layout was simply adopted
from the field surveys. Survey design for the field measurements had been optimised
for detecting small scale resistivity variations in the centre part of the model, hence
the poor resolution towards the edges of the reservoir. In order to compare different
resolution characteristics between HED- and VED-receivers I simply exchanged all
horizontal receivers by vertical receivers. Due to the different sensitivity characterist-
ics and resolution capabilities both receiver types will require different survey layouts
to obtain highest resolution capabilities. In addition measuring vertical electric fields
require expensive drilling operations including unconventional plastic casings and
require high demands on the verticality of the drilled wells. Thus in reality working
with 27 vertical field receivers separated by each other by only a few 100 m may not
be feasible.

5.4 Summary and Discussion

The traditional way of measuring the electric field over finite dipoles and subsequent
assignment of the obtained response to a single point, implies two assumptions on the
behaviour of the electric field between the electrodes and the underlying modelling
grid. Receiver dimensions are negligible if the variation of the electric field between
the electrodes is small compared to the receiver dimensions. And the dimensions of
the underlying modelling grid is larger than the electrode separation. Especially ver-
tical electric field measurements require long dipoles (≈ 100 m) in order to increase
the signal-to-noise ratio above the noise floor, violating these assumptions.
The newly implemented description of electric field receivers now allows interpret-
ation and inversion of vertical electric field data measured over long dipoles. The
approach is flexible and allows handling of arbitrarily oriented and shaped receivers
and can be applied as such also for conventional HED receivers. As it requires mainly
one additional product of sparse matrices the numerical overhead is rather limited.
The general approach is not limited to land based CSEM applications but may be
transported to other electromagnetic (EM) methods easily. Furthermore it is not lim-
ited to frequency domain applications but can be used in time-domain applications
as well.
It has been shown that for most conventional HED receivers neglecting the dimen-
sions of the measurement dipole is feasible except in certain unfavourable source-
receiver orientations. The fields generated by HED transmitters typically exhibit nar-
row regions of strong gradients of the electric field (cf. Fig. 2.5). Those source-receiver
configurations where it can not be neglected usually coincide with such zero cross-
ings of the corresponding electric field component. In addition fields measured at
such locations suffer from poor signal to noise ratio. Hence data obtained for these
configurations are more likely to be affected by noise and have been traditionally ex-
cluded from further inversion processes. As these zero crossings are confined within
narrow bands only a small amount of source-receiver combinations is usually effected
by this. However by incorporating the receiver dimensions into the inversion it is now
possible to include data that would have been previously neglected during the follow-
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ing inversion. In order to allow for consideration of receiver geometry, positions of
electrodes have to be documented during the field survey.
Strong gradients in the electric field also occur across conductivity boundaries. Re-
ceivers spanning across such discontinuities causes distortion effects commonly known
as galvanic distortion or static shift in MT. I have shown in Fig. 5.4 that considering
receiver dimensions in Magnetotelluric modelling may help to prevent some effects of
galvanic distortion or static shift. Similar effects may occur in CSEM but have gained
only little attention so far.
Similar effects are of even greater importance for vertical electric field measurements.
As the vertical electric field is small, long dipoles (>100 m) are required. As the mod-
elling grid near the surface has to be made rather small in vertical direction near
the surface (≈ 5 m) the receiver inevitably spans several grid cells. This is combined
with a large gradient of the vertical electric field close to surface due to the air-rock
boundary. In addition conductivity of the shallow strata is expected to vary due to
the penetration of aquifers and other mainly layered sediments.
These findings are predominantly relevant for land based or airborne measurements
applications as in marine environments electric fields are measured inside the water
column away from any discontinuities in the electric resistivity.
In addition the implemented algorithm considers the projection of undesired field
components into the measured signal once the receiver is not perfectly aligned with
the direction of the desired field components. Again this is especially important for
vertical electric field measurements. As boreholes are never perfectly vertical but will
always deviate from verticality to some degree, mapping of the undesired horizontal
components into the measured signal can not be neglected, especially in combina-
tion with the large mismatch in amplitudes of horizontal and vertical field compon-
ents. Fig. 5.7 and 5.8 show the significance of this effect based on field data from
the Bockstedt oil field, although the installed Ez-receiver deviates by only 0.1◦ from
verticality. Not being able to consider these effects would effectively prohibit the use
of vertical electric field data in inversion.
Although less prominent similar effects also occur for conventional HED receivers.
As shown in Fig. 5.3 deviations of 1◦ of a 60 m long horizontal receiver may alter
the response by 2 % for favourable source-receiver geometries compared to the case
where deviation is not considered. This effect becomes larger (several tens of %) if the
receiver is positioned at or nearby the previously mentioned zero crossings.
Finally I showed the correctness of the implementation within the inversion using syn-
thetic data. It has been demonstrated that vertical electric field receivers do provide
higher resolution towards a thin resistive reservoir. A sensitivity study comparing the
sensitivity distribution of horizontal and vertical electric field receivers (see Fig. 5.10)
has been carried out. For horizontal field receivers sensitivity is in general distributed
over larger areas showing maximum sensitivity below the transmitter and the receiver.
While for VED it appears to be much more focused in smaller volumes mainly below
the receiver showing a "spotlight"-like characteristic. This suggests higher resolution
capability for vertical receivers which can be exploited in particular for monitoring
applications. As installing Ez-receivers on land requires expensive drilling operation
the distribution of sensitivity is of great importance to optimise the source-receiver
geometry.
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Chapter 6

Time-lapse inversion

In monitoring applications usually a series of datasets at the same location at discrete
times, in the following referred to as time-steps, is obtained. The aim of time-lapse
inversion is to obtain a series of 3D conductivity models for these datasets which
represent individual snapshots in time of the conductivity structure at each time-step.
Comparison of these snapshots allows to track changes in the subsurface conductivity
structure (e.g. as a result of oil production or brine flushing).

6.1 A reference time-lapse dataset

In the following a synthetic reference time-lapse dataset is introduced which is used
for all numerical examples shown in this section. It is based on the source receiver
setup from the field surveys across the Bockstedt oil field as shown in section 3.3. And
has already been used to highlight the influence of steel-cased wells on 3D Controlled
Source Electromagnetics (CSEM) inversion (see section 4.4) and in some variations to
highlight the benefits of using vertical electric field receivers for resolving thin resist-
ive structures at depth (see section 5.3).
The corresponding true models of both time-steps are shown in Fig. 6.1. As back-
ground model for both time steps the canonical layered halfspace is used. Resistivity at
surface is 12 Ω m and decreases with depth. In 300 m depth there is a highly conduc-
tive layer of 1 Ω m and 100 m thickness. The conductive layer is followed by a 3 Ω m
halfspace. The model of time-step 1 is identical to the true model shown in Fig. 4.12.
In 1200 m depth a 15 m thick reservoir is situated following roughly the outline of the
Bockstedt oil field. In the first or initial time-step (Fig. 6.1 a) the reservoir is assumed
to be completely oil-filled and thus has a resistivity of 100 Ω m. In the second time-
step (Fig. 6.1 b) half of the reservoir has been partly produced and thus resistivity
decreased to 16 Ω m. In addition the galvanically connected 1500 m deep steel casing
is added in most scenarios considered. In total four transmitters are used together
with 27 receivers for horizontal electric fields.
For both time-steps synthetic transfer functions (TFs) have been calculated. In order to
highlight the difficulties involved in resolving changes in such a deep and thin struc-
ture in a conductive overburden a comparison between the two datasets is shown in
Fig. 6.2. Shown are the obtained differences of TFs for one polarisation of transmitter
S05 for all receivers as well as all frequencies. The corresponding active wires of the
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Figure 6.1: True models of synthetic time-lapse dataset used to test various inversions
settings. a) Model corresponding to time-step 1 representing a fully oil filled resistive
(100 Ω m) reservoir. b) Model corresponding to time-step 2 representing a partially
produced reservoir. Resistivity decreased to 16 Ω m in south-eastern half of the reser-
voir. Reservoir outline follows the outline of the Bockstedt oil field. Source receiver
layout is taken from the 2014 field survey. Background conductivity model for both
time-steps is the canonical layered halfspace. The two marked wires of transmitter S05
correspond to T23 for which differences of time-lapse data are shown in Fig. 6.2.

shown TF are marked in red in Fig. 6.1. Shown is the relative difference of amplitudes
between both time-steps in Fig. 6.2 a) as well as the absolute difference in phase in
Fig. 6.2 b). Positive deviations are marked by blue colours and negative deviation by
red colour. In general changes are only visible for lower frequencies as indicated by
the colour saturation or lack thereof for higher frequencies. Changes in TF amplitudes
are generally not visible for frequencies above 5 Hz. Below 1 Hz however, a small
decrease in amplitude is visible for almost all shown source-receiver-configurations.
Nevertheless changes are small not reaching 5 % for most combinations. Similarly
phases do not change for high frequencies above 5 Hz. In addition phases are only
affected by the change in the reservoir resistivity within a narrow frequency band of
approximately one decade. As due to the skin effect high frequency signals decay
faster with distance to the source, thus only signals of frequencies below a certain
threshold value of approximately 5 Hz are sensitive towards changes in the reservoir
which confirms findings of other authors like Tietze et al. (2015).
The shown example marks the transmitter response which is most influenced by the
change in resistivity. Changes obtained for the other transmitters are even smaller.
The presented differences are obtained for noise-free data. After adding 3 % Gaussian
noise to both datasets the challenge of resolving changes in data of less than 5 % in
only a small sub set of data becomes apparent. This indicates that one is operating
close to the resolution limit for this particular setup.
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Figure 6.2: Time-lapse difference of synthetic data for the two time-steps shown in
Fig 6.1, for the south-eastern transmitter S05, one TF and field component and all
receivers and all frequencies. One column represents all values obtained for one
receiver while each box shows values obtained for one receiver and one frequency.
(a) Shows changes in amplitude as relative changes in (%) while (b) shows changes in
phase as absolute changes in (◦).

6.2 Choice of time-lapse methodologies

In principle snapshots of each time-lapse dataset can be achieved by applying an
individual 3D inversion to each dataset and subsequently comparing individual 3D
models. Such a procedure, however, does not exploit the temporal correlation between
datasets and conductivity models. The obtained images typically result in huge am-
biguity in the solution space and generally poor resolution of conductivity changes
over time. Hence, various techniques have been developed to transfer temporal rela-
tions between datasets and conductivity structures into mathematical constraints for
3D time-lapse-inversion.

6.2.1 Data space approaches

Data-space techniques reduce dimensionality of a problem by linear mapping of the
data to a lower-dimensional space in such a way that the variance of the data in the
low-dimensional representation is maximized.
The most commonly used time-lapse methodology is referred to as difference inver-
sion. Although most suitable for linear inverse problems like travel-time tomography
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(e.g. Ajo-Franklin et al., 2007) the difference inversion approach has been used suc-
cessfully for non-linear problems like ERT (LaBrecque and Yang, 2001) and even joint
inversion of ERT and GPR (Doetsch et al., 2010). There the change between two data-
sets of two time-steps is used as input into the inversion and it is attempted to ex-
plain these differences by changes in the underlying conductivity distribution. Since
input for this technique is the difference of datasets between two time-steps, repeated
systematic errors in the measured data are removed from the time-lapse inversion
process.
However, due to the non-linearity of the CSEM inverse problem errors introduced
into the modelling and inversion may result in different responses depending on the
resistivity distribution. E.g. improper modelling of steel-cased wells as discussed
in section 4 may result in different EM-field responses due to the non-linear coup-
ling with the conductivity of the surrounding formations. In addition as for example
stated by Dadashpour et al. (2008) for seismic time-lapse difference inversion this
method is generally very dependent on the quality of the starting/baseline model.
More importantly this approach is inherently unable to deal with a changing source-
receiver setup between the time-lapse surveys. Especially if one is considering that
repositioning errors of the sources or receivers of only 10 m can result in differences
in TF amplitude of more than 20 % and phase differences of more than 10◦, which
are entirely unrelated to changes of subsurface structures, as discussed in Tietze et
al. (2018b). This means that the expected time-lapse differences are much smaller
than possible differences introduced due to relocation errors between surveys. Ideally
sources and receivers should be installed permanently to overcome this issue. In the
framework of the EOR-project (see chapter 3) however, sources and receivers had to
be redeployed between surveys (see section 3.3). Other data space approaches like
the ratio inversion proposed by Daily et al. (1992) suffer from similar shortcomings.
I therefore disregarded the difference inversion in particular and all data space ap-
proaches in general from possible time-lapse methodologies.

6.2.2 Model space approaches

Approaches in model-space enforce temporal coherency of 3D models at individual
time-steps by applying constraints on the set of models.
Hayley et al. (2011) proposed a Simultaneous inversion. There for each time-step
3D inversions can be run in parallel where an additional regularisation term is ap-
plied which forces the models of each time-step to stay “similar” to each other. The
approach is based on the assumption that underground structures do not change
“wildly” over time but gradually and/or localised. Note that, the regularisation works
in time domain and acts like an acausal filter. This means side-effects can occur where
data of the future can alter the model of the past. Since there is no correlation between
the data of different time-steps directly evaluated, changing source receiver setup is
taken into account in a straight forward manner. On the downside, this approach
requires huge amounts of computational resources as 3D inversions for all time-steps
have to be run in parallel and updates of each time-step is coupled with updates of
all other time-steps. A single 3D CSEM inversion requires already approximately 100
GB of memory and 4 days computing time on a high performance cluster using 64
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parallel processes.

Cascaded inversion
Based on the above considerations, I focused my work on a cascaded inversion ap-
proach. The general idea of this methodology is to constrain the inversion at any
time-step by using the final model of the previous time-step as starting and reference
model for the inversion of the current dataset. Causality of this method is ensured in-
herently and computational demands are kept at manageable levels. Since individual
inversions are only linked by the final/starting models changes in source-receiver
setup can be taken into account in a straight forward manner. A problem of the
method is that artefacts tend to propagate from one inversion to the next. Once intro-
duced, they become part of the a-priori information, which is fed into all subsequent
time-steps. To identify suitable time-lapse inversion workflows and inversion para-
meter settings, the cascaded inversion approach was extensively tested based on the
synthetic reference time-lapse dataset.

6.3 Regularisations

Any inversion is inherently mathematically ill-posed (Tikhonov and Arsenin, 1977).
Therefore an additional regularisation is added as shown in 2.9. As the model reg-
ularisation term can be regarded as constraints towards the model, it can be used to
force the model to obey specific assumptions. The following regularisations have been
tested if they are suitable for time-lapse inversion.

6.3.1 Smoothness constraint regularisation

The most commonly used assumption is that conductivity values should vary con-
tinuously in space. An assumption commonly referred to as Occam’s razor. A smooth-
ness constrained inversion seeks to keep transition between areas of high and low
resistivity continuous. The functional was introduced by Constable et al. (1987) and
is given by

R(m−mre f ) = ||∇2 (m−mre f
)
||2. (6.1)

By adding an additional reference model, sharp contrasts between neighbouring cells
can be introduced as a-priori information. In addition weights for the smoothing in
the three Cartesian directions can be given to decrease or increase smoothing in certain
directions, e.g. higher weights in the horizontal direction and lower weight in vertical
direction will result in more layered structured models. However, if not part of the
reference model smooth inversion is inherently unable to resolve sharp contrasts of
conductivity changes which are ubiquitous in nature (e.g. faults separating different
geologic units, well defined mineral deposits in the surrounding host rock, confined
aquifers etc.). In the case of hydrocarbon reservoirs one can assume the resistive
reservoir to have well defined boundaries to the surrounding rock formations.
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Figure 6.3: Inversion model using smooth inversion showing overshooting effect

Oscillatory behaviour
Most notably, when working with smoothness constraint inversion, I had observed
that it tends to produce artificial layering, oscillating between high and low resistiv-
ity. An example based on synthetic data illustrating this effect is shown Fig. 6.3.
Synthetic data have been created for the true model shown in the upper panel. The
true model similar to the canonical layered halfspace but with genrally increased res-
istivity values. The source-receiver layout is again taken from the 2014 field survey
across the Bockstedt oil field.
A smoothness constraint inversion has been carried out starting from a 10 Ω m half-

space (middle panel). The final model after 24 iterations is shown in the lowermost
panel. The highly conductive layer near the surface could be recovered well. But The
conductive layer is followed by artificial resistive layer followed again by an artificial
conductive structure at 1000 m depth.
This effect can been seen for different source receiver geometries and could also be
reproduced using Occam 1D Magnetotelluric (MT) inversions. For a given dataset
one can find a regularisation parameter such that the final model contained arbit-
rarily large unrealistic oscillations. Similar behaviour of smoothness constraint using
l2-norm has been observed by Rosas Carbajal et al. (2012).
Thus, due to this oscillatory behaviour in addition with the inability to resolve sharp
resistivity contrasts smoothness constraint inversion may not be suitable for time-
lapse inversion. I therefore tested different alternative regularisation strategies.
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6.3.2 Tikhonov

One way of reducing this oscillatory behaviour and not explicitly penalising sharp
conductivity contrasts is by using a damped version of the Gauss-Newton approach

R(mj+1 −mj) = ||mj+1 −mj||2. (6.2)

Here j stands for the model at iteration j. As only the difference in conductivity
between individual model cells is evaluated, no additional coupling between neigh-
bouring cells is included preventing the inversion from artificial oscillations. It is
further aimed to keep model updates in each iteration small. Here P is simply the
identity matrix. As no explicit smoothing is enforced by the regularisation, sharp con-
trasts of neighbouring cells are not penalised. Therefore, this method is more suitable
if one wants to resolve sharp contrasts.

6.3.3 Minimum support

Various other regularisation techniques have been developed some aiming to focus
model updates within small confined areas. A popular version of these focusing
regularisations was introduced in Portniaguine and Zhdanov (1999) and is referred to
as Minimum Support regularisation. The functional is given as follows

R(m−mre f ) =
N

∑
j=1

(
mj −mre f ,j

)2(
mj −mre f ,j

)2
+ ε2

, (6.3)

where ε is a small number preventing the denominator of becoming zero and con-
trols how fast each summand converges to 1 for increasing differences to the refer-
ence model. Thus for differences above some threshold the difference between current
model and reference model is not of importance. Instead the number of model cells
deviating from the reference model is penalised. Thus Minimum Support regularisa-
tion aims to keep deviations from the reference model in as few cells as possible.
As R is a non-linear function of m, the diagonal matrix P has to be evaluated new
within each iteration. Its entries are given by (see Grayver et al., 2013)

Pii =

√√√√ 2ε2[(
mi −mre f ,i

)2
+ ε2

]2 . (6.4)

6.3.4 Cauchy

Another regularisation that aims to keep as few number of cells deviating from a
given reference model is the Cauchy functional (Sacchi and Ulrych, 1996)

R(m−mre f ) =
N

∑
j=1

ln

(
1 +

(
mj −mj,re f

ε

)2
)

. (6.5)

Here I followed the implementation given by Rosas Carbajal et al. (2012) with P given
by

Pii =

√
1(

mi −mre f ,i
)2

+ ε2
. (6.6)
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Figure 6.4: 3D inversion result for time-step 1, with Tikhonov regularisation without
any additional constraints. The Final nRMS is 1.39 (-53%). Below 700 m all cells with
resistivity of 4 Ω m and above are highlighted.

Again ε controls the fraction and amplitude of cells deviating from the reference
model.

6.4 An unconstrained inversion example

In order to be able to compare inversion results an unconstrained inversion of the
first time-step of the reference dataset using Tikhonov regularisation is shown first.
Starting model has been the true canonical layered halfspace background structure. The
Final model after 25 iterations is shown in Fig. 6.4.

The model generally contains only a weak impression of a reservoir with slightly
elevated resistivity inside the reservoir of 4-5 Ω m compared to the 3 Ω m background
structure.
Initial and final misfit of one TF for all frequencies is shown in Fig. 6.5 and Fig. 6.6
respectively. The initial misfit is identical to the misfit shown in Fig. 4.14. High
initial misfits are only found in the Ex-component below 3 Hz. After 25 iterations
misfit decreased significantly. Approximately half of the data points are explained
within the error bars (cf. 6.6 a, and b) which is also expressed in d) where half of the
residuals are within the target value of 1.
Although the misfit decreased significantly by more than 50% the resistive reservoir
could not be recovered. It is easy to see that if the inversion struggles to find the
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Figure 6.5: Initial misfit of the unconstrained inversion of time-step 1 of the reference
dataset. (a) Amplitude and (b) phase of TFs over frequency of input data and model
response of a single receiver station. (c) Map view showing source receiver orienta-
tion. Active wires and the corresponding receiver are marked in red. (d) Normalised
misfit of each individual data point in a) and b) in the complex plain. Colours cor-
respond to the field components in (a) and (b). The total nRMS for all for all shown
data points is given above. The blue circle marks the target misfit corresponding to
an nRMS of 1.

completely oil filled reservoir of time-step 1 it will be even more difficult to obtain an
image of the second time-step where oil saturation has decreased. Thus additional
constraints have to be used to increase resolution towards the reservoir.

6.5 Implementation of additional constraints

As shown just before unconstrained 3D inversion often results in poorly resolved
images. During monitoring applications one can assume to have good knowledge
about the general background structure from exploration and the development of
the oil field before and during production. Such knowledge among others can be
feed into the inversion as constraints and a-priori knowledge, reducing the ambiguity
and thereby allowing for better resolved images. Within this thesis the effects of the
following constraints have been investigated.

6.5.1 Starting and reference models

The easiest and most straight forward option is given by the choice of the starting and
or reference model of the inversion and is already exploited by the cascaded inversion
approach. Especially when a-priori information is known these can be incorporated
into the starting model. Most inversions assume the reference model to be equal to the
starting model, thus keeping deviations from the starting model as small a possible,
however these two models do not necessarily be the same.
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Figure 6.6: Final misfit after 25 iterations of the unconstrained inversion of time-step 1
of the reference dataset. (a) Amplitude and (b) phase of TFs over frequency of input
data and model response of a single receiver station. (c) Map view showing source
receiver orientation. Active wires and the corresponding receiver are marked in red.
(d) Normalised misfit of each individual data point in a) and b) in the complex plain.
Colours correspond to the field components in (a) and (b). The total nRMS for all
for all shown data points is given above. The blue circle marks the target misfit
corresponding to an nRMS of 1.

6.5.2 Model weighting

By applying an additional model weighting scheme following Candansayar (2008)
model updates will be preferably allocated within user defined regions. Assuming
the forward operator is given by f (W−1

m m), with the diagonal model weighting matrix
Wm, then the normal equations change by using the weighted sensitivity matrix.

Ĵ = JWm (6.7)

Thus model updates are obtained by the modified normal equations given by[
<{ĴHWT

d Wd Ĵ + λPTP
]

W−1
m ∆m = <{ĴHWT

d Wd∆d} − λPTP
(
m−mre f

)
. (6.8)

As one usually expects changes between time-steps within certain areas, cells in those
regions of expected changes can be allocated with higher weights than cells outside,
thus increasing resolution to certain regions.
Whenever it is mentioned that a model weighting scheme is used within this thesis,
the scheme shown in Fig. 6.7 was applied. The model weighting was used in a con-
servative manner. Weights have not been constrained laterally but only vertically. In
reservoir depth at 1200 m including 150 m below and above, weights have been set to
1, following one cell layer of 50 m with weights of 0.6. 200 m above and below the
reservoir weights have been decreased even further to 0.3. Thus the inversion should
aim to allocate updates within a 400 m layer surrounding the reservoir.
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Figure 6.7: Distribution of model weights applied to all inversions within this study.
(a) Horizontal slice at reservoir depth. Source receiver configuration is shown by
white lines (transmitters) and white dots (receivers). The outline of the reservoir is
indicated as white line too. (b) Vertical slice showing distribution of weights with
depth. Reservoir position is marked by the thick white horizontal line.

6.5.3 Bounded conductivity transformation

During reservoir monitoring it is usually assumed that resistivity is only decreasing
over time as resistive oil gets replaced by conductive brines. This knowledge can
be incorporated by guiding the model update into the desired direction. This can be
achieved by the use of a parameter transformation. The most common transformation
is a simple log-transform where model parameters are assumed to be the natural
logarithm of the conductivity thus preventing it of becoming negative.
Choosing a continuous monotonous transformation function x(m) that tends to upper
and lower values if m approaches ±∞ allows to constrain the resistivity within these
boundaries. As this function is not restricted to be equal for each model cell one can
allow for different upper and lower limits in each cell. Regarding its application to
time-lapse inversion one can force model parameters to only decrease (or increase) in
a certain time-step by applying upper (or lower) boundaries in all cells close to the
starting model of the inversion. The transformation function that has been already
implemented by Grayver et al. (2013) was introduced by Kim and Kim (2011) and is
given by

xk(m) =
1
p

ln
(

mk − ak

bk −mk

)
, ak < mk < bk, (6.9)

where ak and bk are the upper and lower bounds of each model cell. p controls the
steepness of the transformation function. An exemplary graph with upper boundary
of 2 and lower boundary of 10−2 and the steepness control factor p of 2 is shown in
Fig. 6.8.

6.6 Time-lapse inversion results

Within the Enhanced Oil Recovery (EOR)-project time-lapse data of three consecutive
years have been collected in the Bockstedt oil field. A detailed analysis of the meas-
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Figure 6.8: Model transformation function with lower and upper bounds of 10−2 and
2 and p = 2.

ured data (see Tietze et al., 2018b) had shown no significant time-lapse difference
between data of consecutive years related to changes in the subsurface. As the pro-
duced fluids contains mostly saline brines and only little amount of oil it is believed
that changes inside the reservoir are minor and thus not be resolvable by surface
based CSEM. Therefore this study focuses on synthetic data only.
All the different regularisations and constraints have been extensively tested using
various different combinations. In the following time-lapse inversion results for some
selected settings and configurations are shown. In order to keep the number para-
meters at manageable levels inversions for both time-steps use identical settings. The
Finite Difference (FD)-grid is the same in each shown inversion. Horizontal discret-
isation is 150 m× 150 m. At surface thickness is 10 m and is increasing with depth.
Below a depth of 150 m thickness stays constant at 50 m.

6.6.1 Tikhonov + Modelweighting

At first I am showing results obtained using Tikhonov regularisation in combination
with the presented model weighting strategy.
Fig. 6.9 shows the final inversion models of both time-steps of the reference time-
lapse dataset. The model obtained for time-step 1 (Fig. 6.9 a) was shown already in
section 4.4 to highlight the effect of the galvanically attached steel-cased well. The
reservoir is generally imaged at the right lateral position. However the absolute value
of the resistivity of the reservoir is mostly underestimated. Only in the central area
resistivities are close to the true model of 100 Ω m. Due to the data coverage resolu-
tion generally decreases to the edges. Especially the north-western and south-eastern
edges could not be resolved. In addition the reservoir is imaged 200 m too shallow.
Following now the cascaded inversion procedure, a) is used as starting model for the

second time-step whose final model is shown in b). Clearly the unchanged resistive
north-western part of the reservoir is imaged well. Again resistivity is generally un-
derestimated especially in the south-eastern part where in the true model resistivity
has decreased between time-steps to 16 Ω m. In the obtained image resistivity does
not differ from the 3 Ω m background.
Comparing both time-steps one can clearly identify in which part of the reservoir
resistivity has decreased between the time-steps, however one can not estimate the
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Figure 6.9: Inversion models of the reference dataset for (a) time-step 1 after 25 iter-
ations and (b) time-step 2 after 25 iterations. Below 700 m all cells with resistivity of
5 Ω m or more are highlighted.

correct amplitude of resistivity reduction. In addition the unchanged north-western
part that has been poorly resolved in time-step 1 is much better resolved after the
second time-step. Thus, if the original model would not be known resistivity seems
to have increased in this area. This can be explained by a changing sensitivity pattern
once the resistivity is changing. As CSEM is sensitive to horizontal resistive layers,
sensitivity focuses to the north-western area as the resistivity in the south-eastern area
decreases during the inversion.
Distribution of misfits per receiver station for both models including the initial misfit
for time-step 2 are shown in Fig. 6.10, with a) being final misfit of time-step 1, b) initial
misfit of time-step 2 and c) the final misfit of time-step 2. The total nRMS for each
scenario is given above. In both time-steps it decreased to 1.37 and below, showing
approximately similar data fit for both time-steps. Naturally reduction in nRMS is
larger for time-step 1 as the initial model for time-step 2 explains the data already
to a much higher degree. Careful observation of misfits shown in Fig. 6.10 a) and
c) suggests that stations just south-east of transmitter S01 have higher misfits after
time-step 1 than after time-step 2. Their lateral position correlates well with the at
time-step 1 poorly resolved north-western part of the of the reservoir, which is much
better resolved in time-step 2.

6.6.2 Tikhonov + Model Weighting + Conductivity Boundaries

As shown before one can use bounded model parameter transformation to guide
model updates towards a certain direction. Thus this idea has been tested by guiding
model updates for the second time-step towards higher conductivities. As before I
used the final model of time-step 1 (see Fig. 6.9 a) as starting and reference model for
the inversion of the second dataset. In addition lower boundaries in conductivity have
been applied. Boundaries are set for each cell individually. While the maximum value
of the conductivity was kept the same for all cells at 100 S m−1, lower boundaries have
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Figure 6.10: Distribution of misfits per receiver station for the time-lapse inversion
models shown in Fig. 6.9. Distribution is shown as map view where all data points
of one receiver are combined into a single nRMS and subsequently colour coded.
(a) Final misfit distribution for time-step 1 after 25 iterations. (b) Initial distribution
of misfits for time-step 2. (c) Final misfit for time-step 2 after 25 iterations. The total
nRMS including their reduction from the initial value for each scenario is given above.

been set to 90 % the value of the starting model.
Fig. 6.11 shows an intermediate model of time-step 2 after 6 iterations in a) and the
final model after 25 iterations in b). At the intermediate state of the inversion one can
clearly see that resistivity decreased in the south-eastern part of the reservoir, while
it remains unchanged in the north-western half, which fits well to the true model.
However, once inversion continues, strong small scale conductive artefacts appear
which can be seen in the final inversion model (Fig. 6.11 b). As shown in the previous
time-lapse inversion without constraints on conductivity (Fig. 6.9), the north-western
part of the reservoir is poorly resolved in time-step 1 and due to changing sensitivity
pattern better resolved in time-step 2. Thus, resistivity had to increase in that area
between time-steps. As increasing resistivity has been prohibited in this scenario, in-
version had to place artificial conductors in other areas to counter this effect.
Again misfit distribution per receiver station is shown for both models in Fig. 6.12.

Visual inspection of the nRMS distribution for the intermediate model (Fig. 6.12 a)
shows no significant regional clustering of high nRMS. Residuals for the final model
(Fig. 6.12 b) are generally lower. Although misfits reduce to similar levels as in the
inversion without bounded conductivity the model shows severe artefacts unrelated
to the true conductivity distribution. The aim of this study is to highlight that usage
of the bounded conductivity transformation as constraints is a viable tool to increase
resolution capabilities and reduce the uncertainty in model space, however they must
be used with care. At this point one should mention that varying conductivity bounds
may result in unexpected consequences due to its interaction with the regularisation.
Regularisation is directly applied to the parameters in the transformed model space.
Thus transformation of each model parameter is dependent on the chosen boundaries
in that particular cell may lead to unforeseeable consequences. This especially pro-
hibits the use of a smoothness constraints regularisation or any other regularisation
that evaluates differences between neighbouring cells.
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Figure 6.11: Inversion models of the reference dataset for (a) time-step 2 after 6 iter-
ations with a total nRMS of 1.40 (-7%) and (b) time-step 2 after 25 iterations with a
total nRMS of 1.35 (-11%). Below 700 m all cells with resistivity of 5 Ω m or more are
highlighted.
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Figure 6.12: Distribution of misfits per receiver station for the iterations shown in
Fig. 6.11. Distribution is shown as map view where all data points of one receiver
are combined into a single nRMS and subsequently colour coded. (a) Misfits after
6 iterations and (b) final misfits after 25 iterations. Total nRMS including reduction
from starting nRMS is given above for both iterations.
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Figure 6.13: Inversion models of the reference dataset using Minimum support regu-
larisation and model weighting scheme. (a) Model for time-step 1 after 25 iterations
and (b) time-step 2 after 25 iterations. Below 700 m all cells with resistivity of 5 Ω m
and above are highlighted.

6.6.3 Minimum Support + Model weighting

Here results obtained for a Minimum Support regularisation together with the model
weighting strategy are discussed. As before settings between time-steps have not been
changed to reduce the number of degrees of freedom the user has to provide for the
time-lapse inversion. The final model for both time-steps is shown in Fig. 6.13.
The imaged reservoir after time-step 1 (Fig. 6.13 a) is again mapped laterally at the
right location but vertical 200 m to shallow. As it is typical for Minimum Support reg-
ularisation its outline is well defined by sharp boundaries to the surrounding back-
ground structure. Absolute values of the resistivity inside the reservoir are higher
than in the Tikhonov regularisation example but still underestimated ranging mainly
between 10 and 50 Ω m. The north-western as well as the south-eastern edge are not
resolved similarly to the inversion results shown before.

The second time-step shown in Fig. 6.13 b) shows much greater differences to the
Tikhonov inversion example. Instead of changing the resistivity in the entire half of
the reservoir, updates are focused within three cells with extremely low resistivities
of 0.5 Ω m and below. In fact during the first inversion iterations updates are spread
out over larger volumes, while updates are revoked again in large parts of the model
the longer the inversion is running. This effect has also been seen in the Cauchy reg-
ularisation and is discussed in more detail in the following section.
Again misfit distributions of the final model of time-step 1 and 2 including the starting
misfit for time-step 2 are shown in Fig. 6.14. Misfits between the Minimum Support
(Fig. 6.14 )and the Tikhonv inversion (Fig. 6.10) do not differ significantly. Global
nRMS differ by less than 0.02. Largest differences in global as well as local nRMS
between the two is found for the final model of time-step 2 (see 6.14 c). Together with
the unrealistically focused inversion result this indicates a superior inversion result
for the Tikhonv regularisation example.
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Figure 6.14: Distribution of misfits per receiver station for the Minimum Support time-
lapse inversion models shown in Fig. 6.13. Distribution is shown as map view where
all data points of one receiver are combined into a single nRMS and subsequently
colour coded. (a) Final misfit for time-step 1 after 25 iterations. (b) Initial misfit
for time-step 2. (c) Final misfit for time-step 2 after 25 iterations. The total nRMS
including the reduction from the initial misfit is given above each plot.

6.6.4 Cauchy + Model weighting

The second focusing regularisation that has been tested is the Cauchy regularisa-
tion. Horizontal slices at 1060 m depth for different inversion iterations are shown in
Fig. 6.15. The final model of time-step 1 is shown in Fig. 6.15 a), while the final model
of time-step 2 is shown in Fig. 6.15 c). Fig. 6.15 b) shows an intermediate model of
time-step 2 after 12 iterations.

Results are in general similar to the Minimum Support inversion result. The reser-
voir is imaged laterally at the right position after time-step 1, but vertical again 200 m
too shallow (the reservoir is at 1200 m depth while the shown slice is at 1060 m). The
north-western and the south-eastern edges are again not resolved. Resistivity in the
central area is higher than in the Tikhonov example ranging between 10 Ω m and
50 Ω m. The nature of the focusing regularisation techniques becomes again eminent
in the final inversion model of time-step 2 (Fig. 6.15 c). Mainly all changes in resistiv-
ity structure inside the reservoir are focused to two cells with extreme values below
1 Ω m. This effect is not visible in the intermediate model of the inversion of time-
step 2 shown in Fig. 6.15 b). As given by the true model of time-step 2 (cf. Fig. 6.1 b)
the eastern half of the reservoir changed resistivity towards higher conductivity. The
focusing effect only starts to come into play after the 12th iteration of the inversion.
The reduction of global nRMS during the inversion of the second time-step with iter-
ations is shown in Fig.6.16. The rate of misfit reduction decreases with the number of
iterations. During the first iteration misfit reduces by 0.08 or -5% while the reduction
is less than 0.0006 (-0.05%) during the last iteration. Misfit distribution per receiver
station generally does not differ from the Minimum Support regularisation example
shown in Fig. 6.14.

6.6.5 Tikhonov + Modelweighting + Ez

As discussed in section 5.3 vertical electric field receivers may particularly be useful
for monitoring studies as they have a more focused sensitivity distribution, allowing
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Figure 6.15: Map view of horizontal slice at 1060 m depth for time-lapse inversion
result using Cauchy regularisation for (a) the final model of time-step 1, (b) interme-
diate model of the inversion of time-step 2 after 12 iterations and (c) the final model
of time-step 2 after 25 iterations.
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Figure 6.16: Development of nRMS over the iterations for the inversion of time-step
2 using Cauchy regularisation. Iterations whose models are shown in Fig. 6.15 are
marked in red.
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Figure 6.17: Time-lapse inversion models of modified reference dataset. All classical
surface based receivers have been exchanged by 200 m long vertical elongated receiv-
ers as described in section 5.3. Steel-cased wells have not been taken into account. (a)
time-step 1 after 25 iterations and (b) time-step 2 after 25 iterations. Below 700 m all
cells with resistivity of 5 Ω m and above are highlighted.

for better lateral resolution. Thus I obtained time-lapse inversion results using vertical
electric field receivers only. The true model is identical to the true model of the time-
lapse reference dataset. In contrast to the reference dataset all horizontal electric field
receivers are exchanged by 200 m long elongated vertical electric field receivers. Each
receiver spans from surface to depth. However receivers are not oriented perfectly
vertical. Instead each receiver is tilted by a random angle between 0 and 1◦ out of
the vertical axis in also random azimuth. This setup has already been used to show
the correctness of the implementation of elongated receivers in the CSEM inversion
and the beneficial resolution characteristics in 3D inversion. No steel-cased wells are
added into this example. Synthetic data for six frequencies between 0.0156 Hz have
been 2.4764 Hz generated.
Again Tikhonov regularisation and the same model weighting strategy as before have

been used. The final model of time-step 1 shown in Fig. 6.17 a) has been already dis-
cussed in section 5.3. As the inversions shown before, lateral position of the reservoir
could be recovered well. Especially the north-eastern edge is well resolved. Again
due to poor data coverage the north-western part is not recovered. As in the ex-
amples shown before, resistivity is mostly underestimated. A comparison with the
final model of time-step 2 (Fig. 6.17 b) clearly shows the reduction in resistivity in
the eastern half of the reservoir. Distributions of misfits by receiver site is shown
again as map views for the final model of time-step 1 (Fig. 6.18 a), the initial misfit
of time-step 2 (Fig. 6.18 b) and the final misfit of time-step 2 (Fig. 6.18 c). Misfits are
genrally higher than for horizontal receivers. Most receiver sites show a final misfit
between 1.4 and 1.5 after time-step 1. Misfits are spread over all receiver sites with
no significant clusters of high nRMS values. Initial misfits for time-step 2 increase to
values of approximately 1.9. Final misfits after the second time-step decrease to lower
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Figure 6.18: Distribution of misfits for the time-lapse inversion models shown in
Fig. 6.17 for receiver station. Distribution is shown as map view where all data points
of one receiver are combined into a single nRMS and subsequently colour coded. (a)
Final misfit for time-step 1 after 25 iterations. (b) Initial misfit for time-step 2. (c) Final
misfit for time-step 2 after 25 iterations. Total nRMS including the reduction from the
initial value is given above each plot.

values than after time-step 1 with values between 1.3 and 1.4. The reduction in the
nRMS in the second inversion is higher than for all shown horizontal field data inver-
sions (-28% instead of -11%). This is another indication of the increased sensitivity of
vertical electric field receivers.

6.6.6 Choice of the starting Model

Finally I am showing how the choice of the starting model can be used to help focus
inversion updates towards the reservoir by adding additional Information. As shown
and discussed before all previously shown inversion models imaged the reservoir lat-
erally at the right position, but vertically they were all imaged approximately 200 m
to shallow. This coincides perfectly with the top of the increased model weighting,
indicating rather limited depth resolution.
In many cases the true depth of the reservoir is known due to exploration and well
logging. Such constraints can be added into the starting model to pinpoint the reser-
voir at the right depth. Thus, I included this constraint in a conservative manner by
adding a 5 Ω m layer at reservoir level to the starting model used for the inversion of
time-step 1, but keeping the reference model equal to the true background structure
(the starting model of the previous inversion results). The modified starting model is
shown in Fig 6.19 a). Note that the vertical grid dimension at reservoir level is 50 m
thus being significantly larger than the true reservoir thickness of 15 metre. The 5 Ω m
layer consists of two 2 layers of cells thus being 100 m thick. The layer structure of
the starting model is shown as blue line in Fig. 6.19 b). The resistivity distribution
with depth through the imaged reservoir is shown as yellow line for the Minimum
Support inversion from section 6.6.3.
To test this approach I inverted the reference dataset using the same settings as before
in the Minimum Support regularisation example. Fig. 6.19 b) shows the distribu-
tion of resistivity with depth for the starting model (blue line), the final model after
time-step 1 (red line) and the less constrained model shown in Fig. 6.13 a). Clearly by
providing the additional constraint the imaged reservoir appears at the right depth.
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Figure 6.19: (a) Starting model used for the inversion of time-step 1. Only the start-
ing model contains the additional 5 Ω m layer at reservoir depth. Reference model is
kept the same as before without the additional resistive layer. (b) Resistivity distribu-
tion with depth at Northing = 3750 m and Easting = 4000 m for the model shown in
Fig. 6.13 a) (yellow), the starting model including 5 Ω m layer at reservoir depth shown
in (a) (blue) and the final inversion model with the resistive layer in the starting model
shown in Fig. 6.20 a) (red).
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Figure 6.20: Inversion models of the reference dataset using Minimum support reg-
ularisation with ε = 0.6 and model weighting scheme including the 5 Ω m layer at
reservoir depth in the starting model of time-step 1 shown in Fig. 6.19. (a) Model for
time-step 1 after 25 iterations and (b) time-step 2 after 25 iterations. Below 700 m all
cells with resistivity of more than 5 Ω m are highlighted. Cells with resistivity above
100 Ω m are marked white.
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Fig. 6.20 a) shows the obtained final model after 25 iterations. The lateral resolution
is similar to the inversion results shown before. Except now resistivity just south of
the added steel-cased well are slightly over estimated (≈ 150 instead of 100 Ω m, in-
dicated by the white cells). All cells outside the reservoir where there is no sensitivity
returned to 3 Ω m background and reference model.
Once the reservoir is imaged at the right depth it stays at the right depth even in the
inversion of the second time-step (Fig. 6.20 b). Similar effects shown and discussed in
the Tikhonov inversion example (see Fig. 6.9) are also present here. Resistivity clearly
decreased in the eastern half of reservoir. However, resistivity increased in the west-
ern half of the reservoir, where the true model did not change between time-steps. As
expected by the minimum support regularisation changes appear to be more focused
in smaller volumes.
CSEM is generally sensitive to horizontal resistive structures. Thus by adding a res-
istive layer to the starting model, sensitivity is increased inside that layer during the
first iteration. This increased sensitivity results in larger updates inside this layer
obtaining even higher resistivity. Thus creating a positive feedback loop, attracting
even more updates inside the resistive structure. Therefore by providing only slightly
elevated resistivity at the expected depth of the reservoir in the starting model, one
can guide the inversion to the exact depth.
Misfits are summarised in Fig. 6.21. Similar to the inversion results shown before,
misfits decrease to approximately 1.33 for both time steps. Thus indicating similar
data fits. Naturally reduction in data fit is higher for the inversion of time-step 1
as the starting model explains data to a lower degree. Comparing the data fit per
receiver station (Fig. 6.21 a vs. c) shows a better data fit (more blue/greenish col-
ours) for the inversion of time-step 2 than the result for time-step 1, especially for the
north-western half of the receiver stations. This correlates well with the poor resolved
north-western half of the reservoir after time-step 1. Thus this shows that the pres-
ence of the resistive north-western part of the reservoir is detectable using the given
source-receicer layout. However a lack of resolution prevents it from being imaged
correctly.
This example illustrates the importance of choosing the right starting model not only

to provide the exact depth information. Moreover it also highlights an important dif-
ference between detectability towards a certain structure and the sensitivity towards
it in non-linear inversion problems. Detectability only infers that the presence or ab-
sence of a specific structure influences the model response. While sensitivity implies
influence of certain regions on the inversion for a given resistivity distribution. De-
tectability can be seen as a necessary condition to image any structure, however it
does not automatically imply sensitivity to the same structure during the inversion.
The appropriate choice of a starting model is therefore crucial if one wants to resolve
small scale structures or changes in resistivity structure over time.

6.7 Discussion and Conclusion

In order to be able to resolve subtle changes in the resistivity structure of a reservoir,
several different time-lapse inversion strategies have been investigated. Within the
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Figure 6.21: Distribution of misfits for the time-lapse inversion models shown in
Fig. 6.20 for receiver station. Distribution is shown as map view where all data points
of one receiver are combined into a single nRMS and subsequently colour coded. (a)
Final misfit for time-step 1 after 25 iterations. (b) Initial misfit for time-step 2. (c) Final
misfit for time-step 2 after 25 iterations. The total nRMS including the reduction from
the initial misfit for each scenario is given above.

framework of this thesis I applied a cascaded inversion approach to synthetic time-
lapse datasets. This method combines the flexibility of a changing source-receiver
layout between time-steps together with manageable computational demands as well
as temporal coherency. There the final model of the previous time-step is used as
reference and/or starting model for the inversion of the current time-lapse dataset.
The datasets used in this study are based on source-receiver layouts from the CSEM
field surveys across the Bockstedt oil field. A layered background model representat-
ive for the study area has been used together with the real outline of the 15 m thick
oil field in 1200 m depth. For simplicity only two reservoir states have been con-
sidered. First the reservoir was assumed to be completely oil filled and thus resistive
(100 Ω m). In a second stage half of the reservoir is assumed to be partly produced
and thus resistivity decreased to 16 Ω m.
Many different inversion parameters and settings have been tested. There two dis-
tinct challenges/questions emerged, namely: (1) Are we able to resolve such a thin
resistive fully oil-filled reservoir and if so how? (2) Once we are able to resolve the
reservoir, how can we detect and localise the changes between the time-steps? As any
time-lapse inversion is heavily dependent on the starting/baseline model, question
(1) is mainly related to obtaining the right baseline model, while the latter is more
related towards the actual time-lapse problem.
As both tasks face similar issues especially regarding resolution capabilities and in
addition non-uniqueness of the inverse problem I aimed to face them using similar
techniques. The presented results show that in general I was able to locate the resist-
ive reservoir in general. And I was also able to laterally constrain changes between
the two time-steps using the cascaded inversion approach. However, it required ad-
ditional constraints as unconstrained inversion allows for to much ambiguity in the
obtained images. First most EM inversion algorithms aim to find smooth models
without continuous transition between resistivity contrasts. Thus instead of obtain-
ing well defined and localised resistivity structures images tend to be softened and
less well defined. In addition some artificial oscillatory behaviour has been observed.
Alternative regularisation methods should be used that do not suffer from these short-
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comings and which allow models to be more "blocky". Most of my work focused on
three different regularisations, a simple Tikhonov and Minimum Support regularisa-
tion and a Cauchy regularisation.
Furthermore additional constraints have been tested. Due to previous exploration one
can assume to have good knowledge of the regional resistivity background structure.
Thus I used the true layered background as starting model for all inversions. Fur-
thermore one usually has some knowledge about the depth and the lateral extents
of the reservoir. Thus updates during the inversion are expected to be confined in
certain areas. By adding a model weighting scheme one can guide the inversion to
allocate updates mainly in certain regions. Application of the model weighting in a
conservative manner (constrain updates only vertical within 400 m) resulted in a well
resolved reservoir.
Although the reservoir was laterally imaged at the right position the depth was con-
trolled by the top of the area with increased model weights in all inversions con-
sidered, indicating limiting depth resolution. CSEM is generally sensitive to resistors,
thus when running different inversions I observed a positive feedback loop where in
each iteration updates are predominantly allocated within regions of higher resistiv-
ities, increasing sensitivity even further. As the depth of the reservoir is usually well
known from borehole logs this effect can be exploited by providing slightly elevated
resistivities at reservoir level in the starting model while keeping the reference model
unchanged. This effect can also be observed for conductive layers in magnetotelluric
prospecting. Both of these constraints have been shown to be a viable tool for both
questions of interests.
At this point one has to point out that in the presented synthetic scenarios I simply
adopted the source-receiver layout from the CSEM field surveys. This layout was op-
timised to monitor fluid saturation in the central part of the reservoir. However in the
true model one entire half the oil field changed resistivity between time-steps. Thus
the edges of the reservoir in strike direction are generally not or only poorly resolved.
It is likely that a more optimised survey layout can yield even better results. Despite
these promising results there are still many aspects that can be potentially improved
in the future, e.g. while locating the change in reservoir resistivity worked well, ob-
taining the right amplitudes remains challenging. In order to limit the number of
inversions required for testing I choose to keep inversion settings between the time-
steps fixed. However it might be beneficial to choose different settings between the
time-steps. As it has been demonstrated using the focusing regularisation techniques.
Results can be even further improved by using more than a single steel-cased well as
galvanically coupled source extension. In addition one should consider a combination
of vertical receivers and horizontal receivers together with steel-cased wells.

Possible future work
One major drawback especially when many time-steps are used is the rather long
computation time. Most inversions results shown here took approximately 3-4 days
computing time parallelised across 64 Intel Xenon E5 processors with 2.3 GHz. Some
future work should therefore concern possible optimisation strategies. One promising
strategy may be given by Jaysaval et al. (2014). Most inversions and in particular time-
lapse inversion do not compute updates in the entire model domain (e.g. air layers).
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Instead only for a small subset of model cells updates will be computed. Thus in each
forward computation conductivity differs from the starting model only a potentially
small subset of cells. The proposed usage of Schur Complements would make use of
that fact as the expensive factorisation of matrix A in eq. 2.6 only has to be performed
on a small subset during each forward computation thus reducing computation time
as well as memory.
In addition to numerical improvements in computation time and memory consump-
tion one should also implement additional constraints. An alternative conductivity
boundary transform to the one that has been presented may be one option. Key
(2016) proposed to use a bandpass transform which may help to avoid the unwanted
interferences with the regularisation. However, both transforms face the problem that
they are symmetric around the mean of lower and upper boundary value. Especially
when lower and upper boundary differ by several orders of magnitude it may be
advantageous to consider a modified bandpass transform which is symmetric to the
geometric mean of lower and upper boundary.
Finally one may implement alternative regularisation methods. Rosas Carbajal et al.
(2012) had found that l1-norm instead of the usually used l2-norm obtained well
defined images with sharp boundaries.
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Summary

This thesis has been part of a larger research project aiming to use CSEM for reservoir
monitoring (see section 3 for a description of the project). The main aim of this work
has been the development of the time-lapse inversion which is essential to image fluid
saturation changes in the subsurface. Naturally the work has been influenced by the
results of the superordinated research project obtained before and during the start of
this PhD work. Thus three main topics have been emerged during the development
of this thesis.

Steel Casings are inevitable present in any hydrocarbon monitoring scenario. As
steel is up to six orders of magnitude more conductive than the surrounding rock,
their pure presence within the study area influences the measured data. Due to
their spatially unfavourable dimensions (thin but extended in vertical direction) tak-
ing these effects into account is a non-trivial task. In the framework of this thesis I
implemented the possibility to consider first order effects of steel-cased wells in the
existing modelling and inversion programme.
The approach is able to consider the mutual interaction between wells and does not
state any assumptions on the used transmitter. Thus it is capable of considering not
only passive (coupled by pure induction) boreholes but also active (galvanic coup-
ling/energised) boreholes. This has been crucial as within the larger researcher pro-
ject data have been collected where the casing of a wellbore was used for current
injection. Without the possibility to describe such sources within the inversion, inter-
pretation of these data would not be possible.
In addition it has been shown that the pure presence of boreholes can be considered
advantageous even if they are not directly connected to the transmitter. In general
they act as current channels, thus moving energy into greater depth, increasing res-
olution capabilities at reservoir level. Furthermore, it is well known that responses
obtained from vertical electric dipole sources are most sensitive towards thin resistive
structures such as hydrocarbon reservoirs. As these steel casings act as additional ver-
tical electric dipole sources, they increase resolution capabilities necessary for reser-
voir monitoring.
The most crucial parameter for determining their influence is the induced current
strength along the casing trajectory. Thus most beneficial effects are obtained if the
casing is galvanically attached to the transmitter. However if not possible due to
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safety or logistical limitations currents are still significant if current is injected in the
vicinity of the borehole (10-20 m). Thus their presence can be exploited cheaply by
simply setting up the transmitter nearby a wellbore.
Although not the focus of this thesis inversion of field data considereing the effect
of steel-cased wells had shown to be successful in terms of reduction of supposed
artefacts as well as data misfit.

Elongated vertical receivers allow for consideration of the physical receiver dimen-
sions when measuring electric fields over long dipoles. Most modern inversion al-
gorithms neglect the dimensions of electric field receivers and assume that they have
been measured at a single point. For classical surface based receivers this assump-
tions is usually valid, as the spatial variation of the electric field is rather small and
the receiver lengths required is comparably short («100 m). However vertical electric
fields measured in shallow observation boreholes require much longer dipoles and
thus violate the assumptions made for point dipole receivers. As mentioned before
vertical electric dipoles are known to be the most sensitive towards thin resitive struc-
tures such as hydrocarbon reservoirs. Thus one part of the larger research project
has been the development of a vertical electric field receiver. In order to be able to
consider these data in any inversion I had to develop a new methodology to be able
to describe electric fields measured over finite dipoles.
The implemented approach is not limited to vertical electric receivers but is able to
work with arbitrarily oriented and shaped receivers. The general methodology can be
easily transported to other modelling and inversion codes as it is independent from
the numerical method used to solve Maxwell’s equations. The additional numer-
ical overhead is rather limited as it requires mainly one additional product of sparse
matrices. It is furthermore not limited to CSEM modelling but can be used for other
EM methods like magnetotellurics too.
I showed that it is essential to consider the true receiver geometry for shallow ver-
tical electric field receivers. In general vertical electric fields are two or more orders
of magnitude smaller than horizontal electric fields. First of all this requires longer
measurement dipoles for vertical field measurements (≈ 150 m) to increase the signal
to noise ratio above the local as well as system noise floor. Thus the receiver is larger
than the typical grid dimensions of the underlying modelling grid (typically 5 m at
surface and 50 m at greater depth). Second even minuscule deviations of the receiver
from vertical results in significant projection of horizontal electric field components
into the desired vertical components. I showed based on field data that deviations of
only 0.1◦ may result in distorted responses by more than one order of magnitude if
not considered. The distortion is strongest for high frequencies and shallow dipoles
as well as broadside source-receiver configurations. Deep dipoles in inline direction
and low frequencies are least affected.
A sensitivity study had shown that the distribution of sensitivity during the inversion
differs significantly between horizontal and vertical electric field receivers. For ho-
rizontal receivers sensitivity is generally spread out over large areas with maximum
values just below the transmitter and the receiver. The amplitude for both maxima is
about the same. Vertical receivers however allow sensitivity to focus to much smaller
volumes. Highest amplitudes are found just below the receiver resulting in a spot-
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light-like sensitivity distribution. Thus vertical receivers are expected to give superior
results when high lateral resolution in small areas is required, making them a prom-
ising tool for monitoring applications.
Finally I showed that taking receiver dimensions into account in magnetotelluric mod-
elling can help to mitigate some effects of galvanic distortion. An effect likely to be
present also in CSEM, although it gained only little attention in the literature so far.

Time-lapse inversion is the process of obtaining a series of subsurface models each
representing a snapshot in time. Comparison of these snapshots allows for tracking
of changes in fluid saturation over time. Within this thesis I used a cascaded inversion
scheme where the inversion result of the previous time-step is used as reference an-
d/or starting model for the inversion of the current time-step. This method has been
used as it allows for changing source-receiver setups and steel-casing infrastructure.
The computational demands are kept at manageable levels and the temporal coher-
ency is enforced intrinsically.
The cascaded inversion has been tested on synthetic data using the source receiver
layout of the surveys across the Bockstedt oil field and conceptual conductivity mod-
els representative for the study area.
For the particular scenario of the Bockstedt oil field —15 m thick reservoir in 1200 m
depth in a highly conductive approximately 3 Ω m halfspace — one is operating close
to the resolution limit of surface based CSEM. This results in two distinct challenges,
which I aimed to solve using similar techniques. 1) Are we generally able to resolve
such a deep and thin reservoir prior to any production? 2) Can one use the same
techniques to image changes within the reservoir between time-steps?
Most of the work has been focussing on non-smoothness constraint regularisations.
In monitoring applications one is usually expecting changes in resistivity distribution
between time-steps to be confined within small and well localised areas. As smooth-
ness constraint inversion is inherently unable to resolve sharp resistivity contrasts it
is not suitable to be used for time-lapse inversion. In addition we have found that it
may lead to a spurious layering structure oscillating between high and low resistivit-
ies even for synthetic data.
Three different alternative regularisation techniques have been tested, namely a Tik-
honov, Minimum support and Cauchy regularisation. The latter two fall within a class
called focusing regularisation, as they aim to keep deviations from a given reference
model in small volumes.
However even for solving the first posed challenge, the use of additional constraints
was required. For this two additional constraints have been tested. First a more soph-
isticated starting and reference model should be used, as one can assume to have
good knowledge of the background structure from previous exploration. In addition
one can also assume to have good knowledge of approximate lateral as well as hori-
zontal position of the reservoir. Thus one can apply a model weighting scheme, with
increased weights in the reservoir regions where changes are expected to occur.
The usage of the true background structure as starting model together with non-
smoothing regularisation and a conservative model weighting strategy allowed me to
locate the reservoir laterally at the right position and also to image changes in only a
subset of the reservoir. However, I also showed that vertical resolution is rather poor
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using surface based measurements. If the true depth of the reservoir is known one
can exploit a positive feedback loop by adding a slightly resistive layer at reservoir
depth into the starting model while keeping the reference model untouched. CSEM
is generally sensitive to horizontal resistive structures, thus slightly higher resistive
structures in the starting model will result in larger updates inside that layer, increas-
ing sensitivity even further thus creating a positive feedback loop.

Recommendations for future monitoring projects

Within the larger research project and in particular working on this thesis the fol-
lowing recommendations for any future reservoir monitoring project can be made.
In order to obtain a good background model a large scale exploration measurement
should be performed before designing the actual source-receiver layout for the mon-
itoring itself.
If possible one should use several steel-cased well as long electrode by galvanic con-
nection to the CSEM transmitter. If galvanic connection is not possible, one should
try to set up the transmitter as close as possible to the casing to make use of a strong
inductive coupling of transmitter and casing. Idealy one may try to connect the trans-
mitter at depth to the wellbore.
In addition one should try to install Ez receivers at more than one location to increase
sensitivity even further.
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