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A B S T R A C T

The dopaminergic system modulates motor control, motiva-
tional and cognitive functions. Its dysfunction is related to
many neuropsychiatric conditions, among them Tourette’s syn-
drome, Parkinsonism and other tic and movement disorders.
One regulatory element in the dopaminergic action chain is
the dopamine transporter, whose role in repetitive motor dis-
ease has until now remained obscure. This study is focused
on a mutant overexpressing the dopamine transporter (DAT-
transgenic (DAT-tg) rat), which is showing easy to induce stereo-
typic movements. Its electrophysiological characteristics are be-
ing studied here. Non invasive electric brain stimulation meth-
ods have been recently on the rise as therapy for tic disorders,
being able to modulate brain activity without the risks of in-
vasive brain surgery. The exact working mechanisms are still
under inquiry, but therapeutic results are encouraging. This
work reveals, for the first time, how transcranial direct current
stimulation (tDCS) is affecting functional connectivity in elec-
trophysiologically recorded rat local field potentials, in both
the nonmanipulated wild-type animal as well as in DAT-tg. The
findings are that (i) DAT-tg electrophysiologic activity is less
adaptive than in wild-types (ii) the caudate putamen is linked
to motor stereotypy, (iii) functional connectivity is reduced in
DAT-tg, (iv) tDCS is affecting the centromedian/parafascicular
complex in both genotypes and (v) tDCS is affecting functional
connectivity of the centromedian/parafascicular complex in a
genotype dependent way.
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Ü B E R S I C H T

Das dopaminerge System moduliert motorische Funktionen,
Motivation sowie Kognition. Dysfunktionen sind mit vielen
neuropsychiatrischen Erkrankungen verbunden, wie Tourette
Syndrom, Parkinson-Syndrom und anderen Motor- und Tic-
störungen. Der Dopamin Transporter ist ein Element des dopamin-
ergen Systems, dessen Rolle in Ticstörungen bisher wenig un-
tersucht wurde. Vorliegende Arbeit befasst sich mit einer Dopam-
intransporter überexprimierenden Mutante (DAT-tg Ratte), welche
leicht induzierbare Stereotypien zeigt. Hier werden ihre elek-
trophysiologischen Charakteristiken untersucht. In den letzten
Jahren wurde nicht-invasive elektrische Hirnstimulation (tDCS)
immer interessanter für die klinische Anwendung, wegen ihrer
neuromodulatorischen Wirkung ohne die Risiken eines oper-
ativen Eingriffes ins Gehirn. Die genauen Wirkmechanismen
sind zum Teil noch unbekannt, aber therapeutische Ergebnisse
erwecken bereits Hoffnung. Die vorliegende Studie zeigt zum
ersten Mal mit elektrophysiologischen Mitteln, wie tDCS die
funktionelle Konnektivität beeinflußt, sowohl im nicht manip-
ulierten Wildtyp Tier, als auch in DAT-tg. Die Ergebnisse deuten
darauf hin, dass (i) DAT-tg weniger Adaptation der elektrischen
Feldpotentiale zeigt, (ii) ein Zusammenhang besteht zwischen
Caudate Putamen und motorischen Stereotypien, (iii) die funk-
tionelle Konnektivität in DAT-tg reduziert ist, (iv) tDCS in bei-
den Genotypen auf den centromedialen Kernkomplex wirkt, (v)
tDCS im centromedialen Kernkomplex eine Genotyp-spezifische
Wirkung hat.

ix



1 I N T R O D U C T I O N

Dysfunctions of the basal ganglia and of the dopaminergic
signaling system are currently thought to be involved in var-
ious motor disorders, such as Parkinson’s and Tourette’s syn-
drome (TS). The comorbidities found in TS patients suggest that
this disorder might share a common pathophysiology with the
obsessive-compulsive (OCD) and attention-deficit hyperactivity
disorder (ADHD) [1] [2].

Tic disorders are characterized by "sudden, rapid, recurrent,
nonrhythmic motor movement or vocalization" [3]. Tics are in-
voluntary events, but patients are able to suppress them for
brief periods of time. Additionally, patients may have a pre-
monitory sensation (premonitory urge) which foreshadows tic
onset [1]. These premonitory urges are experienced by the ma-
jority of patients and are described as intrusive feelings, driving
the patient towards the execution of the movement or vocaliza-
tion, which brings relief once performed [4].

Tics can be classified as simple and complex, both lacking a
purpose. Simple tics are brief, complex tics are more prolonged
and may be coordinated sequences or combinations of simple
tics. This can result in facial or body contortions, clapping or
hopping and also include verbal tics. [5] [3].

Some factors allow a prognosis of tic severity and give hints
about its pathophysiology. Stress, excitement, anxiety and ex-
haustion worsen, while focused activities reduce tic severity.
Observing specific gestures or sounds in other people can trig-
ger tics. Common comorbidities are ADHD and OCD [3]. While
evidence for genetic inheritance has been identified, a clear pat-
tern of transmission remains dim [1].

the role of dopamine in psychiatric
disorders

Current research in TS, and generally in repetitive disorders,
focuses on the neurotransmitter dopamine. The main anatom-

1



1.1 the role of dopamine in psychiatric disorders 2

ical hypotheses involve the cortical - basal ganglia - thalamo -
cortical loop (CBGTC).

TS can be treated pharmacologically by using dopamine an-
tagonists like risperidon or haloperidol, with good results [5]
[6]. An alternative medication are α2 adrenergic agonists like
clonidine, which has less severe side effects than antipsychotics
(dopamine antagonists) [7], which cause other motor dysfunc-
tions (dyskinesia). Conversely, amphetamine and other stim-
ulants, which increase the synaptic release of dopamine, are
worsening tics in TS patients [7]. This is a strong evidence for a
dopaminergic involvement in repetitive symptoms.

Another evidence is the role of D1 and D2 receptors in the
transition from goal-directed to habitual behaviors, to which
tics belong [6]. Exposure to amphetamine results in faster habit
formation. This effect is reversed by D1 receptor antagonists
and enhanced by D2 receptor antagonists [8], which are dis-
cussed as potential mechanisms for pathophysiology.

Given this clear effect of dopaminergic antagonists and am-
phetamine, it is intriguing that l-dopa reduces motor tic sever-
ity, while being known to increase dopaminergic signaling [9].
Similarly intriguing is that atypical antipsychotics such as risperi-
done are found to induce OCD symptoms in patients which did
not show them before treatment (de novo emergence) [10]. We
can therefore conclude that repetitive symptoms cannot be ex-
plained by an unidimensional high or low level of dopamine.
A more elaborate model is needed.

The hypothesis of tonic-phasic imbalance

The hypothesis of the tonic-phasic imbalance proposes that
the dopaminergic system can process two types of signals: a
fast, phasic one, and a slow and spatially diffuse one. The
phasic signal is limited to the synapse and occurs on synap-
tic transmission. For example, bursting dopaminergic neurons
can provide a fast response to rewarding events on a short time
scale, providing feedback information about the outcome of an
action and therefore regulating behavior. The tonic signal is
mediated by dopamine leaking into extrasynaptic space and
affecting a larger number of neighboring neurons. Its concen-
tration changes slower than the phasic signal and is about an
order of magnitude lower than during a synaptic phasic event.
Its role is assumed to be mediating the reactivity, motivation or
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preparedness of the organism. A reduced tonic concentration
leads to a lower dopamine autoreceptor feedback at the presy-
napse, which in turn results into an overstimulation on phasic
events [11] [12] [13]. This model has been proposed as potential
TS pathology [14] [1] [5]. One mechanism is supposed to be an
overexpression of the dopamine transporter (DAT). A metaanal-
ysis found that 6 out of 12 studies report an increased DAT level
in TS patients as compared to healthy controls [15]. We can
therefore assume that DAT plays a role in TS pathophysiology,
even if other factors may also be relevant.

The hyperinnervation hypothesis

Several other competing theories regarding the pathophysi-
ology of repetitive disorders are currently debated in the sci-
entific community. A notable example is the hypothesis of
dopaminergic hyperinnervation. It postulates an increased num-
ber of dopaminergic terminals in the striatum, which causes
an increase in both tonic and phasic dopamine. The role of
phasic dopamine release is to reinforce behavior by coding a
prediction error [16] [17]. Exaggerated phasic release could re-
inforce in a maladaptive way, helping to translate tics to per-
sistent behavior. This corresponds to the "Go" pathway of the
basal ganglia. Tonic dopamine increases the probability of ac-
tion. Elevated tonic release could therefore raise the probability
of expressing previously learned behavior, including maladap-
tive ones, such as tics. This corresponds to an inhibited "NoGo"
pathway. The dopamine receptors D1 and D2 are thought to be
responsible for these effects [18] [15]. D1 receptors have a low,
D2 receptors a high affinity to dopamine. The classical under-
standing is that D1R is excitatory and D2R is inhibitory [19].

Manipulating the dopamine transporter

DAT regulates the removal of dopamine from the synaptic
gap [20]. Its density is dynamic, as DAT can be internalized, in a
process which is dependent on the membrane potential. Mem-
brane depolarisation leads to a reduction of DAT levels [21].

A nearby experimental approach is therefore to over- or down-
regulate DAT. A mouse with DAT KD (knock-down) mutation
was created and it shows an opposite behavior as observed in
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DAT-tg. The DAT KD mouse exhibits excessive sequential stereo-
typy (super-stereotypy) in which sequences of behavioral pat-
terns are hard to interrupt and get increasingly rigid. After dis-
ruption, the animals return to the place in the syntactic groom-
ing chain where they were interrupted [22]. Super-stereotypy
is indeed found in TS and OCD, but resembles only partly to
simple or complex tics because super-stereotypy does serve a
purpose and because it consists of a large number of distinct
movements which are combined into phases to form the pat-
tern. This is different from the most complex tics observed in
TS. In DAT-tg, the stereotypy consists of short episodes and bro-
ken and restarted chains of grooming (personal observations).
Anyway, the tic expression can take multiple forms, from sim-
ple to complex, vocal tics may or may not be prevalent, comor-
bidities can or cannot occur. The repetitive phenotype is very
different in both DAT models discussed in this paragraph, and
the scientific debate over the similarity to TS tics goes on.

Conversely, DAT overexpression leads to stronger amphetamine-
induced learning and to a weaker responsiveness to natural re-
wards [23]. The response to natural rewards is reduced due
to the normal dopamine reuptake via DAT. The amphetamine-
induced dopamine release occurs through DAT reverse trans-
port (additionally to vesicular release), a higher DAT expression
leading therefore to a higher release [24].

Therefore, manipulation of DAT is a valuable tool for the
dissection of the dopaminergic system.

the dat transgenic model
Based on the tonic-phasic imbalance hypothesis and on the

lack of data about the behavioral relevance of DAT, the lab cre-
ated the DAT-tg rat model. A useful animal model needs to be
valid with respect to phenotype, pathologic model and therapy.

DAT-tg was created by pronuclear microinjection of the DAT
gene, leading to overexpression of the DAT protein. After in-
jection of 2.0 mg/kg body weight of amphetamine, DAT-tg rats
show stereotypic behavior emerging at 80 - 120 min later. At
this amphetamine concentration, wild-type (wt) shows increased
locomotion but no stereotypy. wt rats are exhibiting stereotypy
only at a higher concentration of around 5 mg/kg [25] to 6

mg/kg [26] amphetamine. The effects of clonidine and fluox-
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etine on DAT-tg strengthen the links to TS. Clonidine, used as
TS medication in humans, reduces stereotypy, while fluoxetine,
used in OCD patients, does not [27].

One relevant characteristic of the DAT-tg for this study is the
amphetamine induced stereotypy. However, the model shows
several other distinctive traits. In the morris water maze, DAT-tg
rats do not use effective spatial search strategies, while wt rats
are using hippocampus dependent egocentric and allocentric
search. In the discrimination reversal test, DAT-tg need more
trials and some animals are not able to complete the task. Those
which complete the task are learning the reversal just as wt rats
do. Locomotor and exploratory activity are reduced in DAT-tg
in the radial maze with food reward and in open field tests [28].
This results are in line with previous findings about anhedonia
[27]. Furthermore, they show learning deficits and very simple
and stereotypic search strategies [28].

The overexpression of DAT leads to a state which corresponds
to the previously described tonic/phasic imbalance. Even con-
sidering that the mutant exhibits tics only after pharmacologic
induction, the manipulation of the baseline, steady-state dopamine
concentration makes the DAT-tg rat an useful model for the ex-
ploration of dopamine dependent behavior.

non-invasive brain stimulation
Transcranial direct current stimulation is the application of a

constant current non invasevly to the brain. The risks for the
patient are heavily reduced as compared to deep brain stimu-
lation, where an electrode is placed within deep brain nuclei.
Common risks of this surgical intervention are inflammation
and damage of blood vessels, which leads to irreversible dam-
age of neurons. Transcranial Direct Current Stimulation (tDCS)
is applied over the cortex and acts through the skull. This chap-
ter will summarize theories about action mechanisms and the
potentially useful clinical effects of tDCS.

There is evidence for a network-wide effect of tDCS, which
means that cortical stimulation affects distal nuclei which are
functionally connected to the stimulated cortical area. Until
now, this effect has been studied mostly via EEG and imaging
methods. Another intriguing and useful property of tDCS is
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that its effect lasts significantly longer than the actual electric
stimulation duration.

The terminology widely used is: positive current is enter-
ing the body through the anode, positive current is exiting the
body through the cathode. The membrane polarization is sub-
threshold, i.e. it does not lead to action potential generation.
The typical field strength is around 1 V/m. The polarization
of a membrane segment depends on field magnitude and the
tissue specific coupling constant: Vtm = G ∗ E where Vtm is the
polarization, E the field magnitude and G the coupling strength
[29].

Physiologic effects

Electric fields polarize the cell membrane during exposure
due to the presence of ionic charges. Given that membrane po-
tential is maintained by unequal distribution of ions, any addi-
tional electric field will interact with this polarization, and shift
the electrochemical equilibrium of ion concentration. Given the
constance of charge within closed spaces (as charge does not
disappear), a part of the membrane will be slightly hyperpo-
larized, while another part will be slightly depolarized with
respect to the initial state. Being a closed space, cells will show,
depending on their shape and the spatial orientation of the so-
matodendritic axis within the field, a polarization gradient, i.e.
the soma might have an opposed polarization than the den-
dritic tree. A radial constant electric field created by a positively
charged electrode on the apical side for instance, will hyperpo-
larize apical dendrites and depolarize the soma in cortical neu-
rons [30]. Polarisation occurs both in intra- and extracellular
spaces.

Although stimulation clearly affects neural functioning, it is
hard to predict its effects. One reason lies in the many places
of action and the little control we have over many properties of
tissue. The consequence is that a hypothesis based approach
does not always show the expected results and therefore, the
clinical effect often has to studied in a trial-and-error way.

Electric stimulation modulates several compartments of the
cell, from synapse to soma, axon and axon terminal. Its effect
is a possibly nonlinear combination of all this effects [30] [29].
Until now, prediction or exhaustive simulation have therefore
proved to be difficult [29].
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The stimulation effects are very diverse and last longer than
the effective stimulation interval. The mechanisms involved
are spanning a large range: non-neuronal like glial cells [31],
blood-brain barrier function, action potential thresholding and
timing, network level activity, plasticity changes, morphologic
and molecular changes [29].

Several distinct effects can be discussed: immediate, during
stimulation and long lasting effects, after stimulation ceases.

During stimulation, only a low, sub-threshold shift in mem-
brane polarisation occurs. While this effect cannot explain large
amplitude changes in neural activity, it can nevertheless cause
significant shifts in spike timing. Assuming that the variable
sub-threshold potential is close to the threshold in the active
cell state (not to be confounded with the activated state during
anesthesia), any potential shift up or down will lead to earlier
or later threshold crossing, changing significantly the timing
and probability of firing and by this, allowing for precise tem-
poral modulation [32] [33].

The stimulation effects are lasting even after ceasing the stim-
ulation. In one study, tDCS modulated the excitability of the mo-
tor system when applied over the motor cortex. The excitability
is proportional to the magnitude of motor-evoked potentials
after transcranial magnetic stimulation of the correspondent
part of the motor "homunculus". Anodal stimulation increased,
while cathodal stimulation decreased excitability [34].

The synapse is also affected by tDCS [35] [36]. Anodal stim-
ulation increased a form of long-term potentiation (LTP) when
seconded by low frequency synaptic activation. Usually, LTP
can be induced in brain slice by high frequency stimulation or
by simultaneous presynaptic stimulation and postsynaptic de-
polarization. The tDCS induced LTP mechanism seems to be of
different nature but is still lacking a description [36].

On the network level, weak electric fields can interfere with
endogenous fields [37] [38] and also change, as shown before,
spike timing. Small changes in excitability, and thus in firing
rate, can propagate and amplify in a network as a result of
positive feedback loops [39] [40]. We can therefore expect tDCS
effects in deep nuclei, otherwise little or not directly affected by
the applied electric field.

The axon orientation and action potential propagation direc-
tion determine in certain geometries, whether the tDCS effect is
inhibitory or excitatory. Transmission of action potentials com-
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ing from opposite directions are modulated in opposite ways
by an external field when its vector is parallel to the axon direc-
tion [41].

Finally, synaptic terminals (presynapse) can be affected by
tDCS, even if the direction of the applied tDCS field is tangential
and thus not expected to produce somatic polarization [29].

As of 2018, no other study dealt with the functional connec-
tivity after tDCS by using invasively measured local field poten-
tial (LFP) signals. This study aims to be the first to elucidate
tDCS effects on LFPs of deep nuclei and the motor cortex.

clinical results

Human studies

This section summarizes evidence for the involvement of deep
brain regions in TS. Deep brain stimulation allows to measure
brain activity from patients via the implanted stimulation elec-
trodes. Such studies are not possible in healthy humans.

The main deep brain stimulation (DBS) targets for TS in hu-
mans are globus pallidus pars interna (GPi, corresponds to
entopeduncular nucleus (EP) in rodents) and the thalamus, es-
pecially the centro-medial and parafascicular nucleus of the tha-
lamus [42] [43] [44] [45] [46] [47] [48]. During and after elec-
trode implantation, both LFP and single unit measurements are
possible, allowing to compare previous recordings in humans
with results from our animal model. Several studies come to
the conclusion that the LFP power spectrum is shifted towards
low frequencies (theta and alpha waves) in the centro-medial
parafascicular nucleus (cmPF) of TS patients and other hyperki-
netic disorders [46] [49] [50]. Anyway, the human intracranial
recordings performed in [46] or [45], while offering unique in-
sights in human pathophysiology, are less suitable for predic-
tions because data from healthy controls does not exist.

The thalamo-cortical connection plays a role in the patho-
physiology of tics. In humans with implanted deep brain stim-
ulation electrodes, coherent activity between this regions pre-
ceded tics by 800 to 1500 ms and coherency vanished after tic
onset [42]. Also, single unit firing in human EP is correlated to
tics [51].
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Other studies on TS on functional imaging data find enhanced
connectivity of striatum and thalamus with sensorymotor cor-
tex [52] and between basal ganglia and primary motor cortex
[53].

Cortical stimulation affects deep regions

Imaging studies found that tDCS over cortical areas modu-
lates deep brain regions [58] [59] [60]. Regarding the stimula-
tion polarity (anodal or cathodal), this results are not consistent,
showing that the exact action mechanisms are yet to be illumi-
nated, as sometimes anodal and sometimes cathodal stimula-
tion are providing a measurable effect.

In TS, there are reports about the therapeutic effect of catho-
dal tDCS over motor and supplementary motor areas, with only
a part of patients responding to the treatment. Just as the cel-
lular effect, the clinical effect remains hard to predict, yet it is
undeniable [61]. Other studies in healthy test persons are show-
ing that anodal tDCS over the primary motor cortex in humans
increases the connectivity between thalamus and ipsilateral pri-
mary motor cortex [62].

Electrophysiological clinical markers

The beta frequency range has been found to be related to
symptom severity in Parkinson’s as well as in TS disorder. In
Parkinson’s, synchronization between cortex and deep nuclei is
inversely correlated to bradykinesia and rigidity severity. Dopamin-
ergic treatment suppresses mostly the lower beta band oscil-
lation [63] [64]. In TS patients, decreased thalamic beta oscil-
lations are supposed to contribute to the tic pathophysiology
[46].

During spontaneous tics in TS patients, [55] found changes in
connectivity between primary motor cortex and putamen. The
primary motor cortex showed a decreased activity during mo-
tor tasks and also a decreased co-activation between primary
motor cortex and other distributed brain areas [56]. During ac-
tive suppression of tics, undirected coherence between several
cortical areas was increased in TS patients as compared to con-
trols. This shows that coherence is rather an adaptive response
and not a clinical TS marker. Due to the EEG paradigm, only
cortical areas were tested [57].
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Animal studies

Brain stimulation triggers a change in neurotransmitter lev-
els, which lasts long after the end of the stimulation. When
stimulating a large prefrontal area, one study found tDCS to
increase the extracellular dopamine level of caudate putamen
(cPu) tissue, but not the serotonine [65]. Similar experiments
performed in our research group however, did not find similar
effects, neither in wt nor in DAT-tg [66].

During active states, connectivity was found to be stronger
around 20Hz and 50Hz. The frontal cortex, recorded by electro-
corticogram, had mostly outward functional connectivity and
less inward connections from the basal ganglia. [67]. This find-
ings are another starting point of this study.

aims of this study
Here, we study electrophysiological characteristics of the DAT-tg

in several settings. The first setting is the natural state without
pharmacological treatment. The second one is the stereotypy
interval, induced by low doses of amphetamine. The third one
is the effect of transcranial electric stimulation. We are also
exploring the genotype specific effect of electric stimulation.

The specific goals are: (i) to characterize the power spectrum
of relevant nuclei in DAT-tg during baseline and (ii) during the
stereotypy interval, (iii) to find markers of stereotypy and com-
pare them to existent findings from human patients, (iv) to find
an electrophysiological correlate of the known effect of tDCS
treatment on reducing stereotypy.



2 M E T H O D S

hardware and surgery
This study consists of three experiments. Surgery and mea-

surement in Experiment 1 were performed by the lab colleagues
Dr. Yoseph Avchalumov, Mareike Anka Voget and Henriette
Edemann Callesen. Analysis was performed by the author of
this thesis. Experiments 2 and 3 were done entirely by the au-
thor of this thesis.

Recording system

Electrophysiological recordings for experiments 2 and 3 were
performed using the RHD2000 recording system from Intan-
tech (Los Angeles, California, USA) with an aqcuisition board
from the OpenEphys community and the OpenEphys GUI record-
ing software [68]. The headstage was the RHD2132, a 32 chan-
nel monopolar amplifier chip.

The Intantech recording device is different in several respects
from classical systems which are better rooted in the electro-
physiology community. The most noteworthy innovation is
that all relevant circuitry is embedded onto the headstage chip.
Analogous low-pass and high-pass filters, an additional high-
pass digital signal processing (DSP) filter, multiplexer and digital
to analog converter (DAC) are on-chip, along with other ele-
ments like protective circuitry. The output of this amplifier
chip is therefore already digitized. The acquisition board is
the interface between one or more headstages and a PC. Its
heart consists of a field programmable gate array (FPGA) board
which reads data from the headstages, processes it and sends it
via USB to a PC.

The filters have the following characteristics: the analog low-
pass filter is a 3rd order Butterworth filter with an attenuation
of 18 dB/octave, the analog high-pass filter is a 1st order But-
terworth filter with an attenuation of 6 dB/octave, the optional
DSP is set to 1st order high-pass infinite impulse response (IIR)

11
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filter for additional direct current (DC) offset removal. The cut-
off frequencies are set via software to 0.1 Hz and 500 Hz. The
amplifier gain is 192 and is constant, acquisition rate is 2 kHz.
The alternating current (AC) input voltage range is ± 5 mV with
an input noise level of ±2,5 µV [69]. The DC component is dis-
carded by the built-in high-pass filter, as this is customary in
most current electrophysiological research. Anyway, this very
slow component might be also informative in understanding
the field potentials. When filtered out, a given polarity arising
from sustained activity is lost and reduced to baseline, also tran-
sients can produce spurious correlations with other measured
activity [70].

Given the limited input voltage, the Intantech RHD2000 am-
plifier hardware is only appropriate for extracellular measure-
ments. The lightweight chip can be used for both anesthesia
and freely moving paradigms with a high number of recording
channels. [71] has already shown a high-density recording in
the freely moving rat with up to 512 LFP and single unit chan-
nels.

Experiment 1 was performed with an Omniplex (Plexon, TX,
USA) recording system, data was bandpass filtered (0.05 to 350

Hz), amplified (1750×) and sampled at 1 kHz.

Electrodes

This section gives an overview on electrode types which have
been under consideration before deciding which one is most ap-
propriate for the given task. The criteria are use case (LFP or
single units or both), reusability, ease of use, price, size and
similarity to electrodes for human usage. The last criterion is
particularly important in the lab’s context of translational re-
search.

Pure LFP electrodes are usually the easiest to build and han-
dle. Their impedance (measured at 1 kHz) is usually well be-
low 500 kΩ. With a higher impedance at around 500 kΩ it
is possible to also measure multiunit activity. This electrodes
can measure several single units situated close to the electrode
tip, but the signal to noise ratio does not allow identification of
individual units.

The Microprobes (Gaithersburg, Maryland, USA) CEA 200

electrode consists of a single wire core with a second outer con-
centric electrode. The impedance of the inner electrode at 1kHz
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is around 50 kΩ, the impedance of the outer electrode is lower
due to larger size, but is not specified by the producer. This
electrode is suitable for LFP recordings. The great advantage
is the presence of the additional concentric electrode which is
similar to the circular electrodes used in human brain stimu-
lation devices. This would allow a better comparison of data
from animal studies with data recorded from human patients
via stimulation electrodes, either intra-operatively or in longitu-
dinal studies. Anyway, this electrode is with a diameter of 0.4
to 0.5 mm very large and might damage much tissue in rodents.

Silicon probes are thin rigid printed silicon boards which al-
low a wide range of geometries, from tetrode-like to 1D or 2D
shapes. They can record both LFP and single units. When used
in awake animals, they need to be mounted on microdrives for
depth adjustment. If cemented, it is possible that neurons in
immediate proximity get damaged and no single unit signal
will be recorded. This electrode type is expensive (600$ for a
16 channel linear probe from Cambridge Neurotec, as of 2017)
and easy to break. It is reusable only in anesthetized or head
fixed awake measurements. Linear silicon probes can be used
for spatial mapping of target brain regions along the electrode
axis. They can be also used in decoding distributed information
within a mapped region. This approach is based on the obser-
vation that many brain regions show rhythmicity and sparse
coding and that sometimes information is spatially distributed
across a region. It has been shown that demodulation of LFP sig-
nals from linear silicon probes implanted in rat hippocampus
allows decoding the animal’s position with a similar accuracy
as by using the firing activity of place cells [72].

Thomas Recording GmbH (Giessen, Germany) offers glass
coated tetrodes and single electrodes. The glass coating results
in similar disadvantages as silicone probes with regard to us-
ability and long-term price. The core diameter of single elec-
trodes is around 25 µm and the outer diameter around 80 µm
1. They can record both LFP and single units.

FHC Inc. (Bowdoin, Maine, USA) 2 are offering customiz-
able single channel electrodes at competitive prices (around 25

USD per single channel, as of 2017). For 1 MΩ electrodes, the
maximal outer diameter is 200 µm while the electrode shape

1 https://www.thomasrecording.com/products/neuroscience-
products/microelectrodes.html

2 http://www.fh-co.com/category/metal-microelectrodes



2.1 hardware and surgery 14

is becoming thinner towards the tip. The 1 MΩ impedance
allows LFP and single unit recordings, and it can be assumed
that single cell signals are easy to find without extensive search.
Electrodes with 2 MΩ impedance allow for a better signal to
noise ratio but given the narrower measurement volume, units
might need to be searched first and lost easier on setup vibra-
tions (Prof. Dr. Klaus Funke, personal communication, 2017).

The lab decided to use the concentric Microprobes CEA 200

electrodes for all experiments performed in this thesis.

Camera

The cameras are required to be usable for both day and night
recordings. Therefore, a large CMOS chip with a higher light
sensitive surface is a more important criterion than resolution.
The objectives need to be permissive to infrared light, which
excludes coated, infrared-reflective lenses. Video and electro-
physiological recordings might need to be synchronized in or-
der to link specific behaviors to the corresponding electrophys-
iological activity. This would allow finding LFP markers dur-
ing repetitive episodes and predictive markers before onset of
repetitive movements. The camera needs therefore input/out-
put pins for acquisition control. For maximal flexibility, it should
provide an input pin to trigger frame acquisition and an out-
put pin for reporting frames when used with internal trigger.
The OpenEphys acquisition box supports both methods. It has
transistor–transistor logic (TTL) input channels which can be
recorded along with the physiological signals. In this case, the
camera output would change voltage level for each acquired
frame. The acquisition box is also able to set an TTL output
pin at a desired frequency in order to trigger image acquisition.
When selecting the right objective, one of the most important
parameters is the depth of field (depth of field (DOF)). The DOF
is the range of distances from the objective in which objects
are imaged without blur. A narrow DOF means than objects in
the focal plane are sharp while the immediate background and
foreground are increasingly blurred. The wider the aperture
is, the narrower the DOF. During night recordings, we expect
to use rather large apertures. The image will be sharp if the
circle of confusion is not significantly larger than the size of a
pixel on the camera chip. The DOF limits can be calculated de-
pending on the circle of confusion, focal length, aperture and
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working distance. Together with lab colleague Carolin Gehr,
several night recording sessions have been performed with this
camera system.

DOF ≈ 2Hs2

H2 − s2
for s < H (2.1)

where H is the hyperfocal distance:

H = f+
f2

Nc
≈ f2

Nc
(2.2)

and f the focal length, N the aperture, c the circle of confu-
sion, and s the distance from object to camera lens. The best
suited camera is acA1920-40uc from Basler AG (Ahrensburg,
Germany) with a LM8HC 8mm objective from KOWA. The DOF
corresponds in low light conditions roughly to the width of a
rat cage and is enough for tic assessment. After having used the
camera, it became clear that a longer focal length would result
in slightly better DOF and working distances for our specific use
case.

A software for video acquisition and compression had to be
developed based on the provided examples in the Pylon library.

Recording procedure

Surgery

The surgery for electrode implantation follows the procedure
previously established in the lab [73] [25].

In experiment 1, electrodes are inserted into the medial pre-
frontal cortex (medial prefrontal cortex (mPFC)), nucleus accum-
bens (nucleus accumbens (nAcc)), entopeduncular nucleus (EP;
corresponding to the globus pallidus internus in primates), cau-
date putamen (cPu), dorsomedial thalamic nucleus (dorso-medial
thalamus (DM)).

In experiments 2 and 3, electrodes are inserted into the mo-
tor cortex (motor cortex (mC)), caudate putamen (cPu), entope-
duncular nucleus (EP; corresponding to the globus pallidus in-
ternus in primates) and centromedial parafascicular nucleus
(cmPF) of the thalamus. The following coordinates with respect
to bregma were used (in mm): mC : AP = 1.5, ML = 2.7, DV = -
1.5; cPu: AP =0.5, ML = 1.8, DV = -5.4; EP: AP= -2.6, ML =
2.6, DV = -7.4; cmPF: AP = -4.1, ML = 1.3, DV = -6.4, according
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to [74]. AP = anterio-posterior axis, ML = medio-lateral, DV =
dorso-ventral.

The rats are housed in a temperature- and humidity-controlled
vivarium with a 12 h light/dark cycle (lights on at 06:00 a.m.).
Prior to surgery, rats are anesthetized with 1,2 mg urethane/kg
body weight (1,4 mg/kg in experiment 1) (Sigma–Aldrich, Ger-
many) by two intraperitoneal injections, the first delivering 60%
of the urethane and the second, which is given 20 to 30 min
later, the remaining urethane. Anesthesia depth is assessed by
checking reflexes like eyelid reflex and reaction to tail and paw
pinch. If necessary, additional urethane is delivered until the
desired depth of anesthesia is reached. The surgery starts when
the rat is anesthetized at the desired level. The rat is placed in
a stereotaxic device model 902 or model 1430 from David Kopf
Instruments, California, USA. The head is fixed with ear bars
and a teeth holder. After shaving the fur and cutting the skin on
top of the head, the remaining tissue is removed with a diluted
H2O2 solution. The critical step for precise electrode placement
is the correct identification of the marker point bregma. Bregma
is situated at the intersection of the best fit of the midline and
labdoid sutures. The teeth holder is set to −3,3 mm for most
animals.

In some few cases, when rats are much older than the refer-
ence group used for constructing the Paxinos and Watson atlas
[74], or when the skull shape is more irregular than in other
animals and doubts about the correct placement are justified,
another method was applied. In these cases, the surface of
the skull was scanned, and profile lines were drawn on paper.
Scanning was done by moving an electrode and measuring the
position of the tip of the electrode when touching the bone. The
long axis defined by lambda and bregma gives the rotation an-
gle around the vertical z axis (yaw). The curvature in lateral
x direction allows estimating the roll, given the symmetry of
the skull. Finally, the pitch is determined, which is the rota-
tion along the interaural (earbar) axis, therefore changing the
standard −3.3 mm of the teeth holder [75].

After drilling holes in the skull with a spherical drill, which is
slightly blunt in order not to damage the dura mater, electrodes
were inserted to the target location. The electrodes were ce-
mented with two-component embedding resin based on methyl
methacrylate (Technovit 5071, Heraeus Kulzer GmbH, Wehrheim,
Germany).
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Correct electrode tip placements were histologically verified,
following the procedure previously established in the lab [73]
[25].

Experimental timeline

Recordings were conducted over a period between one and
three hours for the baseline condition without any pharmaco-
logical or stimulation intervention. The baseline recording ends
when long enough intervals of stable activated states (AS) were
recorded. Typically, this means a minimum of 30 min of sta-
ble AS. After baseline, the rats receive an intraperitoneal in-
jection of 2.0 mg/kg body weight of amphetamine dissolved in
0.9% saline at a volume of 1.0 ml/kg (Sigma Aldrich, Germany).
Recordings continue until 120 min after injection, including the
relevant interval of stereotypic movements shown in awake an-
imals, from 80 to 120 min [27] [66].

A.1 is showing the experimental timeline for all 3 experi-
ments performed in this study.

Transcranial direct current stimulation

If tDCS is applied, an additional wet electrode is mounted.
The wet electrode consists of a plastic cylinder filled with saline
solution, whose bottom is sealed with instant adhesive and
resin. A graphite electrode from the core of a soft pencil is in-
serted into the saline for tDCS application. A second electrode is
applied on the shaved chest with conductive EEG gel. The cur-
rent is constantly measured with a multimeter and if it drops
below the set value, the saline solution needs to be replaced.
This effect occurs in saline solutions when NaCl is removed by
electrolysis, leading to an increased resistivity. tDCS is deliv-
ered by the STG4000 stimulator and the software MC_stimulus
II (Multi Channel Systems MCS GmbH, Reutlingen, Germany).
The application mode is constant current, anodal stimulation,
at 200 µA. The coordinates are (in mm): AP 3.2, ML 1.5.
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analysis

Power spectral analysis

The frequency spectrum was divided into seven bands: 0.4-4
Hz delta, 4-8 Hz theta, 8-15 Hz mu (or alpha), 15-20 Hz lower
beta, 20-35 Hz higher beta, 35-48 Hz lower gamma. Power spec-
tra were normalized to total power of the 1 Hz to 100 Hz range
for the group comparisons. The comparison of genotypes re-
quires normalization on total signal power due to the measure-
ment in distinct animals. The longitudinal statistics was per-
formed without normalization. For the analysis of power spec-
tral density we used the Welch stFT (short time Fourier trans-
form), 8192 data point windows corresponding to roughly 4 s,
linear detrending, Hanning windowing, 50% overlap.

Detection of activated states

Brain activity in this experiments was recorded during "corti-
cal activation" under urethane anesthesia. This activated states
are activity patterns which resemble those measured during
awake states, as opposed to the slow wave states which resem-
ble deep sleep [76] [77]. We determined the stages of anesthe-
sia by using the stages found in [78]. The most common way
of detecting AS is by determining the maximal power of the
slow wave states (SW) and defining AS when the power in the
SW band falls by at least 70%. The SW frequency band mostly
observed is around 1Hz. In rodents, several studies are using
0.4Hz - 1.6Hz [77], 0.5Hz - 1.5Hz [79], around 1Hz and around
4Hz for AS in a metastudy [80], around 1Hz [81], 0.2Hz - 1.2Hz
and 3Hz-4Hz for AS [82]. [83] attempted an automation of AS
detection by training a linear support vector machine on data
labeled by several independent raters. In this study, global ac-
tivation was elicited by pinching the tail or hindpaw with a
forceps, if it did not occur spontaneously, as described in [84].

We developed a method for semi-automatic AS detection. Our
method of state classification takes into account both power
change in the SW frequency band as well as the spectral charac-
teristics of the different cortical states. The AS detection consists
in several steps, as follows: First, we plot the short time Fourier
transform (Welch method stFT, 8192 data point windows corre-
sponding to roughly 4 s, linear detrending, Hanning window-
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ing, 50% overlap) and plot the spectrogram for all frequencies
between 0.1 and 10 Hz. Using the raw signal shape and the
spectrogram, we manually define a slow wave (SW) reference
period for each animal. The spectrogram renders visible the dif-
ferent spectral characteristics of SW, AS and mixed states. Typi-
cal SW intervals show a maximum power in the frequency band
below 1.6 Hz and a smooth power decay towards the higher fre-
quencies. Typical AS show a generally lower signal power and
several clearly defined oscillation peaks above the 1.6 Hz. The
power ratio of the SW band for each stFT window with respect
to the reference SW is plotted beneath the spectrogram. The
transitions from one state to another are visible as steep parts of
this curve. Within one cortical state, the curve remains roughly
on a constant level. Following this step, we define a threshold
for SW power. Signal intervals showing lower SW power than
this threshold are marked as AS. The threshold is set initially
to 0.25 and adapted manually in such a way that we optimize
the segregation of states. If the SW reference interval shows in
time domain a superposition of slow (f 61.6 Hz ) and fast (1.6
Hz < f 6 3 Hz) oscillations, we can assume a mixed state and
it is reasonable to select a higher threshold than 0.25.

The AS detection algorithm is running over the entire record-
ing, which contains both baseline and amphetamine conditions.
The following figures are showing examples for the functioning
of the detection algorithm. A.2 shows clear and easily to sep-
arate slow wave and activated intervals for rat WT 1056 from
experiment 1. A.3 illustrates a case where rat WT 574 (experi-
ment two) has extended SW episodes during baseline and gets
activated only after the amphetamine injection at around 5400s.
A.3 is depicting a case where the rat 1162 (experiment two) falls
into SW sleep at the end of recording, during the stereotypic
phase after around 8100 s. Nevertheless, enough activated in-
tervals are present for analysis. During baseline, there are few
activated intervals and longer intermediate states like 1800 s to
2700 s, those are excluded from analysis. A.4 is a more am-
biguous case (rat 281, experiment 2) with no clear boundaries
between cortical states. Based on experience with the other an-
imals, the solution proposed here seems to be reasonable.
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Connectivity analysis

Being able to record electrophysiological activity from many
brain regions, enables researchers to build models of the neu-
ronal interactions between these regions. Several methods have
been developed to this purpose, among those are, for example,
cross-correlation in the time domain and coherency in the fre-
quency domain. This measures are symmetric, or commutative,
which means that the measure applies equally to A→ B and B
→ A. A useful additional knowledge would be about the direc-
tionality of influence from one region to another. Recently, the
Granger "causality" has become popular in neuroscience. It is
based on a model which allows the prediction of future values
of one signal based on past values of another signal [85]. Such
a prediction can then be interpreted in terms of directional con-
nectivity or, with caution, as cause and effect.

Autoregressive models

Given two stationary stochastic processes Xt and Yt, they can
be represented as autoregressive processes [85]. This means
that, for each signal, the value at time t can be represented as
the sum of (1) a linear combination of its own past values and
(2) a stochastic term. The stochastic term contains the variance
which is not explained by the past values. n is the order of the
autoregressive process and denotes the number of past values
which are being used.

The general form of the autoregressive representation is:

Xt =

n∑
i=1

aiXt−i + ε1t (2.3)

Yt =

n∑
i=1

biYt−i + η1t (2.4)

The prediction of the future value of X(t) will now take into
account also the past values of the other process, Y(t). This
gives the joint representation:

Xt =

n∑
i=1

ciXt−i +

n∑
i=1

diYt−i + ε2t (2.5)
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Yt =

n∑
i=1

fiXt−i +

n∑
i=1

giYt−i + η2t (2.6)

The variance and covariance of the noise terms are defined
as:

A1 = var(ε1t),B1 = var(η1t)

A2 = var(ε2t),B2 = var(η2t)

C2 = cov(ε2t,η2t)

The covariance matrix of the joint system is:

Σ =

(
A2 C2
C2 B2

)
(2.7)

If there is no directional influence from either process to-
wards the other, we expect the parameters d and f to be zero.
The variance of the noise terms should also remain unchanged:
A1 = A2, B1 = B2, the covariance C2 = 0.

The total interdependence between X(t) and Y(t) can be de-
composed into three parts: the directional components from
X(t) to Y(t), the opposite direction Y(t) to X(t), and the instanta-
neous causality caused by a common driving input:

FX,Y = FX→Y + FY→X + FX·Y (2.8)

This total interdependence is

FX,Y = ln
A1B1
|Σ|

(2.9)

The determinant of the covariance matrix is the generalized
variance and represents the volume of space occupied by the
residuals (the noise terms) [86] [87].

If there is a directional information flow from Y(t) to X(t), we
expect the residual variance A1 to be larger than A2, because
of the additional explained variance when taking into account
the past values of Y(t) via the parameter d. This leads to the
definitions:

FY→X = ln
A1
A2

(2.10)

FX→Y = ln
B1
B2

(2.11)
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The interdependence which is not captured by the directed in-
teractions or by the single autoregressive model, the instanta-
neous causality, is defined as:

FX·Y = ln
A2B2
|Σ|

(2.12)

This time domain formulation is supposed to give a rationale
for the usage of the Granger connectivity measures. The fre-
quency domain formulation is explained in detail in [85], [86].

When interpreting Granger results, one should be aware about
possible misleading conclusions based on the usage of the word
"causality". Let’s consider a network with the connectivity Y
→ Z → X (example 2 from Chapter 17 in [85]). The pairwise,
bivariate Granger analysis will output a Y→ X connectivity, be-
cause it is not able to distinguish between direct and indirect
connections. The multivariate implementation of the Granger
connectivity can take such indirect (mediated) connections into
account. But this method assumes that all mediating network
nodes are measured and included into the model. In the case
of electrophysiological measurements this is not the case. In
this study, we are measuring 4-5 brain regions and there is no
way to determine mediator regions other than the measured
ones. Based on the Granger connectivity graph, we are there-
fore still not able to discern between true direct connections and
mediated indirect connections. Therefore, the term "causality"
should be used with caution. In this study, it is replaced by
"connectivity".

For this study, the signals recorded at 2 kHz are lowpass
filtered and downsampled to 200 Hz for reducing the model
order, while reaching the timescale of the expected interaction
[88] [89]. Model order could not be inferred by using the Akaike
or Bayesian information criterion, because this criteria did not
converge in many animals. After comparing connectivity spec-
tra for model orders of 8, 10, 16, 20 and 30, an order of 10 was
selected, as results with this or higher orders were consistent
and this model order matches research done on similar data
[90]. The frequency bands are defined as follows: 1-8 Hz as
low, 8-35 Hz as medium, 35-100 Hz as high. This bands have
been selected based on the frequencies found by permutation
testing in a similar analysis [91].



2.2 analysis 23

Statistics

Comparison of independent groups

Comparison of independent groups is done by using the
Kruskal-Wallis test.

Longitudinal data

Interaction of genotype and treatment is tested by using a
non-parametric repeated measures test (R package “nparLD”
[92]).

Permutation testing

Granger connectivity is calculated for a series of 8s windows
with 50% overlap (“snips”). The Granger spectrum is the mean
value over all snips. We consider only intervals of artifact free
activated brain state.

We are using a permutation test for the Granger connectivity
results. This allows us to obtain the baseline “noise” of the con-
nectivity algorithm with this specific given data. This baseline
represents the null hypothesis distribution. For this, we are
shuffling all signal snips, mixing active and slow wave states
and also baseline and the post amphetamine conditions. Addi-
tionally, we are calculating a surrogate signal for each snip, by
shuffling the phase values of the signal in frequency domain us-
ing the amplitude adjusted Fourier transform method (AAFT)
of the PyUnicorn package [93]. After repeating the Granger test
on surrogate data for 500 times, we calculate the 95th percentile
of the spectrum distribution and use it as significance threshold.
Given the population of measured animals, only median value
peaks above the threshold are considered as significant for the
estimation of baseline connectivity and for the comparison of
genotypes. This method is used for plotting the connectivity
graphs.

We are using an additional test for longitudinal (repeated
measures) testing. This simple approach excludes some cases in
which the longitudinal test finds a significant difference, while
both populations are below their respective thresholds. Here,
we are using not the maximum connectivity value in a fre-
quency band, but the median, and compare it to the mean
threshold. We consider the connectivity as significant when the
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median value is above the mean threshold for each frequency
band. This approach is more conservative than the previous
one used for drawing connectivity nets for specific experimen-
tal conditions. Here, if a connectivity value is significant in one
condition and not significant in the other, we do calculate test
statistics. For instance, if the connectivity in a certain frequency
range is below the significance threshold in the baseline condi-
tion, but rises above it after amphetamine injection, we perform
the test statistics.



3 E X P E R I M E N TA L
R E S U LT S

power spectral characteristics
The following animal numbers were used in the analysis.
Experiment 1: DAT-tg: 7 for mPFC, cPu, nAcc, 6 for DM and EP.

WT: 10 for mPFC, cPu, nAcc, DM, 7 for EP.
Experiment 2 (amphetamine challenge): DAT-tg: 9 for mC, 10

for cPu, EP, cmPF. wt: 12 for all regions.
Experiment 3 (tDCS): DAT-tg: 11 for all regions, wt: 9 for all

regions.
We first consider the power spectrum in the recorded regions

in the baseline condition, without any pharmacological treat-
ment. Given the identical paradigm in experiments 2 and 3,
baseline data from this experiments is merged and analyzed
as one group. In the baseline condition, DAT-tg rats show no
stereotypic behavior, but impaired learning and motivation [25]
[28].

There are differences in the power spectrum of wt and DAT-tg
in all recorded regions, excepting the motor cortex, as figures
A.5 and A.6 are showing. Tables 3.2 and 3.1 are showing the
test statistics for the regions and frequency bands found to be
different between the genotypes on a level of significance of
.05. Group differences are found mostly in the theta and alpha
band. In this frequency bands, DAT-tg shows a drop in signal
power as compared to wt. The mPFC higher beta power is also
decreased, in addition to theta and alpha. In contrast, the cmPF
is the only region where LFP signal power is higher in DAT-tg,
this occurs here in the high beta band.

Two regions were measured in both experiments 1 and 2,
namely cPu and EP. The power spectrum shown here is consis-
tent between experiments 1 and 2 for this two common regions.

25
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region frequency band H at 1 df P

cPu theta 8.0 .005

alpha 4.0 .046

EP theta 6.1 .01

cmPF high beta 8.9 .003

Table 3.1: Levels of evidence for the difference in LFP power between
wt and DAT-tg. Combined baselines of experiments 2 and
3. The test used is Kruskal-Wallis (non-parametric).

region frequency band H at 1 df P

mPFC
theta 6.9 .008

alpha 7.5 .006

high beta 4.6 .03

cPu theta 7.5 .006

alpha 4.6 .03

EP theta 4.0 .04

nAcc theta 6.4 .01

DM theta 4.7 .03

Table 3.2: Levels of evidence for the difference in LFP power between
wt and DAT-tg. Baselines of experiment 1. The test used
is Kruskal-Wallis (non-parametric).

spectral characteristics of the stereo-
typy phase

In experiment 1 there is no evidence for an interaction be-
tween genotype and treatment in the power spectrum (Figure
A.7). This means that wt and DAT-tg animals react in similar
ways after the stereotypic phase is initiated by the amphetamine
injection.

Experiment 2 is showing evidence for interaction in all four
measured brain areas, mostly in the beta frequency range (Fig-
ure A.8, Table 3.3). wt and DAT-tg animals are reacting differ-
ently after induction of stereotypical movements by amphetamine.
Anyway, two regions were measured in both experiments 1 and
2, namely cPu and EP. Only experiment 2 shows significant
interactions, contradicting the results of experiment 1 and un-
like the power spectrum, which was consistent. This can be ex-
plained by the differences in experimental procedures, mostly
due to deeper anesthesia in experiment 1, as will be discussed
in section 4.
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frequency band Stat at 1 df P
MC lower beta 4.0 .046

cPu lower beta 7.1 .008

higher beta 7.1 .008

EP higher beta 9.5 .002

gamma 6.6 .01

cmPF higher beta 6.0 .01

Table 3.3: Levels of evidence for the interaction between genotype
and treatment. The test used is nparLD (non-parametric
test of interaction).

Now we are looking at the simple effects of stereotypy in-
duction on the genotypes, taken separately. In all regions and
frequency bands where there is evidence for an interaction be-
tween genotype and treatment, DAT-tg does generally not change
power. The only exception is cPu in the lower beta band, as
shown in Figure A.9.

The genotypes react differently in spectral power after induc-
tion of stereotypy. DAT-tg remains close to the baseline values,
with exception of cPu in lower beta. wt tends to increase signal
power in most cases. A very similar effect occurs after tDCS.

effect of tdcs treatment
Experiment 3 used the same paradigm as experiments 1 and

2 for inducing the stereotypic phase, but introduces the tDCS
treatment for 20 min immediately after amphetamine injection.
We are regarding again only baseline and stereotypy intervals.
Any effect of tDCS will therefore be a delayed effect, as tDCS
treatment occurs at amphetamine injection and does not last
until the stereotypic phase is starting (Figure A.1).

wt and DAT-tg are behaving clearly different after tDCS in
cmPF. There is evidence for an interaction of genotype and treat-
ment in frequency bands from delta to high beta in the cmPF. In
this frequency bands, signal power of wt animals is higher af-
ter treatment than that of DAT-tg animals (Figure A.10, Table
3.4). This result is surprising, given that tDCS was previously
shown to reduce repetitive behavior in awake rats [66] and we
were therefore expecting a stronger tDCS effect in DAT-tg than
in wt.
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frequency band Stat at 1 df P

cmPF

delta 11.2 .0008

theta 8.4 .004

alpha 6.5 .01

lower beta 22.3 2,4e-06

higher beta 8.6 .003

Table 3.4: Levels of evidence for the interaction between genotype
and treatment after tDCS. The test used is nparLD (non-
parametric test of interaction).

frequency band Stat at 1 df P

cmPF delta 12.4 .0004

lower beta 4.8 .03

Table 3.5: Levels of evidence for the tDCS effect in wt only. The test
used is nparLD (non-parametric test of interaction).

When looking at the simple effects of tDCS on both geno-
types, we see again that DAT-tg tends not to change signal power
as compared to the baseline condition. Only wt animals show
significantly increased signal power in cmPF as shown in figure
A.11.

Given this result, we are now assessing the tDCS effect within
each genotype individually. For this purpose, we are compar-
ing the groups without and with tDCS, respectively. The group
without tDCS comes from experiment 2, the group with tDCS
from experiment 3. Comparisons are made during the stereo-
typy intervals only. This also means that the tDCS effect was
assessed only under amphetamine.

wt animals show a higher power in delta and lower beta in
the cmPF in the tDCS condition (Figure A.12, Table 3.5). DAT-tg
shows a higher power in the alpha and beta bands in mC and
cPu (Figure A.13, Table 3.6). In conclusion, tDCS affects signal
power in a genotype dependent way. After manipulation of the
DAT transporter, tDCS long-term effects are affecting different
brain regions. In wt tDCS affects the cmPF, in DAT-tg it affects
mC and cPu.
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frequency band Stat at 1 df P

mC alpha 4.5 .03

lower beta 4.9 .03

cPu lower beta 8.2 .004

Table 3.6: Levels of evidence for the tDCS effect in DAT-tg only. The
test used is nparLD (non-parametric test of interaction).

functional connectivity

Functional connectivity during baseline

Experiment 1

Figures A.14 and A.15 are showing the connectivity matrix
for wt and DAT-tg during the baseline condition of experiment 1.
The connectivity graph has to be read as “row causes column”.
The upper right red half is showing the feedforward direction,
the lower left green part the feedback direction. The first left-
most red box is the influence of mPFC on nAcc. The first green
box, symmetric with respect to the matrix diagonal, is the influ-
ence of nAcc on mPFC. The significance threshold resulting from
the permutation test is shown as dotted line.

Data from Figures A.14 and A.15 is used to create network
graphs. Any median value above threshold is considered sig-
nificant and plotted as graph edge. We therefore take into con-
sideration even narrow connectivity peaks as long as they are
above the threshold. This allows for a qualitative assessment of
connectivity as shown in Figure A.19 for wt and A.20 for DAT-tg.
Figures A.19 (a) and A.20 (a) are showing that wt animals have
a higher number of statistically significant edges than DAT-tg,
leading to more interconnected nodes. Figure A.16 is showing
the quantitative comparison of both genotypes during baseline.
The statistically significant differences are in mPFC → nAcc in
the low frequency band and mPFC ← nAcc in the high band.
Further differences are cPu→ nAcc and EP→ DM.

Experiments 2 and 3

This section describes the connectivity of both genotypes dur-
ing the baseline condition of experiments 2 and 3. Given the
identical paradigm during baseline, both data sets are merged.
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The wt shows the following pronounced connections: mC →
cmPF and mC → cPu in lower frequencies and mC ← cPu as well
as mC ← EP in the middle frequencies. The strongest edges in
the higher band are EP ↔ cmPF (Figure A.21 and Figure A.24

(a)).
The DAT-tg shows the same sparseness of connectivity as found

in experiment 1. They have less significant edges in the lower
frequencies as compared to wt (Figure A.22 and A.24 (b)). The
outward connections of mC are all below the significance thresh-
old in DAT-tg, while wt shows two such edges. Figure A.23 is
showing the quantitative comparison of both genotypes during
baseline. The statistically significant differences are in cPu →
cmPF and EP → cmPF in the middle frequency band and EP ←
cmPF in the high band. The main difference between the geno-
types during baseline are located thus the cmPF.

Functional connectivity after induction of stereotypy

Experiment 1

After amphetamine injection and during the stereotypy inter-
val, wt rats show an increased connectivity in the low frequency
band and a reduced connectivity in the high band. The only
significant effect in the middle band (cPu→ nAcc) is ambiguous
due to the overlap with the wide low frequency peak. Figure
A.17 is showing this effects. Connectivity in DAT-tg develops
similarly, but in different regions (Figure A.18).

The connectivity graph remains sparse for DAT-tg during the
stereotypy interval, when compared to WT, especially in the
lower frequency band. (Figures A.19 (b) and A.20 (b)). A strik-
ing difference between wt and DAT-tg lies in the role of the mPFC
in the connectivity graph. In DAT-tg, it’s weights are higher and
especially during stereotypy they are pointing outwards. This
is valid for the lower frequencies, no such effect is visible in the
other bands.

The test used is the repeated measures, non-parametric nparLD
due to the longitudinal measurement.

Experiment 2

This section deals with the connectivity changes after induc-
ing the stereotypy with amphetamine.
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During the stereotypy interval, wt rats show an increased con-
nectivity in the low frequency band and a reduced connectivity
in the middle and high band (Figure A.25 and Figure A.29 (a)
(b)). Figure A.25 is showing the repeated measures statistics
on WT. All connectivity edges in the lower band pointing to
cmPF increase strongly, as well as towards EP. In contrast, edges
pointing to mC from all other regions are reduced in the middle
band.

The connectivity graph remains sparse for DAT-tg during the
stereotypy interval, when compared to wt in the lower frequency
band. In the high band we observe a denser connection graph
(Figures A.22 and A.30 (a) (b)). The most notable difference is
the increase in connectivity in the lower band, which is weaker
than in wt. Especially the edges pointing to cmPF and EP are not
responding after induction of stereotypy as they do in wt.

This finding goes in line with previous results from the power
spectral analysis. Both LFP power spectrum and functional con-
nectivity of DAT-tg react - with little exceptions - less to the am-
phetamine treatment than wt rats.

Given that two regions, cPu and EP, have been measured in
all experiments, a consistency check can be done despite all me-
thodical differences. During baseline, the cPu → EP connection
is present in experiment 1 but missing in experiments 2 and 3.
However, after amphetamine treatment, connectivity becomes
more consistent, showing in both experiments a two-way con-
nection: a stronger cPu → EP and a weaker cPu ← EP (Figures
A.19 and A.29).

effect of tdcs on functional con-
nectivity

This section deals with the connectivity changes induced by
tDCS during the stereotypy interval. Comparisons were done
for each genotype between the stereotypy intervals from exper-
iments 2 and 3. The statistical test used was therefore Kruskal
Wallis, for non-parametric comparison of independent groups.

The main effect of tDCS in wt occured in the cmPF (Figure
A.27). The edge mC → cmPF increases after tDCS in the mid-
dle and upper frequency bands, while EP → cmPF decreases in
the lower band. This is the only region which also showed a
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change in LFP power after tDCS (Figure A.12). Interestingly,
signal power in both delta and lower beta was increased while
connectivity behaves differently, and seems not to depend on
increased or decreased signal power. Figure A.29 (b) and (c)
is illustrating the tDCS induced lower connectivity in low fre-
quencies and the increased connectivity towards cmPF in the
high frequency.

The main effect of tDCS in DAT-tg is located in the cmPF too,
but here, all outgoing connections are reduced in the higher
frequencies. Also, the connection cPu → EP is stronger (Fig-
ure A.28). DAT-tg shows no change in power spectrum in cmPF,
which is the region with the most robust effect of tDCS. Fig-
ure A.30 (b) and (c) is illustrating the tDCS induced generally
lower connectivity from cmPF to all others regions in the high
frequency band.



4 D I S C U S S I O N

This is the first study to show the effect of non-invasive elec-
tric brain stimulation on LFP power spectrum and functional
connectivity of both cortical and deep brain regions. Addi-
tionally, this study discusses the genotype-specific effect in a
model with manipulated dopaminergic tonic/phasic equilib-
rium (DAT-tg rat), relevant to stereotypic movement disorders.

baseline condition
During the baseline condition, the DAT-tg rats do not receive

any treatment and do not show any stereotypic behavior, but
do show learning deficits [28]. Overexpression of DAT leads
to a consistent drop in the power spectrum mostly in the theta
(4Hz - 8Hz) and alpha (8Hz - 15Hz) frequency bands. Excep-
tions are the mC, without any relevant difference between geno-
types, and the cmPF, with a higher power in DAT-tg thanwt in
high beta (20Hz - 35Hz).

The functional connectivity network in DAT-tg is sparse when
compared towt. This can be interpreted as a lack of communi-
cation between brain regions, as defined by the Granger con-
nectivity. This finding fits the non-motor characteristics of the
DAT-tg behavior, which are less motivation and/or less learning
thanwt [27] [28]. This confirms similar studies which linked
a lower Granger connectivity to clinical symptoms of Autism
Spectrum Disorder [94] and an unbalanced local vs. global con-
nectivity to Childhood Onset Schizophrenia [95].

Here, we found that the motor cortex is driving deep nuclei
inwt, as also observed by [67]. In DAT-tg, the opposite is the case,
with the mC being rather driven by incoming edges from deep
nuclei. This effect is most clearly seen in the low connectivity
frequency band.

33
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stereotypy interval
All regions measured in experiments 2 and 3 show significant

statistical interactions between genotype and amphetamine treat-
ment. This interactions are correlated to the motor stereotypies.
LFP power in DAT-tg is less modulated by the induction of stereo-
typy than inwt.

The only significant change in the power spectrum in DAT-tg
after inducing stereotypy is in the lower beta (15Hz - 20Hz) in
the cPu.

The beta frequency range is known to be related to hypoki-
nesia and inversely correlated to the amplitude of pathologic
movement [64] [46]. This study can replicate this finding. We
found a decrease in low beta power during stereotypy in the cPu
of DAT-tg. tDCS lead to an increased power in low beta in the cPu
and in the mC which is correlated to the reduced stereotypy.

disease as network malfunction
The functioning of the brain, as a complex system, is thought

to be supported by modular network elements, which are dy-
namically changing according to the state or task being per-
formed [96]. These networks are found across different tempo-
ral and spatial scales and create a hierarchical system of "net-
works within networks". In the temporal domain, short- and
long-term memory formation can form temporal modules. Spa-
tial modules can be, for example, cortical columns. Elements
within a module are having more connections to each other that
to other modules. This organizational principle renders the sys-
tem robust and specific [97]. But this principle also ensures a
flexibility which allows the same brain region to perform mul-
tiple tasks. This is thought to be done by integrating modules
over large scales and recruiting neuronal populations "on the
fly", in a dynamic and flexible way. Such dynamic changes of
network structure correlate with the ability to learn [98] [99].
The lack of such flexible network dynamic will, therefore, be
detrimental to learning and adaptive behavior.

In 3.2 we have seen that power spectrum in DAT-tg remains
unchanged after induction of stereotypy, with the exception of
low beta in cPu. This lack of reaction to amphetamine treat-
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ment is also visible in the functional connectivity graphs. We
conclude that in DAT-tg, signal power and connectivity react
generally less to an amphetamine challenge than inwt. This
behavior is surprising, as the expectation was for a more pro-
nounced effect in DAT-tg, linked to the positive symptoms of
stereotypic movements.

A possible interpretation of this effects is that DAT-tg animals
adapt less to external or internal perturbations. We can hypoth-
esize that stereotypic behavior is caused by a lack of adaptabil-
ity in the relevant networks. The brain is therefore less able to
compensate the effects of even small amounts of amphetamine.
This effect runs parallel to the observation that amphetamine
increases tic severity in TS patients [7]. Further support for this
interpretation comes from a functional imaging study, which
showed that TS patients show a lower co-activation of motor
cortex and other brain regions involved in motor processing
[56].

We can therefore regard both the stereotypy and the cognitive
impairments of DAT-tg animals as an expression of non-flexible
large scale, inter-regional networks. Irrespective of the hypoth-
esis which will be proven to best explain motor disorders (be
it the tonic-phasic imbalance, the hyperinnervation hypothesis
or any other approach), we conclude that the tonic and pha-
sic dopamine levels are essential for the proper building and
flexible reconfiguration of large-scale networks.

tdcs

Stimulation affects deep areas

Our results show that tDCS affects deep regions of the brain
and not only the cortical area where the electrical field is di-
rectly acting. This corresponds to our expectations. Many imag-
ing studies have shown that tDCS affects distal brain areas and
acts on both LFP power spectrum and functional connectivity.
This has been shown previously with imaging techniques in hu-
mans [62] [58] [59] [60] [100]. This study found the same effect
with a higher temporal resolution in rat LFP. Anyway, current
experimental results are very diverse with respect to the polar-
ity specific effect. For example [58] found effects of cathodal but
no effects of anodal tDCS, contradicting other studies as well as
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the results of this work. These discrepancies display our lack of
understanding of brain stimulation mechanisms. For this rea-
son, clinical studies will still have to be conducted in a trial and
error mode, to improve our understanding of tDCS.

We have seen here a very different effect of tDCS on both
genotypes: electrical stimulation acts onwt in a different way
than on DAT-tg. A possible interpretation is that the long term
effects of tDCS are mediated by processes which are impaired
in the DAT-tg rat, most likely of dopaminergic nature.

Most differences between the genotypes are in the cmPF. tDCS
increases significantly the functional connectivity in the high
frequency range inwt. EP → cmPF is decreased. Both effects are
not seen in DAT-tg. This fits the observation that thalamic deep
brain stimulation is an efficient treatment for TS patients [46]
[45] [42].

Specific stimulation effects

The only increase in functional connectivity in DAT-tg is in
the cPu → EP connection. This data does not allow to identify
whether stimulation acts on the direct ( cPu → EP) or indirect
pathway (via GPe and STN), leaving the question open, which
system we manipulated: the Go or the NoGo pathway.

In DAT-tg, outgoing edges from the cmPF are suppressed by
stimulation in the higher frequency band.

The cmPF is particularly important in the context of this work.
It represents the main source of striatal input from the thalamus
[101]. In primates, the centromedial and the parafascicular nu-
cleus receive sensorimotor, associative and limbic input from
the basal ganglia, mainly via the globus pallidus (GPi or EP)
and substantia nigra pars reticulata (SNr). The cmPF projects to
the nucleus accumbens, putamen and to the primary motor cor-
tex (mC). Rodents show a similar organization. There is some
evidence that the cmPF is regulating striatal interneurons which
are responding on salient stimuli. cmPF neurons are sensitive to
visual, auditory and somatosensory stimuli which are relevant
to behavior (behaviorally salient stimuli). Therefore, some cog-
nitive and attentional deficits observed in parkinsonian patients
might be linked to the partial loss of cmPF - striatal connections
([102], Chapter 24).

Inwt, tDCS modulates Granger connectivity edges pointing to-
wards cmPF, in DAT-tg it modulates those originating from the
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cmPF. This effect occurs mostly at frequencies between 30 and
100 Hz. Similar studies found functional Granger connectivity
linking thalamic nuclei to the somatosensory cortex in the same
frequency band in monkeys performing a motor task [103]. The
gamma frequency seems therefore to be involved in linking dis-
tant modules during motor tasks. This result is also in line with
the observed increase of thalamus↔ motor cortex connectivity
after anodal tDCS treatment in humans [62].

The functional link mC → cmPF shows in both genotypes a
clear peak around 50 Hz, a frequency observed in a similar
assessment of cortical to basal ganglia connectivity [67].

Potential clinical usage

The effect of tDCS on the cmPF functional connectivity leads to
the hypothesis that also the cognitive deficits of the DAT-tg ani-
mal might be improved, additionally to the reduction of stereo-
typic behavior. For now, only the motor component has been
studied in this work. Deep brain stimulation in TS patients has
already shown improvements in some patients in other symp-
tomatic areas than tics, such as depressive mood, emotional
hypersensitivity, anxiety, impulsiveness [104], and subjective
calmness [48]. Our finding, that non invasive stimulation mod-
ulates the cmPF, opens promising perspectives for the treatment
of those non motor symptoms.

The intralaminar thalamic nuclei (to which cmPF belongs) are
also part of a disynaptic direct path from the cerebellum to the
basal ganglia, allowing for a short-latency connection between
those areas [105]. Being able to modulate uninvasively the tha-
lamic hub may open several possible clinical applications, tar-
geting motor as well as non-motor, cognitive functions.

The described effect on power spectrum in cPu and mC as
well as on functional connectivity on the cmPF correlates with
the behavioral effect of tDCS. Previous work in the lab found
that both tDCS and deep brain stimulation reduce stereotypy in
DAT-tg [66]. We therefore found evidence that functional path-
ways originating in the cmPF and targeting cortical and subcor-
tical areas are causal to stereotypy. This functional links can be
targeted in future stimulation based therapies for TS or related
tic disorders. tDCS treatment could replace the invasive dbs in
patients which might benefit from a manipulation of the cmPF,
but for whom dbs is not indicated due to its risks.
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Figure A.1: Experimental timeline
A: the baseline was recorded for at least 60 min before
amphetamine injection. The stereotypy phase has been
found previously to be from 80 to 120 min after am-
phetamine injection
B: motor cortex (mC), caudate putamen (cPu), entopedun-
cular nu. (EP in rat corresponds to GPi in primates), cen-
tromedial parafascicular nu. (cmPF)
C: significant increase in repetitive behavior in one single
DAT-tg rat as previously shown in [25] , [66]
D: electrophysiological recordings under urethane anes-
thesia. The baseline and the stereotypy phases are
marked with blue and orange backgrounds
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Figure A.2: Activated state detection
Upper panel: Spectrogram comprising both baseline and
treatment. The white vertical lines delineate the slow
wave reference area. The white horizontal lines are show-
ing the frequency range of slow waves. The blue vertical
lines are artifacts which occur after a tailpinch or on exter-
nal EM noise. Those artifacts are excluded from analysis.
The horizontal white bars mark the detected active state.
X axis is time, y axis is frequency from 0 to 10 Hz.
Lower panel: The function describing the spectral power
ratio for each spectrogram time window in the 0.4 – 1.6
Hz with respect to the SW reference area. The blue hori-
zontal line is the threshold which separates SW from AS.
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Figure A.3: Acitvated state detection Panels as in A.2
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Figure A.4: Acitvated state detection Panels as in A.2
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Figure A.5: PSD of wt and DAT-tg in the baseline condition in ex-
periment 1 Significant differences in the baseline condi-
tion were found between DAT-tg and its respective con-
trols in all recorded regions. * denotes P < .05, ** denotes
P < .01, *** denotes P < .001.
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Figure A.6: PSD of wt and DAT-tg in the baseline conditions of
experiments 2 and 3 combined Significant differences in
the baseline condition were found between DAT-tg and
its respective controls in cPu, EP and cmPF. * denotes P <
.05, ** denotes P < .01, *** denotes P < .001.
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Figure A.7: Interaction of genotype and treatment in experiment
1. Treatment is amphetamine, which induces stereotypic
behavior. For each genotype, the ratio of signal power
during the stereotypical interval and the baseline inter-
val is calculated. Values around one represent therefore
no change in power, values above one indicate increasing
power after treatment. There is no evidence for an inter-
action of genotype and amphetamine treatment during
the stereotypical interval regarding oscillation power.
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Figure A.8: Interaction of genotype and treatment in experiment
2. Treatment is amphetamine, which induces stereotypic
behavior. For each genotype, the ratio of signal power
during the stereotypical interval and the baseline inter-
val is calculated. Values around one represent therefore
no change in power, values above indicate that power in-
creases after treatment. The box shows the median and
spans 25%-75%, the whiskers span 0%-100%. * denotes P
< .05, ** denotes P < .01, *** denotes P < .001.
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Figure A.9: Simple effects in experiment 2 * denotes P < .05, ** de-
notes P < .01, *** denotes P < .001.
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Figure A.10: Interaction of genotype and treatment in experiment
3. Treatment is 20 min tDCS after amphetamine injec-
tion, which induces stereotypic behavior. For each geno-
type, the ratio of signal power during the stereotypical
interval and the baseline interval is calculated. Values
around one represent therefore no change in power, val-
ues above one indicate that power increases after treat-
ment. The box shows the median and spans 25%-75%,
the whiskers span 0%-100%. * denotes P < .05, ** de-
notes P < .01, *** denotes P < .001.
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Figure A.11: Simple effects in experiment 3 * denotes P < .05, **
denotes P < .01, *** denotes P < .001.
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Figure A.12: tDCS effect on wt. Here we compare the PSD of WT
without (green) and with tDCS (pink). Data without
tDCS is from experiment 2 and data with tDCS from
experiment 3. The box shows the median and spans
25%-75%, the whiskers span 0%-100%. * denotes P <
.05, ** denotes P < .01, *** denotes P < .001.
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Figure A.13: Stimulation effect on DAT-tg Here we compare the
PSD of DAT-tg without (green) and with tDCS (pink).
Data without tDCS is from experiment 2 and data with
tDCS from experiment 3. The box shows the median
and spans 25%-75%, the whiskers span 0%-100%. * de-
notes P < .05, ** denotes P < .01, *** denotes P < .001.
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Figure A.14: Functional connectivity for WT during baseline in ex-
periment 1. The connectivity graph has to be read as
“row causes column”. The upper right red half is show-
ing the feedforward direction, the lower left green part
the feedback direction. The first leftmost red box is the
influence of mPFC on nAcc. The first green box, sym-
metric with respect to the matrix diagonal, is the influ-
ence of nAcc on mPFC. The significance threshold re-
sulting from the permutation test is shown as dotted
line.
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Figure A.15: Functional connectivity for DAT-tg during baseline in
experiment 1 The significance threshold resulting from
the permutation test is shown as dotted line. Solid line:
median, shaded surface: 25%-75%.
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Figure A.16: Comparison of wt and DAT-tg in the baseline condi-
tion in experiment 1 Solid line: median, shaded surface:
25%-75%.
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Figure A.17: Functional connectivity before and during the stereo-
typic interval in WT in experiment 1 Solid line: me-
dian, shaded surface: 25%-75%.
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Figure A.18: Functional connectivity before and during the stereo-
typic interval in DAT-tg in experiment 1 Solid line: me-
dian, shaded surface: 25%-75%.
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(a)

(b)

Figure A.19: Connectivity graph of WT before (a) and during the
stereotypy interval (b) in experiment 1
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(a)

(b)

Figure A.20: Connectivity graph of DAT-tg before (a) and during
the stereotypy interval (b) in experiment 1
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Figure A.21: Functional connectivity during baseline for WT in ex-
periments 2 and 3 combined The significance threshold
resulting from the permutation test is shown as dotted
line. Solid line: median, shaded surface: 25%-75%.
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Figure A.22: Functional connectivity during baseline for DAT-tg in
experiments 2 and 3 combined The significance thresh-
old resulting from the permutation test is shown as dot-
ted line. Solid line: median, shaded surface: 25%-75%.
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Figure A.23: Comparison of wt and DAT-tg in the baseline condi-
tion in experiments 2 and 3 combined Solid line: me-
dian, shaded surface: 25%-75%.
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(a)

(b)

Figure A.24: Baseline connectivities of WT (a) and DAT-tg (b) in the
combined baselines of experiments 2 and 3
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Figure A.25: Functional connectivity before and during stereotypy
interval in WT in experiment 2 Solid line: median,
shaded surface: 25%-75%.
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Figure A.26: Functional connectivity before and during stereotypy
interval in DAT-tg in experiment 2 Solid line: median,
shaded surface: 25%-75%.
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Figure A.27: Functional connectivity during the stereotypy interval,
without (blue) and with (red) tDCS in WT Solid line:
median, shaded surface: 25%-75%.
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Figure A.28: Functional connectivity during the stereotypy interval,
without (blue) and with (red) tDCS in DAT-tg Solid
line: median, shaded surface: 25%-75%.
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(a)

(b)

(c)

Figure A.29: Connectivity graphs for WT during baseline (a),
stereotypy interval (b) and stereotypy interval with
tDCS (c).
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(a)

(b)

(c)

Figure A.30: Connectivity graphs for DAT-tg during baseline (a),
stereotypy interval (b) and stereotypy interval with
tDCS (c).
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