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Kurzfassung

Die vorliegende Dissertation beschéaftigt sich mit selbstorganisierten supramolekularen Strukturen auf
Metalloberflachen und deren magnetischen und elektronischen Eigenschaften. Zur Untersuchung der
Systeme werden verschiedene experimentelle Methoden wie Rastertunnelmikroskopie (RTM), Ront-
genabsorptionsspektroskopie (XAS), zirkularer magnetischer Rontgendichroismus (XMCD) und
Dichtefunktionaltheorie (DFT) angewendet. Zum einen wird der Effekt von intermolekularen Wech-
selwirkungen und Molekiil-Substrat-Wechselwirkungen auf die Selbstanordnung, den Ladungstrans-
fer sowie den Ladungszustand der supramolekularen Strukturen untersucht. Zum anderen werden die
magnetischen Eigenschaften und die Moglichkeit, magnetisch gekoppelte supramolekulare Struk-
turen herzustellen, behandelt.

Im ersten Teil der Arbeit werden drei verschiedene Systeme auf einer Au(111)-Metalloberfldche un-
tersucht: Im ersten Fall organisieren sich Na-Atome und TCNQ-Molekiile zu geordneten Strukturen
und es erfolgt ein Ladungstransfer von einem Elektron von den Na-Atomen zu den TCNQ-Molekiilen.
Die TCNQ-Molekiile sind negativ geladen. Das ungepaarte Elektron wechselwirkt mit den Leitungs-
elektronen der Au(111)-Metalloberfliche und es kommt zum Auftreten einer Spin-Kondo-Resonanz.
Das einfach besetzte Orbital der TCNQ-Molekiile wird durch die Anwesenheit der positiv geladenen
Na-Kationen stark verformt. Tauscht man TCNQ-Molekiile durch TNAP-Molekiile aus, kann eine
Wechselwirkung des Na-TNAP-Systems mit der Au(111)-Metalloberflache beobachtet werden. Die
TNAP-Molekiile im Na-TNAP-System sind ebenfalls mit einem Elektron geladen. Allerdings zeigen
nur spezifische TNAP-Molekiile eine Spin-Kondo-Resonanz, abhiingig vom Adsorptionsplatz bzgl.
der Au(111) 23xv/3 Rekonstruktion. Werden Na-Atome durch das organische TTF-Molekiil ersetzt,
bilden sich geordnete TTF-TNAP-Strukturen. Durch das Zusammenspiel von Molekiil-Molekiil-
und Molekiil-Substrat-Wechselwirkungen sind die TNAP-Molekiile im TTF-TNAP-System mit mehr
als einem Elektron geladen. Dies stellt einen erhohten Ladungstransfer dar, verglichen mit dem
entsprechenden Festkorper.

Der zweite Teil der Arbeit behandelt supramolekulare Strukturen aus Molekiilen und Ubergangs-
metallatomen. Die Struktureigenschaften dieser metallorganischen Netzwerke konnen durch die
geeignete Wahl der Molekiile und Metallatome gezielt verdndert werden. Cu-Atome und T4PT-
Molekiile auf einer Ag(111)- und Cu(111)-Metalloberfliche organisieren sich in einem supramoleku-
laren Netzwerk mit hexagonaler Struktur. Das Cu-T4PT-System zeigt auf beiden Metalloberflichen
identische elektronische und strukturelle Eigenschaften. Die Architektur des Netzwerkes wird hierbei
durch die Bindung zwischen Molekiilen und Metallatomen bestimmt. Tauschen wir die Cu-Atome
durch Fe-Atome aus, entstehen geordnete Fe-T4PT-Strukturen auf einer Au(111)-Metalloberfliche.
Das Fe-T4PT-System weist eine Doppelschichtstruktur auf. In der ersten Lage bilden jeweils drei
Pyridin-Endgruppen und ein Fe-Atom ein dreifach symmetrisches Bindungsmotiv. Ein zusétzliches
T4PT-Molekiil ist auf jedem Fe-Atom zentriert. Die Fe-Atome befinden sich daher in einer drei-
dimensionalen Koordinationsumgebung und weisen einen Spinzustand S = 2 und eine magnetische
Anisotropie auf. Zudem konnte zum ersten Mal fiir ein solches supramolekulares Netzwerk eine
ferromagnetische Kopplung zwischen den Fe-Atomen nachgewiesen werden. Der Kopplungsmecha-
nismus beruht dabei wahrscheinlich auf einem Superaustausch durch die T4PT-Molekiile. Im letzten
Teil wird die Abhédngigkeit der Netzwerkarchitektur bzgl. der funktionellen Molekiilendgruppen un-
tersucht. Dabei konnen die strukturellen und elektronischen Eigenschaften durch den Austausch der
funktionellen Endgruppen gezielt geéndert werden.
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Abstract

This thesis deals with self-organized supramolecular structures on metal surfaces and their magnetic
and electronic properties. To study the systems, various experimental methods such as Scanning
Tunneling Microscopy (STM), X-Ray Absorption Spectroscopy (XAS), and X-Ray Magnetic Circu-
lar Dichroism (XMCD) combined with Density Functional Theory (DFT) are applied. We focus on
several aspects of supramolecular structures on metal surfaces. First, the role of intermolecular and
molecule-substrate interactions are discussed regarding their effect on the self-assembling, charge
state, and charge transfer. Second, we are interested in the magnetic state of metal atoms embed-
ded in metal-organic networks and the possibility of producing magnetically coupled supramolecular
structures.

In the first part, three different systems of charge-transfer materials on a Au(111) surface were exam-
ined. In the first case, Na atoms and TCNQ molecules organize into ordered structures accompanied
with a charge transfer from the Na atoms to the TCNQ molecules. Thus, the TCNQ molecules are
negatively charged with exactly one electron. The unpaired spin can be detected by its interaction
with Au(111) surface conduction electrons by a Kondo resonance. Moreover, it could be shown that
the singly occupied TCNQ orbital is deformed by the presence of the positively charged Na cations
affecting the spatial distribution of the Kondo resonance. When we exchange TCNQ with TNAP
molecules we observe that the underlying metal surface plays a significant role on the electronic
properties of the TNAP molecules. The TNAP molecules within the Na-TNAP layer are charged
with one electron. But only specific TNAP molecules show a spin-Kondo resonance depending on
their adsorption site on the Au(111) herringbone reconstruction. This is attributed to adsorption-site
dependent molecule-substrate interactions. Replacing the Na atoms by organic TTF molecules also
leads to the formation of ordered structures. By the interplay of molecule-molecule and molecule-
substrate interactions the TNAP molecules in the TTF-TNAP system are charged with more than one
electron enhancing the charge compared to the bulk compound.

The second part of the thesis is focused on supramolecular structures consisting of molecules and
transition metal atoms. We show that the network architecture is determined by the choice of the
molecules and metal atoms and can be selectively altered. The different network architectures also
imply different electronic and magnetic properties. The first described network consists of Cu atoms
and T4PT molecules and exhibits a hexagonal structure on both the Ag(111) and Cu(111) surfaces.
The identical structural and electronic properties on both surfaces indicate that the formation of the
system is mainly ruled by the metal-ligand bonds. Furthermore, the Cu atoms within the network
have no magnetic moment. By replacing the Cu with Fe atoms an ordered Fe-T4PT network with a
bilayer structure is formed on a Au(111) surface. The first layer exhibits a three-fold bonding node
consisting of three pyridine end groups and a central Fe atom. An additional T4PT molecule is located
on top of each Fe site. Thus, the Fe atoms are placed in a three-dimensional coordination cavity. The
Fe atoms are in a high spin state and exhibit a magnetic anisotropy with an easy-axis out-of-plane
orientation. Moreover, for the first time, a ferromagnetic coupling between the Fe atoms in such a
system can be observed. The exchange coupling mechanism is presumably based on super-exchange
through the T4PT molecules. In the final part the dependence of the supramolecular architecture
with respect to the molecular functional end groups is investigated. In this case we could change the
network structure from bilayer to single-layer by the adequate choice of ending groups. This has also
an impact on the network electronic properties.
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INTRODUCTION

Over the past decades the size of device components in information and storage technology was
gradually decreased to match the rising demand for higher storage densities and computing power.
The storage density of modern magnetic hard disks increases further and further by decreasing the
individual bit size. The ultimate limit of the bit size is determined by the thermal stability of its
magnetic grains. If the grain size is too small their magnetization can become thermally unstable and
can not hold the stored information reliably. Another important aspect is the size of a single transistor
in modern semiconductor based integrated circuits. The present value is about 22 nm [1, 2] and will be
soon decreased further [3]. Today’s semiconductor industry uses top-down methods allowing large-
scale parallel fabrication of devices. The corresponding fabrication methods are based on optical
lithography, thus, the feature size is limited by the wavelength of the light [4]. Intensive work is
done by the semiconductor industry to develop new fabrication methods, short-wavelength optical
elements and new radiation sources to further decrease the size of devices and therefore to increase
the number of transistors per chip. On the other hand, by decreasing the size of devices new effects
come into play, namely quantum effects, dominating the material properties and, thus, determining a
lower limit of miniaturization [5].

Introducing new materials and new design concepts can help to overcome those limitations described
above. As pointed out by R. Feynman [6], the control of matter at the atomic scale can lead to devices
based on quantum effects. This opens a whole new way of device design. R. Feynman even envisioned
the use of single atoms or molecules as building blocks of electronic devices. Molecules are small and
the power of chemical synthesis offers an almost infinite pool of geometries and functional groups.
In fact, a single atom transistor [7] or molecule transistor [8] have been demonstrated. However, the
actual realization in an industrial application is still a long way off. In this prospect a key issue is
the growth of molecular electronic devices or materials on surfaces. The controlled fabrication of
nanostructures with atomic-precision with top-down fabrication methods is difficult to accomplish.
Instead a bottom-up approach can be used.

New powerful fabrication and characterization methods have been developed, which allow to im-
age and manipulate single atoms and molecules, namely the scanning tunneling microscope [9] and
atomic force microscope [10]. The fast progress of scanning probe techniques allows today the cre-
ation of nanostructures atom by atom [11-13] or molecule by molecule [14]. However, this method
is still time consuming and not suitable for large scale fabrication.
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Self-assembled supramolecular structures play an important role in nature, for example the confor-
mation of proteins or the DNA. This approach can also be used to grow ordered nanostructures on
surfaces [15-27]. Self-assembling processes are based on interactions between the components, such
as molecules and atoms, leading to ordered structures. The growth process itself relies on the interplay
of kinetics and thermodynamics [15].

In this prospect, organic molecules exhibit the ability to form bonds mediated by their functional
parts. This can lead to the formation of extended networks [15, 28, 29]. Self-assembling is based on
a multitude of different interactions as illustrated in Fig. 1.1(a) in the case of molecules and single
metal atoms adsorbed on a surface. These interactions can be classified in weak hydrogen [23, 26,
27, 30], Van-der-Waals [31, 32] and also strong donor-acceptor [25, 29, 33-35], metal-ligand [18,
28, 36] and covalent bonds [37, 38]. The resulting structure depends on the complicated competition
between all of these interactions. However, using heterogeneous systems consisting of two species
(organic/inorganic or organic/organic) presents a rather complex situation. On the other hand the
use of constituents with complementary properties can turn this complexity into an advantage. For
example, by combining molecular or metal species with different chemical properties, in particular
the ionization energy and electron affinity, charge transfer processes can take place leading to a charge
redistribution. The charge state and also the localization of charge are important quantities playing a
significant role for the conductivity [25], organic magnetism [25, 29], and superconductivity [34] in
such systems.

Another important aspect of molecular networks on surfaces is the understanding of molecule-surface
interactions. First of all, the surface may act as a template. The symmetry of the surface can lead
to a preferred adsorption at certain sites of the surface and can be used to direct molecular growth
processes [38]. On the other hand, adsorbates tend to adsorb at surface sites with a high chemical
reactivity or in other words with a high adsorption energy [39]. Furthermore, metal surfaces can also
act as an additional charge reservoir and the adsorption of molecules can lead to charge transfer [24,
40, 41]. But also alignment of electronic levels [42, 43] or screening effects [44] can take place leading
to a change of the electronic properties of the adsorbed molecules. To understand the interplay of all
these interactions, it is important to tailor the properties of the molecule-substrate interfaces.

A particular interesting class of materials is based on the combination of transition metal atoms
and molecules. Metal-ligand bonds are characterized by their directionality [18, 19, 28]. The self-
assembling process of metal atoms combined with organic linkers is a very promising approach for
the design of custom-made magnetic nanostructures and allows to grow highly ordered defect-free
networks with tunable sizes and structures [18, 19, 28]. This is illustrated in Fig. 1.1(b). Within
the network the metal atoms are arranged in an ordered structure (cf Fig. 1.1(c)), which can be pro-
grammed by the structure of the used functionalized molecules. Interestingly, also the type of metal
atom determines the number of bonding ligands as will be shown in chapter 4 of this thesis. A con-
tinuative approach is the use of magnetic metal atoms allowing the growth of ordered spin-arrays.
An intriguing question is, whether it is possible to couple the single spins and to induce a collec-
tive magnetic ground state like it is illustrated in Fig. 1.1(c) by the collinear alignment of the metal
atoms spins. This would offer interesting perspectives for future spintronic and magnetic storage
applications.

In this thesis an analysis of selected molecule-based systems on metal surfaces is presented. These
systems are studied with different experimental techniques. The structural and electronic analysis was
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Figure 1.1: (a) Different types of interactions between molecules and metal atoms on a surface. (b)
Different numbers of functional end groups lead to different self-assembled superstructures. Thus,
1-dimensional chain-like or 2-dimensional superstructures can be grown. (c) An ordered array of
magnetic metal atoms within a metal-organic network.

done with a low-temperature (LT) scanning tunneling microscope (STM). The high spatial resolution
of the STM combined with scanning tunneling spectroscopy (STS) measurements makes it a perfect
tool to study molecular systems on surfaces. Additional x-ray absorption spectroscopy (XAS) and x-
ray magnetic circular dichroism (XMCD) measurements were performed to investigate the magnetic
and chemical properties of the studied metal-organic networks. The outline of the thesis is as follows:

Chapter 2 gives a short introduction of the different experimental techniques used in this thesis.

Chapter 3 starts with a brief introduction to charge transfer complexes (CTC) and the Kondo effect.
We use the Kondo effect to spatially map the transfered electron within the charge transfer complex.
Then we will focus on charge transfer processes and charge distributions of different CTC systems
deposited on a Au(111) metal surface. The chapter is divided into three experimental parts. The
first part deals with the self-assembled layer of 7, 7, 8, 8-tetracyanoquinodimethane (TCNQ) and
Na atoms. This sections will focus on the corresponding charge distribution within the Na-TCNQ
layer. The second part is devoted to the layer consisting of 11, 11, 12, 12-tetracyanonaptho-2, 6-
quinodimethane (TNAP) molecules and Na atoms. An important aspect of this part is the influence of
the surface on the charge transfer processes. Finally, we address the question if we can enhance the
charge transfer to more than 1 electron in a layer composed of tetrathiafulvalene (TTF) and TNAP.

Chapter 4 is devoted to the study of different metal-organic networks on metal surfaces regarding
their structural, electronic and magnetic properties. The first part of the chapter gives a short in-
troduction to magnetism of a single atom in the framework of the spin-Hamiltonian approach used
to describe the magnetic properties of the networks. The networks are studied by STM, XMCD,



4 Chapter 1. INTRODUCTION

and XAS. This chapter is divided into three parts. The first part describes in detail the electronic,
magnetic and structural properties of the metal-organic network consisting of 2, 4, 6-tris(4-pyridyl)-
1, 3, 5-triazine (T4PT) and Cu atoms. In the second part of this chapter we replaced the Cu by Fe
atoms. The Fe-T4PT metal-organic network exhibits a two-layer structure and is examined regarding
its magnetic properties. The Fe-T4PT network shows an easy axis magnetic anisotropy and reveals the
presence of ferromagnetic exchange coupling between the coordinated Fe sites. The third part deals
with different metal-organic networks consisting of Co atoms and 1, 3, 5-Tri(pyridin-4-yl)benzene
(T4PB) and 2, 4, 6-Tris(4-benzonitrile)-1, 3, 5-triazine (T4CPT) molecules, respectively. Here we
investigate the effect of different ligands on the structural properties of the corresponding network.
The Co-T4PB network is composed of two layers similar to the Fe-T4PT system. T4CPT molecules
possess different functional end groups compared to the T4PB molecules. In contrast, the Co-T4CPT
network exhibits a single-layer structure. Changing the functional groups of the molecular ligand
prevents the double layer formation of the resulting metal-organic network.

Chapter 5 summarizes the results of this thesis and gives an outlook.



EXPERIMENTAL TECHNIQUES

2.1 Introduction

This chapter deals with the experimental techniques used within this thesis. Two distinct techniques
were used in order to investigate the structural, electronic and magnetic properties of the analyzed
metal-organic and charge transfer networks. We used STM and STS to characterize the adsorption
configuration, bonding motif and the electronic structure of the molecular-metal systems and XAS
and XMCD to elucidate their chemical and magnetic properties.

2.2 Theory of Scanning Tunneling Microscopy

With the invention of the Scanning Tunneling Microscope (STM) by G. Binning and H. Rohrer in
1981 a new pathway in surface science was opened [9]. The STM provides an insight into the physics
at the nanoscale in real space. Its high spatial resolution allows to investigate the locality of physical
and chemical phenomena. The high spatial resolution of the STM is reached by using a local probe, a
sharp metallic tip, to scan the sample. Besides the imaging capability, the STM allows also to obtain
information about the electronic properties of the sample and also to manipulate atoms and molecules
on the surface with the STM tip [12]. Further improvements lead to development of techniques like
spin-polarized STM (SPSTM) [45], vibrational spectroscopy based on tip-enhanced Raman scattering
[46], or STM induced light emission [47-51].

The working principle of a STM is based on the quantum tunneling effect. Due to the wave nature,
an electron is able to penetrate into a potential barrier, which is forbidden in a classical physical
picture. The STM junction, consisting of the STM tip and the metal surface (see Fig. 2.1), can be
approximately described as a simple tunnel junction of two metal electrodes. When the two metal
electrodes come close to each other (at a distance of a few A) and a bias voltage is applied across the
junction a net current flow I7 can be detected.

The tunneling current I shows an exponential dependence on the tip-surface distance z:

) \/2;’1111) z

Iy < Ve 2.1)
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Figure 2.1: The STM tunneling
geometry. The separation surface
S is indicated by the red dashed
line. Adapted from Ref. [52].

2.2.1 Tersoff-Hamann Theory of STM

Shortly after the invention of the STM, Tersoff and Hamann developed a model based on first-order
perturbation theory to explain its working principle [52]. Within this model the tip and the surface
are treated as two separated subsystems X; and ¥, with two orthogonal sets of eigenfunctions.

Using a first-order perturbation approach, the tunneling current I can be expressed as follows [52]:

2

I = =25 Y (B = f(Ey = eV)) [ My | 8 (B ~ Ev) (22)
uv

Here f(Ey) and f(Ey) are the Fermi distributions of tip and sample, respectively. V is the sample bias
voltage,
and E, y is the corresponding energy. The tunneling matrix element depends on the electronic states
of the tip and sample and in particular on the overlap of the corresponding wave functions. Assuming
small voltages V and low temperatures 7' the expression in equation 2.2 can be simplified to [53]:

Muv‘ is the tunneling matrix element between the tip (¢, ) and surface (¢y) electronic states

27
== VY |Muy|* 8(Ey — Er)S(Ey — EF) (2.3)
uv

Here EF refers to the Fermi energy. The matrix element ’Muv} can now be evaluated within the
framework of Bardeen’s theory of tunneling and reads [53, 54]:

n? -
Muy == [ d5(9u- V6.~ 0,-,) 4

The quantity in the parenthesis is the current operator and the surface S lies between the tip and
surface electrode (see Fig. 2.1).

To evaluate the matrix element defined in equation 2.4, Tersoff and Hamann made the assumption of
an asymptotic spherical potential at the tip. Hence, only the very last atom at the tip apex is considered
and is described by a s-wave function. The matrix element reads then [53]:

i 1
Myy = —5— 4kt Q7 kR Ry (7)) (2.5)

Here €, is the probe volume, k is the inverse decay constant of the wave function in the gap re-

gion (k= —Z—sz?"p), R is the radius of the curvature and 7 is the center of curvature of the tip (see
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Figure 2.2: Energy level diagram of the STM junction. (a) A positive sample bias voltage is applied
leading to a shift of the Fermi energies of sample and tip. Electrons can tunnel from occupied elec-
tronic states of the tip into unoccupied electronic states of the sample. (b) Reversing the sample bias
voltage leads to a current flow from the sample to the tip electrode. Hence, electrons from occupied
electronic states of the sample tunnel into unoccupied electronic states of the tip.

Fig. 2.1). Using the expression in equation 2.5 the tunneling current between the tip and the sample
Ir reads [53]:

Ir = 3212V 02, (Er )RR Y |y (7o) |* 8 (Ev — Er), 2.6)
\%

where p,(EF) is the tip density of states per unit volume, ¢ corresponds to the work function of the
tip and sample, which are assumed to be same. The expression Y, |y (7)) ‘2 p(Ey — EF) refers to
the local density of states (LDOS) of the sample surface pg at the position defined by 7y and at Ep.
Assuming that the DOS p;(EF) of the tip is rather constant in the corresponding energy window one
can easily see that the expression of the tunneling current /7 in equation 2.6 is proportional to the
LDOS of the sample.

However, in the above described derivation of the tunneling current /; within the framework of Tersoff
and Hamann a low sample bias voltage and a s-wave tip were assumed. In particular, applying a
finite sample bias voltage V to the STM junction leads to a shift of the Fermi energies of tip and
sample with respect to each other (see Fig. 2.2). Hence, applying a positive sample bias voltage
V lead to a net current flow from occupied tip electronic states into unoccupied sample electronic
states (see Fig. 2.2(a)). On the other hand a negative sample bias voltage —V shift the sample Fermi
energy EF, sumple above the tip Fermi energy EF, 1. Now electrons can tunnel from occupied sample
electronic states into unoccupied tip electronic states. To take the effect of a finite sample bias voltage
V into account, we can generalize the expression of the tunneling current /7 in equation 2.2 and reach
the WKB approximated solution:

dme [+
Ir(V, z) = e (fr(E—eV)— f5s(E))pr(E — eV)ps(E) |Msr (E, eV, 2)|*dE  (2.7)
Here pr(r, E) and ps(r, E) correspond to the density of states of tip and sample, respectively, fs(E)
and fr(E) are the Fermi distribution of the tip and sample electrode and My is the tunneling matrix
element. In the zero temperature regime the Fermi distribution f7 and fs are sharp step-functions [55]
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and equation 2.7 simplifies to:

41e Er+eV 9
Ir(V,z) = s pr(E —eV)ps(E) [Msr(E, V, z)|"dE (2.8)
F

Here |Mgr(E, V, z)|*) corresponds to the tunneling probability T (E, V, z) and reads [55, 56]:

2zv2m [Ps+or eV
h 2 2

\Msr(E, eV, 2)|* =T(E, V, z) = exp [— 2.9)

The tunneling probability T(E, V, z) depends on the work functions of the sample and tip electrode
and also on the applied sample bias voltage. Interestingly, T (E, V, z) reflects the exponential behavior
of the tunneling current /7 with z, as shown in the previous section 2.2. T(E, V, z) also reveals that the
tunneling probability is largest for states close to Er independently of which electrode is positively
biased with respect to the other. This is also illustrated in Fig. 2.2(a) and (b) by the size of the blue
arrows. In the case of constant tunneling probability 7'(E, V, z) and constant tip density of states
pr(r, E) the tunneling current I7(V, z) is in first approximation proportional to the sample density of
states ps(r, E) integrated over the energy window [Ep, Ep+ eV].

The good agreement of experimental results and theoretical simulations [57—61] based on the Tersoff-
Hamann theory corroborate its approximation of flat feature-less tip density of states and the deter-
mine role of the very last atom at the tip apex.

2.2.2 STM Topography

Figure 2.3(a) shows a schematic illustration of a STM set-up. The STM tip is fixed to a piezo element.
By applying appropriate voltage signals to the contacts of the piezo element, this is done by the control
unit, the STM tip is approached towards the surface till a tunneling current /7 is detected. While the
STM tip scans over the surface a feedback loop, regulated by the control unit, adjusts the tip-surface
distance and keeps the tunneling current /7 constant. Recording the variations of the tip height, while
the tip scans the surface, leads then to a topography image. The above described topography mode
is known as the constant current mode and reflects a contour of constant LDOS (cf Fig. 2.3(b)).
Another operation mode is the constant height mode depicted in Fig. 2.3(c), where the feedback loop
is switched off. Thus, the tip-surface distance is constant and the recorded image reflects the changes
in the tunneling current /7. Since the constant current mode allows a safer operation of the STM
without crashing the tip into surface it is the preferred operation mode.

2.3 Scanning Tunneling Spectroscopy

Scanning Tunneling Spectroscopy (STS) is an extension of STM allowing to obtain spectroscopic
information of the sample electronic structure with sub-nanometer resolution. The expression of the
tunneling current /7 in equation 2.7 is proportional to the LDOS of the sample ps(r, E). To learn
something about the electronic structure of the sample it would be desirable to measure directly
ps(r, E) at different energies. The problem is now that the sample LDOS ps is convoluted with other
signals (see equation 2.7). Let us assume a tunneling current /7 in a positive bias window Er + €V,
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Figure 2.3: (a) Schema of a STM junction. The tunneling current /7 between tip and sample is
measured. The tip is moved in the x-y plane by the movement of the piezo element regulated by
the control unit, therefore, the surface is imaged. The inset shows a close-up of the STM tunneling
junction. (b) Schematic illustration of the constant current topography mode (CCM). (¢) Schematic
illustration of the constant height topography mode (CHM).

which can be described by equation 2.8. The first derivative of the tunneling current /7 with respect
to the applied bias voltage V reads [62, 63]:

dI,
L < pr(Er)ps(Er +e V)T (Ep+¢V, eV, 2) (2.10)

av
Er+eV T(E, V, Z)
E—eV EF)————=

+ . pr(E—eV)ps(E) IE
ErteV dpr(E—eV)

Ep dE

dE

+ ps(E)T(E, V, 2)dE

By using several approximation, we can simplify the above equation. Assuming that the tip LDOS pr
is constant leads to de(g—EeV) = 0. Furthermore, we assume that the tunneling coefficient T'(E, V, z)

is constant in the bias windows of interest. Therefore, the expression for the tunneling current I
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Figure 2.4: (a) Block diagram of a Lock-In amplifier used for STS.

becomes:

dr

Hence, the dI/dV signal is proportional to the LDOS of the sample ps(Er +e V) at the energy
Er + e V. In general this relation is sufficiently accurate and the dI/dV signal presents a good
approximation of the sample LDOS pg(Er +e V). However, for high sample bias voltages the voltage
dependence of the tunneling probability 7' (E, V, z) has to be taken into account [64, 65]. To record a
dl/dV spectrum the STM tip is positioned at a spot of interest (surface or adsorbate) and the feedback
loop is opened at a certain current / and voltage V. The tip-surface distance z stays constant during the
dI/dV spectrum. Then the applied sample bias voltage is ramped within a defined voltage window
and the dI/dV signal is recorded using a Lock-In amplifier. The main working principle of Lock-In
amplifier is treated in the following section.

2.3.1 Lock-In Amplifier

A Lock-In amplifier allows to measure small AC signals and is based on a technique called phase
sensitive detection (PSD). The Lock-In amplifier adds a small sinusoidal voltage V.4 - sin(ot) to
the sample bias voltage V. This leads in the case of the STM also to modulation of the tunneling
current Ir. The modulated signal is then compared to a reference signal. Only the component of
the signal with the right frequency and phase is detected and contributes to the signal. Usually the
modulation frequency @ is set to be much larger (= 1 kHz) than the typical working frequency of the
STM feedback controller in order to prevent cross talk.

Now we want to derive how we can measure the first derivative of the current, the dI/dV signal, by
using a Lock-In amplifier. For doing that we first add a small sinusoidal voltage to the sample bias
voltage. The tunneling current /7 reads then:

e V+e Vioa sin(o t)
/ ps(E)dE (2.12)

It (V + Vigoa sin(® t + @)) o<
0
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Now we expand the current I (V + V,yoq sin(@ ¢+ ¢)) in a Taylor series:

/e V+e Vipoa sin( t)

I (V + Vyoq sin(o 1)) o< ( pS(E)dE) (2.13)

0

- (sE) ¢ Vo sin( )

2v1/2
+ (’)S(E) € Vinoa 4 i 00 1)2) (2.14)

dE 2

Hence, the modulated current I7(V + V,,,4 sin(@ t + ¢)) reads:

+ LIZ e2 Vrﬁod
dv? 4

15t harmonic 21d harmonic

It (V4 Viyea sin(@ t)) o< I(V) + ﬂVmOd sin(wt) (cos(2 1)?) (2.15)

dv

The first harmonic is directly proportional to the first derivative of the current d//dV and therefore
to the surface density of states ps (see equation 2.15). Now the PSD comes into play. In fact, the
PSD simply multiplies to incoming alternating signals with respect to their phase. A schematic block
diagram of the Lock-In amplifier is shown in Fig. 2.4. A phase shifter allows to change the phase
of the reference signal with respect to the measurement signal /;,._j,. Then the two signals are
multiplied and the total signal reads:

I1ock—1n < Vinod Sin(wRef t+ ¢Ref)(pS(E) Vinod Sll’l((t) r+ (P) +f(wnm'se t+ ¢N0ise>) (216)

If the frequencies wg. s and @ are equal, a DC signal proportional to the first derivative of the current
dl/dV is filtered out by the low-pass filter:

1
I ock—n < Evmod PS(E) COS(((U - wRef) t+ ¢ - ¢Ref) (2.17)
1
- Evmod PS(E) COS((G)+ (DRef) t+ ¢ + ¢Ref)
ef = 1
:C‘)Ré ¢ EVmod pS(E) COS((P - ¢Ref)

The signal becomes maximum when the reference and measurement signal are in phase (= Qr.s).
This can be done using the phase shifter (see Fig. 2.4). All signal components with a frequency
different from g,y are removed. It is worthwhile to mention that also the second derivative of the
current with respect to voltage j—‘l/zz can be measured in this way by choosing the second harmonic
(see equation 2.15).

2.3.2 Energy Resolution of STS

The energy resolution of STS is limited by the STM temperature 7 and also by the used Lock-
In modulation V,,,,q [62, 66]. Let us now derive an expression for the energy resolution of STS
determined by the thermal and modulation broadening. Considering the Fermi-Dirac distribution of
tip f;(E) and sample f(E) gives the following expression for the tunneling current Iy [66-68]:

(V) e [ fr(E)(1 = foleV +E)) ps(E)dE (2.18)
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Figure 2.5: Schematic illustration of the effect of the thermal and the Lock-In broadening on the
energy resolution of STS.

The influence of both the tip DOS and the transmission coefficient 7 (E, V, z) are neglected. The first
derivative with respect to voltage can then be expressed as follows [69]:

E
dir(V kg T
r( )xpS(E) e (2.19)
av (1+ekB T)2
— a2

=ps(E) 7

Here I'7 is the thermal broadening function, which exhibits a FWHM of 3.5 kg T and a Gaussian-like
line shape. Figure 2.5(a) shows the thermal broadening in the case of temperature of T=5 K with a
FWHM= 1.5 meV.

Furthermore, the applied modulation voltage V,,,; of the Lock-In amplifier leads to an additional
broadening I',,,4. The first harmonic of the tunneling current (dI/dV) recorded by the Lock-in am-
plifier reads [53]:

_dir

Iy = YA (e V +Vyoa sin(@ t)) sin(o t)dt (2.20)

Substituting V,,,4 sin(® t)= r and partial integration leads to [66, 67, 69]:

dlr Vinod [ 2
— o< —(V ———— /2 Vipoa —12d 2.21
v o v ( + I") T Viod mod — I~ ar ( )

F:nrad
Figure 2.5(b) shows the modulation broadening in the case of a modulation of V,;,,4= 1 mV. The
modulation broadening is described as half circle with a FWHM of 1.7 V,,,4. The complete dI/dV

signal can then be expressed as a convolution of the intrinsic signal with the thermal I'rand Lock-In
broadening I';,,4:

dir (V)
dv

ps(E) Tpoa T'r (2.22)
(2.23)
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The experimentally obtained width Agxp of a spectral feature with an intrinsic width A; reads:

AL = A2+ A2+ A2 = (1.7V,oq)? + (3.5kpT)> + A2 (2.24)

At a typical measurement temperature of 5 K the FWHM of the thermal broadening is about
3.5kpT= 1.4 meV, which also determines a lower limit for the energy resolution of STS. The same is
true for broadening caused by the Lock-In amplifier. Hence, by taking STS spectra in a small sample
bias windows the above discussed broadening effects should be taken into account. In particular for
very sharp resonances that have an intrinsic width A; of only a few meV. In this case, as we will be
shown in section 3.3, the experimentally obtained Ag,, width should be corrected.

2.3.3 Spectroscopy Modes

The spectroscopy mode discussed above refers to the so called I(V) spectroscopy. Besides this one,
there are two other spectroscopy modes.

In I(z) spectroscopy the current signal I is recorded while varying the tip-sample distance z for a
constant voltage V. Hence, the STM feedback loop is still closed, different to the /(V') spectroscopy
discussed above. By plotting the logarithm of the tunneling current /7 (z) (we concentrate on the
tunneling probability T(E, V, z) (see equation 2.7 and 2.8) and neglect all other terms) we can
extract the effective work function ¢.rr = @5+ @7 [62]:

)2 | [2ME 00 g ] 229

At large tip-surface separations the measured ¢, ¢ should approach the surface local work function
¢s. However, at small tip-surface separations image potential come into play [63].

The z(V) spectroscopy mode is used to study electronic states at high energies or above the vacuum
barrier of a system [70, 71]. The STM feedback loop is closed. The tip-surface distance z is mea-
sured for different sample bias voltages V at a constant current /. This has the advantage of probing
the adsorbate/ surface at a fixed tunneling current /7 at high sample bias voltages Vr. Solving the
equation 2.8 for z we get the following expression [72]:

1/\/¢s;¢T+e2v_E

z2(V, or, ¢s, E) o<

eV
In [/O pr(E —eV)ps(E)dE (2.26)

Hence for small sample bias voltages V the z(V) signal is proportional to the integrated local den-
sity of states of the sample ps(E). For high sample bias voltages V the change of the probability
T(E, V, z) has to be taken into account [72].

2.3.4 Spatially Resolved dI/dV Mapping

Another spectroscopy mode that is often used allows to spatially map contours of the sample LDOS
ps(7, E) at certain energies E. This mode is known as dI/dV mapping. The STM tip scans a region
of interest and simultaneously a small sinusoidal voltage V,,,4 sin(® t) is applied to the sample bias
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voltage V, like it is done in the case of the dI/dV spectroscopy mode. Since the Lock-In signal
at the first harmonic I, is proportional to the LDOS of the sample ps(7, E), a spatially resolved
map of pg(¥, E) can be recorded. The scanning speed v, and the modulation amplitude ® play a
crucial role in order to have a good signal-to-noise ratio'. The dI/dV mapping can be performed in
two different modes. The constant current mode (CCM) works at constant tunneling current /r and
with the feedback control closed. The constant height mode (CHM) works at constant tip-surface
separation z, while scanning the area of interest. In this case the feedback loop is open.

A common problem of both spatially resolved dI/dV modes is the influence of changing tip-surface
distances [73-76]. Equation 2.4 reveals that the tunneling matrix element T(E, V, z) depends on
the tip-surface separation z. Hence, when z changes, T(E, V, z) changes also. The dependence
of T(E, V, z) on z is usually unknown. Spatial variations of the work function ¢ can complicate
the problem even more (see equation 2.4). A renormalization procedure is suggested to correct the
obtained LDOS maps [76].

2.3.5 Interactions of Tunneling Electrons with Adsorbates

The STM enables not only the investigation of the elastic electronic properties of adsorbates, but also
to study inelastic scattering processes (IETS).

Tunneling electrons can excite vibrational [77, 78] and spin degrees of freedom [79]. These are
inelastic tunneling processes and imply a loss of electron energy. The inelastic excitation opens a
new channel of conductance. That appears as symmetric steps at the energies +A and -A in the dI /dV
spectrum (see Fig. 2.6). The normalized change of conductance AG/G is in general of the order of
10 % [78, 80] in the case of vibrational excitations. Spin-excitations imply in general much higher
normalized changes of the conductance AG/G up to 100% or more [11, 81]. The very different
excitation probabilities rely on the different vibrational and spin excitation mechanisms.

Tunneling electrons can excite single vibrations of molecules when their energy fits to the energy of
the corresponding vibrational mode E,;;,. The excitation implies an electron-phonon coupling, which
is in general rather weak. Furthermore, the vibrational modes are sensitive to the local symmetry of
the related initial ¢; and final ¢ wave function [81, 82] and also the molecular adsorption on metal
surface can lead to a quenching of certain vibrational modes.

On the other hand, the interaction of tunneling electrons with a single and isolated spin are much
more efficient, since the electron-spin coupling is rather strong. When the energy of the tunneling
electrons exceeds the energy to excite the spin, that is, it overcomes the magnetic anisotropy energy
(MAE), a new channel of conductance opens. Since the electron-spin coupling is strong, multiple
spin excitations can be induced by the tunneling electrons in the case of high current densities and
long spin lifetimes, known as spin-pumping [83].

By lowering the scanning speed v, the STM tip dwells longer on a particular spot. Hence, the Lock-In signal can be
averaged over more oscillations and the signal-to-noise ratio becomes better.
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Figure 2.6: Schematic energy diagram of a tip/molecule/surface system during dI/dV spectroscopy.
(a) By varying the sample bias voltage tip electrons tunnel into the unoccupied LUMO of the ad-
sorbed molecule. The corresponding tunneling process is elastic. (b) Tunneling electrons can excite a
degree of freedom (spin or vibration) of the adsorbate and lose energy. The corresponding tunneling
processes is inelastic.

2.4 Core Level Spectroscopy

Two other techniques have been used to investigate in particular metal-organic networks on metal sur-
faces. The present section gives a brief overview about the fundamental concepts of x-ray absorption
spectroscopy (XAS) and x-ray magnetic circular dichroism (XMCD). The K and L, 3 x-ray absorp-
tion edges are studied in the present thesis, since they are important for organometallic system based
on transition metal atoms. A more detailed introduction to XAS and XMCD is given in Ref. [84, 85].

2.4.1 Introduction to X-ray Absorption Spectroscopy (XAS)

When a beam of x-rays hits an absorbing sample the x-ray intensity is attenuated depending on the
sample thickness z and the strength of absorption. The attenuation of the x-ray intensity / can be
described as follows:

—dl(z) =1(z) Wy dz (2.27)
Hence the total x-ray intensity after passing the sample with thickness z reads:

(z) = 1(0)e H (2.28)
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Figure 2.7: X-ray absorption cross section of a Cu sample (Z=29). Adapted from Ref. [86].

where L, is the linear attenuation coefficient. This coefficient is a property of the corresponding ma-
terial and relies on a multitude of different scattering or absorption processes. The linear attenuation
coefficient u, is the product of the x-ray absorption cross section ¢ and the atomic density pp of the
corresponding material:

Hxz =G - Pp (2.29)

Figure 2.7 shows the energy dependence of the x-ray absorption coefficient ¢ of a copper sample.
The low energy range (called soft x-ray regime) is dominated by the photoelectron absorption (see
Fig. 2.7). Within this regime the x-ray absorption coefficient & shows element specific absorption
edges. Here the energy /o of the incoming photon matches to excite a core level electron.

2.4.2 X-ray Absorption Spectroscopy

X-ray absorption spectroscopy (XAS) is based on the excitation of core level electrons. The core
level electron absorbs a photon emitted from an x-ray source and is then excited into an unoccupied
bound state or to the continuum leaving a core hole in the corresponding electronic core level. The
core hole is then filled by an electron which leads either to the emission of a photon (fluorescence) or
via electron-electron correlations to the emission of an Auger electron.

Let us now derive the x-ray absorption cross section ¢ in the framework of a simple one-electron
picture to learn about the fundamental aspects of XAS. The x-ray absorption cross section ¢ is defined
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as the total number of excited electrons per unit time versus the total number of incident photons per
unit area and unit time:

oy = Py/Fpy (2.30)

Using Fermi's Golden Rule we can calculate the transition probability P;¢ of the initial state |i) to
an excited state |f) per unit of time to obtain the x-ray absorption cross section o,. The transition
probability P;s reads [85]:

2
Ry =2 VIO pr(E) @31)

here py(E) is the energy density of final states and V is the perturbation Hamiltonian describing the
interaction of the electromagnetic field with a spinless particle with the charge —e and mass m [85]:

v="X.p (2.32)
mc
where A is the electric field vector potential and p = Y ; p; is the sum over the momentum operators
of the electrons. The electric field vector potential A can be described as a plane electromagnetic
wave [85]:

2 A0 iGr—w)  —if—or)
A=e2 (e P ) (2.33)

here & is the wave vector, @ the frequency and € is the polarization vector. Now we can calculate
the photon flux Fp;, of this wave, that is the number of photons per unit of time, depending on the
magnitude A [85]:

_ A
8mhc

Fpp, (2.34)

To evaluate o, we first have to evaluate P,;. Using equation 2.32 and 2.33 we obtain for P,y [85, 87]:

4 2
Py LAZKf

7o 2
= 58| (f[e*7- 5|i)| ps(E) (2.35)

By using the so called dipole — approximation we can simplify the above expression for P;s. The
dipole — approximation assumes a large wavelength A or a small wave vector k compared to the
length operator 7, hence k- r << 1 or |r| << 2% Thus, the x-ray absorption cross section defined as
o = Pis/Fp, reads [85, 87]:

T e?

— . .7l 2
= s |17 pyE) (2.36)

Ox

Figure 2.7 reveals that the measurement of the x-ray absorption cross section o, includes different
inelastic and elastic processes and in a real experiment one measures the absolute x-ray absorption
cross section as a sum of all these contributions. However, up to a photon energy of 100 keV the
absolute x-ray absorption cross section is dominated by the process of photoelectron absorption.

A typical x-ray absorption spectrum starts 20 eV before and ends 40 eV after the absorption edge. The
resonances in a x-ray absorption spectrum are linked to core level excitations to valence electronic
states of the investigated system. Therefore, by varying the photon energy the unoccupied density
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of states is probed as can be seen in equation 2.36. In this regard, XAS exhibits a high chemical
sensitivity, since the valence electronic structure is very sensitive to the chemical environment of the
investigated atomic species. For example, the formation of a chemical bond can lead to a chemical
shift of the XA resonance of the corresponding atomic species compared to the non-bonded case (see
section 4.3). Furthermore, the analysis of the 2p core level excitations to the valence 3d levels of
transition metals allows to probe their magnetic properties (see section 2.4.3).

The evaluation of the matrix elements can be done in the one-electron picture using atomic orbitals.
Hence, the initial state |i) is described by an atomic orbital state depending on the quantum numbers
n, [, my, s, and mg and reads as follows [85]:

i) = |Rugin, Loy, s,my) (2.37)
Here R, is radial part of the corresponding electronic core level state. The final state |f) reads:
|f> = }Rn/,l/;nal/>m£7s7m;> (238)

In order to evaluate the transition matrix element the electric dipole operator € - p can be expressed
in terms of the Racah’s spherical tensor operator accounting for the different photon polarization
g= 0 (linearly polarized light) and g= £1 (left (+1) and right (-1) circularly polarized light) in the
coordinate system with the axis o=x, y, and z [85]:

rP= Y e ,C (2.39)
p=0,%1
(2.40)

4
Cl = \/mn,m(e,m (2.41)

Here Y ,,(0,¢) are the spherical harmonics. The transition matrix element < i }? Py ‘ f > then becomes:

with:

<Rn/71/;n,l’,m;,s,m§’?qu \Rnisn,1,my,s,my) (2.42)
= 8(mlmy) (R (1) [FRus(r)) Y €y <1’,m,, eV l,ml> (2.43)
my,myr,p

Hence, the only transitions that are allowed are the ones preserving the spin. Furthermore, the transi-
tion matrix element splits into spin, radial and angular parts. The transition matrix only have non-zero
values if certain conditions are fulfilled defining the dipole selection rules:

Al = +1 (2.44)
Am; =q= 0, 1 ( +1 left circular, —1 right circular) (2.45)
As = 0 (2.406)
Amg = 0 (2.47)

The here presented dipole selection rules are true in the case of a negligible spin — orbit coupling
(L-S coupling), since then the quantum numbers [, m;, s, m are a good basis. Otherwise the basis
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L, S, J, m; can be used. In that case the dipole selection reads then AL = 0,AS = 0,AJ = 0,%£1
(except 0 — 0), and Amy; = 0,41

The most important absorption edges in the case of organic molecules and transition metal based
metal-organic networks are the K-edge and L, 3-edges. The corresponding core level excitations are:

* K-edge: 1s state

» L-edges: L;: 2s, state Ly: 2p (j=1/2) state, L3: 2p (j=3/2) state

Many organic molecules consist of elements like H, C or N. These are elements with a low atomic
number Z. The absorption edge originating from 1s core levels is then the K-edge absorption edge.
In the case of transition metals the absorption edge originating from 2p core levels is of great interest
(L, and L3 edge) as shown in the following. These core level electrons can be excited to unoccupied
states. The unoccupied s, p, and d states can then be occupied in the case of the K-edge or L-edge
according to the dipole selection rules (cf equations in 2.47), respectively.

Let us now discuss how a typical XA spectrum of molecular adsorbate on metal surface looks like.
Figure 2.8(a) schematically depicts the experimental setting. A small molecule is adsorbed on a metal
surface and x-ray photons excite core level electrons of the molecule. Let us assume that the valence
molecular orbitals are occupied (bonding) ¢ and 7 orbitals and the unoccupied (antibonding) orbitals
are 0 and 7* orbitals. The corresponding energy diagram of the molecule is shown in Fig. 2.8(b).
The corresponding XA spectrum (K-edge) shown in Fig. 2.8(c) shows at lower photon energies a 7*
resonance stemming from transition from the 1s core level into the unoccupied antibonding 7* orbital.
The * resonance is followed by a broad molecular ¢* resonance originating from 1s core level into
the unoccupied antibonding ¢* orbital.

Furthermore, XAS allows to determine the adsorbate adsorption geometry by varying the x-ray beam
incidence angle. Since the ©* or o* orbitals have different spatial localization and hence different
directional character. Figure 2.9(b) shows the possible bonds in organic molecules. Important for
the angular dependence of the XA intensity Ix4s is the orientation of the maximum orbital amplitude
with respect to the incoming polarization vector € of the x-ray beam. In the case of single @ or ¢
bonds the maximum orbital amplitude is oriented perpendicular or parallel to the bonding axis of
the molecule, respectively. Triple bonds or aromatic systems exhibit several bonds of the same type
defining a plane.

Therefore the angular dependence of XAS signals originating from * or 6* orbitals should be strik-
ingly different. In the context of organic adsorbates the K-edge (transitions from 1s states) is of
particular interest, because organic molecules mainly consist of atoms with a low atomic number. In
the case of the K-edge the initial state is an isotropic s-state and the final state is in general a superpo-
sition of s-states and p-states (the dipole-selection is Al = 0, £ 1). Therefore the angular dependence
of the measured signal probes the angular dependence of the unoccupied states.

21t is worth mentioning that the above used one-electron picture does not take into account electron-electron interaction
stemming from the interaction of the core hole with electrons of the final state. Hence both the initial and the final state are
in fact multi-electron systems and the evaluation of the corresponding transition matrix elements needs more sophisticated
theory. These electron-electron interactions have to be distinguished for example from the interactions between the 3d
electrons itself due to magnetic exchange.
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Figure 2.8: (a) A single molecule adsorbed on a metal surface. (b) Energy potential of a simple
diatomic molecule and the corresponding K-edge excitations. Adapted from Ref. [85]. (c) Schematic
x-ray absorption spectrum of organic adsorbate on a metal surface.

Figure 2.9 shows a molecular adsorbate on a metal surface. The incoming x-ray beam has the po-
larization €. The orientation of the probed molecular orbital/ plane is indicated by the vector 6 or #,
respectively (see Fig. 2.9(a)). For simplicity, let us assume linear polarized light with a polarization
vector € = (ey, ey, e;) and a ls initial state. Hence, the initial state is isotropic. The total XA intensity
Ix4s is proportional to the transition matrix elements defined in equation 2.29 and reads [85]:

Ixas o< (-|(f|¢-7 1s)])? (2.48)

For a K-shell transition the maximum transition intensity is obtained when the orientation of the
polarization vector & is collinear with respect to the p orbital component® of the final state [85].
Hence, the angular dependence of the XAS intensity Ixas is determined by the angle o between
polarization vector € and the direction ¢ of the largest amplitude of the final state orbital [85]:

[(f|e-7|15)|* =~ |2-3]* ~ cos(ax)? (2.49)

3K-shell transition involve excitations to s and p orbitals. Since s-orbitals are isotropic the transition matrix element
points in the direction of the p orbital component.
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Figure 2.9: (a) Schematic diagram of an organic adsorbate on a metal surface and an incoming x-
ray beam and the corresponding angles «, 3, 7, and 6 according to a Cartesian coordinate system.
The orientation of the molecular orbital/plane is indicated by ¢ or 7, respectively. The inset shows
the angular dependence of the XA intensity Ixas of a #* and o™ orbital, respectively. The angle o
corresponds to the angle between the polarization vector € and the direction 6 of the largest amplitude
of the final state orbital. (b) Different bond types of organic molecules and the corresponding spatial
orientation of the maximum orbital amplitude.

In the case of molecular 7* or ¢* planes, which are defined by the plane normal 7, the angular
dependence is obtained by integrating over all azimuthal angles in the defined plane. The angular
dependence of the total XAS intensity Ix4s reads then [85]:

[(f|e-7|1s)|* ~ |2- 7] sin(B)> (2.50)

where 3 defines the angle between the polarization vector € and the plane normal 7. In the case that an
organic molecule is adsorbed flat with its molecular plane parallel to the metal surface the 7-system
is orientated perpendicular, whereas the 6-bonds are parallel with respect to the surface like depicted
in Fig. 2.9(b). Hence, the angular dependence of the corresponding XAS signals is just opposite (see
inset in Fig. 2.9(a)). Therefore by analyzing the angular dependence of the * or 6* resonances we
can obtain information of the adsorption configuration of a molecule.

2.4.3 X-ray Magnetic Circular Dichroism

The technique of X-Ray Magnetic Circular Dichroism (XMCD) opens the opportunity to directly
measure the elemental resolved spin moment mgs and orbital moment m; in magnetically ordered
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Figure 2.10: Electronic transition between the split 2p3 , and 2p /, levels and the 3d level. The size
of the arrows corresponds to the transition probability. Adapted from Ref. [89].

systems. We will focus on the XMCD of 3d transition metals, since the metal-organic networks
discussed in the following chapters of this thesis contain Cu, Co or Fe atoms as metal centers among
the organic linkers. A magnetic moment stems form an unbalance of spin-up and spin-down holes
(electrons) in the corresponding orbitals, for example the 3d or 4 f orbitals of transition metals or
lanthanides. In these cases, the spin moment mg reads [88]:
B B

ms = —2/(S,) % A —Ni)% 2.51)
where (S;) is the spin projection on the z-direction (quantization axis), and N; and N| are the number
of spin-up or spin-down electrons, respectively. The orbital moment m, reads [88]:

Hp

mp = _2<LZ> h

(2.52)

The basic idea of XMCD is sketched in Fig. 2.11(a) in the case of a 3d transition metal atom. Due
to the spin-orbit coupling, the 2p orbitals are non-degenerated into the 2p3; and 2p;, levels, re-
spectively. The energetic split is of the order of o< 10-20 eV for first row transition metals. In the
following a simplified description of the XMCD effect within a two-step model is given. The absorp-
tion of photons is governed by the dipole selection rules (see equations 2.47). For circular polarized
light the corresponding selection rules are Al = +1 and Am; = +1. Hence, the absorption of circular
polarized photons implies a transfer of angular momentum of —#% or +# from the incoming photon
to the excited electron. When the excited photo electron stems from spin-orbit split level, as it is the
case for the 2p3; and 2p;  levels, the angular moment of the incident photon can be transferred to
the spin moment of the electron. It is important to notice that in that particular case, right and left
circular polarized light transfer opposite spin. Thus in first place the absorption of circular polarized
light leads to the creation of excited and spin-polarized photoelectrons with spin-down or spin-up
orientation with respect to the spin of the photon.

Figure 2.10 shows the possible electronic transitions for the Ly (2p; /) and L3 (2p3/;) edges in the
case of right circularly polarized light (with the momentum 7#) [89, 90]*. All states of the (2p, /2)

“4For left circularly polarized light the following discussion is analog, we just have to use opposite signs.
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Figure 2.11: (a) Core level excitation. (b) Schematic diagram of core level excitation in the presence
of an external magnetic field.

and the (2p3») level are labeled regarding their m; values. For example, there is only one possible
combination of mg and my to get my= 3/2 or -3/2. For m;= 41/2 several combinations of mg and
my, are possible as shown in Fig. 2.10. In the upper half the possible m; and m; combinations in the
case of the 3d levels are shown. Based on the electric dipole selection rules transitions induced by
right circular polarized light imply Am, = 0 and Am; = +1. The probability of the allowed transition
according to the selection rules can be calculated according to the transition matrix elements [89, 90].
The probability of each electronic transition is indicated by the size of the corresponding arrow and
is also marked next to it. Now we can also obtain the spin polarization of the transition from the
2py 2 and the 2p3 ; states from calculating the expectation value of the my final states. For example,
in the case of the 2p; , states 25% and 75% of the transitions are excited to final states with a spin
expectation value of mg= +1/2 and mg= -1/2, respectively [90]. Thus, using right polarized light,
the excited photoelectrons stemming from the 2p3/, (L3) and the 2p, states (L) show a total spin
polarization of (o) = -0.5 and +0.25, respectively [90]. The spin polarization has opposite sign in the
case of the L, and L3 edge. The transition of the Ly (2p; /) and L3 (2p3,) edges are also polarized
regarding the orbital moment as can be seen from Fig. 2.10. Analog to the discussion of the spin
polarization the orbital polarization is equal at both edges and is (o7)=0.75 [90].

Now the exchange split d shell with its spin-up and spin-down imbalance can be used as a spin
detector for the excited spin-polarized photoelectrons. Since we excite electrons into unoccupied
electronic states (here the 3d levels) the XMCD effect is proportional to the number of holes. By
applying an external magnetic field, in general parallel to the incoming photon beam with the wave
vector k, the spin polarization of the unpaired 3d electrons and also the quantization axis of this
spin —detector is defined. For a maximum XMCD signal the magnetic field should be collinear to the
photon spin or orbital momentum, because then the XMCD effect is maximum [87]. Figure 2.11(a)
shows a d> system probed with circular polarized light, where all d electrons are aligned parallel to
the external magnetic field. Switching the magnetic field or using circular polarized light with the
opposite helicity lead to a decreased absorption signal, thus, the excited spin polarized photoelectrons
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can be excited into less d states. Since the spin-orbit splitting is opposite in the case of the 2p; , and
2py , edge this behavior is also opposite.

Figure 2.11(b) shows a schematic XA spectrum revealing the L, and the L3 edges. Depending on the
helicity of the incoming circular polarized x-rays, the intensity of the L, and the L3 edge increase or
decrease, respectively. These so called L-edge absorption spectra contains also contributions from
p — s transitions, which have in general a much smaller intensity compared to the p — d transition
(a factor of 20) [87]. The difference in the x-ray absorption intensities A = It — [~ of the p —
d transition between the two x-ray polarizations (left and right circular) for a fixed magnetic field
(parallel or antiparallel with respect to the spin § or orbital momentum /) is called XMCD difference
signal and implies information about element specific spin and orbital moment. In general the A =
I — I signal is chosen so that the XMCD difference signal at the L3 is negative.

Figure 2.12 shows how the XMCD difference signal decomposes into the contributions originating
from the spin mg and orbital m; moment [90]. As already discussed, the sign of the spin polarization
is opposite for the L, and L3 edge and therefore also the sign of the XMCD difference signal (cf
Fig, 2.12(a)). The intensity of the XMCD difference signal stemming from the L, and L3 edge is the
same °. The contribution of the orbital moment m; has the same sign at both absorption edges ° but
different intensities (cf Fig. 2.12(b)), due to the different occupation of the 2p;/, and 2p, , states. In
a real experiment a XMCD difference signal contains usually both contributions (cf Fig. 2.12(c)).

The quantities A, B, I, and I5 (see Fig. 2.11(b)) can be linked to spin mg and orbital m; moment by
so called sum rules. The sum rules require that the sample is magnetically saturated. The first one
is the so called charge sum rule, which links the integrated intensities of the L3 and L, (indicated

SIndeed the spin polarization is different at the L, and Lz edge, but this is compensated by the different number of
transitions leading to an identical intensity.
5The L, and the L3 absorption edge have the same orbital moment polarization.
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in Fig. 2.11) absorption edges to the number N of holes within the 3d shell and their local distribu-
tion [88]:

(h+h)o =C(N+N§) (2.53)

here N corresponds to the number of holes, C is the square of the p — d radial transition matrix
element, the quadrupole term NS indicates the charge anisotropy and the index o describes the orien-
tations of the polarization € in a Cartesian coordinate system a=x, y, z.

Furthermore, the XMCD spectrum discussed above can be used to determine the spin moment [91]
and orbital moment [92] of the investigated sample in the case that the sample is fully magnetized.
The spin and orbital sum — rules link the area of the XMCD spectrum (labeled A and B in Fig. 2.11(b))
to the spin and orbital moment [88]:

1 Tu 1
(A+2B)q = ~C (ms + TLZB () = e (Ms, eff) g (2.54)
2 o

here C is the square of the p — d radial transition matrix element, A and B are the areas defined in
Fig. 2.11(b), up is the Bohr magneton, and the index o= X, y, z indicates the orientation of the wave
vector k. The term (T;) is the so called magnetic dipole operator and accounts for the asphericity of
spin density [93]. Thus, the spin moment m, can not be estimated independently from (7). Therefore
an effective spin moment m, s can be defined ’.

The contribution of the magnetic dipole operator () is expected to be significant for low-dimensional
system with an anisotropic spin density. However, in the case of systems with a spherical or cubic
symmetry the contribution of the magnetic dipole operator (7.) vanishes [93]. Lowering of the di-
mensionality of the system can lead to sizable contribution of the (7%) up to 20% [95] to the effective
spin moment m; .s¢. This can cause misleading results of the spin sum rule ignoring the contribution
of the magnetic dipole operator (T;) [95].

The second sum rule in equation 2.55 links the XMCD intensity to the orbital moment m*. The size
and the anisotropy of the orbital moments rely on the spin — orbit coupling and on the symmetry
as on the size of the crystal field [94] caused by the surrounding ligands (also see section 4.2.1).
More importantly, the anisotropy of the orbital moment m{* is linked to the magnetic anisotropy of
the corresponding system [96-98]. The orbital moment mj* is larger along the magnetic easy axis
direction and smaller in the magnetic hard axis direction [93, 97]. Thus, the XMCD signal allows us
to investigate the magnetic anisotropy of a magnetic system.

The magnetic anisotropy of a sample can be investigated by changing the angle between sample and
the incoming x-ray beam or the external magnetic field. In general, the external magnetic field is
aligned parallel with respect to the incoming x-ray beam. Then the sample orientation is changed and
we record the field dependence of the XMCD amplitude of the Lz edge at different incidence angles,

7In the case of the 3d transition metal the spin orbital coupling is in general smaller than the crystal field and exchange
interactions [94]. Then spin contribution is isotropic and the anisotropy of the magnetic dipole operator T* is directly
related to the charge anisotropy. In this case the spin sum rule links the XMCD signal to an effective moment m, sy
consisting of an isotropic spin moment my and an angle dependent component stemming from 7. The magnetic dipole
operator (T) can then be written as 7% = Y5 QapSp- Q is the quadrupole moment of the charge distribution, S stand for
the spin (S) components and = x, y, z indicates the component of the charge Q [88].
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that is, we record magnetization curves. The XMCD amplitude of the L3 edge is defined as the max-
imum intensity of the XMCD signal at the L3 edge of the corresponding element minus the intensity
value before the L3 edge. To obtain the magnetization curves, we multiply the obtained data points
with the value of the spin moment mg calculated from the sum rules (cf equation 2.53). Typically the
magnetic field dependence is done for normal incident and grazing incident orientation. Therefore we
are able to investigate, if the magnetic easy axis of, for example, a metal-organic network, is aligned
parallel or perpendicular to the surface plane, or in other words, if the system shows an easy axis or
easy plane magnetic anisotropy. Because of symmetry reasons, we are not sensitive to the azimuthal
dependence. In fact, the magnetization curves are an average over the different domain orientations
of the system.

According to equation 2.55 the measured signal, the XMCD amplitude of the L3 edge, is proportional
to the magnetization M of the probed atomic species, for example the transition metal Fe, and reads:

7
<1§?wcn>a =W Rt % (T2) (2.56)

The magnetization curves taken at different incidence angles reflect the magnetic anisotropy and also
the saturation value of the XMCD signal, i.e. the magnetization ’M ‘ since also the orbital moment m;*
contributes to the signal. However, in the evaluation of the obtained magnetization curves we have to
be careful, since the magnetic dipole operator term 7% (T,) can have a different angular dependence

than the magnetic anisotropy. This can lead to false estimates of the magnetic anisotropy.

An important point is the normalization of the recorded magnetic curves, if the magnetization curves
are not fully saturated. This means that the individual spins are not fully aligned along the orientation
of the external magnetic field. Then only the projection of the magnetization M on the wave vector k
is measured.

Let us assume that our magnetic system has a preferential magnetization direction or, in other words,
a magnetic easy axis. Furthermore, the external magnetic field B is not strong enough to fully align
the magnetic moments. Figure 2.13 depicts the case, when the external magnetic field Bis not parallel
to magnetic easy axis of the sample. In this case, the magnetization M is also not aligned parallel with
respect to the easy axis and only the projection of the magnetization M onto the k vector of the X-
rays contributes to the XMCD difference signal (see Fig. 2.13). The definition of the angles and the
relative alignment of the magnetization M, k-vector of the x-rays and the external magnetic field Bis
given in Fig. 2.13. The total intensity of the “normalized” XMCD difference signal can therefore be
expressed as follows:

IXMCD =A COS(@M - Qk) ’M| (1 —Cyl(l -3 COS(2 GM))) (257)

here the parameter A is a scaling factor and C7, accounts for the relative contributions of the magnetic
dipole operator Tz, which has angular dependence (1 —3 cos(26y)).

2.5 Sample Preparation

The deposition of molecules is done in situ in UHV Chamber by using a Knudsen cell. The total cov-
erage of the organic layer can be estimated from the evaporation time 7, and temperature Tg,,, and
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Figure 2.13: Schematic diagram of the relative
alignment of the magnetic field B, the magneti-
zation M, and the k vector of the x-rays in the
case that the sample magnetization M is not fully
aligned with the external magnetic field B.

was further monitored using a micro quartz-balance. Within the framework of this thesis several or-
ganic molecules were used. Their chemical structure and the corresponding evaporation temperatures
are listed in Fig. 2.14.

The evaporation of 3d transition metal atoms was done using a commercial Omicron UHV evaporator
EFM3 equipped with high purity (> 99.995%) metal rods (Cu, Fe, Co). An integrated flux monitor
was used to check the metal atom flux and control the metal coverage on the corresponding sample.
In general, the sample was kept at room temperature during the deposition of metal atoms. In the case
of the metal-organic networks the prepared samples were subsequently annealed to 350 K to improve
the network formation.

2.6 Coinage Metal Surfaces

The single crystalline metal surfaces were cleaned by repeated Ar™ or Ne™ sputtering and annealing
cycles. The sputter time was typically about 30 min at a background gas pressure of 4-10~® mbar
using an ion beam current of 3 (A at an acceleration voltage of 1.5 kV. Subsequently, the samples
were annealed to 800 K for several minutes. The above described procedure lead to atomically clean
flat surfaces, like the 3-D representation of a Au(111) surface shown in Fig. 2.15(c) reveals.

The growth of metal-organic networks or charge transfer complexes was done on low-index (111)
crystalline coinage metal surfaces, namely Au(111), Cu(111) and Ag(111). All crystals have a face
centered cubic (fcc) crystalline structure as shown in Fig. 2.15(a) with slightly different lattice con-
stants. The (111) surface exhibits a trigonal surface symmetry as depicted in Fig. 2.15(b) and also
different nearest neighbor distances (right hand side in Fig. 2.15(b)). Because of the similar elec-
tronic properties of these coinage metals they all exhibit a partially filled electronic surface state. The
onset of the surface state band edge is located at -490 mV (Au(111)) [53], -440 mV (Cu(111)) [12],
and -70 mV (Ag(111)) [99]. Figure 2.15(d) represents a STS dI/dV spectrum of a Au(111) metal
surface reflecting its LDOS. The onset of the surface state band edge is clearly visible manifesting as
a step-like feature located at o< -490 mV.

Additionally, to the monoatomic steps appearing in the STM topography image of the Au(111) surface
in Fig. 2.15(c) parallel zigzag ridges are visible, which are due to the 23x+/3 herringbone surface
reconstruction of the Au(111) surface [100]. This reconstruction is not present in the case of the
Cu(111) and Ag(111) metal surfaces. Such reconstruction is caused by stress due to a different
equilibrium interatomic distance of the topmost Au atoms at the surface compared to the bulk. In total
46 Au atoms occupy 44 bulk lattice sites [101]. Hence, some of the Au atoms are forced to occupy



28 Chapter 2. EXPERIMENTAL TECHNIQUES

Chemical Structure Name Evaporation Temperature Source

" . .
. 7,7,8,8-tetracyanoquinodimethane 100 °C Sigma-Aldrich
(TCNQ)
N
11,11,12,12-tetracyanonaptho-2,6-quinodimethane 175 °C TCI
) (TNAP)
N
N

W\
h tetrathiafulvalene* 75 °C* Sigma-Aldrich
C{F (TTF)
2
1,3,5-Tri(pyridin-4-yl)benzene 140 °C Synthesized by
(T4PB) C. Czekelius

2,4,6-tris(4-pyridyl)-1,3,5-triazine 140 °C TCI
y (T4PT)
2,4,6-Tris(4-cyanophenyl)-1,3,5-triazine 195 °C Synthesized by
(T4CPT) C. Czekelius

Figure 2.14: Chemical structure, chemical name, and the evaporation temperature in UHV conditions
of several molecules used in the present thesis. The molecules are either commercially available or
were synthesized by C. Czekelius. (* TTF is evaporated from the TTF-TCNQ compound. Due to the

different vapor pressure of TTF and TCNQ at a temperature of 75° C TTF starts to sublimate, while
TCNQ remains in the powder).

high energy hcp sites or bridge sites (along the <11§> direction). The unit cell of the reconstructed
Au(111) metal surface consists of alternating region with Au atoms on fcc and hcp sites separated by
soliton lines (bridge sites) as shown in Fig. 2.16(a). Since the Au(111) surface has a trigonal surface
symmetry, the reconstruction occurs with three different orientations (rotated 120°). This leads to the
appearance of the zigzag lines in the STM topography. Due to the surface reconstruction the surface
shows a corrugation with a height modulation of 0.2 A [39, 101]. Molecular species tend to adsorb
at the closed-pack fcc and hcp regions [102—104], avoiding adsorption sites at the bridging regions
(soliton lines).

Furthermore, the different lattice sites imply also a slight difference in the electronic potential en-
ergy [39, 53, 100, 101, 105]. Figure 2.16(a) and (b) show a schematic diagram of the reconstructed
Au(111) surface and the corresponding alternating potential landscape, respectively. The potential
energy difference between the hcp and fcc regions amounts to ~ 25 meV, in which the hcp regions
exhibit a slightly higher LDOS compared to the fcc regions [53]. However, also the kinks of the
zigzag lines are energetic favorable adsorption sites of molecules due to the diminished potential
energy [106-109].



2.7. Experimental Set-up 29

Figure 2.15: (a) Face centered cubic (fcc) crystalline structure of Cu, Au, and Ag. The (111) plane
is indicated by the dashed triangular. (b) Schematic representation of the (111) surface with its trig-
onal surface symmetry. (c) STM topography image (3-D representation) of a Au(111) surface. (d)
Representative dI/dV spectrum of the clean Au(111) surface (I = 0.3nA, Vp = 2.7 V the lock-in
modulation is 10 mV rms at 867 Hz).

2.7 Experimental Set-up

The experimental data presented in this thesis were obtained using a custom-built ultra high vac-
uum (UHV) low-temperature STM located at the physics department of the FU Berlin and variable
temperature STM (OMICRON) attached to the preparation chamber of the ID 08 beamline at the
European Synchrotron Radiation Facility (ESRF) in Grenoble. The XMCD and XAS measurements
were performed at the ID 08 beamline at the ESRF and at the UE-46 Beamline at BESSY.

2.7.1 Scanning Tunneling Microscope

Figure 2.17 shows an image of the UHV system of the custom-built STM. The system consists of
two UHV chambers, the preparation chamber and the STM chamber. The preparation chamber is
equipped with the standard UHV preparation and maintenance tools, like mass-spectrometer, sputter
gun, ion-pump, turbo-pump and slots to mount molecular or metal UHV evaporators. The sample
transfer is done with a manipulator, which allows to cool (by liquid helium)/heat (resistive heating)
the sample (sample temperatures between 80 K and 1000 K can be reached). The manipulator can
be moved independently along three axis (X, y, z). Also rotation around its role-axis is possible. In
this chamber we perform the preparation of the sample: cleaning by sputtering, annealing cycles, and
molecular deposition.
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Figure 2.16: (a) Schematic diagram of the Au(111) surface reconstruction [41, 53, 101]. (b) Alter-
nating potential landscape of the Au(111) reconstructed surface [53]. (c) Alternating physical height
of the Au(111) reconstructed surface [101].

Figure 2.17(b) shows the schematic set-up of the STM UHV system. The STM scanner head is at-
tached to a liquid-He bath (8.5 liters). The equilibrium temperature of the STM scanner head is 4.8
K with a base pressure of 3-10~'“mbar. An outer liquid-nitrogen tank (21 liters) shields the inner
liquid-He tank. Additional radiation shields improve the thermal isolation. Two shutters in the radi-
ation shields allow sample transfer as indicated in Fig. 2.17(b). The STM scanner head can be fixed
by a clamping system including a small 7" at the very bottom of the cryostat (see Fig. 2.17(b)). In the
normal operation mode the STM head hangs on springs to damp mechanical vibrations. Additional
Eddy — Current damping improves the vibrational decoupling from the environment. Pneumatic vi-
bration isolators from NEW PORT further damp low frequency vibrations.

A close-up of the STM scanner head is shown in Fig. 2.17(c) and a schematic sketch in Fig. 2.17(d).
The top raceway plate is made out of Cu and consists of three ramps (see Fig. 2.17(d)). The race way
stands on three piezo elements with sapphire spheres on top. This allows to move the top raceway,
where also the tip is located, with respect to the sample. This is done by applying voltage signals
to the contacts of the piezo elements. Horizontal and also vertical movements are possible, since the
movement of the piezos lead to a rotation of the raceway. The STM tip is fixed to a central piezo at the
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Figure 2.17: (a) Image of the UHV system including the STM head. (b) Schematic sketch of
the cryostat including the STM scanning head. Adapted form Ref. [110] (c) Close-up of the STM
scanning head. (d) Schematic illustration of the STM scanning head.

center of the raceway plate (see Fig. 2.17(c) and (d)), which can be independently used for scanning.

The STM tip is made out of W and was chemically etched using an electrochemical cell to get mi-
croscopic sharp tip [53]. To prepare a STM tip during operation, which is suited for the experiment,
we do the following: we indent the STM tip into the bare metal surface to cover it with an unspec-
ified amount of the clean metal. Therefore the tip apex consists presumably of metal atoms of the
surface material. To check the quality of the STM tip a STS spectrum of the bare metal surface can
be recorded. When the spectrum resembles the typical step-like feature of the surface state, the STM
tip can be regarded to be clean.

In the case that the STM tip is functionalized or contaminated, two cleaning procedures can be per-
formed. The first one consists of dipping the tip a few A into a clean surface area in order to cause
a rearrangement of the atoms at the tip apex. A more drastic procedure is related to controlled field
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emission at the tip apex and implies the application of a high bias voltage (100 V) to the tip. This
causes a current (1 mA) and leads to heating of the tip apex. The tip apex starts to melt and the
contamination is therefore removed. A drawback of this procedure is that the surface area is locally
destroyed.

The data acquisition was done using the PSTMAFM software from CREATEC. STS spectra were
recorded using a commercial Stanford Research SR830 lock-in amplifier. All STM images were
processed using the WSxM software [111].

2.7.2 ID0S Beamline at the ESRF and the UE-46 Beamline at BESSY

Both the ID08 beamline at the ESRF and UE-46 beamline at BESSY consist of a UHV system com-
posed of two separated chambers. The preparation chambers are equipped with the standard UHV
tools for cleaning and deposition of metal or molecular species. The preparation chamber of the IDOS
beamline at the ESRF is also equipped with an OMICRON variable-temperature STM, which offers
the possibility to analyze the coverage and cleanliness of each sample before introducing it to the
XAS/XMCD measuring UHV chamber.

The XAS/XMCD UHV chambers at the IDO8 and at the UE-46 beamline include a variable +£5 and
+6 Tesla magnetic field, respectively. The sample holder is in both cases attached to a liquid-He
bath and can also be resistively heated. Therefore the experiment temperature can be varied between
8 and 300 K. In both XAS/XMCD UHV chambers the magnetic field is collinear with the incoming
x-ray beam originating from the synchrotron ring. The sample orientation 6, with respect to the in-
coming x-ray beam, can be changed between 20° and 90°. Here 0 refers to the angle between the
incoming x-ray beam and the surface plane of the sample. All XAS measurements were carried out
in the total electron yield (TEY) detection mode, here all electrons leaving the sample are counted
(Auger electrons, photoelectron, and secondary electrons). This is done by measuring the drain cur-
rent.

In order to remove time and energy dependent artifacts in the measured signal, a normalization pro-
cedure has to be performed. This is done by using the signal of a gold grid recorded simultaneously
for each recorded spectrum, which acts as reference for the corresponding photon flux. Furthermore
the signal of the clean substrate is measured before the deposition of molecules or metal atoms. This
allows to remove the spectral component of the sample and to obtain the intrinsic signal. A detailed
description of the renormalization procedure is given in Ref. [112].



CHARGE TRANSFER COMPLEXES ON METAL SURFACES

The work presented in this chapter was partly published as:

* Atypical charge redistribution over a charge-transfer monolayer on a metal surface by T. R.
Umbach, I. Ferndndez-Torrente, M. Ruby, F. Schulz, C. Lotze, R. Rurali, M. Persson, J. L.
Pascual, K. J. Franke, accepted for publication in the New Journal of Physics 2013

* Enhanced charge transfer in a monolayer of the organic charge transfer complex TTF-TNAP
on Au(111) by T. R. Umbach, I. Fernandez-Torrente, J. Ladenthin, J. I. Pascual, K. J. Franke,
J. Phys. Condens. Matter 2012, 5, 354003

3.1 Introduction

Over the past two decades organic thin-films have been an intensively studied research field regarding
their potential application for future electronic devices. Organic thin-films are used nowadays as the
active device component in organic solar cells [113, 114], lasers [115], transistors [116, 117], and
light emitting diodes [118-120]. The wide range of application is based on the functional variability
of the molecular constituents regarding their structural properties and types of functional groups.

However, the performance of organic thin-film based devices significantly depends on the or-
ganic/metal interface between the organic thin-film and the metallic electrodes, needed to contact the
device. The presence of the metallic electrode may change the electronic properties of the molecules
at the interface or affects the molecular conformation. There are several mechanisms, which can lead
to a change of the molecular electronic properties based on the interaction with the metal surface.
For instance, hybridization of the molecular electronic states, interfacial charge transfer or adsorption
induced conformational changes. These interactions, can cause a sizable splitting, realignment or
broadening of the relevant molecular electronic states [42, 43, 121]. Hence, an organic monolayer
on a metal surface can show a wide variety of properties. For example, an interface band structure
with free-electron metal-like dispersion [58], superconductivity [34], or a confinement of electronic
surface states [122-124]. As a consequence, the electronic properties of the organic/metal interface
differ significantly from that of the corresponding organic bulk material. Understanding the physical



34 Chapter 3. CHARGE TRANSFER COMPLEXES ON METAL SURFACES

EV '"'""‘"? """""""""" EV
: EA
LUMO (D) —_— :
I f S LUMO (A)
1,
HOMO (D) y :
— HOMO (A)
Donor Acceptor

Figure 3.1: Schematic diagram of the charge transfer from a donor species to an acceptor species.

and chemical processes occurring at the interface is crucial for potential applications in molecular
electronics.

An important question we want to focus on in the following chapter is the charge state and the charge
distribution of organic layers and how these two physical quantities are altered at the organic/metal
interface compared to the organic bulk material. In this regard the STM allows to analyze with sub-
nanometer resolution such organic monolayers deposited on a crystalline metal surface.

In the following chapter we will discuss three different charge transfer complexes (CTC) deposited
on a Au(111) metal surface. We will focus on the main differences with respect to the charge state of
the donor and acceptor species within the charge transfer complexes and the influence of the surface.

3.2 Charge Transfer Complexes

Charge transfer complexes (CTC) define a unique class of organic materials with a wide variety
of applications in molecular magnets[125-128], non-linear optics [129, 130], magneto-optics [131,
132], superconductivity [34, 133—136], organic electronics [25, 137-140] or storage devices [141—
144].

In general, a CTC is composed of a donor D and acceptor A species, which interact to form a com-
bined complex with new structural and physical properties. The donor D donates a certain amount
of charge p to the acceptor A. Therefore the donor D is oxidized and the acceptor A is reduced. By
definition the formation of a CTC is described by the following reaction path [145]:

Dy + Ay — [D] P +[An] P (3.1)

Here n and m refer to integer numbers and p to the charge transfer ratio [145]. The driving force for
the CTC formation is the energy gain resulting from the redistribution of charge. The following sim-
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plified equation defines the energy condition for the formation of an ionic (complete charge transfer
of p=1e7) CTC complex [146, 147]:

AE =1Ip—FEs—E <0 (3.2)

The donor species D is characterized by its ionization energy (/p) and the acceptor species A by its
electron affinity (E4) (see Fig. 3.1). The ionization energy Ip of the donor accounts for the energy
needed to remove an electron from the HOMO and the electron affinity E4 describes the energy gain
upon filling the LUMO of the acceptor species. The term E; accounts for Coulomb, polarization, and
exchange energies arising from the interaction of the donor and acceptor charges [146—148]. In order
to calculate the electronic structure of a CTC, a common approach is based on the frontier orbitals
(in general m-orbitals for molecules or in the case of atoms the valence orbitals) of the corresponding
constitutes. In the case of organic molecules this theory is known as m-orbital approximation [145].
To have a maximum charge transfer the ionization energy Ip should be small and the electron affinity
E4 should be large.

The above described donor-acceptor interactions can lead to the formation of crystalline CTC solids
mediated by the overlap of the frontier m-orbitals of the constituent molecules. In some cases the
orbitals form metal-like electronic bands and the corresponding CTC becomes conducting. These
low-dimensional bands show in general an effective mass larger than 1.0 m ', which is attributed to
many-body interactions while the electron is moving throughout the crystal [145].

3.2.1 Monolayer of CTC on Metal Surfaces

The structure and electronic properties of bulk CTC are a result of the interplay of a multitude of
interactions including Van-der-Waals, electrostatic, and polarizability effects between the donor and
acceptor sites. The presence of an additional metal surface can not only change the structural prop-
erties of an adsorbed CTC monolayer, but also its electronic nature. The underlying metal surface
may act as a template. In such a case, the adsorbed donor and acceptor species preferentially occupy
certain sites on the surface. This can have an effect on the donor-acceptor self-assembling, which can
be different compared to the bulk crystal structure.

The metal surface can also have an impact on the spatial charge distribution due to screening ef-
fects of the conduction electrons leading to a lowered effective Coulomb interaction, maybe helping
to stabilize a radical state of the donor or acceptor. In some cases also a hybridization between
the molecular and metal electronic states can occur. This can lead to conformational changes of
the molecule [149], formation of interfacial hybrid-states [150], and bands with a metal-like disper-
sion [58]. Furthermore, the hybridization of the metal and molecule electronic states can result in an
additional charge transfer. For instance, the prototype CTC of TTF-TCNQ has a fractional charge
transfer of p = 0.59 e~ [151, 152] from the donor TTF to the acceptor TCNQ molecule in bulk. In
contrast, the monolayer system of TTF-TCNQ on a Au(111) metal surface shows a charge transfer of
p =1.0e™ [29]. A single unpaired electron is located in a w-orbital of the TCNQ acceptor species.

"Here my refers the free-electron mass.
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Figure 3.2: Schematic sketch of the interactions of an CTC on a metallic surface. The underlying
metal surface can act as an additional charge reservoir. Therefore not only the charge transfer between
donor and acceptor species can occur, but also between the donor D or acceptor A and the metal
surface.

The interplay of the above discussed interactions determines the structural and electronic properties of
the CTC on the metal surface. By changing the type of acceptor or donor species we can characterize
the robustness of the charge transfer and the degree of hybridization with the underlying metal surface.

We are interested in the charge state and the corresponding charge distribution of CTC monolayers
on metal surfaces. To map the spatial charge distribution we use the spectroscopic fingerprint of the
unpaired electron spin: the Kondo effect. The Kondo effect occurs at low temperatures and describes
the interaction of a single localized electron with the conduction electron system leading to a new
many-body ground state. Using STM we can measure the fingerprint of this many-body state and,
hence, obtain information about the spatial distribution of the localized spin. The next section gives a
brief introduction to Kondo physics and its manifestation in transport experiments like STM.

3.3 The Kondo Effect

In the early 30’s De Haas and coworkers investigated the conductivity of gold wires at low tem-
peratures and found a minimum of the electrical resistance at a critical temperature Tx [153]. In
general lowering of the temperature of a material leads to a decreasing electrical resistance R. This
can be explained by reducing the number of phonons responsible for the electrical resistance R due to
electron-phonon scattering. At low temperatures scattering at defects and impurities becomes dom-
inant leading to a finite electrical resistance R. However, for temperatures 7 < Tk the electrical
resistance R is increasing if magnetic impurities are present. This threshold temperature Tx is known
nowadays as the Kondo temperature. It was evident that magnetic impurities are responsible for the
increasing electrical resistance at 7 < Tx [154], but the underlying physical scattering mechanism
was unclear. In 1968 Kondo presented a theoretical description [155] of the behavior of the electrical
resistance at low temperatures of metals doped with magnetic impurities. Within this framework the
increasing electrical resistance is explained by spin scattering processes between conduction electrons
and the magnetic entities, which dominate at low energies (temperatures) leading to a new many-body
ground state [155, 156]. The following chapter gives a short description of the Kondo effect based on
the Anderson impurity model. A more detailed description is given in Ref. [156-158].
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Figure 3.3:  Possible electronic configurations for a single atomic/molecular level. (i) Empty
atomic/molecular level with energy E = 0. (ii) Singly occupied atomic/molecular level with E = g,.
(ii1) Doubly occupied atomic/molecular level with E =2¢, 4 U.

3.3.1 The Anderson Impurity Model (S = 1/2)

The Kondo effect defines the problem of a single spin interacting with a bath of electrons ? at low
energies (low temperatures). Thus, only bath electrons close to Ef are relevant for the Kondo problem.
The following discussion is based on the Anderson impurity model. Let us consider an atomic or
molecular orbital, which can be occupied with up to two electrons (see Fig. 3.3). The energy of the
system orbital is defined as &,. The orbital can be empty referring to a total energy of E = 0. Single
occupation by an electron with spin o= 71 or | corresponds to a total energy E = €, and the related
ground state exhibits a two-fold spin-degeneracy (S = %) depending on weather the spin is up or down.
To fill the orbital with two electrons with spin o = 1 and | one has to overcome the Coulomb energy
U and the total energy of a doubly occupied system will be E =2¢,+ U.

In the following we consider only the case of a single occupied orbital, which lies below Er and is
separated by the Coulomb energy U from the double occupied configuration. The broadening I" of
the orbitals (due to the hybridization with the conduction electronic states) has to be smaller than the
Coulomb energy U to avoid overlap. An orbital overlap would imply spin fluctuations between the
singly and doubly occupied state. The system is then in the so called mixed-valence regime [159]. In
total three conditions have to be fulfilled:

g, < Er (3.3)
g,+U > Er (3.4)
<<U (3.5)

This configuration is called the local moment regime referring to a singly occupied orbital.

Now we couple this single orbital to a bath of electrons (electrode) and the coupling is defined by
a certain hybridization/wave function overlap of the relevant electronic states. The specified system
can be described with the following Anderson Hamiltonian [156]:

Ha =Y €alta, o+ Unyny + ¥ €€} sk o+ Y, (Vich o0k o +ViCh 5€d, o) (3.6)
o k, o

k, o

Vi =Y oe'* % (¢4|H| ya,)

The first term in equation 3.6 describes the occupancy of the non-degenerated electronic states
(of the atom/molecule) by the occupation number n, s and the energy €, of the corresponding
atomic/molecular state. The second term accounts for Coulomb interactions U between the elec-
trons with opposite spin n,+ and n,| on the atom/molecular site. The bath of conduction electrons

2For example the conduction electron system at a surface.
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is characterized by c,t o and ¢, o, which are creation and annihilation operators of wave vector k
and spin component o for the energy eigenvalue €. The last term in equation 3.6 corresponds to
the hybridization V of the conduction electrons and atomic/molecular states. Here ¢ = 1 or | and
Vi are the hybridization matrix element between atomic/molecular level ¢, and the electronic states
of the electron bath y;  (electrode). This Hamiltonian defines the electronic structure of the local
atomic/molecular system and allows us to specify the conditions to have a singly occupied orbital
coupled to a bath of electrons. However, to get a more physical picture of the hybridization Vj it is
better to modify the above Anderson-Hamiltonian to the so called Kondo-Hamiltonian. This is done
by projecting the Anderson Hamiltonian onto the subspace of the single occupied atomic/molecular
state by a canonical transformation [160]:

Ay =Y €la, o (3.7)
(3

+ Z Ji, k/(S—’_C]JZ7 16Ck, 1o + S_CZ’ +6Ck, Lo + SZ(CZ’ +6Ck,to + C;; 1k, ic))
k, k'

The first term in equation 3.7 accounts for the occupancy of the non-degenerated electronic states
(of the atom/molecule) by the occupation number n,s and the energy &, of the corresponding
atomic/molecular state. Here c}( o and ¢y creates or annihilates an electron with momentum k
and spin o, respectively. S, and S* = (S, + i-Sy) are the spin operators of the localized spin
at the atomic/molecular site. J refers to Heisenberg type exchange coupling between the electrons
of the bath and the local atomic/ molecular electron spin. The Hamiltonian includes terms which
describe spin-flip processes upon resonant scattering events of bath electron spins with the local
atomic/molecular electron spin.

In the case of the local moment regime, at low energies charge fluctuations of the local electronic
state are suppressed because of the large Coulomb interaction U. The only degree of freedom at low
energies in such a system is the spin degeneracy (S = 1/2) of the electron in the local electronic state.
As was found out by Kondo [155] that spin-scattering processes involving spin-flips are the origin of
the Kondo effect leading to minimization of the energy and implying a new correlated ground state.
The scattering processes involve virtual intermediate states (so called second-order spin scattering
processes [156]). These imply the spin flip of impurity and conduction electrons and can be expressed
by the following equation:

|,]\ k, \l/ 8a>tmtzal — H/ k*, ,]\ £a>final (3.8)

There are also scattering processes of second-order implying two spin-flip processes, therefore the
spin orientations of the initial and final state are the same:

H\ k, \l, €u>il’lilial — ‘Tk*’ \l, £a>fmal (39)

In order to get a physical picture of these second order scattering processes let us consider a singly
occupied atomic/molecular state coupled to an electron bath (electrode) like shown in Fig. 3.4(a). The
colored arrows correspond to the spin orientation, which can either be up (red) or down (blue). The
two different scattering processes involving spin-flips are depicted in Fig. 3.4 (a-c) and (d-f), respec-
tively. The first one describes the scattering of conduction electrons with |k, |) with the localized
electron spin into the intermediate hole state in Fig. 3.4(b). The atomic/molecular orbital is doubly
occupied by two electrons with spins oriented in opposite directions (referring to the states |g,, |)
and |e;+ U, 1)). Then the electron in the |, + U, 1) state scatters with a spin-flip into the final state
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Figure 3.4: Scheme of the spin scattering processes involving spin-flips. The red and blue arrow
indicate spin-up or spin-down orientation, respectively. (a) The singly occupied state is located at
an energy E = g,. The double occupied level is separated by Coulomb energy U at the total energy
E =¢,+ U. (b) A conduction electron scatters without a spin flip into to the hole state localized at
E =¢,+ U. Since the conduction electron has to overcome the energy of E = g, + U, this is only
allowed on a short time scale (femtoseconds). (c) An electron with spin down scatters into an empty
state of the electron bath close to Er. (d) First an electron of the localized state at E = €, scatters into
to an empty state of the electron bath. Then a conduction electron scatters with a spin flip into the
empty localized state at E = g,. (g) The spin-flip scattering leads to the formation of a new many-
body ground state implying a modification of the energy spectrum. Close to Er the so called Kondo
resonance evolves. (h) The scattering process involves an antiferromagnetic exchange coupling J > 0.
Therefore, the local moment is screened by the conduction electrons.

Metal
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|k*, 1). Another possible scattering process is depicted in Fig. 3.4(d-f). Here the local electron in the
|€,,T) state scatters into the final state [k*,1). A conduction electron then scatters without a spin-flip
into remaining empty atomic/molecular orbital with |k*, 1).

In order to fill the atomic/molecular orbital with two electrons with opposite spin one has to overcome
the Coulomb energy U (see Fig. 3.4(a-c)). On the other hand, to empty the atomic/molecular orbital
and to fill one empty state in the conduction electron band one needs at least an energy of the order
of Er — g, (see Fig. 3.4(e-f)). Therefore these processes are only allowed on a very short time scale
determined by Heisenberg uncertainty principle r < //E. Hence the underlying time scale is of the
order of femtoseconds.

We are dealing here with a many-body effect between the conduction electrons and the localized
electron spin. The scattering events lead to an energy minimization and a new correlated ground state
evolves at Er. This new state close to Er is called the Kondo resonance.

According to the Kondo Hamiltonian in equation 3.7 the interaction of the scattering conduction
electrons with the spin of the localized electron can be described as an effective exchange coupling
J. The conduction electrons couple to the localized single spin. The relation between the effective
exchange coupling J;  (Kondo theory) and the physical variables defined within the framework of
the Anderson impurity model are as follows [160]:

1 1
U+¢,—¢p +8k—8a

Jiw = ViV ( ) (3.10)
Within the local moment regime (¢, < Ep, & +U > Ep, and I' << U) the resulting ex-
change interaction J between the scattering bath electrons close to Er and the local singly occupied
atomic/molecular orbital is antiferromagnetic (Ji x > 0)3. Because of the antiferromagnetic exchange
interaction the conduction electrons screen the single spin moment of the atom/molecule forming a
singlet ground state S = 1/2(1) — |1).

3.3.2 The Kondo Temperature

A requirement for the Kondo effect to occur is that the temperature of the considered system is
lowered below a critical temperature Tx known as the Kondo temperature. Within this regime, spin-
flip scattering processes lead to a new many-body ground state (see Fig. 3.4(g)). Hence the Kondo
temperature corresponds to a binding energy Eg{,’f"” = kp - Tk of the spin singlet state and can be
related to the above discussed effective exchange coupling between the conduction electrons and the
localized single spin [156]:

1
Tx <D \/pJexp(—ﬁ) (3.11)

Tk can also be linked to the Anderson model [161]:

&+U
2AU

1
Tx =< 5/ (AU) expl-m & ( )] (3.12)

3This effective exchange coupling J can be connected to the final resistivity R of the magnetic impurity (localized
spin) [155, 156]. Kondo calculated the resistivity to third order in the exchange coupling J and showed the important role
of the above described scattering processes involving spin-flips for the low energy scattering of the conduction electrons
with the local spin [155]. The scattering processes lead to a temperature dependent correction of the resistivity [155].
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System Tx
TTF-TCNQ on Au(111) [29] 23 K
TCNE on Cu(111) [162] 29K
Co on CuN, [163] 26 K
Coon Au(111) [164] 75 K
dehydrogenated CoPc on Au(111) [165] 208 K

FePc(Fe centered on top site) on Au(111) [166] 598 K

Table 3.1: Kondo temperature Tk of different Kondo systems.

Here U is the Coulomb energy and &, describes the energy of the singly occupied atomic/molecular
level. The width A corresponds to the hybridization strength of the atomic/molecular level with the
surface or bulk states. Tx defines the only relevant energy scale within this regime. The expres-
sion of Tk in equation 3.12 defines, within the framework of the Anderson model, variations of the
Kondo Temperature Tx and therefore the change in binding energy Ek,nqo in terms of hybridization,
Coulomb energy and the detailed electronic structure of the system. Since the Kondo temperature
Tx shows an exponential dependence on the parameters U, A, and €, it can vary on a wide range.
Table 3.1 gives an overview of different molecular Kondo systems like charge transfer complexes,
metal-phthalocyanines, and metal-porphyrines on different surfaces and their corresponding Kondo
temperatures Tk.

3.3.3 The Kondo Resonance

In 1998 Goldhaber-Gordon et al. [167] detected a zero bias anomaly identified as a Kondo resonance
in a single electron transistor (SET) based on a GaAs/AlGaAs heterostructure. Shortly after that, the
research groups of Madhavan et al. [168] and Li et al. [169] independently discovered the Kondo
effect for single magnetic atoms on a metal surface by using STM. In transport experiments, like
in Ref. [167], the Kondo systems are coupled to two leads (electrodes) and a significant change of
the conductance close the Fermi energy Er is detected. In this case, the line shape of the resonance
is a Lorentzian, as first described by Abrikosarov and Suhl [171, 172] within the framework of the
Anderson theory. However, in transport experiments like STS the Kondo resonance has a Fano line-
shape due to quantum interference of several competing tunneling channels [173]. The experimental
setup in the case of the STM is shown in Fig. 3.5(a). The electronic states of the STM tip can couple
with the surface/bulk electronic states or with the single occupied level of the adsorbate. Figure 3.5(a)
illustrates the three different tunneling paths of tip electrons to the surface[158, 170] in the case of a
magnetic adsorbate on a metal surface.

Path (1) corresponds to direct tunneling into empty electronic surface or bulk states close to Er. This
tunneling path does not involve the impurity bound state and therefore conserves the spin orientation
of the unpaired electron in the level of the atomic/ molecular level of the adsorbate. The tip electrons
can also tunnel into the Kondo resonance (path (2)). Also in the case of path (2) the spin orientation
of unpaired electron in level of the atomic/ molecular level of the adsorbate is preserved. The last
tunneling path (3) refers to tunneling into the singly occupied atomic/molecular level of the adsorbate
via a spin-flip process. In this last case, the spin orientation is changed and the final state differs from
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Figure 3.5: Schematic energy diagram of the STM tunnel junction consisting of the tip, sample, and
the localized singly occupied atomic/molecular level of the adsorbate on the surface [170]. The singly
occupied atomic/molecular orbital interacts via spin-flip processes with the conduction electrons of
the underlying metal surfaces and a new correlated ground state is formed known as the Kondo reso-
nance. The energy spectrum of the localized singly occupied atomic/molecular level and the Kondo
resonance is shown as a blue line. There are in total three possible tunneling paths of electrons tun-
neling from the tip to the surface. Path (1) indicates the direct tunneling into empty surface or bulk
states close to Er and the Path (2) corresponds to direct tunneling into the Kondo resonance. The
last tunnel path (3) refers to tunneling into the singly occupied atomic/molecular level via spin-flip
process.

path (1) and (2). The Fano line shape of the Kondo resonance is a result of the quantum interference
between path (1) and (2). The latter path (3) does not give rise to interference neither with path (1)
nor (2) since the final spin state is different. Path (3) refers to an inelastic tunnel process known
as spin-flip excitation, because the spin of the singly occupied atomic/molecular level changes its
orientation.

Fano showed that a discrete electronic state coupled to continuum of states can be expressed by the
following equation [170]:

2(e— €k)\2
(g+ =F7)

L (e

Fano(€) o< (3.13)

Here ¢k is the energetic position of the Kondo resonance, € is the energy, and I'k is the full width of
the half maximum (FWHM) of the resonance. The so called asymmetry-factor g is given by[170]:

A

q (3.14)

Here #; and #, correspond to the tunneling probabilities of the two tunnel paths (1) and (2)
(see Fig. 3.5)(a). V refers to the hybridization matrix element of the local singly occupied
atomic/molecular level and the continuum states of the surface/bulk. Fig. 3.5)(b) reflects the de-
pendence of the resonance shape on the g factor. For ¢ — oo the line shape of the Kondo resonance
is a Lorentzian, hence, only tunneling through the many body state occurs. For ¢ — 0 the Kondo
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resonance has a dip-like shape. For intermediate values of ¢ the resonance shows an asymmetric
shape (Fano shape).

The atomic precision of the STM allows to spatially map the Kondo resonance. By moving the STM
away from the local adsorbate the line shape of the Kondo resonance changes. This effect was already
observed in the very early STM studies of Madhavan et al. [168] and Li et al. [99] on Co atoms on
Au(111) and Ce on Au(111), respectively.

The FWHM Ik of the Kondo resonance at T = 0 K is related to the Kondo temperature Tx [174, 175]:

T (T) = 2V2(kp Tx) (3.15)

For temperatures T > 0 K the Kondo resonance shows a characteristic temperature dependence and
its width I is increasing with increasing temperature 7' [174, 175]:

Te(T) =2/ (ks T)? + 2(ks Tx)? (3.16)

Here kp is the Boltzman constant, 7 is the temperature and Tk is the intrinsic Kondo temperature of
the corresponding Kondo system. Since the STM experiments are carried out at finite temperatures 7
also the temperature broadening of the Fermi edges of the leads (tip and sample) and the broadening
caused by the instrumental electronics # have to be taken into account, when the Kondo temperature
Tx is extracted from the experimentally obtained width I'’Z*? of the Kondo resonance. The measured
Kondo I'**” can be described with an empirical equation [159]:

I(T)E% = 0.758 - Tk +3.52 kg - T + Viuss (3.17)

Here 'k is the intrinsic width of the Kondo resonance, T is the experimental temperature and Vg
is the Lock-in amplifier modulation voltage. Hence, the analysis of the Ax of the Kondo resonance
allows to evaluate the binding energy kg - Tx of the spin singlet state.

4STS in general use a Lock-in-Amplifier modulating the measured signal.
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3.4 Na-TCNQ: Cloaking in a Charge Transfer Complex

In the following chapter we focus on the spatial charge distribution in monolayer of Na atoms and
7,7, 8, 8-tetracyanoquinodimethane (TCNQ) molecules on a Au(111) metal surface. The chemical
structure of the prototype organic acceptor molecule TCNQ is shown in Fig. 3.6(a). TCNQ consists
of a central quinonoid ring and two dicyanomethylene termination groups, which have a strong elec-
trophilic character [176, 177]. The central ring stabilizes the anionic system [178]: upon charge
injection the central ring increases its aromaticity and gain energy [179, 180]. In the case of the bulk
Na-TCNQ CTC a complete charge transfer of 1.0 e~ occurs leading to the formation of an ionic-
like lattice of Na cations and TCNQ anions [181-184]. The transferred electron is localized in the
former LUMO orbital of the organic TCNQ acceptor species, which exhibits a high electron density
at the electrophilic cyano terminations groups (see Fig. 3.6) [185, 186]. In the bulk compound the
charge localization on the TCNQ acceptor is intensified by strong Coulomb interactions between the
neighboring molecular sites leading to strong electron-electron correlations [187, 188].

By bringing a monolayer of Na-TCNQ on a Au(111) metal surface a new phenomenology is ex-
pected. In particular, the interaction with the underlying metal surface can influence the monolayer
CTC properties. For instance, the presence of the metallic surface can lead to different molecular
arrangements, because of the template-effect of the metal surface [22, 189-193]. Also additional
charge transfer to the donor or acceptor species due to hybridization of the relevant electronic states
might occur [25, 29, 162]. Furthermore, the metal surface can screen charges and therefore alter the
charge distribution within a monolayer CTC, since the intermolecular Coulomb interactions can be
reduced compared to the crystalline bulk phase of the corresponding CTC [184, 194, 195].

The interest of the Na-TCNQ system is the charge distribution, which is in general studied by Kelvin
Probe Force Microscopy (KPFM). KPFM is a well established technique to measure electrostatic
potentials of organic-metal interfaces with high spatial resolution [196]. Lately, KPFM was used
to spatially map the electrostatic potential, related to the charge distribution, of a single molecule
on an insulating NaCl layer with intramolecular resolution [197]. However, in the presence of a
metal surface additional surface or interface dipoles can influence the KPFM results and make them
difficult to interpret. Instead of KPFM, we use the Kondo effect, stemming from an unpaired electron
(transferred charge), in order to map the spatial charge distribution within the CTC monolayers on
the metal surface.

Figure 3.6: (a) Chemical structure of TCNQ. DFT simulation of the HOMO (b) and LUMO (c) of
the free gas phase TCNQ molecule.



3.4. Na-TCNQ: Cloaking in a Charge Transfer Complex 45

Figure 3.7: (a) Large STM topographic image of a NaCl islands and Na-TCNQ domains (scanning
parameters: I = 73 pA, V = 1.5 V). The white arrow points the border between a NaCl and Na-
TCNQ domain. (b) STM topographic image of the mixed Na-TCNQ layer on Au(111) (scanning
parameters: I =110 pA, V =76 mV). (c) High resolution image of Na-TCNQ layer with the windmill-
like structure (scanning parameters: / = 100 pA, V = 100 mV). The dimensions of the unit cell vectors
are |a)| = |a2| = (0.9 &+ 0.1) nm enclosing an angle of o =90° £ 1°.

3.4.1 Structure of Na-TCNQ on Au(111)

There are two distinct routes to grow self-assembled mixed Na-TCNQ islands on the Au(111) metal
surface. The first one uses NaCl islands as Na source. The Au(111) metal surface is precovered
with NaCl evaporated from a Knudsen cell heated to 550 °C. On a metal surface NaCl forms (100)-
terminated islands, which consist of a bilayer [198]. The step edges are non polar and show an
alternating configuration of Na cation and Cl anions [199]. Subsequent deposition of TCNQ from a
Knudsen cell heated up to 380 K leads to partial dissolution of the NaCl islands. During deposition
of NaCl and TCNQ on the clean Au(111) metal surface, the sample was kept at room temperature
(Tsampie = 280 K). Fig. 3.7(a) shows a large STM topographic image of the Au(111) metal surface
covered with the typical square-like NaCl patches [199] and highly ordered windmill-like structures.
Fig. 3.7(b) shows a zoom-in of an island with the windmill like structure that correspond to the Na-
TCNQ self-assembly. We can clearly resolve the TCNQ molecules by their characteristic orbital
shape as lying flat on the surface (Fig.3.7(c)). This structure drastically deviates from the pure TCNQ
phase on the Au(111) surface, where H-bonding governs the resulting self-assembly [200]. In the
present case, the electrophilic cyano groups of neighboring molecules point towards each other. Such
a structure can only be stabilized by the inclusion of an additional linker, which reduces the electro-
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Figure 3.8: Structural model of the Na-TCNQ layer on Au(111). The Na sites occupy hollow sites.

static repulsion [18, 28, 100]. The most likely unit for this stabilization would be a Na atom, which
has been dissolved from the NaCl islands.

The resulting arrangement of the self-assembled Na-TCNQ domains is depicted in the structure model
in Fig. 3.8. There are two different TCNQ species almost perpendicular to each other and the Na
atoms occupying hollow sites. Every Na site is surrounded by four cyano end groups of four different
neighboring TCNQ molecules. The structure is very similar in terms of shape and size to the arrange-
ment of Na-TCNQ layers of the bulk phase [201, 202]. Thus, the metal surface seems to play a minor
role in the self-assembly process. This is also corroborated by the observation of the unperturbed
Au(111) herringbone reconstruction underneath the mixed layer (Fig. 3.7(b)).

The structural evolution of the Na-TCNQ islands occurs at the edges of the NaCl patches as indicated
by the white arrow in Fig. 3.7(a). Apparently the temperature of T, = 280 K during preparation
is sufficient to enable the above described replacement reaction. In solution, solid state replacement
reactions between halogen species of alkali halides and TCNQ molecules are known [183]. The high
electron affinity of TCNQ allows to oxidize the halogen species of the NaCl layer even on a metal
surface and the corresponding solid state replacement reaction can be described as [33, 203-205]:

1
TCNQ + CI~ — TCNQ~ +§sz (3.18)

The released Cl atoms presumably desorb into the vacuum and the anionic TCNQ reacts with the
remaining Na cation:

Na® +TCNQ~ — NaTCNQ (3.19)

To validate the formation of Na-TCNQ ordered islands, we have co-deposited TCNQ molecules with
Na atoms from a SAES getter disperser source. Both TCNQ molecules and Na atoms were deposited
on a clean Au(111) metal surface kept at room temperature. Figure 3.9(a) shows large STM topogra-
phy of a Na-TCNQ domain revealing the same windmill-like structure as the preparation with NaCl
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Figure 3.9: (a) STM topographic image of the mixed Na-TCNQ on Au(111). A SAES getter dis-
perser source is used to deposit the Na atoms (scanning parameters [/ = 94 pA, V =530 mV). (b) Zoom-
in of the Na-TCNQ windmill-like structure (scanning parameters: / = 0.5 nA, V = 100 mV). The di-
mensions of the unit cell vectors are |a}| = |a>| = (0.9 £ 0.1) nm enclosing an angle of o = 90° £ 1°.

(see Fig. 3.7(b)). Also the lattice constants |a}| and |@>| of the square lattices are identical in both
cases, as shown in Fig. 3.7(c) and Fig. 3.9(a).

Both preparation routes with NaCl and from Na disperser lead to the formation of ordered Na-TCNQ
islands. The dissolution of NaCl in presence of TCNQ reflects a strong acceptor-donor interaction.
The electron affinity of Cl in the gas phase is about E4 = 3.61 eV [206] and the ionization energy of
Na in the gas phase Ip = 5.14 eV [207]. The electrostatic energy of the Na cations and the CI anions
is about Eg ~ 7.9 eV °. The total cohesive energy of the NaCl crystal can then be calculated using
equation 3.1 and amounts to Eg = 6.4 eV. The crystal binding energy of the Na-TCNQ bulk compound
is about Ep = 7.84 eV [209]. The larger crystal binding energy of the Na-TCNQ bulk compound
indicates that by mixing alkali halides with the strong organic acceptor TCNQ the formation of Na-
TCNQ is energetically favored.

3.4.2 Electronic Properties of Na-TCNQ/Au(111)

In order to investigate the charge distribution and the electronic structure of the Na-TCNQ layer we
performed dI/dV spectra on different sites of the Na-TCNQ layer (see Fig. 3.10(a)). The spectra
taken at the center of TCNQ sites are featureless and show only a shift of the Au(111) surface state
(see Fig. 3.10(a) indicated by the red dashed line). The shift of the Au(111) surface state amounts
to =~ 170 mV towards Er and can be attributed to work function changes due to the presence of
the Na-TCNQ layer [33]. There are additional spectroscopic features that appear only when the tip
addresses the Na positions on the Na-TCNQ layer. Two resonances at 0.75 V (P1) above Er and at
-0.55 V (P2) below EF (see Fig.3.10(a)), respectively. The spatial location of the resonances P1 and
P2 is revealed by constant current dI/dV maps depicted in Fig.3.10(b). Both resonances P1 and P2
are clearly localized at the Na sites. The spectrum taken at the Na site also reveals the presence of a
zero-bias peak (ZBP) at the Fermi energy Er (see Fig.3.10(a)).

To study the ZBP in more detail spectra in a smaller energy window at different positions of the Na-
TCNQ layer are recorded (see Fig. 3.11(a)). This ZBP has a full width at half maximum (FWHM)

SThe electrostatic energy of the NaCl bulk crystal can be calculated using Ec = — < fz + r% Here « is the Madelung
constant (0yac; = 1.7476 and C = 6.97%10~% [m0C?] [208].)
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Figure 3.10: (a) Differential conductance dI/dV spectra acquired on two different sites of the Na-
TCNQ layer (V; =0.1 V, I, =0.3 nA, V,. =3 mV rms at 821 Hz). (b) Conductance maps taken at the
energies of the P1 and P2 resonances. The molecular model shows the localization of the P1 and P2
resonances on top of the Na atom. The maps were taken at constant current (I; = 0.5 nA, V,. = 12 mV
rms at 877 Hz).

of 7 = 1 mV. The spatial location of the ZBP is plotted in Fig.3.11 (b). The ZBP has its maximum
intensity on the Na sites, disappearing when the tip is precisely located on the TCNQ molecules.

The resonance can be related to the emergence of the Kondo effect in the Na-TCNQ monolayer, as
stated in similar molecular donor-acceptor systems [25, 29, 162]. The manifestation of the spin Kondo
effect in STS indicates a § = 1/2 magnetic ground state and allows us to map the transferred charge
of one electron within the Na-TCNQ layer. To calculate the Kondo temperature Tx of the system the
Kondo resonance is fitted by a Fano line shape (see equation 3.13) with the following fit parameters:
g =12.1 £ 0.9 and Tx = 21 + 6 K. Presumably, the unpaired electron donated by the Na atom is
located in the former LUMO of the TCNQ molecule. However, dI/dV spectra taken at the center
of TCNQ molecules are rather flat (see Fig. 3.11(a)). The spatial localization of the resonances P1
and P2 and the Kondo resonance on Na sites seems to contradict the simple assumption of a charge
transfer of 1 electron from the Na 3s orbital to the organic TCNQ acceptor. The Na cation would
exhibit a closed-shell electronic configuration with no unpaired spin.

3.4.3 DFT Simulation of the Na-TCNQ/Au(111)

In order to shed light on the origin of the unconventional charge redistribution in the Na-TCNQ
monolayer on Au(111) DFT calculations were performed by Prof. Dr. Mats Persson and Dr. Ricardo
Rurali from the Surface Science Research Center at the University of Liverpool and the Institut de
Ciéncia de Materials de Barcelona, respectively. The electronic structure of the Na-TCNQ layer ad-
sorbed on Au(111) was calculated using the plane wave Vienna Ab initio Simulation Package (VASP)
code [210]. The ion-core interactions and the exchange correlation effects were described using the
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Figure 3.11: (a) High resolution dI/dV spectra around Er on Na and TCNQ sites (V; = 100 mV,
I, =25 1A, V,c =1 mV rms at 877 Hz). The spectrum on the Na site shows a narrow zero-bias
peak (ZBP). The spectra are shifted vertically for clarity. The red dashed line in the inset shows a
Fano fit according to equation 3.13. The best fit parameters are ¢ = 12.1 £ 0.9 and Tx =21 £ 6 K.
The experimental settings were T = 4.8 K and V,,,; = 1 meV. (b) Spectral map consists of 30 single
dI/dV spectra along the dashed line indicated in the topographic image. The map clearly shows the
localization of the ZBR on top of Na sites.

projector augmented wave method [211] and the optB86b version of the van der Waals density func-
tional [212], respectively.

The calculated Au(111) substrate is represented in a supercell by a four layer slab of Au atoms with
a c(7x4+/3) surface unit cell. The adsorption configuration of the four Na and four TCNQ molecules
in the surface unit cell is taken from the experimentally obtained structure model with the Na atoms
adsorbed in hollow sites. The positions of all Na atoms and TCNQ molecules as well as the first two
Au layers were vertically and laterally relaxed until all forces were less than 0.02 eV/A. The last two
Au atomic layers of the Au(111) slab were kept at their bulk positions during the relaxation with a
calculated lattice constant of 4.137 A. We used a plane-wave cutoff of 400 eV and the k points in
the Brillouin zone were sampled by a 2x2x 1 grid. The vacuum region was 19.6 A. The relaxed
Na-TNQ/Au(111) revealed a small asymmetry in the bonding of the TCNQ molecules with respect
to the Na sites resulting in two distinct adsorption sites of TCNQ. However, the electronic structure
is similar in both molecules, as revealed by STS and DFT. In the following, we focus on the common
properties of both TCNQ species.

Figure 3.12(a) shows the projected density of states (PDOS) of the Na-TCNQ/Au(111) system onto
the Na and TCNQ orbitals. The Na 3s and 3p orbitals are empty and located well above the Fermi
energy Er. The Na atom clearly donates its 3s electron to the organic acceptor species TCNQ. The
LUMO of TCNQ species is pinned at Er and filled with one electron leading to a singly occupied
molecular orbital (SOMO). The experimentally observed resonances P1 and P2 correspond to the
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Figure 3.12: (a) Calculated projected density of states (PDOS) of the Na-TCNQ monolayer on
the frontier orbitals of an isolated TCNQ molecule and on the 3s and 3p orbitals of the isolated Na
atom. The LUMO-derived state of TCNQ is aligned close to Er and partially filled by one electron.
(b) The induced electron density created by inclusion of the Na atom in the TCNQ/Au(111) layer
(Minduced = N(Na—TCNQ/Au) — N(TCNQ/Au) — NNa)- The color blue corresponds to charge depletion and
red to charge accumulation, respectively.

SOMO attached with an electron or a hole implying the splitting of the former TCNQ LUMO orbital ©.
This finding confirms the complete charge transfer of one electron.

The charge rearrangement within the Na-TCNQ layer can be depicted by the induced electron density
upon inclusion of Na atoms in the TCNQ/Au(111) system (see Fig. 3.12(b)). It reveals a significant
charge depletion at the Na site and a charge accumulation at the electrophilic cyano end groups of
the TCNQ molecules confirming the charge transfer of one electron from the Na sites to the TCNQ
species and also the localization of that charge at the cyano end groups of the TCNQ.

Due to the absence of relevant Na electronic states around Ef a significant hybridization between
Na and TCNQ electronic states can not occur as revealed by the PDOS of the Na-TCNQ/Au(111)
in Fig. 3.12(a). Thus the cohesion of the Na-TCNQ layer is mainly due to electrostatic interaction
of the corresponding Na cations and TCNQ anions [35], which is different to compounds consisting
of transition metal instead of alkali metal atoms, which are stabilized by metal-organic coordination
bonds [35, 213, 214].

The underlying Au(111) metal surface plays only a minor role and is not involved in the charge
transfer within the Na-TCNQ layer as revealed by the DFT calculations. This is also experimentally
confirmed by the observation of the unperturbed Au(111) herringbone reconstruction [33].

The DFT calculations show the charge transfer of one electron to the TCNQ acceptor species and the

6Since DFT in general underestimated electron-electron correlations the energetic splitting of the P1 and P2 resonances
is smaller compared to the experimental data.
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Figure 3.13: Local density of states (LDOS) at a distance of 10 A from the surface on top of a Na
site and on top of the center of a TCNQ molecule.

filling of the former TCNQ LUMO. But these findings seem to contradict the spatial localization of
the Kondo resonance at the Na sites. We have taken a closer look on the spatial distribution of the
TCNQ SOMO within the Na-TCNQ layer in order elucidate this contradiction by comparing the local
density of states (LDOS) around EF at the Na sites and at the TCNQ center. Figure 3.13 shows the
LDOS at a distance of 10 A 7 from the surface at the Na site (red line) and the center of the TCNQ
species (black line), respectively. The LDOS exhibits a peak centered at Er, which has a larger weight
on top of the Na sites compared to the TCNQ center. This peak at Er originates from the SOMO of
the TCNQ, since there are no relevant electronic states of the Na in this energy window (see PDOS
in Fig. 3.12(a)). The TCNQ SOMO resonance close to Er gives rise to the Kondo effect. Thus, the
DFT calculations unravel two experimental findings, namely the localization of the TCNQ SOMO
at Er, giving rise to the Kondo effect, and its larger weight on the Na sites compared to the TCNQ
backbone.

3.4.4 The Spatial Charge Rearrangement in Na-TCNQ/Au(111)

In order to understand the weight of the Na site on the intensity of the unpaired spin we calculate
the LDOS distribution. Figure 3.14 shows simulated maps of the LDOS (a,b) and experimentally
recorded constant current dI/dV maps (c,d). The simulated LDOS map at a distance of 10 A over
the surface (see Fig. 3.14(a)) shows the TCNQ SOMO with a large weight on the Na cation. By
decreasing the distance to the surface to 6.5 A (see Fig. 3.14(b)) the TCNQ SOMO reflects the unper-
turbed free gas phase TCNQ LUMO (see Fig. 3.6(b)) with the typical nodal plane at the TCNQ center
and four arm-like features at the cyano end groups (as indicated in Fig. 3.14(d)). The experimental
constant current dI /dV maps measured at the energy of the resonances P2 of 550 mV at two different
tip-height positions over the Au(111) surface reproduce this dependence. This supports their identifi-
cation as the TCNQ’s SOMO (P1) and SUMO (P2). Therefore, the Na-TCNQ/Au(111) interface is a
particular example of the spatial charge rearrangement of a molecular state. The alkali atoms within
the Na-TCNQ layer lead to a distortion of the TCNQ SOMO due to strong electrostatic interactions.

"This corresponds to the case of imaging the Na-TCNQ layer at low tunneling conductance.
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Figure 3.14: (a,b) Simulated maps of the LDOS at Ef, corresponding to the SOMO resonance at
a distance of 10 A and 6.5 A from the surface, respectively. (c,d) Constant current dI/dV maps at
the SUMO energy at 550 mV for different current set points /; = 0.3 nA and I; = 3 nA, respectively
(Vae =5 mV rms at 821 Hz). In (d) the shape of the unperturbed TCNQ LUMO is indicated. (e)
Schematic illustration of the deformed TCNQ SOMO cloaking the Na atom.

The above discussed results lead to the conclusion that the Na cation is cloaked by the three-
dimensional orbital density of TCNQ SOMO. The Na cation represents a small and positively charged
ion, which modifies the electrostatic landscape of the Na-TCNQ layer and the TCNQ SOMO is there-
fore deformed. The electrostatic potential energy map for an electron at a distance of 8 A from the Au
surface is shown in Fig. 3.15. The electrostatic potential landscape shows a ~ 90 meV local minimum
on top of the Na sites implying a significant electrostatic attraction for the transferred electron above
the Na cation, further confirming the three-dimensional cloaking of the Na ion by the TCNQ SOMO
as indicated in Fig. 3.14(e) 8.

The Kondo temperature estimated from the Fano fit of the ZBP (see Fig. 3.11) has a value of
Tx =21 £ 6 K. To extract the Anderson parameters U, A and € from the dI/dV spectra in Fig. 3.10(a)

8The described effect also occurs for the free-standing layer with the identical geometry and hence is not caused by the
metal substrate.
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Figure 3.15: Simulated map of the electrostatic potential energy felt by an electron at a distance of
8 A from the Au(111) top most layer. The color scale ranges from 342 meV (blue) to 432 meV (red).
The white arrow indicates the region of the highest electrostatic attraction for a tunneling electron.

we can use the following equation for the spectral function A, to estimate the Kondo temperature of
the Na-TCNQ system from the Anderson parameters [215]:

Ap = %ImGd(a)—i-é) (3.20)
Galw—i8) = Zd Zv ZK (3.21)

a)—s—i-AJr a)—e—U—i-AJr ow—i-Tg
Here U is the Coulomb repulsion, € is the energy of the SOMO (the SUMO is located at € + U), and
A is the broadening due to the hybridization of the TCNQ SOMO/SUMO orbital with the conduction
electronic states. Z;, Zy, and Z; correspond to the amplitudes of the SOMO, SUMO, and the Kondo
peak ,respectively. Hence we simulate the Kondo resonance located at the Fermi energy Er as well
as the Coulomb Peaks located at the energies &; and € 4 U, respectively (here corresponding to the
resonances P1 and P2). By using equation 3.20 we can simulate the dI/dV spectra in Fig.3.16 and
obtain a Kondo temperature Tx ~ 40 K from the parameters U, A and €. The obtained Kondo temper-
ature Tk is in line with the Fano fit of the ZBP in Fig. 3.11(a) and further supports the identification
of the ZBP as a Kondo resonance.

An interesting finding of the above results is that the TCNQ SOMO is still sufficiently hybridized
with the underlying Au(111) surface to provoke a Kondo effect. Indeed, the DFT calculations show
that the Na cations have no relevant electronic states close to Er and therefore they can not interact
(or hybridize) with TCNQ SOMO orbital. Thus the Kondo screening stems from a single molecular
orbital with a single screening channel [216]. In the case of multiple screening channels the system
can be described as a set of independent Kondo resonances, which manifests with a complicated line
shape at the Fermi energy Er [216].

3.4.5 Conclusions

In this chapter we have discussed in detail the charge distribution of a self-assembled Na-TCNQ
monolayer on a Au(111) metal surface. Using STM and DFT we elucidate the electronic and struc-
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Figure 3.16: Simulation of the wide range STS spectra using equation 3.20. The best simulation (red
line) is obtained for the following set of parameters: U = 1.264 eV, A =0.276 eV, and € =-0.561 eV.

tural properties of the Na-TCNQ monolayer. A complete charge transfer of 1 electron from the Na
3s orbital to the TCNQ LUMO takes place. The singly occupied TCNQ orbital gives then rise to a
Kondo resonance stemming from the spin scattering interaction with the conduction electrons of the
Au(111) metal surface. Using the Kondo resonance as a detector we can map the corresponding dis-
tribution of the single electron. Surprisingly, the Kondo resonance is located on top of the Na sites as
revealed by STS with the help of DFT calculations. We conclude that the TCNQ SOMO is deformed
and extends above the Na atom. Therefore, the Na cation is cloaked by the TCNQ SOMO. The orbital
deformation is a consequence of strong electrostatic interactions within the polar Na-TCNQ layer, as

revealed by DFT.

Interestingly, the Kondo effect stemming from singly occupied TCNQ orbital persists in the presence
of the Na cation underneath. The measured FWHM of the Kondo resonance and the related Kondo
temperature Tx is comparable with other TCNQ based Kondo systems [25, 29]. This finding is at-
tributed to the fact that there are no relevant electronic states of the Na atoms in this energy window.
Hence, the corresponding Kondo singlet ground state originates from a single occupied molecular
orbital and a single screening channel.

The presented experiments and theoretical simulations highlight the importance of electrostatic effects
on the shape of the molecular orbitals that affects the charge distribution. Since the Kondo effect relies
on the hybridization of a singly occupied orbital with the electronic states of the metal, the deformed
molecular orbital also affects the spatial distribution of the spin singlet Kondo state.

In this prospect, it would be interesting to manipulate or change the charge state, for example, by
adsorption of small gas molecules. This can be used to switch the charge state or the spin state.
Another approach to tailor the charge state of the adsorbed layer is to use corrugated surfaces that
imply a periodic potential modulation of surface and adsorbates. This will be shown in the following

section.
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3.5 Quantum Interference in Tunneling through an Extended Kondo
System

In the preceding chapter we discussed in detail the charge distribution within a monolayer of Na-
TCNQ. The effect of the underlying Au(111) surface is negligible for this system. However, the
hybridization with electronic states of the metal surface [58] as well the adsorption site [217] can
have a significant impact on the charge state of the acceptor or donor species. Since the Au(111) metal
surface exhibits an exotic surface reconstruction (see section 2.6) implying also a surface corrugation,
the question of how the charge state of adsorbed donor and acceptor species can be influenced by the
precise adsorption site arises. The reconstructed Au(111) metal surface also exhibits small variations
of the potential energy between the fcc and hep regions. Thus, the Au(111) surface presents a perfect
playground to test the adsorption site effects of CTC monolayers. Since the Na-TCNQ does not show
significant adsorption site dependent properties we change to the acceptor species to 11, 11, 12, 12-
tetracyanonaptho-2, 6-quinodimethane (TNAP). TNAP is larger in size due to a larger quinonoid
backbone separating the cyano end groups. The molecular structure of TNAP is shown in Fig. 3.17.
Due to the larger distance between the electrophilic cyano termination groups TNAP exhibits a larger
electron affinity compared to TCNQ [218]. The increased size and electronic affinity can help to
stabilize higher charge states. But the larger size means also that the TNAP molecules occupy a
larger surface area when adsorbed flat on the surface. Since the Au(111) metal surface exhibits a
corrugation of 0.2 A and alternating fcc and hep regions the TNAP molecules can be forced to bend
or to occupy different surface sites.

The effect of the metal surface on the Na-TNAP layer electronic properties is investigated in this chap-
ter. First we discuss the structural and electronic properties of pristine TNAP on the Au(111) metal
surface. Then we will discuss the structural and electronic properties of the Na-TNAP monolayer on
the Au(111) metal surface.

3.5.1 TNAP on Au(111)

We firs explore the tendency of TNAP of accepting electrons from the Au(111) metal surface. Evap-
oration of TNAP molecules on a clean Au(111) surface results in self-assembled ordered domains as
shown in Fig. 3.18(a). A STM topography zoom-in of the TNAP island shows a molecular lattice
with a rhombic unit cell with lattice parameters |a)| = 1.04+0.1 nm, |a>| = 1.04+0.1 nm, and an angle
o = 85°+ 1°. The TNAP molecules are adsorbed flat with their molecular plane parallel to the surface

Figure 3.17: (a) Structural model of the TNAP acceptor molecule. DFT simulations of the TNAP
HOMO (b) and LUMO (c) of the free gas phase molecule.
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Figure 3.18: (a) STM topographic image of a large ordered TNAP island (scanning parame-
ters: Vs = 1.1 V, It = 0.07 nA). (b) Zoom-in of the ordered TNAP structure (scanning parameters
Vs =04 V, It = 0.50 nA). The TNAP molecules appear with characteristic nodal planes in STM
topography images reassembling the LUMO of the free TNAP molecule (see Fig. 3.17).

plane. This is a typical adsorption configuration of two-dimensional organic molecules on metal sur-
faces [219]. The stabilization of the TNAP is mainly due to the formation of hydrogen bonds between
neighboring nitrogens species of the cyano end groups and hydrogen atoms of the benzoic backbone
of a neighboring TNAP molecules (as indicate by the red dashed lines in Fig. 3.19). All TNAP nitro-
gen species at the cyano end groups are involved in a hydrogen bond. The average distance between
nitrogen and hydrogen species, as estimated from the structural model, is about ~ 2 A and is typical
for such H-bond intermolecular bonding patterns. Furthermore, the presence of the Au(111) herring-
bone reconstruction indicates a weak interaction of the TNAP molecular layer with the underlying
Au(111) surface (see Fig. 3.18(a)).

In order to corroborate the nature of the intermolecular interactions stabilizing the TNAP layer on
the Au(111) surface we performed molecular dynamics simulations using the Tinker [220] code. We
used the force field parameter set MM3 as implemented in the Tinker code to describe conjugated
hydrocarbons [221]. The energetically most stable configuration was calculated using a two step
process. First the preferred adsorption configuration of an ensemble of TNAP molecules placed on
Au(111) crystal was investigated (for details see appendix A.1). Based on these findings a structural
model was established with simultaneous consideration of the experimental findings (see Fig. 3.19).
The minimized TNAP adsorption structure exhibits a rhombic surface unit cell with |a;| = 0.89 nm
and |a@>| = 0.99 nm and angle of oo = 86°+ 1°. These values are in agreement with the experimen-
tally obtained lattice parameters indicating that indeed weak non-covalent interactions, in particular,
hydrogen bonding, is responsible for the cohesion of the TNAP monolayer on the Au(111) metal
surface. Every nitrogen atom is involved in the layer stabilization and in total there are 4 hydrogen
bonds per molecule. The average nitrogen-hydrogen distance is about 2.37 A.

The ordered TNAP islands and the presence of the unperturbed Au(111) herringbone reconstruction
indicate a neutral charge state of the TNAP molecules in spite of their large electron affinity. In
order to verify this assumption, we performed STS on the TNAP/Au(111) system. Figure 3.20 shows
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Figure 3.19: Ball and stick model of the TNAP island on the Au(111) metal surface following
force-field model simulations.

the differential conductance dI/dV spectra at different locations of the TNAP/Au(111) system. The
dI/dV spectra taken at both the cyano end groups and at the center of the TNAP molecules reveal a
pronounced resonance at 0.4 V. The molecular shape of the TNAP molecules at 0.4 V reproduces the
shape of the TNAP LUMO (see Figure 3.18(b)) with its typical nodal plane structure (Figure 3.17(b)).
The finding of the unperturbed LUMO also indicates a weak molecule-surface interactions, supported
by the unperturbed herringbone reconstruction underneath the molecular layer. Furthermore, the
TNAP LUMO is localized well above Er and is therefore unoccupied.

The dI/dV spectra in Fig. 3.20 also show a shift of the Shockley type surface state of the Au(111)
surface underneath the TNAP layer of about 0.13 V towards Er. Assuming a depopulation of the
surface state due to charge transfer from the Au(111) surface to the TNAP organic monolayer, the
surface state shift would correspond to charge transfer ratio of p = 0.13 e~ per molecule. This would
imply a partial filling of the TNAP LUMO, hence the TNAP LUMO would have a considerable
overlap with Er [222], which is not found in the experimental data. Therefore, the shift of the surface
state is attributed to the modification of the work function and/or image potential implying a shift of
the corresponding surface state, as it is known for a similar organic acceptor species, F4-TCNQ, on
noble metal surfaces[223].

It is interesting to mention that the adsorption of the achiral TNAP molecule on a metal surface
induces a chirality. Therefore, two different mirror-symmetric enantiomers 9 labeled R and L, are
present on the Au(111) surface. Figure 3.21 depicts both possible adsorption configurations and their
different handedness (L or R). In the case of pristine TNAP we observe molecular domains consisting
out of either one of the two TNAP enantiomers (see Fig. 3.21(c) and (d)). As we will shortly see, in
the case of the Na-TNAP monolayer the addition of alkali Na atoms to the pristine TNAP monolayer
clearly breaks the tendency of enantiomer separation.

9 An enantiomer is one of the two stereoisomers. The stereoisomers are mirror images of each other.
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Figure 3.20: dI/dV-spectra obtained at different locations on the pristine TNAP layer and on the
clean Au(111) surface. The spectra taken on a TNAP molecule reveal a molecular resonance at 0.4
V and a shift of 0.13 V of the onset of the Au(111) surface state (Vs = 1.5V, Iy = 0.4 nA, the lock-in
modulation is 10 mV rms at 933.1 Hz).

3.5.2 Structure of Na-TNAP Monolayer on Au(111)

Doping of the TNAP monolayer with Na atoms from SAES Na disperser leads to the formation of
mixed Na-TNAP islands on the Au(111) metal surface. Similar to the case of Na-TCNQ a synthesis
using NaCl as Na source is also possible. Fig. 3.22(a) shows a large scale STM topographic image
revealing the high degree of order of the mixed Na-TNAP islands. The mixed Na-TNAP domains co-
exist with pure islands of excessive TNAP molecules. Figure 3.22(a) shows a zoom-in STM image
of the Na-TNAP structure, which is similar to the Na-TCNQ monolayer. The windmill-like Na-
TNAP layer exhibits a molecular lattice with a square unit cell with the following lattice parameters:
|ai| = 1.0+ 0.1 nm, |@>| = 1.0 + 0.1 nm, and an angle of & = 90° + 1°. Interestingly, the Na-TNAP
unit cell consists of both enantiomers as discussed in section 3.5.1.

By imaging the Na-TNAP layer at low sample bias voltages close to the Fermi energy Er (here
Vs= 30 mV)(see Fig. 3.22(b)) two different TNAP species can easily be distinguished. TNAP
molecules adsorbed close to the soliton lines appear bright and show a particular nodal plane struc-
ture (see inset in Fig. 3.22(b)). In contrast, TNAP molecules located at the fcc/hcp regions exhibit a
completely different shape (featureless cigar-like without a nodal-plane structure). The bright TNAP
molecules appear with the characteristic nodal plane structure of the LUMO orbital of the free gas
phase TNAP molecule shown in the inset of Fig. 3.22(b). The find the LUMO close the Fermi Energy
Er indicates that it is filled. Thus, the different appearance of the TNAP species indicates two differ-
ent electronic properties of TNAP molecules within the Na-TNAP layer depending on the adsorption
site. This can be caused by a different charge state or by a different molecule-surface interaction
(hybridization).
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Figure 3.21: (a) and (b) show STM zoom-in images of pristine TNAP island on the Au(111) sur-
face consisting purely of the enantiomer L or R, respectively. (scanning parameters: Vi = -50 mV,
I; =0.4 nA and V;, =0.86 V, I, = 60 pA) (c) and (d) show structural models of both entiopure TNAP
domains.

3.5.3 Electronic Properties of Na-TNAP Monolayer on Au(111)

To probe the electronic structure of the system we performed dI/dV spectroscopy at different posi-
tions of the Na-TNAP layer. The dI/dV spectra taken at the Na sites and TNAP centers of TNAP
molecules adsorbed close to the soliton lines (bright) and at the fcc/hep regions (dark) are shown in
Fig. 3.23(b). The dI/dV spectra taken at the center of the TNAP molecules adsorbed at the fcc/hcp
region are featureless. In contrast, the Na site close to the soliton line (bright TNAP) shows a zero-
bias resonance (ZBR) and two broader resonances at 0.51 V (P1) and -0.34 V (P2) (as indicated by
the black arrows in Fig. 3.23(b)) above and below the Fermi energy Ef, respectively. The shape of
this dI/dV spectrum is very similar to the one at the Na sites of the Na-TCNQ monolayer on Au(111)
discussed in section 3.4. This indicates that also the TNAP molecules (bright) close to solition lines
are presumably charged with one electron. The wide-range dI/dV spectra shown in Fig. 3.23(b) on
the Na sites at the fcc/hep region show also a resonance below and above Ef at an energy of -0.62 V
(P3) and +0.91 V (P4), respectively. Both resonances P3 and P4 are shifted to higher energies com-
pared the resonances P1 and P2. In the case of the Na-TCNQ monolayer on Au(111) DFT calculation
reveal the modification of the TCNQ LUMO in the presence of the Na cations and its localization at
the Na site (cf section3.4). The localization of the P1, P2, P3 and P4 resonance at the Na sites sug-
gests, that they are related to the TNAP SOMO/SUMO orbital, in comparison to the results obtained
in the case of parent Na-TCNQ system (cf 3.4).

High resolution dI/dV spectra taken in a small sample bias voltage window show the presence of
a sharp ZBR localized at the Fermi energy Er (cf Fig. 3.23(c)) at the Na site of the bright TNAP
molecules. This ZBR has a full width at half maximum (FWHM) of 7 + 1 mV. The ZBP has
its maximum intensity at Na sites and can be identified with a spin Kondo resonance in the Na-
TNAP monolayer implying a S = 1/2 magnetic ground state. It exhibits a very similar line shape
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Figure 3.22: (@) STM topographic image of a large ordered Na-TNAP island (scanning
parameters:Vs = 1.3 V, Ir =70 pA). (b) STM topographic zoom-in of the ordered Na-TNAP structure
taken at low bias voltage (scanning parameters Vs = 30 mV, It = 0.50 nA ). The two insets show the
different appearance of the TNAP molecules close to a soliton line (bright) and at a fcc site (dark).
(c) and (d) depict a model and a STM topography image of the Na-TNAP unit cell. The Na-TNAP
layer exhibits a square unit cell with lattice parameters |a;| = 1.0+ 0.1 nm, |@>| = 1.0 + 0.1 nm, and
an angle o0 =90°+ 1°.

compared to the Na-TCNQ layer or other molecular donor-acceptor systems [25, 29, 162]. A Fano
fit of the Kondo resonance yields a Kondo temperature Tx = 21 + 6 K with the following best fit
parameter: g = 6.0 £ 0.2 (cf Fig. 3.23(d)). Compared to the Na-TCNQ system the Kondo temperature
Tk of the Na-TNAP is comparable (cf section 3.3.2). However, the Na sites at fcc or hep sites do not
exhibit a ZBP. They are essentially flat like shown in Fig. 3.23(c). This indicates that the bright TNAP
species at the soliton lines and the dark ones at the hcp/fcc sites have either a different charge state or
exhibit a different hybridization with the underlying Au(111) surface.

Since the Au(111) herringbone reconstruction is still visible underneath the Na-TNAP layer, a sizable
charge transfer from the surface can be excluded [41] and the TNAP molecules can only get the 3s
electrons from the Na donors. This leads us to the conclusion that both TNAP species are charged with
one electron as in the case of the Na-TCNQ monolayer (cf 3.4). The absence of the Kondo resonance
at the TNAP molecules adsorbed at the fcc/hep regions has therefore be due to a different alignment of
the relevant orbitals compared to TNAP (bright) molecules adsorbed close to the soliton lines. These
findings indicate that the different electronic structure and also the very different appearance in STM
topography of the TNAP molecules, must be related to the reconstructed Au(111) surface '°.

The Au(111) surface reconstruction leads to a buckling of the topmost surface layer and also slightly
different electronic structure (cf 2.6). Thus, the corrugation of the reconstructed Au(111) surface
implies also a buckling of the Na-TNAP monolayer. The bridging regions (soliton lines) protrude
from the surface and form ridges. Therefore the TNAP molecules sitting next to the soliton line have a
slightly different interaction with the underlying Au(111) surface compared to TNAP molecules at the
fcc or hep regions. This effect is maybe intensified by the slightly alternating potential energy of the

10Since the bonding motif is the same throughout the layer (cf section 2.6), this also excludes that the TNAP molecules
at the fcc/hep sites are charged with more than 1 electron, because the Na and TNAP stoichiometry is 1:1 in the Na-TNAP
layer.
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Figure 3.23: (a) STM topographic image of the mixed Na-TNAP layer (Vs = 84 mV, I = 0.14 nA).
(b) dI/dV-spectra obtained at different locations on the Na-TNAP layer (Vs=2 V, I7=0.8 nA, the
lock-in modulation is 10 mV rms at 1.23 kHz). The spectra are shifted vertically for clarity. (c)
High resolution dI/dV spectra around Er on Na sites at the soliton line and on the fcc region of the
Au(111) surface reconstruction, respectively (Vs = 100 mV, I = 0.5 nA, V,y,s = 1 mV rms at 1.23 kHz).
The spectra are shifted vertically for clarity. (d) The spectrum on the Na site (soliton line) shows a
narrow zero-bias resonance (ZBR). The red dashed line in the inset shows a Fano fit according to
equation 3.13. The best fit parameters are g = 6.0 £ 0.2 and Tx = 21 4 6 K. The experimental settings
were T =4.8 K, V,,,,, = 1 meV rms.

Au(111) surface(cf 2.6). The small differences in terms of the adsorption geometry and hybridization
can have a significant effect on the electronic properties, i.e. the alignment of the molecular orbitals
with respect to Er. For instance, Zhao et al. investigated cobalt phthalocyanine (CoPc) molecules
adsorbed at step edges of the Au(111) metal surface by STM and STS [165, 217]. Only when a
CoPc molecule is adsorbed at a monoatomic step implying a sizable bending of the molecules, the
hybridization with the underlying Au(111) metal surface is sufficiently lowered to stabilize the S = 1/2
ground state necessary for the spin-Kondo effect to occur.

A similar effect seems to play a role for the Na-TNAP system. In the case of the Na-TCNQ monolayer
(cf section 3.4) electrostatic interactions between the Na cations and TCNQ anions are responsible
for its cohesion implying also the formation of surface dipoles since cationic and anionic species are
present on top of the Au(111) metal surface. In order to reduce the surface dipole the former TCNQ
LUMO is strongly deformed and cloaks the Na cation. In the case of Cs-TCNQ4 the Cs atoms are
lifted up in order to decrease the electric dipole [35]. The smaller the surface dipole, the lower the
electrostatic repulsion between the neighboring Na cation or TNAP anions, respectively. Depending
on the adsorption site, the described dipole formation seems to have an effect on the level alignment
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of the relevant TNAP orbitals and seems to be increased at the soliton lines.

The separation of resonances P1 and P2 is about 0.85 V, in contrast P3 and P4 show a separation of
1.53 V (cf Fig. 3.23). Within the framework of the Anderson model the separation of the SOMO
and SUMO is described by the Coulomb energy U (cf section 3.3.2). The energetic position and
hybridization of the SOMO (here the resonances P1 and P3 in Fig. 3.23(b)) is crucial for the Kondo
effect to occur. This can also easily be seen in equation 3.11 and 3.12 of the Kondo temperature.
Apparently, the spin 1/2 Kondo ground state of the TNAP molecules within the Na-TNAP layer can
only be stabilized close to solition lines. At the hcp/fcc sites, where the adsorption configuration and
surface hybridization are different, the former TNAP LUMO simply splits in a SOMO and SUMO
orbital, separated by the Coulomb energy U, upon charging with one electron '!.

3.5.4 Variation of the Kondo Line Shape in Na-TNAP

We learned in section 3.3.3 that the Kondo resonance manifests with a Fano line shape in transport
experiments, due to the quantum interference of different tunneling path present between the tip
and the Kondo-surface system (cf section 3.3). The analysis of the Fano line shape, more precisely
the g-factor, allows to evaluate the strength of the two competing tunneling channels #; and #, (cf
section 3.3.3). Figure 3.24(a) shows that in the present case of the Na-TNAP system a significant
change of the g-factor can be observed, when taking dI/dV spectra from a Na site across a bright
TNAP molecule to another Na site (close to the soliton line). At the Na sites the Kondo resonance
appears as a Lorentzian-like resonance, also illustrated by the rather high g-factor of ~ g =6.0 £ 0.2.
In contrast, for the spectra taken at the center of the TNAP molecules a g-factor of ~ 1 is found. It is
important to notice that the g-factor changes gradually by moving the STM tip from Na sites towards
the center of TNAP molecular backbone, but the FWHM does not vary significantly.

The change of the g-factor can be explained in terms of changing the ratio of the two tunneling paths
11 and t, (see section 3.3.3). This indicates also that in the present case both tunneling paths exhibit
a comparable strength. Knorr et al. [225] investigated single Co adatoms on a Cu(111) and Cu(100)
metal surface by STM and STS. The Co adatoms show a Kondo resonance on both surfaces, but with
different line shapes. By moving the tip away from the Co atom on Cu(100) Knorr et al. observed
also a change of the Kondo line shape, that is the g-factor. Theoretical studies using an ab initio,
many-body wave function theory of the Co on Cu(111) and Cu(100) Kondo systems reveal that the
line shape is mainly caused by both tip-Kondo state and tip-substrate tunneling pathways [226]. The
different spatial extend of the relevant orbitals is responsible for the different evolution of Kondo line
shape by changing the Co-tip distance. In a molecular Kondo system the localization of the unpaired
spin can be related to the delocalized singly occupied molecular orbital (SOMO). Therefore, the
Kondo resonance can be distributed over the entire molecule [227, 228]. Hence, the shape of the
Kondo resonance (g-factor) depends on the strength of the different tunneling paths #; and #, and the
extension of the relevant orbital [166, 229, 230]. As we know from Na-TCNQ system the SOMO
orbital can be deformed. In the case of the Na-TNAP layer the intensity of Kondo resonance also
exhibits maximum intensity at the Na sites similar to the Na-TCNQ system (cf section 3.4). But in
contrast the Kondo resonance has still weight on the TNAP backbone.

" The split of the LUMO upon charging with one electron can also be observed for magnesium porphine (MgP) on a
NiAl(110) surface [224].
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Figure 3.24: (a) A series of dI/dV spectra taken from a Na site across a bright TNAP molecule
to another Na site as indicated in the sketch on the right hand side of (a)(Vs = 75 mV, I = 1.0 nA,
the lock-in modulation is 1 mV rms at 1.23 kHz). (b) The upper panel shows the FWHM of the
Kondo resonances obtained by fitting the dI/dV spectra with a Fano function (see equation 3.13) at
the different positions as illustrated in (a). The lower panel depicts the g-factor for different positions
obtained by fitting the dI/dV spectra with a Fano function (see equation 3.13).

The change of the g-factor in the Na-TNAP system depicts the spatial extension of the SOMO, which
is connected to the distribution of the corresponding Kondo resonance. At the Na site the tip-Kondo
tunneling pathway (see Fig. 3.25(a)) exhibits a larger weight compared to the tip-surface tunneling
pathway. This is due to the localization of the TNAP SOMO on top of the Na site. The distance to the
surface is large and therefore the corresponding tip-surface tunneling path exhibits a smaller weight.
This implies also a large g-factor (see equation 3.14). In contrast, when the STM tip is localized at
the TNAP center it is closer to the surface and the g-factor drops evidencing the comparable strength
of the direct tip-surface pathway relative to tip-Kondo pathway. Figures 3.25(a) and (b) show a
schematic sketch of the deformed TNAP SOMO (former TNAP LUMO) and how it is cloaking the
Na site. The TNAP SOMO shows a very similar spatial distribution compared to the Na-TCNQ
monolayer, except that the TNAP SOMO exhibits a slightly larger spatial delocalization over the
molecular backbone as indicated by the presence of a small Kondo resonance with a small amplitude.
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Figure 3.25: Sketch of the deformed TNAP SOMO (former TNAP LUMO). The TNAP SOMO is
cloaking the Na cation. The contribution of the tunneling paths #; and #, depend on the lateral position
of the STM tip with respect to Na-TNAP layer. (a) The STM tip is localized directly above the Na
site and the tip-Kondo tunneling pathway is larger compared to the tip-surface tunneling pathway.
(b) The tip is vertically moved to the TNAP center and the tip-Kondo and the tip-surface tunneling
pathway are comparable. The different tunneling strength (hybridization) is indicated by the different
thicknesses of the arrows in (a) and (b).

This is not observed in the case of the Na-TCNQ system. We attribute this finding to the different
chemical structure of TNAP compared to the smaller TCNQ species.

3.5.5 Conclusions

Summarizing, the deposition of TNAP molecules on the Au(111) metal surface leads to the formation
of weakly physisorbed self-assembled molecular islands with no charge transfer interaction with the
underlying surface, as revealed by STS. Since the TNAP molecule is chiral two different types of
molecular islands consisting of either one enantiomer (R or L) were found. The TNAP islands are
stabilized by hydrogen bonds between the cyano end groups and hydrogen atoms of neighboring
TNAP molecules.

Subsequent deposition of Na atoms triggers the formation of self-assembled Na-TNAP islands with
a windmill-like structure similar to the case of Na-TCNQ. The unit cell of the Na-TNAP system
contains both enantiomers of TNAP. Depending on the adsorption site, two different TNAP species
can be found on the reconstructed Au(111) surface. Bright TNAP molecules close to the soliton
lines show a Kondo resonance with maximum intensity at the Na site, while dark TNAP molecules
adsorbed at other surface areas have flat d1/dV spectra. In contrast to the Na-TCNQ case the signature
of the Kondo effect at the bright TNAP molecules can still be measured at the TNAP center. An
intriguing result is the change of the Kondo resonance line shape depending on the position on the
TNAP molecule. A detailed position dependent analysis of the line shape reveals that the g-factor
changes by almost an order of magnitude. We suggest that this change of the line shape relies on the
spatial dependence of the tunneling probabilities between the tip and the surface and the tip and the
Kondo state, respectively. Using the Kondo resonance as a “’sensor” for the unpaired electron, the
analysis of the change of the Kondo line shape and intensity allows to analyze its spatial distribution.
The line shape is a result of quantum interference between different tunneling paths.
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We interpret the arising of Kondo TNAP and non-Kondo TNAP molecules in terms of a different
hybridization between the TNAP molecules and the underlying surface caused by the corrugation and
the alternating potential landscape of the Au(111) surface. The here presented research demonstrates
that changes in the molecular level alignment provoked by different adsorption sites can have a huge
impact on the coupling between the magnetic moment of the unpaired electron and the conduction
electron bath. Controlling the Kondo effect or, in other words, the molecule-surface interaction by
the adsorption site could constitute a novel interesting route for surface patterning leading to surface
regions consisting of molecules with different electronic properties. Changing the molecular species
or the substrate may allow to tune the molecule-surface interaction even further. Another interesting
question in this prospect is, if we can further increase the charge state of our acceptor molecules and
therefore induce new interesting properties.
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3.6 Enhanced Charge Transfer on a Metal Surface

The charge state of a molecule can not only have a significant impact on its conformation [231], but
also affects its electronic transport properties [232-234]. A widely used approach to increase the con-
ductivity of organic semiconductors is based on doping with alkali metal atoms [235-237] as shown
in the two preceding sections. In alkali based CTC the charge transfer from the alkali donor is limited
to one electron [181-184]. A higher charge transfer can only be achieved by changing the stoichiom-
etry of the compound. Furthermore, alkali based bulk CTCs are characterized by strong Coulomb
interactions, which may inhibit a further charge transfer [238, 239]. Bulk CTC based on the organic
donor tetrathiafulvalene (TTF) in general show only a fractional charge transfer and significant 7-
7 orbital overlap between the molecules [151, 152, 240, 241]. However, the presence of a surface
may increase the charge transferred in CTC monolayer compared to its bulk phase. For instance, the
monolayer of TTF-TCNQ on Au(111) shows a charge transfer of 1.0 electron [29, 58] compared to
0.59 electrons in the corresponding bulk phase [151, 152].

An intriguing question is, if we can further increase the charge transfer in such CTC monolayer
systems on a metal surface that can act as additional charge reservoir. A possible approach is to
increase the electron affinity of the acceptor species and hence its tendency to accept charge. We can
do it by replacing the acceptor TCNQ with TNAP. TNAP has a slightly larger electron affinity of 4.7
eV compared to 4.23 eV of the TCNQ species [218].

3.6.1 TTF-TNAP/Au(111) System

The organic molecule TTF is a widely used donor species in bulk CTC compounds, due to its low
ionization energy of Ip = 6.83 eV [242, 243]. The chemical structure, the LUMO, and the HOMO
of the TTF molecule are depicted in Fig. 3.26. Adsorption of TTF molecules on metal surface can
lead to charge transfer from the surface to the TTF molecules as it was shown in the case of TTF on
Au(111) [24].

Subsequent deposition of TTF and TNAP on clean Au(111) surface kept at room temperature lead to
the formation of self-assembled ordered arrays of mixed TTF-TNAP islands (see Fig. 3.27(a)). Next
to the mixed TTF-TNAP also islands of excessive TNAP molecules are visible. In contrast to the pris-
tine TNAP monolayer, the mixed TTF-TNAP layer removes the Au(111) herringbone reconstruction
evidencing a sizable interaction between the organic layer and the underlying Au(111) metal surface

a) b) C)
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Figure 3.26: (a) Structural model of the TTF molecule. DFT simulation of the TTF HOMO (b) and
LUMO (c) of the free gas phase molecule.
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Figure 3.27: (a) STM topography image of self-assembled mixed TTF-TNAP and pristine TNAP
islands on a Au(111) surface (scanning parameters: I =200 pA, Vs = 1.0 V). The Au(111) reconstruc-
tion is vanished under the mixed TTF-TNAP layer, in contrast to the pristine TNAP layer, where the
Au(111) herringbone reconstruction is still visible. (b) STM zoom-in of the mixed TTF-TNAP is-
lands. The mixed TTF-TNAP islands consist of parallel molecular rows of TTF and TNAP molecules
(scanning parameters: I = 200 pA, Vs = 0.4 V). The red and blue colored stripes indicate the TTF
and TNAP rows, respectively. Neighboring TTF molecules have different orientations. (c) Structural
model of the ordered mixed TTF-TNAP layer. The TTF molecules exhibit two distinct adsorption
sites, which are rotated about 25° with respect to each other.

(see Fig. 3.27(a)). Figure 3.27(b) shows a STM zoom-in of the mixed TTF-TNAP islands. The TTF
molecules appear with a donut-like shape and the TNAP molecules show a cigar-like shape. The
mixed TTF-TNAP layer consists of alternating rows of TTF donor and TNAP acceptor molecules.
This is very similar to the crystalline bulk compound of TTF-TNAP and the parent compound TTF-
TCNQ on Au(111) [29]. Contrary to the corresponding bulk TTE-TNAP CTC compound, neighbor-
ing TTF molecules in the mixed monolayer have slightly different orientations [240]. Neighboring
TTF molecules are tilted with respect to each other by an angle of ~ 25°. The lattice parameters of
the TTF-TNAP monolayer on the Au(111) surface are |a;| = 2.0 = 0.1 nm, |@| = 1.6 + 0.1 nm and
o =96° £ 1° (as depicted in Fig. 3.27).

To investigate the electronic properties and the charge transfer process of the mixed TTF-TNAP layer,
we performed differential conductance dI/dV spectra at different positions of the TTE-TNAP layer.
Figure 3.28(a) shows several dI/dV spectra taken at the TNAP, TTF, and on the clean Au(111) sur-
face. The dI/dV spectrum on the TTF-TNAP reveals a pronounced increase of the differential con-
ductance at ~ 0.55 V and 0.95 V. Also the Au(111) surface state at -0.49 V is not present at the
TTE-TNAP layer. In order to investigate the spatial distribution of these resonances we recorded con-
stant current dI/dV maps (see middle panel of Fig. 3.28)(b). The dI/dV map at 0.55 V reveals that
the corresponding resonance is delocalized underneath the TTF-TNAP layer with a somewhat larger
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Figure 3.28: (a) Differential conductance dI/dV spectra at different positions of the TTF-TNAP
layer. The dI/dV spectra reveal a pronounced increase in the differential conductance at 0.55 V
(Vs = 1.5V, It = 0.4 nA, the lock-in modulation is 10 mV rms at 921.1 Hz). The arrow in the dI/dV
spectrum taken at the TNAP cyano group indicates a broad resonance. (b) STM topography images
and constant current dI/dV-maps at different sample bias voltages of the TTF-TNAP mixed island
(I; = 0.4 nA, the lock-in modulation is 10 mV rms at 923.3 Hz). The same absolute color scale is used
for all dI/dV conductance maps in order to improve comparability. At -0.45 V the corresponding
dl/dV signal is located at the cyano end groups of the TNAP molecules. At the positive voltage of
0.55 V the dI/dV signal is evenly spread over the whole molecular layer including TTF and TNAP.
At higher positive voltages of +0.95 V the dI/dV signal is localized mainly at the TTF sites of the
mixed TTF-TNAP island.

weight on the TTF sites. The resonance at a sample bias voltage of 0.95 V is localized at the TTF
sites of the TTF-TNAP island as revealed by the dI/dV map in Fig. 3.28(b).

The delocalization of the resonance at 0.55 V evidences a significant contribution of the Au(111)
surface. The parent CTC monolayer TTF-TCNQ/Au(111), which has similar adsorption properties,
exhibits hybrid bands having contributions from both the Au(111) surface state and the molecular
orbitals. This is due to a sizable hybridization of TTF orbitals with electronic states of the underlying
Au(111) surface [58]. The electronic bands underneath the TCNQ rows have a metallic character and
exhibit a one-dimensional dispersion. In the case of the mixed TTF-TNAP layer an one-dimensional
dispersion is not present. The alternating orientation of the TTF molecules within the TTF rows
might cause a different interaction of neighboring TTF molecules with the underlying Au(111) sur-
face. This and the larger size of the TNAP can than imply a spatial modulation of the hybridized
molecular-surface states leading to a different confinement compared to the CTC monolayer TTF-
TCNQ/Au(111). Hence the formation of extended electronic bands does not occur in the TTF-TNAP
system.

In the case of the pristine TNAP layer on Au(111) the TNAP LUMO is localized well above Ef at an
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energy of 0.4 V (see section 3.5.1). The TTF-TNAP layer exhibits two resonances at positive sample
bias voltages at 0.55 V and 0.95 V, respectively. As revealed by the dI/dV maps shown in Fig. 3.28
the resonance at 0.95 V is localized at the TTF molecules and the resonance at 0.55 V is delocalized
over the TTF-TNAP layer. Hence both resonances can not be related to TNAP LUMO. The absence
of the TNAP LUMO at positive sample bias voltages leads to questions if the TNAP molecules within
the TTF-TNAP layer are charged. The parent TTF-TCNQ CTC on Au(111) exhibits a charge transfer
of 1 e~ from the TTF donor to the TCNQ acceptor, this unpaired electron gives rise to a Kondo
resonance (see section 3.3). High resolution STS spectra at Er of the TTF-TNAP layer are basically
flat, therefore, we can rule out that the TNAP species within the mixed TTF-TNAP is charged exactly
with 1 e~. This can also not be the case because it would lead to an overlap of the partially filled
LUMO with Er. Such a resonance can not be observed in dI/dV spectra of the TTF-TNAP layer.
The higher electron affinity of TNAP compared to TCNQ [218] suggests a larger charge transfer
in the monolayer TTF-TNAP on Au(111). Hence, the TNAP LUMO orbital would be localized
at negative sample bias voltages. Indeed, constant conductance dI/dV maps at -0.45 V reveal an
increased differential conductance at the cyano end groups of the TNAP molecules within the TTF-
TNAP layer at that negative bias voltage of V; = -0.45 V (see Fig. 3.28(b)). The localization at the
cyano end groups agrees with the high electron density of the TNAP LUMO at that site, as revealed
in section 3.5 (Na-TNAP). At that sample bias voltage the spectrum on the TNAP-cyano group is
dominated by a broad resonance at ~ -0.6 V. This resonance might then correspond to the LUMO
of the TNAP. The large FWHM of the resonance indicates a strong interactions with the underlying
Au(111) metal surface (see Fig. 3.28(a)).

In order to verify the charging of TNAP we functionalized our tip with a small impurity molecule
(unknown). The functionalization of the STM tip with small molecules (for example CO) can lead to
a p-wave tip [57]. The STM contrast then is altered and more sensitive to the lateral gradient of the
wave function. The high spatial resolution STM image at the energy of -0.5 V shown in Figure 3.29
clearly resolves the typical donut-like shape of the TTF HOMO (highlighted in blue) and furthermore
the nodal plane structure of the TNAP LUMO (highlighted in red). The interpretation of STM images
taken with a functionalized tip is in general difficult, but the clear resolution of the TTF HOMO is
an indication that the tip just improves the imaging of the nodal planes, without further modification
of the image contrast. Hence, the appearance of the TNAP LUMO at negative sample bias voltages
proves the occupation with more than 1 electron.

3.6.2 Conclusions

In conclusion, we have shown the enhanced charge transfer in the TTF-TNAP layer on Au(111).
Self-assembled and ordered structures of alternating TNAP and TTF molecules are formed via donor-
acceptor recognition. Neighboring TTF molecules are slightly tilted about an angle of 25°. An
important observation is the vanishing of the Au(111) surface reconstruction indicating a strong hy-
bridization between the organic TTF-TNAP layer and the underlying surface.

As revealed by STS and STM topography imaging, the lowest unoccupied molecular orbital (LUMO)
of the TNAP molecule shifts well below the Fermi level of the Au(111) metal substrate indicating
a charge transfer larger than 1 electron. The absence of a Kondo resonance stemming from singly
occupied orbital further corroborates such large charge transfer, in contrast to bulk CTC compound,
where a maximum charge transfer of 1 electron is found.
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Figure 3.29: Constant current topography of the mixed TTF-TNAP island taken at sample bias voltage
of -0.5 V with a functionalized STM tip. The intramolecular resolution on the TNAP molecules
resolve the LUMO shape of the neutral molecule, thus indicating its charging by more than one
electron.

The surprisingly high amount of charge transfer in the TTF-TNAP monolayer suggests an important
role of the underlying metal surface, which can not only act as an additional charge reservoir, but also
reduce the Coulomb charging energy of the molecule by screening process [44, 244], allowing thus
the stabilization of the high charge state of the TNAP acceptor species.

Our results highlight the importance of the understanding of the interaction not only between the
acceptor and donor species, but also the interaction with the underlying surface, which is a key issue
for tailoring the surface/ interface properties.
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The work presented in this chapter was published as

* Combined STM and XAS study of a metal-organic network by T. R. Umbach, M. Bernien, C. F.
Hermanns, K. Hermann, L. Sun, H. Mohrmann, A. Kriiger, N. Krane , Z. Yang, K. J. Franke,
J. I. Pascual, W. Kuch in preparation

o Ferromagnetic Coupling of Mononuclear Fe Centers in a Self-Assembled Metal-Organic Net-
work on Au(111) by T. R. Umbach, M. Bernien, C. F. Hermanns, A. Kriiger, V. Sessi, 1.
Ferndndez-Torrente, P. Stoll, J. I. Pascual, K. J. Franke, W. Kuch Phys. Rev. Lett., 2012,
109, 267207.

4.1 Introduction

There are two key issues, which have to be overcome in order to realize functional and custom de-
signed magnetic nanostructures consisting of single magnetic atoms on surfaces. The first addresses
the growth of ordered magnetic structures and the other refers to the control of the magnetic properties
of such structures [245]. Furthermore a main challenge regarding future applications, for example in
data storage devices, is the stabilization of the magnetization against thermal fluctuations [245, 246].
The stability of magnetic nanostructures is mainly determined by the magnetic anisotropy energy
stemming from spin-orbit coupling and the symmetry of the atomic-scale surrounding implying a
ligand-field [17, 245]. Additional magnetic exchange interactions can lead to a further stabilization
of the magnetization [13].

There are three distinct approaches to realize ordered arrays of magnetic atoms: (1) deposition of
single magnetic atoms on a surface (2) molecules with magnetic centers embedded in their structure
(3) metal-organic networks.

The deposition of single magnetic atoms on a surface presents the most simple way to grow an array
of spins [36] as illustrated in Fig. 4.1(1). Interestingly, single atoms can show an increased magnetic
anisotropy, like in the case of single Co atoms on Pt(111) surface [36], compared to the corresponding
bulk material. This reveals a complex effect of the atomic-scale environment on the magnetic prop-



72 Chapter 4. DESIGN OF SPIN ARRAYS USING METAL-ORGANIC NETWORKS

Figure 4.1: Possible approaches to realize ordered arrays of magnetic atoms. (1) deposition of single
magnetic atoms on a surface (2) molecules with magnetic centers embedded in their structure (3)
metal-organic networks.

erties. However, the precise control of the symmetry and atom-atom distance can be hardly achieved
using individual atoms on surfaces.The realization of ordered arrangements of magnetic atoms [36]
is important for the addressing and reading out of their spin state, for example, by scanning probe
methods [247]. This problem can be solved nowadays in two ways: by the use of molecules with
magnetic centers embedded in its structure (see Fig. 4.1(2)) or by growing metal-organic networks,
where the molecules act as linkers among the metallic centers (see Fig. 4.1(3)).

One approach is the use of paramagnetic molecules to grow two-dimensional magnetic structures on
surfaces [248, 249] depicted in Fig. 4.1(2). Typically, metal phthalocyanine or porphyrin molecules
are used for this purpose. Weak Van-der-Waals interaction or hydrogen bonds are responsible for the
self-assembling in ordered structures [40, 249]. The underlying surface can not only act as template
but also mediate magnetic interactions. A magnetic substrate can help to induce a magnetic ordering
of the magnetic moments [250, 251]. Or in other cases based on long-range magnetic exchange
mediated by the surface electron system known as the Ruderman-Kittel-Kasuya-Yosida (RKKY)-
interaction [248] might stabilize the magnetic moments of the metallic centers.

The second option, the approach using so-called metal-organic networks [17, 21, 252], presents a
higher flexibility than the use of paramagnetic molecules. Metal-organic networks present a versatile
approach to grow ordered nanostructures consisting of metal atoms and molecules on metal surfaces
(see Fig.4.1(3)). The distance and symmetry of the network architecture can be controlled by the
chemical design of the organic linkers [15, 18, 28]. The organic linkers do not only form metal-ligand
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bonds, they can also cause a crystal field at the position of the associated metal atom that can produce
magnetic anisotropy. Such anisotropy, can be manipulated by the right selection of number and/or
type of ligands [17, 165]. In order to stabilize spin states and prevent thermal fluctuation of the spin
moment, a high magnetic anisotropy is requested, being the key in view of potential applications in
future storage devices. The presence of organic linking bridges among the magnetic metal centers can
also mediate their spin-polarization, as it is known from bulk metal-organic frameworks [253]. Such
spin-propagation is not possible in the case of paramagnetic molecules (approach (2) in Fig.4.1). This
rises the question of how we can achieve a magnetically coupled metal-organic network and what are
the main ingredients to accomplish this goal.

On the other hand the presence of a metal surface can have significant effects on the structural
and electronic properties of the network. Single metal atoms tend to occupy specific adsorption
sites [254]. This directly affects the network architectures. Also the molecular species can occupy
certain adsorption sites leading to a substrate directed growth [38]. Furthermore the network con-
stituents can interact with the electronic states of the metal surfaces implying screening effects [44],
charge transfer processes between constituents of the network and the underlying surface [29] or par-
tial/complete screening of magnetic moments [168, 169]. A detailed understanding of these effects on
the network structural, electronic, and magnetic properties is required in order to tailor its properties.

In the following we discuss several metal-organic networks in terms of their structural, electronic and
magnetic interactions. All metal-organic networks shown in this section were investigated in terms of
low-temperature STM, STS, XAS, XMCD, and DFT.

4.2 Magnetism of Single Atoms

The present chapter starts with a short introduction of the magnetism of single atoms in a crystal
field. To simulate the magnetic behavior of metal-organic networks the so called spin-Hamiltonian
approach is used.

4.2.1 Magnetism of Magnetic Atoms in Crystal Field

For an isolated atom there is no preferred direction of the magnetic moment /7. Let us consider a
magnetic 3d transition metal atom placed on a metal surface. The electrons in the 3d-orbitals are
responsible for the magnetic moment 77 in these atoms. Since these electrons are in the outermost
atomic shell, the presence of external ligands (surface or organic linkers) lift their energetic degen-
eracy. These external ligands provoke a non-spherical electric field caused by their charges, the so
called crystal field. The additional electrostatic potential of the crystal field reads [255]:

%F:_Ze'v(-xivyiuzi) (41)

where V (x;,y;,7;) is the electrostatic potential describing the Coulomb interaction between the elec-
trons of the magnetic atom and the neighboring charges (ligands). Crystal field theory treats the neigh-
boring charges (ligands) as point charges, hence V (r) fulfills the Laplace’s equation V2V= 0 [255].
Therefore, V(r) can be expanded in spherical harmonics. Depending on the crystal field symmetry
the electrostatic potential V (r) can now be calculated [255, 256].
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Figure 4.2: (a) Schematic presentation of the 3d orbitals. (b) Crystal field splitting for a complex
with octahedral symmetry. The 3d orbital set splits into two subsets labeled e, and 75.

Due to the electrostatic interactions as described by the crystal field, the d orbitals split depending on
its strength and symmetry. Figure 4.2 depicts an octahedral crystal field. In this case the central atom
is surrounded by six ions (charges) and the d orbitals split into two sets of orbitals labeled 15, and e,
with an energetic difference of A, called the crystal field splitting (CFS). The d» and d,>_,» orbitals
are then highest in energy (cf Fig. 4.2), since they are pointing directly towards the neighboring ions
(charges), therefore, intersite interaction are larger compared to the d,y, d,; and dy, orbitals.

A general trend for the 3d transition metals within a crystal field is the guenching of the orbital
moment L. The crystal field causes a lifting of the orbital degeneracy depending on the symmetry
(see Fig. 4.2). When the lowest orbital level is formed by a singlet (non-degenerated) the orbital
moment L is zero to first order [255, 256]!. Therefore, the total angular momentum J is equal to S
and the magnetic behavior is primarily caused by the spin S. However, the spin-orbit coupling 7%0
can lead to deviations of this simple picture making the orbital moment L not completely quenched.
Depending on the filling of the 3d shell according to Hund’s rules the experimental J,,, and the
spin-only value $ can differ as follows [208, 255]:

e for less than half-filled shells L and S are orientated parallel, therefore J.,, < §

* for more than half-filled shells L and S are orientated antiparallel, therefore Jo,, > S

4.2.2 The spin-Hamiltonian Approach

A common approach to describe the magnetism of single 3d metal atoms [257-259] or molecules
with a magnetic metal core [260] is the so called spin-Hamiltonian approach. In the following a

IThis is an effect of the crystal field, which leads to admixture of the wave functions with M;= L and M= -L [255],
therefore the new wave functions, consisting of a super-position of both wave functions, exhibit a vanishing orbital moment
L.
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short description of the spin-Hamiltonian approach is given [255, 256, 261]. The spin-Hamiltonian
approach is based on two essential approximations:

* The orbital moment L is quenched as a result of the crystal field

* The ground state is orbitally non-degenerated

The validity of those two approximation will be discussed at the end of this section. The spin-
Hamiltonian approach relies on the following perturbation Hamiltonian including the spin-orbit cou-
pling and the Zeeman effect:

%F:%0+%eeman:a£'§+u3§(z'+2§) (42)

By using a method developed by Pryce [262], the perturbation Hamiltonian .7Z¢F is transformed into
the spin-Hamiltonian .7% by using an operator representation for the orbital moment £ [255, 256].
Therefore we obtain an expression explicitly depending on the spin operator S. The eigenfunctions
are products of the orbital |L,M;) and spin states |S,Ms) since neither #Zeemaqn nor J#30 mix the
states. In the following we consider a non-degenerated orbital ground state. Applying perturbation
theory to first order yields then [255]:

(L,My| Hr |L,ML) = (L, My | ol S+ ugB(L+28) |L*, My (4.3)

Neither B nor § act on the orbital ground state |L, M, ) or the exited states |L*, M;-). Since the ground
state is orbitally non-degenerated with a zero orbital moment L all matrix terms (L, My |L; |L*,M~)
with i = x, y, z vanish. The second order perturbations reads [255]:

)3

Because of the orthogonality of the orbital states |L, M) the matrix term becomes (L, My |uzB -
2 S|L*,M;-) =0 for |[L, M) # |L*, My+). The matrix elements (L, My |L;|L*,M;-) withi=x,y, z
are non-zero, therefore we define the tensor A; ;, which reads:

Aij =Y,

with i, j =x, y, z. In general, the matrix elements A; ; with i # j are zero [261]. Hence, the matrix
elements A;; with i = x, y, z are directly proportional to the unquenched angular momentum along

(L,Mp| ot -8+ pgB(L+2 8)|L*, M. )?
Erm. —Epm,

(4.4)

(L, M| L; L, My) (L, M| L;|L*, Mp~)

Er m,.. —ELm,

4.5)

the corresponding direction i = x, y, z. Therefore, we obtain the following notation of the spin-
Hamiltonian [255, 256]:

jfg = 2[.13 2(6, j— (XAL" j)S,' Bj — OCZZAI'7 jS,' Sj — ul%ZAi,jBi Bj (46)
i, j iJ i, j

Here §; ; is the Kronecker Delta and is equal to 1 for i = j and O for i # j. The term 2(A; ; — aA; ;)
corresponds to the g-tensor g; ; with i, j=x,y, z. The second term in equation 4.6 is responsible for the
zero-field-splitting of the spin-multiplet since it is not vanishing for zero magnetic field B = 0 [261]:

s =0 (Axe Sz + Ay S5+ A S2) 4.7)
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Figure 4.3: Schematic diagram of the zero-field-splitting for a crystal field with axial symmetry and
S=3/2(a)and S =2 (b).

A common notation of the spin-Hamiltonian reads [261]:

. 1
e%@axlal — gH,uBBzSZ —‘y—gJ_,UB(BxSx +BySy) +D[S§ — gS(S—F 1)]

+E(S;—S5) (4.8)
with [261]:
1 1
D = —az(—EAx_x— 5Ayyju\a) 4.9)
E = 1/20% (A —Ayy) (4.10)

Since the matrix elements A; with i = x, y, z are proportional to the corresponding component of the
unquenched angular momentum L the parameter D represents the magnetic anisotropy between the z-
direction and the x — y-plane. On the other hand, E accounts for the anisotropy within the x — y-plane.
Furthermore, in the case of E#0 the corresponding |m) states mix [258].

In the case of an axial symmetric crystal field (E = 0) it follows A, , = Ajand Ay y=A; . =A,. The
spin-Hamiltonian then reads [256]:

. 1
A = g upB.Sz + g1 up(BiSx + BySy) + D[SZ — 38+ D)+

1

35+ DAL +A)) o (4.11)

with D = OCZ(AH —A}). The last term in equation 4.11 causes only a shift of all electronic levels,
therefore we can simplify the spin-Hamiltonian .75 for axial crystal field:

) 1
%axlal = gz B, SZ+gJ_,uB(Bx Sx"'By Sy)—kD[Sg— gS (S+ 1)] 4.12)
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Eigenstate [2) |1) [0) |-1) |-2)

2, 2) 1 0 0 0 0
2, 1) o 1 0 0 0
12, 0) o 0 1 0 0
2,-1) 0 o0 0 1 0
2,-2) 0 0 0 0 1
E;meV) 0 105 14 105 0

Table 4.1: Eigenstates for a S= 2 spin system in crystal field with D= -0.35 meV and E= 0 meV.

Positive values of D correspond to an easy-plane magnetic anisotropy and the corresponding lowest
|m) states are lowest in energy. In contrast, negative values of D account for an easy-axis magnetic
anisotropy and the highest |m) states are the energetically most stable (see Fig. 4.4 for S= 2 and
D < 0). The states |m) are pure eigenstates of S, operator. The energy diagrams in the case of D > 0
and spin S = 3/2 and S = 2 with the external magnetic field B, = (0, 0, B;) parallel to S, are shown
in Fig. 4.3(a) and (b), respectively.

In the following chapters we want to simulate the experimental magnetization curves of metal-organic
networks in order to investigate their magnetic anisotropy and the spin state of their metal centers.
The question of how we can calculate the magnetization M (E, S, T, D, E) for a given system based
on the spin-Hamiltonian arises. In the following we will neglect the term 1/3-S(S+ 1), since it
just shifts the energy origin for a given spin S. To simplify, we assume that the g-factor is isotropic
g||= 1= g. Because of symmetry reasons, we are not sensitive to the azimuthal dependence of the
magnetic anisotropy with our experimental technique (XMCD) as discussed in chapter 2. Thus, the
E term in equation 4.12 is assumed to be negligible and we set E= 0. Thus, the spin-Hamiltonian
simplifies to:

Hs = glipBuS+D-S? (4.13)

Let us assume a system of magnetic moments with S= 2, a magnetic anisotropy with an easy-axis
out-of-plane direction with D= -0.35 meV, and g= 2. By solving the eigenvalue problem of the spin-
Hamiltonian in equation 4.13 for these values we obtain the eigenstates and their energies E; listed
in table 4.1. Of course, the orientation of the external magnetic field B, with respect to S; has to be
taken into account (see section 2.4.3). Here we assume the external magnetic field Eex = (0, 0, B;)
parallel to S,. To get now the magnetization M (E, 2, T, D, 0) we have to calculate the thermal
population of the resulting levels. Let us assume temperature 7= 8 K. Now we have to calculate
the expectation value (S) for each level and the corresponding population according to Boltzmann
statistics. The results are summarized in Fig. 4.4 and also the corresponding magnetization curve
M(B, 2, 8K, —0.35 meV, 0).
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Figure 4.4: Magnetic field dependence of the energy eigenstates for a magnetic system with S= 2,
D= -0.35 meV and T= 8 K. The occupation of the corresponding states, the spin eigenstates and
the spin expectation value (S) is given on the right side. The lower panel depicts the corresponding
magnetization curve M(B).



4.3. A Robust Metal-Organic Network Based on Cu Atoms 79

Figure 4.5: Molecular struc-
tures of (a) the free T4PT
molecule, (b) the T4PT-
(CuH)3; model cluster. Both
structures were obtained by
DFT based optimization.
Atoms are represented by
colored balls of different
radii. The atomic species
(symmetry non-equivalent)
considered in the DFT cal-
culations for core excitations
are labeled as nitrogen N1,
N2, carbon C1-C4.

4.3 A Robust Metal-Organic Network Based on Cu Atoms

The architecture of metal-organic networks is not only based on the symmetry of the organic link-
ers and the interaction between the functional end groups of the molecule and the metal species
[18, 263], but may also be affected by the interaction with the underlying surface. The metal atoms
and molecules may prefer specific adsorption sites leading to different bonding motifs and architec-
tures compared to the corresponding bulk compounds. In this context an intriguing question is, how
robust is the network architecture regarding the underlying metal surface. Or, does the surface mainly
determine the network structural properties?

The non-covalent metal-ligand bond is characterized by its directionality and allows the growth of
complex nanostructures with distinct motifs depending on the metal species and the properties of the
molecular linker [18, 19, 263-266]. However, a detailed understanding of structural and electronic
properties is required to further tailor the properties in view of potential applications. In this regard
the amount of charge transfer and the effect of bond formation on the rest of the molecular linkers is
of interest.

The present section deals with the structural, electronic, and magnetic properties of the metal-organic
network based on Cu atoms as metal centers. Our molecular linker of choice is 2,4,6-tris(4-pyridyl)-
1,3,5-triazine (T4PT). The triangular T4PT molecule consists of three pyridine end groups and a
central triazine ring. The molecular structure of T4PT is depicted in Fig. 4.5(a). A metal-ligand
bond formation is favored by the lone-pair electrons of the active nitrogen sites of the pyridine end
groups [19, 263-267].

4.3.1 STM Investigation of Cu-T4PT Network on Cu(111)

Deposition of a sub-monolayer amount of T4PT molecules on a clean Cu(111) metal surface leads
to the formation of a metal-organic network with a honeycomb structure (Fig. 4.6(a)). Figure 4.6(b)
shows a STM topography zoom-in of the honeycomb-like nanomesh. The T4PT molecules exhibit a
three-fold symmetry indicating a planar adsorption on the surface as a result of w-interactions of the



80 Chapter 4. DESIGN OF SPIN ARRAYS USING METAL-ORGANIC NETWORKS

Figure 4.6: (a) STM topography image of a Cu-T4PT islands on the Cu(111) surface (/ = 10 pA,
Vs =-1.0 V). (b) STM zoom-in of a Cu-T4PT island. A two-fold coordination motif of Cu and T4PT
is visible leading to honeycomb-like structure(/ = 10 pA, Vs=-0.5 V). The unit cell is indicated by
white arrows labeled ”a” and ”b” with @ = b = 24+ 1 A. (¢) Structure model of the Cu-T4PT network.

molecules with the surface. Each nanomesh pore exhibits an inner diameter of 16.6 £0.1A. The unit
cell of the T4PT based nanomesh is indicated in Fig. 4.6(b) by white arrows and has the following
unit cell vectors labeled ”a” and ”b” with a = b = 244 1 A enclosing an angle of o = 60.0 £+ 1.0°.
Figure 4.6(b) also reveals a two-fold bonding motif between neighboring T4PT molecules. The pyri-
dine end groups of neighboring T4PT have a face-to-face configuration. Since the face-to-face con-
figuration of the neighboring pyridine end groups is energetically not favorable due to the repulsive
character of the pyridine nitrogen lone pair electrons, this self-assembling suggests the presence of
bridging Cu adatoms. This is in line with several other studies of self-assembled metal-organic net-
works on metals surfaces, where two-fold coordination motifs of nitrogen based functional end groups
and Cu atoms have been observed [19, 22, 28, 265, 268].

To elucidate the electronic structure of the Cu-T4PT network we present in Fig.4.7(a) dI/dV spectra
on different sites of the network. A step-like feature at an energy of 0.8 V and a resonance-like feature
at an energy of 1.9 V are visible in the spectra acquired at the triazine rings of two opposing T4PT
molecules (indicated by the colored dots). Despite their similar shape, the features in the dI/dV
spectra are shifted with respect to each other and have different intensities, suggesting a slightly
different electronic structure.

In order to investigate the difference in the dI/dV spectra we performed dI/dV maps at the energies
of the resonances. Figure 4.7(c-d) shows two constant current dI /dV-maps taken at the energies of
0.8 V (¢) and 1.9 V (d) (close to the resonance energies), respectively. The red and black colored
triangles illustrate the orientation of the T4PT molecules within the coordinated Cu-T4PT network.
Both dI/dV maps clearly show an alternating change of the LDOS signal from high to low between
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Figure 4.7: dI/dV spectra and maps of the Cu-T4PT nanomesh. (a) Two dI/dV spectra taken at
the central triazine ring of two opposing T4PT molecules (indicated by the red and black dot). (b)
STM topography image of the Cu-T4PT nanomesh and corresponding constant current d//dV maps
at sample bias voltages of 0.8 V (c) and 1.9 V (d), respectively (I = 0.22 nA).

neighboring T4PT molecules within the Cu-T4PT network. The alternating LDOS signal present
in both dI/dV maps indicates that there are two different adsorption sites of the T4PT molecules
present in each nanomesh pore (labeled Aand B in Fig. 4.7(a)). Interestingly, the largest LDOS signal
is localized at the outer periphery of the T4PT molecules in both dI/dV maps (see Figure 4.7(c-d).
Furthermore, the dI/dV map recorded at an energy of 0.8 V reveals that the corresponding molecular
state also has some weight at the central triazine ring. This is in contrast to the molecular state imaged
at an energy of 1.9 V (see Fig. 4.7(d)).

Wang et al. [265] reported on a similar metal-organic network consisting of Cu adatom and 1,3,5-
tris(pyridyl)benzene (T4PB) investigated by means of STM and DFT. Similar to the Cu-T4PT net-
work, the observed molecular resonances have their largest LDOS signal at the outer molecular pe-
riphery. T4PB is also a triangular-shaped molecule and consists of three outer pyridine end groups (cf
4.26(c)), but different to T4PT, it has a central benzene ring instead of a triazine ring. The Cu-T4PB
network exhibits two phases on the Cu(111) metal surface [265]. Let us call them phase 1 (upper
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Figure 4.8: [265] (a) DFT optimized structure of the Cu-T4PB unit cell for phase 1 (upper panel)
and phase 2 (lower panel). (b) PDOS at the center of the T4PB molecule (black) and at the pyri-
dine end group (red). (c) dI/dV map and the corresponding DFT simulated PDOS maps of the
Cu-T4PB network at a sample bias voltage of 1.5 V and an energy of 1.2 eV (parameters: size 4x4
nm, I7 = 0.4 nA).

panel of Fig. 4.8(a)) and phase 2 (lower panel of Fig. 4.8(a)). In phase 1 all T4APB molecules have
equivalent adsorption sites and in phase 2 they occupy two different adsorption sites.

The DFT derived PDOS at the central benzene ring and at the pyridine end groups of the T4PB
molecule within the Cu-T4PB network is shown in Fig. 4.8(b). The pyridine end groups (red spec-
trum) and the central benzene ring (black spectrum) contribute each to one pronounced peak at en-
ergies of 1.2 and 2.05 eV, respectively. Let us now focus on the spatial distribution of the electronic
state at 1.2 eV corresponding to a molecular resonance. Figure 4.8(c) shows the simulated PDOS
map at an energy of 1.2 eV and a dI/dV map at a sample bias voltage of 1.5 V, respectively. The
molecular resonance located at 1.2 eV is mainly localized at the periphery of the pyridine end groups.
This finding is in line with the experimentally obtained dI/dV maps of the Cu-T4PB and Cu-T4PT
network (see Fig. 4.7(d) and Fig. 4.8(c)).

The alternating change of the LDOS signal in the case of the Cu-T4PT network suggests different
molecule-surface interaction and therefore also different electronic structures of the T4PT molecules
labeled A and B (see Fig.4.7). To explain the different electronic structure, Fig. 4.9(a) and (b) depict
two different adsorption models of the Cu-T4PT metal-organic network on the Cu(111) metal sur-
face. The network architecture can either be determined by the Cu adatom or T4PT adsorption sites,
respectively. The coordinated Cu atoms within the Cu-T4PT network can be adsorbed at a top or
hollow site of the Cu(111) surface, respectively. The dimensions of both adsorption models shown in
Fig. 4.9(a) and (b) are equal, but they are slightly shifted with respect to each other. Assuming that
the Cu-T4PT network is commensurate with the Cu(111) surface, both models yield a Cu-N bond
length of ~ 2 A.
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Figure 4.9: Adsorption model of the Cu-T4PT metal-organic network on the Cu(111) surface. (a)
The Cu atoms are located at top sites and T4PT molecules occupy identical adsorption sites with
respect to the underlying Cu(111) surface. (b) Cu adatoms are adsorbed on hollow-sites, neighboring
T4PT molecules occupy different adsorption sites. The adsorption position of the pyridine groups
of the T4PT molecules are highlighted in red (pyridine end groups are centered at top sites of the
Cu(111) surface) or in blue (pyridine end groups are centered at hollow sites of the Cu(111) surface).

In the adsorption model in Fig. 4.9(a) all pyridine and triazine groups of the T4PT molecules occupy
hollow sites (colored blue), whereas the Cu adatoms are localized at top sites. In contrast, the ad-
sorption model for the Cu adatoms occupying hollow sites is depicted in Fig. 4.9(b) and reveals that
neighboring T4PT molecules occupy different adsorption sites. The central triazine rings of the blue
colored T4PT molecules in Fig. 4.9(b) are localized at top sites of the Cu(111) surface, whereas the
triazine ring of the red colored T4PT molecules are adsorbed on hollow sites. However, the most
probable phase observed here is the last one. The reasons for that are the following: (i) single Cu
adatoms on Cu(111) surface show the tendency to adsorb on hollow sites [254] and (ii) the slightly
different electronic structure of neighboring T4PT molecules (type A and B), as revealed by the STS
dI/dV spectra and constant current dI /dV maps (cf Fig. 4.7). This suggests different adsorption sites
and therefore a different hybridization of the molecules with the underlying Cu(111) metal surface?.

4.3.1.1 STM Investigation of Cu-T4PT Network on Ag(111)

In order to investigate the role of the surface in the formation of the metal-organic network we sub-
sequently deposited T4PT molecules and Cu atoms on a clean Ag(111) metal surface. Again the
formation of the Cu-T4PT metal-organic network is triggered. Figure 4.10(a) shows a large scale

2 Bond formation of triazine nitrogens with Cu adatoms was not observed within this work, which is in line with previous
work of triazine on Cu(111) [269]. This can explained by the fact that a coordination bond of the Cu adatom to a single
active nitrogen lone-pair at the triazine is sterical hindered by the neighboring hydrogen adatoms of the pyridine end groups
(cf Fig. 4.5).
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Figure 4.10: STM topography images of the Cu-T4PT nanomesh on Ag(111). (a) Large-scale STM
topography image of the coordinated Cu-T4PT islands (/ = 10 pA, Vs = -1.0 V). (b) Zoom-in of the
Cu-T4PT island revealing a honeycomb-like structure with a two-fold coordination motif of Cu and
T4PT (I = 0.45 nA, Vg =-1.5 eV). The arrows labeled ”a” and ”’b” indicate the unit cell vectors with
a = b =24+1 Aenclosing an angle of 60°+ 1°. (c) Structure model of the Cu-T4PT nanomesh.

STM topography image of the self-assembled Cu-T4PT metal-organic network. The network also
exhibits a two-fold bonding motif leading to a honeycomb-like structure, where each network pore is
formed by six T4PT molecules (cf Fig. 4.10(b)). The black arrows in Fig. 4.10(b) indicate the unit
cell of the Cu-T4PT network with a = b =24 4 1 A enclosing an angle of 60°+ 1°. The structure
and also the dimensions of the Cu-T4PT network on both the Ag(111) and the Cu(111) metal surface
are very similar. The lattice constant of the Cu(111) (a= 2.56 A) and Ag(111) surface (a= 2.89 A)
differ about 0.48 A(a change of 11%-13% of the lattice constant). This indicates the dominant role of
the metal ligand interaction on the structural properties and the adaptability of the network regarding
different surfaces.

4.3.2 X-ray Absorption and Dichroism Experiments

Further x-ray absorption (XA) and x-ray magnetic circular dichroism (XMCD) measurements are
performed to analyze the electronic and magnetic properties of the Cu-T4PT metal-organic network
on both the Cu(111) and Ag(111) metal surfaces. The experiments were carried in collaboration with
M. Bernien, C. F. Hermanns, A. Kriiger, N. Krane, and Z. Yang. XA and XMCD measurements are
element specific and allow to probe the atomic species involved in the metal-ligand coordination, i.e.
the Cu, N and C atoms. Additional transition potential DFT calculation of the free T4PT and also of
the T4PT-(CuH)s-cluster simulate the experimental XA spectra of the free uncoordinated and coordi-
nated T4PT molecules. This allows an assignment of the peaks obtained from XA measurements and
to investigate the change of the electronic properties due to the metal-ligand bond formation.
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Figure 4.11: Polarization-resolved experimental N (a) and C (b) K-edge XA signal for polarization
angles ¢ = 30° (near grazing incidence), ¢ = 55° (magic angle), and ¢ = 90° (normal incidence) of a
0.8 ML T4PT/Cu(111) sample. Polarization-resolved experimental N (c) C (d) K-edge XA spectra of
the 15 ML sample. Comparison of the N (e) and C (f) K-edge XA signals of the 15 ML and 0.8 ML
T4PT/Cu(111) sample (¢ = 55°). The spectra are scaled to match and shifted for clarity.

4.3.2.1 XAS of the Cu-T4PT Network on Cu(111)

Since the metal-coordination involves the Cu atoms and the nitrogen species of the pyridine end
groups of the T4PT molecule, we first discuss the N K-edge XA signals. Therefore let us compare
the N K-edge XA signal of the 15 ML and 0.8 ML T4PT/Cu(111) samples in Fig. 4.11(a) and (c).
Mainly uncoordinated T4PT molecules contribute to the XA signal of the 15 ML of T4PT/Cu(111)
sample. Thus we can use this sample as a reference. In the case of the 0.8 ML T4PT/Cu(111) sample
all molecules are coordinated. As depicted in the structural model in Fig. 4.5(a) the T4PT molecule
contains two nitrogen species labeled N1 and N2, differing by their chemical environment. There are
three nitrogen atoms of type N1 and N2, respectively.

Figure 4.11(a) shows the polarization-resolved experimental N K-edge XA signals of the 0.8 ML
T4PT/Cu(111) sample. A peak is visible at an energy of 398.8 eV in the m*-region, followed by
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a broad structure in the o*-region. The peak in the 7*-region (labeled A) shows a small shoulder
at lower binding energies, indicating two different contributions. The intensity of peak A decreases
as the incident angle ¢ increases, whereas the broad structure in the o*-region shows the opposite
behavior (see Fig. 4.11(a)). Since the XA signal becomes largest when maximum amplitude of the
probed orbital is parallel to the polarization vector € of the incoming x-ray beam, this behavior is
typical for molecules adsorbed flat, i.e. with their molecular plane parallel to the surface. This finding
agrees with the STM results.

The N K-edge XA signals of the 15 ML T4PT/Cu(111) sample shown in Fig. 4.11(c) reveals also
a peak at an energy of 398.8 eV in the m*-region, followed by a broad structure in the ¢*-region.
Different to the 0.8 ML T4PT/Cu(111) sample, the peak in the 7*-region is a single peak. The angle
dependence of the N K-edge XA signal of the 15 ML T4PT/Cu(111) sample is very similar to the
case of the 0.8 ML T4PT/Cu(111) sample (see Fig. 4.11(c)).

A zoom-in of the *-region of the N K-edge XA signal of both the 0.8 ML T4PT/Cu(111) sample and
15 ML T4PT/Cu(111) sample is shown in Figure 4.11(e). It reveals that the 0.8 ML T4PT/Cu(111)
sample exhibits a two-peak structure in the w*-region with a second peak at higher binding energy
in contrast to the XA signal of the 15 ML T4PT/Cu(111) sample. These findings suggest that the
metal-ligand bond formation between the Cu atoms and the nitrogen of the pyridine end groups is re-
sponsible for the second peak in the 7*-region in the case of the 0.8 ML T4PT/Cu(111) sample. With
the help of theoretical calculations presented in the following we can decompose the experimental
XA signals into its individual contribution corresponding to the different excitation centers.

Figure 4.11(b) depicts the C K-edge XA signal of the 0.8 ML T4PT/Cu(111) sample. Three different
peaks (labeled B-D) are visible in the m*-region and a broad structure in the o*-region. Peak B is
located at an energy of 286.0 eV followed by Peak C and D at the energies 286.7 eV and 287.6 eV,
respectively. The peaks corresponds to the four different carbon species present in the T4PT molecule
labeled C1-C4 (cf Fig. 4.5(b)). There are three carbon atoms of type C1 and C2, and six of type C3
and C4, respectively.

The C K-edge XA signals of the 15 ML T4PT/Cu(111) sample shown Figure 4.11(d) are very similar
to the case of the of 0.8 ML T4PT/Cu(111) sample. Three peaks are visible m*-region, followed by
a broad structure in the ¢*-region. The angular dependence of the C K-edge XA signal of the 0.8
ML T4PT/Cu(111) sample and the 15 ML T4PT/Cu(111) sample reveal that the peaks B-D decreases
with increasing incident angle ¢, whereas the o*-region intensity increases (see Fig 4.11(b) and (d)).

A zoom-in of the m*-region of the C K-edge XA signal of the 0.8 ML T4PT/Cu(111) and the 15
ML T4PT/Cu(111) sample is depicted in Fig. 4.11(f). The line shape and the position of the spectral
features is almost identical. The peaks (B-D) are visible in both spectra. Hence, the formation of the
metal-ligand bonds seems to have minor effect on the electronic properties of the carbon atoms of the
T4PT molecules within the Cu-T4PT network.

4.3.2.2 XAS of the Cu-T4PT Network on Ag(111)

To investigate the magnetic and electronic properties of the Cu-T4PT network additional XAS mea-
surements of a 0.8 ML and a 20 ML T4PT sample on a Ag(111) metal surface were carried out.
The magnetic properties of the Cu-T4PT network can not be investigated on the Cu(111) sample



4.3. A Robust Metal-Organic Network Based on Cu Atoms 87

oo
- ~

Yield (arb. units)

—

390 395 400 405 410 415 420 280 290 300 310 320
Photon Energy (eV) d) Photon Energy (eV)

— 550 — 20 ML T4PT
550 [\ - 0.8 ML T4PT

~~~ ~~~ \. ’

= = ““__ 20 ML T4PT

g g 0.8 ML T4PT
e ______________________________ e L. .

S T T S T T T T T

= 0.8 ML T4PT | 2 0.8 ML T4PT

';% +0.02 ML Cu g +0.02 ML Cu

—55°

—55°

394 396 398 400 402 404 406 282 284 286 288 290 292 294
Photon Energy (eV) Photon Energy (eV)

Figure 4.12: Polarization-resolved experimental N (a) and C (b) K-edge XA signal for polarization
angles ¢ = 30° (near grazing incidence), ¢ = 55° (magic angle), and ¢ = 90° (normal incidence) of
a 0.8 ML T4PT/Ag(111) sample. (c) The upper panel shows the experimental N K-edge XA signals
for a polarization angle ¢ = 55° of a 20 ML and the 0.8 ML T4PT/Ag(111) sample, respectively. The
spectra are scaled for comparison. The bottom panel of (c) depicts the experimental N K-edge XA
signal for a polarization angle ¢ = 55° of a 0.8 ML T4PT/Ag(111) sample after deposition of 0.02
ML of Cu atoms. (d) The upper panel shows the experimental C K-edge XA signals for a polarization
angle ¢ = 55° of the 20 ML and the 0.8 ML T4PT/Ag(111) sample, respectively. The spectra are
scaled for comparison. The bottom panel of (d) depicts the experimental C K-edge XA signal for
a polarization angle ¢ = 55° of a 0.8 ML T4PT/Ag(111) sample after deposition of 0.02 ML of Cu
atoms.
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by XCMD. But, this is possible on the Ag(111) metal surface. Furthermore, the comparison of the
electronic properties of the Cu-T4PT network on the Ag(111) and the Cu(111) surface allows us to
explore the role of the metal surface regarding the network properties.

The polarization-resolved N and C K-edge XA signals of 0.8 ML of T4PT on a Ag(111) metal surface
for different incident angles at room temperature are shown in Fig. 4.12(a) and (b). The line shape and
also the angle dependence is identical compared to the 15 ML T4PT/Cu(111) sample (see Fig. 4.11(b)
and (d)).

A comparison of the *-region of the N and C K-edge XA signal of a 0.8 ML T4PT/Ag(111) and 20
ML T4PT/Ag(111) sample in the upper panel at an incident angle of ¢ = 55° is shown in Fig. 4.12(c).
The N K-edge XA signals for both samples is similar, indicating the minor role of the surface re-
garding the electronic properties of the T4PT molecules. The lower panel in Fig. 4.12(c) shows the
m*-region of the N K-edge XA signal of a 0.8 ML T4PT/Ag(111) sample after subsequent deposition
of 0.02 ML of Cu atoms. The formation of coordination bonds between the pyridine nitrogens with
the Cu atoms causes a double-peak feature in the 7*-region similar to the N K-edge XA signal of the
0.8 ML T4PT/Cu(111) sample.

The upper panel in Fig. 4.12(d) shows the comparison of the 7*-region of the C K-edge XA signals of
the 0.8 ML and 20 ML T4PT/Ag(111) sample at an incident angle of ¢ = 55°. In total three different
peaks (B-D) are present in both cases. The lower panel of Fig. 4.12(d) shows the &*-region of the C
K-edge XA signal of a of the 0.8 ML T4PT/Ag(111) sample upon the deposition of 0.02 ML of Cu
atoms. The overall spectral change is rather small as on Cu(111).

The XA results of the Cu-T4PT metal-organic network on both the Cu(111) and the Ag(111) metal
surface show very similar spectral features evidencing their resemblance in terms of their structural
and electronic structure and confirming the minor role of the underlying surface.

4.3.3 Theoretical Calculations of the Cu-T4PT XA Spectra

To understand the origin of the different peaks in the C and N K-edge XA spectra theoretical DFT
calculations have been carried out by Dr. L. Sun and Prof. K. Hermann from the Fritz-Haber-Institut
der Max-Planck-Gesellschaft, Berlin, Germany to simulate the experimental spectra of the Cu-T4PT
network and the uncoordinated T4PT layer. This allows us to assign the resonances to certain parts
of the T4PT molecule and therefore to understand the electronic properties of coordinated and non-
coordinated T4PT molecules and the effect of the metal-ligand bond formation. The theoretical cal-
culations of the free T4PT molecule (cf Fig. 4.5(a)) serve as a reference for the sample with un-
coordinated T4PT molecules. The building block of the coordinated Cu-T4PT is simulated by the
T4PT-(CuH); model cluster shown in Fig. 4.5(b). The three H atoms attached to Cu atoms in the
T4PT-(CuH); cluster are only added to saturate dangling bonds of the Cu atoms in the simulation,
which can falsify the calculations. In both cases the T4PT molecules contain two non-equivalent ni-
trogen atoms labeled N1 and N2 (cf Fig. 4.5(a) and (b)) and four non-equivalent carbon atoms labeled
C1-C4.

The geometrical ground state structure of the free T4PT molecule as well of the T4PT-(CuH); cluster
were obtained by a DFT approach using the cluster code StoBe [270]. We used extended basis
sets of contracted Gaussians for the representation of the Kohn-Sham orbitals. The relevant atomic
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Figure 4.13: (a) Calculated N K-edge XA signals of the free TAPT molecule. The upper panel shows
the total spectrum. The middle and bottom panel depict the decomposition of the total spectrum
into contributions due to excitations at the nitrogen centers N1 and N2. The vertical lines close to
404 eV in (a), (b) and (c) indicate the ionization thresholds. The small vertical strokes in (a) and (b)
show the discrete excitations obtained in the calculations with their lengths denoting the excitation
probabilities. (b) Theoretical N K-edge XA signals of the T4PT-(CuH); cluster. The total spectrum
is shown in the top panel of (b). The decomposition of the total spectrum into contributions due
to excitations at the nitrogen centers are shown for N1 nitrogen (middle panel) and the N2 species
(bottom panel). (c) Theoretical polarization-resolved N K-edge XA signals for polarization angles ¢
=0°, ¢ =30°, ¢ =55°, and ¢ = 90° of the T4PT molecule (top panel) and the T4PT-(CuH)3 cluster
(bottom panel). (d) Polarization angle integrated N K-edge XA signals (¢ = 55°), comparison of
theory with experiment. The upper panel shows a comparison of the spectrum of the T4PT molecule
(theory) with data from a 20 ML T4PT/Ag(111) sample (experiment). The lower panel depicts a
comparison of the spectrum for the T4PT-(CuH)3; model cluster with data from a Ag(111) sample
with 0.02 ML of Cu atoms and 0.8 ML of T4PT molecules.
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bond distances (A)
T4PT T4PT-(CuH)3
Cu-N2 1.945
N1-C1 1.353 1.355
N2-C4 1.353 1.366
Cl1-C2 1.500 1.495
C2-C3 1.408 1.412
C3-C4 1.404 1.395
Cu-H 1.505

Table 4.2: The bond lengths of the free gas-phase TAPT molecule and the TAPT-(CuH);3 cluster as
obtained from the theoretical DFT calculations.

species (Cu, N, C, H) were represented by all-electron double-zeta-valence-plus-polarization (DZVP)
basis sets. Also the gradient corrected revised Perdew-Burke-Ernzerhof (RPBE) exchange-correlation
functional [271, 272] is used in our calculations. A detailed description of the theoretical framework
can be found in the appendix A.2.

Table 4.2 lists the bond distances of both the relaxed free T4PT molecule and the T4PT-(CuH); cluster
as obtained from the theoretical DFT calculations. The formation of metal-ligand bonds between the
nitrogen atoms of the pyridine end groups and Cu atoms has a rather small effect on the rest of the
T4PT intermolecular bonds. The DFT calculation yields Cu-N bond length of 1.945 A, which is in
line with experimentally obtained value of 2 A.

Let us first compare the theoretical and experimental XA signals in the case of the N K-edge of the free
T4PT molecule (cf Fig. 4.13(a) and (c¢)). The upper panel in Fig. 4.13(a) depicts the total (polarization
angle integrated) theoretical N K-edge XA signal of the free T4PT molecule. The calculation reveal
that the total N K-edge XA signal of the TAPT molecule can be explained as the sum of two spectra
with varying excitation centers, the triazine nitrogen species N1 and the pyridine nitrogen species N2.
The middle and lower panel show the decomposition of the total spectrum into contributions of the
nitrogen excitations centers N1 and N2. Both nitrogen species N1 and N2 have a spectral contribution
to the peak at an energy 398.3 eV in the 7*-region of the N K-edge XA spectrum. This does not allow
for an experimental distinction. This finding suggests that the chemical state of N in pyridine and
triazine is very similar (cf Fig. 4.5(a)).

The formation of the metal-ligand bond between the Cu atoms with the T4PT molecules should have
an effect on the line shape and peak positions of the N K-edge XA signal of the T4PT nitrogen
species (N1 and N2). We simulated the building block of the coordinated Cu-T4PT network by a
T4PT-(CuH); model cluster. The theoretical N K-edge XA signal of the T4PT-(CuH); cluster is
shown in Fig. 4.13(b). Contrary to the case of the uncoordinated T4PT the total (polarization angle
integrated) theoretical N K-edge XA signal of the T4PT-(CuH)3 cluster shows double peak feature in
the w*-region. The decomposition of the total spectrum into the contributions stemming from the N1
and N2 excitation centers shown in the middle and the lower panel of Fig. 4.13(b) reveals a significant
shift of the contribution of the pyridine nitrogens (N2) to higher binding energies (398.6 eV). Whereas
the contribution of the triazine nitrogen shifts slightly to lower binding energies (397.9 eV).

The angle dependence of the theoretical polarization-resolved N K-edge XA signals of the free T4PT
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molecule and the T4PT-(CuH)s cluster are shown in Fig. 4.13(c). In both cases the theoretical calcu-
lations reproduce the experimentally observed angle dependence of N K-edge XA signals. A direct
comparison of the experimental and theoretical 7w*-region of the N K-edge XA signals is shown
Fig. 4.13(d) for the polarization angle ¢ = 55°. The line shape of the XA signal is well reproduced
and confirm the shift of the XAS contribution of the pyridine and triazine nitrogens upon coordination
of the pyridine nitrogen atoms with the Cu atoms. The total amplitude of peak A in the w*-region
decreases, since a part of its intensity is shifted to higher photon energy.

Table 4.3 shows a Bader charge analysis of the free T4PT and the T4PT-(CuH); cluster in order
to check for possible charge transfer between the Cu atoms and the T4PT molecules. The T4PT
molecule within the T4PT-(CuH); cluster gains a total charge of p=0.03 e~ due to the metal-ligand
interaction with the Cu atoms. The negligible charge transfer is in agreement with the DFT simulation
of a similar metal organic network on Cu(111) [265]. The bonding of metal-ligand complexes can
be described in the framework of molecular orbital theory (MOT). The driving force is the overlap of
valence metal and ligand orbitals, respectively, leading to the formation of bonding and anti-bonding
orbitals. In the case of Cu transition metal species these are the 3d, 4s, and 4p valence orbitals and
for the T4PT molecule o-like and 7z-like orbitals. The orbital overlap can imply a charge transfer
from T4PT to the Cu metal atom or vice versa. For example, the overlap of an empty metal Cu
s-states with an occupied T4PT & orbital can lead to a charge transfer to the Cu metal atom. On
the other hand, the overlap a Cu occupied d state with an unoccupied T4PT orbital, for example a
7* orbital, can also cause a charge transfer back to the T4PT molecule. The charge transfer from
the TAPT back to the Cu metal atom is known as 7w back donation [273-275]. Both can happen
simultaneously and in synergy. The transition of a pure ionic to a pure covalent character of the
metal-ligand bond is therefore continuous and depends on all charge transfer processes. In general
the 3d, 4s, and 4p orbitals of the transition metal atom form hybrid orbitals leading to polyhedral
coordination geometries [273].

In the case of the Cu-T4PT layer, the TAPT N atoms exhibit lone-pair electrons. The overlap of
empty valence Cu states and occupied N o orbitals presumably triggers the formation of a metal-
ligand bond, which can involve a charge transfer from the N to the Cu atoms. However, the small
total charge transfer between the T4PT and the Cu, as revealed by the DFT simulations, indicates
that back donation processes into unoccupied T4PT orbitals also take place. As shown later, the Cu
atoms within the Cu-T4PT network exhibit a completely filled d shell (4'°). The bonding to the T4PT
N atoms is mainly driven by the s and p orbitals, causing a linear bonding motifs [273] (the angle
between the two pyridine-Cu bonds is about 180° (as can be seen in Fig. 4.9)). In the case that also d
electrons are involved in the metal-ligand bond formation, bonding motifs with higher symmetry can
be observed [273] (shown in section 4.4).

The experimentally and theoretically observed shift of the peaks in the 7*-region of N K-edge XA
signals can be attributed to metal-ligand interactions leading to a shift of the triazine and pyridine
contributions to lower and higher binding energies, respectively. The energetic shift to higher binding
energies can originate from a decrease of the electron density at the core of the pyridine nitrogens or
a shift of the LUMO+x to higher binding energies. The former agrees with the simple picture of bond
formation. This corresponds to a charge redistribution and the electrons, which are not involved in
the bond formation, are pulled away from the nitrogen core due to the Cu-N metal-ligand bond.

Figure 4.14 shows the experimental and calculated C K-edge XA signals of the free T4PT molecule
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Figure 4.14: (a) Theoretical C K-edge XA signals of the free T4PT molecule. The top panel shows
the total spectrum. The bottom panel depicts the decomposition of the total spectrum into contribu-
tions due to excitations at the carbon centers C1 to C4. The vertical lines in (a),(b) and (c) between
290 eV and 292 eV indicate the range of ionization thresholds for the different carbon species. (b)
Theoretical C K-edge XA signals of the T4PT-(CuH)3 cluster. Total spectrum (top panel) and the
decomposition of the total spectrum into contributions due to excitations at the carbon centers C1 to
C4 (bottom panel). (c) Theoretical polarization resolved C K-edge XA signals for polarization angles
¢ =0° ¢ =30° ¢ =55° and ¢ = 90° of the free T4PT molecule (top panel) and the T4PT-(CuH);
cluster (bottom panel). The vertical lines near 290 and 292 eV indicates the range of ionization thresh-
olds for the different carbon species. (d) Polarization angle integrated C K-edge XA signal (¢=55°),
comparison of theory with experiment. The top panel shows a comparison of the spectrum for free
T4PT (theory) with data from 20 ML T4PT/Ag(111) sample (experiment) and the bottom panel a
comparison of the spectrum for the T4PT-(CuH); model cluster with data from a Ag(111) sample
with 0.02 ML of Cu atoms and 0.8 ML of T4PT molecules.
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Bader charges
T4PT T4PT-(CuH);

Cu 28.6786
N1 8.0429 8.0458
N2 8.0430 8.1002
C1 5.0232 5.0190
C2 5.9873 5.9929
C3 5.9895 5.9913
C4 5.4626 5.4836
Outer H 1.3304
Inner T4PT 0.03

Table 4.3: The Bader charges of the free gas-phase T4PT molecule and the T4PT-(CuH)3 cluster as
obtained from the theoretical DFT calculations.

and the T4PT-(CuH)s cluster. The total (polarization angle integrated) theoretical C K-edge XA
signals of the free gas-phase T4PT molecule is depicted in the upper panel of Fig. 4.14(a). The
decomposition of the total C K-edge XA signal reveals that it consist of several contributions of the
different C1, C2, C3, and C4 excitation centers. Each carbon species C1-C3 exhibits two contribution
in w*-region of the C K-edge XA signal, which are shifted to higher binding energies by going from
C1 to C3. The single peak at an energy of 286.3 eV m*-region originates from the carbon species C4.
The energetic shift of the peak positions of the different carbon species is well understood in terms
of the chemical environment. Only the carbon species C4 has two nitrogen neighbors. Due to the
electronegativity of the nitrogen species the local charge density of the carbon is displaced towards
the neighboring nitrogen atom resulting in net positive charge at the carbon. Hence the carbon core-
level energy is shifted to higher binding energies.

The total (polarization angle integrated) theoretical C K-edge XA signal of the T4APT-(CuH); cluster
is shown in Figure 4.14(b), which is similar in terms of line shape and peak positions to the theoretical
C K-edge XA signal of the free T4PT molecule (depicted in Fig. 4.14(a)) it shows that the formation
of the Cu-N metal-ligand bond has only a small effect on the electronic structure of the carbon atoms
of the TAPT molecule. The decomposition of the total theoretical C K-edge XA signal into the con-
tributions of the individual carbon species (C1-C4) shows that the intensities and energetic positions
of the individual peaks are shifted. The theoretical polarization-resolved C K-edge XA signals of the
free TAPT and T4PT-(CuH); cluster are depicted in the upper and lower panel in Fig 4.14(c). The
theoretically obtained angle dependence of the C K-edge XA signals agrees well with experimental
date(cf Fig. 4.12(b) and Fig. 4.11(b)). The comparison of the experimental and theoretical C K-edge
XA signals for the polarization angle ¢= 55° of the free T4PT molecule and the T4PT-(CuH)3 cluster
is shown in the upper and lower panel in Fig 4.14(d), respectively. In both cases the overall line
shape of the m*-region and o*-region is well reproduced by the theoretical calculations. In the case
of the experimental C K-edge XA signals of the T4PT-(CuH)s cluster there is an additional peak in
the m*-region, which is not reproduced by the theoretical calculations. Hence, some of the individual
contributions of the carbon excitation centers are over- or underestimated.
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Figure 4.15: (a) Cu L 3 XAS spectra of 0.8 ML of T4PT on Ag(111) after deposition of 0.02 ML of
Cu atoms (black line) and of 0.1 ML of Cu atoms on Ag(111) (red line) measured at $=30° grazing
incidence at 7 = 10 K in an applied magnetic field of 5 T. The latter is scaled by a factor of 0.23. (b)
Cu L, 3 XMCD spectra of 0.8 ML of T4PT on Ag(111) after deposition of 0.02 ML of Cu measured
at 30° grazing incidence at T =10 Kand B=5T.

4.3.4 Magnetic Properties of the Cu-T4PT Network

Finally we rise the question of the magnetic moments of the Cu atoms within the Cu-T4PT network.
We used L-edge XAS at the Cu L, 3 edges to investigate the magnetic properties of the coordinated
Cu atoms within the Cu-T4PT network on a Ag(111) metal surface. The Cu L3 XA signals of a
0.8 ML T4PT/Ag(111) sample after deposition of 0.02 ML of Cu atoms (black line) and of 0.1 ML of
Cu atoms on a clean Ag(111) metal surface (red line) measured at ¢ = 30° grazing incidence at a tem-
perature of 7 = 10 K and in an external magnetic field of B =35 T are shown in Fig. 4.15(a) (the later is
scaled by a factor of 0.23 for better comparison). The XA signal of the 0.8 ML T4PT/Ag(111) sample
after deposition of 0.02 ML of Cu atoms (black line) reveals a step-like feature, which corresponds to
the onset of transition into unoccupied s, p-states. No peak stemming from d-states can be observed.
Hence, the Cu atoms reside in a d'© state within the Cu-T4PT network. The XA signal of 0.1 ML
of Cu atoms on the clean Ag(111) sample (red line) without T4PT molecules also shows the same
step-like feature and no d-derived peak. The observed Cu L, 3 XAS spectra are almost identical to
the ones of pristine Cu metal spectra [276, 277]. The XMCD difference signal of 0.8 ML of T4PT on
Ag(111) after deposition of 0.02 ML of Cu atoms measured at 30° grazing incidence at 7 = 10 K and
B =5 T shown in Fig. 4.15(b). There is no XMCD signal within the noise level, further confirming
that the Cu atoms within the Cu-T4PT network are in a d'° state with no magnetic moment. These
findings support that the Cu atoms within the Cu-T4PT network stay in d'° state and the bonding of
the network is mainly driven by the s and p states of the Cu atoms as discussed above.

4.3.5 Conclusions

In conclusion, the growth of the Cu-T4PT network on different metal surfaces has been investigated.
T4PT molecules and Cu atoms form a honeycomb-like metal-organic network on both the Cu(111)
and the Ag(111) surface. The Cu-T4PT network shows a two-fold bonding motif, where two neigh-
boring pyridine end groups are linked by central Cu atoms. The identical architecture of the Cu-T4PT
network on both surfaces indicates that the network architecture is ruled by the Cu-pyridine metal-
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ligand bonds. The interaction with the underlying metal surfaces seems to play only a minor role.

A combined approach of XAS and DFT calculations reveal that the 7£* resonance of the pyridine
and triazine nitrogen species in the case of uncoordinated T4PT are located at the same energy. The
coordination to Cu atoms leads to an energetic shift of both 7* resonances. The analysis of this effect
allows to monitor the metal-ligand bond formation.

Interestingly, the Cu-pyridine bond formation is accompanied by a rather small charge transfer of
only 0.03 e~. This finding can be understood in terms of o-donor and 7-backbonding interactions
between the Cu atoms and T4PT pyridine end groups. Moreover, the remaining atomic species of
the T4PT molecule are only slightly affected by the metal-ligand bond formation in terms of their
electronic and structural properties as revealed by the DFT simulations and XA measurements.

The magnetic state of the coordinated Cu atoms were investigated by XMCD and XAS of the Cu L 3
edges. Both measurements reveal that the Cu atoms within the Cu-T4PT network have no magnetic
moment since they are in a d'° state. In this prospect, the Cu-T4PT network represents a robust
supramolecular architecture allowing the controlled patterning of different metal surfaces.

An intriguing question is, if we may induce magnetic properties to the network, for example, by
changing the transition metal atom, to Fe, Ni, or Co atoms for instance. This is the topic of the
following section.
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4.4 Ferromagnetic Order in the Fe-T4PT Metal-Organic Network

In this section we use Fe atoms as magnetic centers and combine them with 2.4,6-Tris(4-pyridyl)-
1,3,5-triazine (T4PT) molecules. Since Fe atoms, contrary to the case of Cu, have a net magnetic
moment, we expect to obtain a spin array in this metal organic complex.

Recently, Kha jetoorians et al. [13] and Loth et al. [11] showed how magnetic exchange interactions
can stabilize small arrays of 3d transition metal atoms in a ferromagnetic or an antiferromagnetic
ground state, respectively. In general, a number of magnetic interactions can lead to a magnetically
ordered ground state such as dipole-dipole interactions, superexchange, direct wave function overlap
or surface mediated RKKY interactions [278, 279]. It has also been shown that the interaction of the
adsorbed metal atoms with the underlying metal surface can lead to a screening of the unpaired spin
due to hybridization with the electronic states of the surface, known as the Kondo effect [99, 168].
The corresponding ground state is a spin-singlet, thus the spin is efficiently screened [156]. We
may also have magnetic anisotropies induced by the adsorption site [258] or site-dependent magnetic
properties [249]. Furthermore, the precise arrangement of the metal atoms and the number of nearest
neighbors can have a significant impact on the magnetic ground state [280].

An intrigued question arises, if we may be able to stabilize an ordered magnetic ground state in a
metal-organic monolayer.

4.4.1 Structure of the Fe-T4PT Metal-Organic Network

Subsequent deposition of TAPT molecules and Fe atoms on atomically clean Au(111) single crystal
lead to the formation of self-assembled and ordered Fe-T4PT islands. The chemical structure and the
DFT derived molecular orbitals of the T4PT molecule are shown in Fig. 4.16(a-c), respectively. The
high degree of order of the Fe-T4PT islands implies a high tendency of the T4PT functional groups
to form metal-ligand bonds with the Fe atoms as revealed by large-scale STM images. The presence
of the unperturbed Au(111) herringbone reconstruction indicates a weak interaction of the molecular
layer with the substrate (cf 4.17(a)). A zoom-in of the Fe-T4PT island taken at sample bias voltage of
0.4 V is shown in Fig. 4.17(b). The shape of T4PT molecular skeleton is resolved implying that each
pyridine end group participates in three-fold bonding node. The present bonding motif is only stable
if the repulsive interaction of the electrophilic pyridine end groups is overcome by a Fe atom bonding

Figure 4.16: (a) Molecular structure of 2,4,6-Tris(4-pyridyl)-1,3,5-triazine (T4PT). DFT simulation
of the degenerated LUMO (b) and HOMO (c) of the T4PT molecules using the B3LYP functional
and the 3-21G basis set. The isocontour was set to 0.005.
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Figure 4.17: (a) Large scale STM topography image of the self-assembled Fe-T4PT islands on
the Au(111) surface (Ig= 253 pA Vs = -1.5 V). The Fe-T4PT islands are homogeneous over the
entire surface without indication of Fe clusters. The STM topographic image was obtained with a
room temperature STM at the IDO8 beamline at the European Synchrotron Radiation Facility (ESRF)
directly before x-ray investigations. (b) Zoom-in STM image of the Fe-T4PT metal-organic network
(Ir=230 pA, Vs = 0.4 V). STM image processing with WSxM [111].

to each nitrogen lone pair of the pyridine end groups [28, 267]. Hence, we anticipate the formation
of a three-fold bonding motif formed by three pyridine end groups and a central Fe atom. This is
different to the two-fold bonding node in the case of Cu-T4PT network discussed in the previous
chapter 4.3.

An intriguing finding is that the STM topography of the Fe-T4PT network depends strongly on the
applied sample bias voltage. Figures 4.18(a-c) show peculiar changes of the STM contrast of a Fe-
T4PT island at the sample bias voltages of 0.1, 1.0, and 3.5 V. At a sample bias voltage of 0.1 V
the Fe-T4PT network reveals a three-fold coordination symmetry (cf Fig. 4.18(a)). Imaging the same
Fe-T4PT island at a higher sample bias voltage of 1.0 V leads to a complete change of the molecular
orientation and the network symmetry as shown Fig. 4.18(b) (indicated by the black and orange col-
ored triangles, respectively). Now triangular shaped features consisting of three distinct protrusions
can be observed, which can be related to the different pyridine end groups. In particular, the pyridine
end groups are now pointing towards the centers of neighboring T4PT molecules (indicated by the
orange triangles), which is in contrast to the structure of the Fe-T4PT layer at low sample bias voltage
(cf Fig. 4.18(a)). By superimposing the structural model of the Fe-T4PT layer obtained at low bias
voltages (cf Fig. 4.18(a)) onto the image in Fig. 4.18(b) we see that the central T4PT triazine ring is
now centered at the Fe sites. The red dots in Fig 4.18 (a-c) depict the location of the Fe atoms within
the Fe-T4PT island.

In order to clarify the occurrence of the different symmetries we have a closer look at Figures 4.18
(a) and (b). These STM images show a domain boundary indicated by the white dashed lines, where
a change of symmetry of the T4PT molecules can be observed. Figure 4.18(a) depicts an STM image
at low sample bias voltage, where all molecules show a triangular shape and the same orientation.
On the right hand side of Fig. 4.18(b) taken at a sample bias voltage of 1.0 V all T4PT molecules
are pointing upwards, whereas on the left hand side all T4PT molecules are pointing downwards
(indicated by the orange triangles). The STM contrast shown in Fig 4.18(b) is visible in bias window
between 0.75-2.8 V.



98 Chapter 4. DESIGN OF SPIN ARRAYS USING METAL-ORGANIC NETWORKS

Figure 4.18: Bias dependence of the Fe-T4PT network. (a-c) STM topography images of the Fe-
T4PT network at different sample bias voltages Vs = 0.1, 1.0, and 3.5 V and I = 0.5 nA. Panel
(a) shows the threefold-coordinated Fe-T4PT network. Three pyridine groups and one Fe form a
threefold bonding node. The increase of the sample bias voltage leads to a change of the STM
contrast and also of the orientation and symmetry of the features. The white dashed lines in panels
(a) and (b) indicate a change of orientation of the second layer T4PT molecules. This change is not
observable in the first layer (cf panel (a)). The black and orange triangles indicate the orientation of
the first layer and second layer T4PT molecules, respectively. The red dots illustrate the adsorption
sites of the Fe atoms within the Fe-T4PT island. (d) STM topography image of a Fe-T4PT island
showing missing second layer T4PT molecules at the edges of the T4PT island (indicated by the red
circles) (It = 0.36 nA, Vp =1 V). (e) STS dI/dV spectra at different sites of the Fe-T4PT network.
All dI/dV spectra show several resonances at 0.5V, 2.0 V,2.8 V,and 3.5 V (Ir = 0.5 nA, V. =13 mV
rms at 853 Hz).

The presence of different molecular orientations and symmetries lead to the conclusion that the Fe-
T4PT metal-organic network consists of two layers. In the first (bottom) layer we have the Fe atoms
bond to pyridine end groups of three T4PT molecules as shown in Figure 4.19(a). A triazine ring of
an additional T4PT molecule is located directly on top of each Fe atom originating the second layer
(top), as shown in Fig. 4.19(b). A possible scenario is that the bonding of the second layer TAPT
molecules is based on the three triazine nitrogen atoms forming bonds to the Fe metal atom. On
the other hand the bonding can also be mediated by cation-7-interactions [281-284]. Changing the
central part of the T4PT molecule from triazine to benzene can help to answer this question. This
is done in following section 4.5. Furthermore the second layer T4PT molecules are slightly tilted
about 29° with respect to the first layer T4APT molecules (see Fig.4.19(b)) leading to an overlap of the
nitrogen atoms of the pyridine end groups of second layer T4PT and the hydrogen atom of first layer
T4PT molecules. Therefore the bonding configuration of the second layer T4PT molecules is maybe
further stabilized by additional -7 or H-7 interactions [285, 286].

The Fe atoms are embedded in a three-dimensional coordination cavity encaged by three nitrogen
atoms of the neighboring first layer T4PT molecules and an additional triazine ring of the second layer
T4PT molecule. The three-dimensional coordination cavity probably leads to upward displacement



4.4. Ferromagnetic Order in the Fe-T4PT Metal-Organic Network 99

of the Fe atom [267, 287, 288]. The complex bonding motif is presumably based on Fe d states
participating in the metal-ligand bond formation [273] leading to a completely different network
architecture compared to the Cu-T4PT network discussed in the previous section 4.3. The Cu-T4PT
and the Fe-T4PT system reveal a complex interplay of the valence orbitals of both the metal atoms
and the organic linkers regarding the resulting coordination motif of the network.

The above observed bias dependence of the two layers and the disappearance of the layer at certain
bias voltages can be explained in terms of localized electronic states (cf Fig. 4.19(c)). The first T4PT
molecular layer is in direct contact with the underlying Au(111) metal surface implying a certain
hybridization of the related molecular electronic states. In contrast, the second T4PT molecular layer
is centered at the Fe sites and is more decoupled from the surface localizing more the corresponding
molecular electronic states, which are then poorly screened (cf Fig. 4.19(c)). The second layer be-
comes transparent for the tunneling electrons at low sample bias voltages [289, 290], where only the
first layer T4PT molecules are visible.

Figure 4.18(d) shows a STM topography image of a Fe-T4PT island recorded at a sample bias voltage
of 1.0 V. The orange triangles indicate the orientation of the second layer T4PT molecules, which
show the typical three protrusions of each T4PT molecule. Interestingly, the STM contrast at the
edges of the Fe-T4PT island is strikingly different as indicated by the red circles. Here the three-
fold bonding motif of the first layer molecules is clearly visible as it is the case for STM topography
images recorded at low sample bias voltages (cf Fig. 4.18(a)) and indicates the absence of the second
layer T4PT molecules at these sites.

Figure 4.18(c) shows the STM contrast at a higher sample bias voltage of 3.5 V and again a change
of the appearance of the Fe-T4PT network can be observed. Bright protrusions at the positions of Fe
sites appear (cf Fig. 4.18(c)). Figure 4.18(e) depicts dI/dV spectra at several different positions of
the network indicated by the colored dots in the STM topography on the right side of Fig. 4.18(e).
All spectra show several resonances at 0.5, 2.0, 2.8, and 3.5 V (cf Fig. 4.18(e)), which seem to be
delocalized throughout the Fe-T4PT. One possible explanation for the bright protrusions at the posi-
tion of the Fe atoms (cf Fig. 4.18) is that they originate from coordinated Fe d-states [59, 267]. This
is sustained by the pronounced resonance in the dI/dV spectra at 3.5 V at these sites. However, as
revealed by the dI/dV spectra the resonance is delocalized in the Fe-T4PT layer, which contradicts
this assumption. Another explanation is the charging of the second layer T4APT molecules, which
in general also manifests as sharp resonance in the dI/dV spectra [25, 291, 292]. Only a detailed
analysis of the resonance including dI/dV mapping [25, 291, 292] can verify this assumption.

The complex coordination configuration of the Fe-T4PT network could help to minimize the hy-
bridization of the electronic states of the Fe atoms with the underlying Au(111) surface preventing
the quenching or screening of the magnetic moments [99, 168]. To elucidate the magnetic proper-
ties of the Fe-T4PT we performed XCMD measurements discussed in the following section. The
XAS and XMCD experiments were carried in collaboration with M. Bernien, C. F. Hermanns, and A.
Kriiger.

4.4.2 Magnetic Properties of the Fe-T4PT Network

We performed XAS and XMCD measurements at T= 8 K in an external magnetic field up to 5 T in
order to investigate the magnetic properties of the Fe atoms within the Fe-T4PT metal-organic net-
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Figure 4.19: (a) Structure of the first layer of the Fe-T4PT network. Fe atoms are three-fold coordi-
nated by three T4PT molecules in the first layer. (b) In the second layer T4PT molecules are centered
at the Fe sites and are rotated about y = 29° with respect to the first layer molecules (indicated by the
black lines). (c) Schematic diagram of the Fe-T4PT network and the electronic structure of the first
and second layer T4PT molecules (right hand side).

work. Figure 4.20(a) shows the XAS spectrum of a monolayer sample of the Fe-T4PT network on a
Au(111) metal surface. The position and the line shape of the L3 peak with a maximum at 707.2 eV
indicate that the Fe atoms are in +2 oxidation state [293-295]. The gray line in Fig. 4.20(a) shows
an XAS reference spectrum of the L, 3-edge in the case of Fe in a +3 oxidation state. Furthermore,
the line shape of the XAS spectra of the Fe-T4PT/Au(111) sample is similar for the different inci-
dent angles. The +2 oxidation state of the Fe centers within the Fe-T4PT network is in line with
mononucelar Fe(IT) bulk complexes with six nitrogen based ligands [296]. This finding supports the
three-dimensional coordination cavity of the Fe-T4PT network. Another feature of the XAS spectra
in Fig. 4.20 is the slightly higher XAS intensity near grazing incidence evidencing a doubly-filled in-
plane orbital. Hence a S = 2 high spin state is very likely for the Fe d® system present in the Fe-T4PT
network.

The XCMD difference spectra of the Fe L-edge absorption is shown in Fig. 4.20(b), further corrobo-
rating the presence of a net magnetic moment. A characteristic dip-peak structure at the low-energy
side of the difference signal of the L3 peak is visible. The angle dependence of the XMCD difference
signal reveals a similar line shape for the different incident angles, but a large change in size of XMCD
difference signal. The maximum XMCD difference signal is observed at 90° (normal incidence) and
the lowest at 20° (grazing incidence). This indicates the presence of an easy-axis magnetic anisotropy
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Figure 4.20: X-ray absorption spectra (a) and XMCD difference spectra (b) at the Fe L, 3 edges of
Fe-T4PT metal-organic network on Au(111) at a temperature of 8 K in an applied magnetic field of
5 T for four different angles of incidence, as defined in the sketch in the left panel. The magnetic field
was always parallel to the x-ray beam. The gray line in (a) shows an XAS reference spectrum of the
L, 3-edge in the case of Fe in a +3 oxidation state.

in the Fe-T4PT network.

To further corroborate our assumption of a high spin state S= 2 of the Fe sites with the Fe-T4PT
layer we performed multiplet calculations. Both x-ray absorption and XMCD difference spectra
were simulated by additional multiplet calculation using the Cowan’s code [297] and the CTM4XAS
program [298]. Figure 4.21 shows the simulation and experimental spectra of the helicity-averaged
x-ray absorption spectrum (a) and the corresponding XMCD difference curve (b). For the follow-
ing crystal field parameters a good agreement of both, the simulation and the spectral shape of the
helicity-averaged absorption spectrum and the XMCD difference curve, is found: 10D,= 940 meV,
D:=40 meV, and Ds=-200 meV. These crystal field parameters describe a trigonal (D3 )crystal field
and S= 2 spin state of the Fe ion.

Now let us discuss the experimental magnetization curves of the Fe-T4PT layer to investigate its
magnetic anisotropy and the present of an exchange coupling between the Fe centers. Figure 4.22
depicts the evolution of the Fe L3 XMCD difference signal with applied external magnetic field for
both perpendicular and grazing incidence orientation of the applied magnetic field with respect to the
surface plane. The higher XMCD difference signal and the higher curvature in the normal incidence
orientation reveal the presence of sizable magnetic anisotropy with an easy-axis parallel to the sur-
face normal. In order to simulate the magnetization curves in Fig. 4.21 we use a spin-Hamiltonian
approach presented in section 4.2.1. First let us assume the simple case of paramagnetic moments
and an easy-axis magnetic anisotropy in the presence of a magnetic field which reads:

A = —upgB-S+DS; 4.14)

where S is the spin vector, S, the spin component normal to the molecular plane, B the vector of the
external field, g the g-factor, and up the Bohr’s magneton. The first term in equation 4.14 describes
the Zeeman energy and the second term accounts for the magnetic anisotropy energy. The zero-field
splitting parameter D describes magnetic anisotropy of the Fe ions, where a negative D stands for an
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Figure 4.21: (a) Helicity-averaged x-ray absorption spectra and (b) XMCD difference curves at the
Fe L, 3 edges of Fe-T4PT on Au(111). Thick lines: Experimental spectra, measured at a temperature
of 8 K in an applied magnetic field of 5 T in normal incidence of circularly polarized radiation. Thin
lines represent the result of the best fitting multiplet simulation, cf text.

easy-axis magnetic anisotropy. The D parameter also describes the curvature of the corresponding
magnetization curve.

By solving equation 4.14 for the two different incidence orientation and calculating the total mag-
netization M from the thermal occupation of the corresponding levels we obtain the magnetization
curves shown as dashed lines in Fig. 4.22 with a negative D parameter (for details see section 4.2.2).
The first thing to notice is that the simulated magnetization curves (dashed line in Fig. 4.22) do not
reproduce the curvature of the experimental data. In particular the curvature of the simulated magne-
tization curves deviate from the experimental data. Since the experimental data can not be reproduced
by a model based on non-interacting paramagnetic moments with a magnetic anisotropy a magnetic
coupling of the neighboring Fe sites within the Fe-T4PT networks have to be assumed . This would
lead to a stronger curvature of the magnetization curves.

In order to implement the magnetic exchange interactions in the Fe-T4PT network between neighbor-
ing Fe sites we use a mean-field approach to simulate the experimental magnetization curves. Let us
now assume a magnetic exchange interaction between neighboring spin sites, which can be described
by the Heisenberg model:

N N N .
H==YYJi;SiSi—gus ). Si-B (4.15)
iJ i

Ji.j is the magnetic exchange constant, where Lip is the Bohr’s magneton and B the external magnetic
field. A positive value of J; ; corresponds to ferromagnetic coupling (spins align parallel) and negative
value to an antiferromagnetic coupling (spins align antiparallel), respectively. Now let us consider a
single spin interacting with the neighboring spins within the spin ensemble. For the neighboring spins

3We rule out that the magnetization is due to Fe clusters as we do not observe their presence in any STM images taken at
various sample locations of the very same preparation of the Fe-T4PT network. Moreover, XAS and XMCD measurements
have also been performed at even lower Fe coverage to assure the complete dissolution of eventual Fe clusters into the
network. In this case sizable amounts of pure, H-bonded T4PT islands have been observed.
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Figure 4.22: Magnetic field dependence of the XMCD at the Fe L3 edge of Fe-T4PT on Au(111) for
x-ray incidence normal to the surface (circles) and at 20° grazing incidence (squares), measured at a
temperature of 8§ K. The magnetic field was always parallel to the x-ray beam. Dashed lines are the
best fits of a paramagnetic spin Hamiltonian for S =2, T =8 K, and D =-0.35 meV solid lines are the
result of a simulation using mean-field-coupled magnetic moments with T = 1.9 K (cf text).

we assume S;;= (S;) and S;= S;,= 0. The Hamiltonian describing the interaction of the single spin at
site i then reads:

A= (=2} Ji j(S:) — & b B)Si; (4.16)

We can understand equation 4.16 in terms of a single spin at site i, which is placed in an effective mag-
netic field B, rr composed of the external field B and molecular field By, caused by the neighboring
spins:
I o
Bepr =B+2(——)(S:) = B+ Buol (4.17)
ugJ

here Jy = Y. ;Jij and J; ;=0 for i= j. We can express the magnetization M as follows:

M =M (B, S, T, D) (4.18)

Now the effective field B, 7r 1s proportional to the magnetization of the spin ensemble with the pro-
portionality factor:

Te = Y.Ji/ (3ks) (4.19)
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where kp is the Boltzmann constant, J; is a Heisenberg-type exchange interaction of the spin at site
i with spin at site j, and the sum goes over all sites with non-vanishing J;. Without the presence of
magnetic anisotropy, T¢ represents the Curie temperature, which defines the critical temperature at
which ferromagnetic order occur.

The result of the mean-field simulation is shown in Fig. 4.22 as a solid line assuming a spin state S= 2
and T= 8 K. Because our magnetization curves are not fully saturated we use equation 2.57. For the
fit of the experimental data 7c, D, A and Cr, were treated as fit parameters. The parameters of the
best fit shown in Fig. 4.22 are D= -0.35 meV and T¢=1.9 K.

Figure 4.23(b) shows the mean squared deviation between the experimentally obtained magnetic field
dependence of the XMCD difference spectra at the Fe L3 edge and the fit based on the mean-field
approach of exchange-coupled spin moments with a magnetic easy-axis anisotropy as function of the
coupling strength J (expressed in T¢) and the zero-field splitting D. At the parameters D = -0.35 meV
and 7¢ = 1.9 K a global minimum of the mean squared deviation is clearly visible. Fig. 4.23(a) shows
a comparison of the mean squared deviation of the mean-field model (solid line) and a paramagnetic
spin-Hamiltonian (dashed line). The paramagnetic spin-Hamiltonian yields an unrealistic high and
negative zero-field splitting D value. Even for such high D values the fit based on the paramagnetic
spin-Hamiltonian can not reproduce the experimental data. The large D value leads to higher cur-
vature of the magnetization M (H) along the magnetic easy-axis direction. But on the other hand a
large D lead to a decrease of the curvature along the magnetic hard axis direction. Hence the mean
squared deviation is minimized because in the experimental data the easy-axis shows a larger XMCD
intensity. But even for large D the mean squared deviation is about a factor 25 larger in the case of the
fit with the paramagnetic spin-Hamiltonian compared to the fit based on the mean-field model. This
shows the significance of the exchange-coupling in order to explain the experimental data.

The good agreement of the experimental data with the mean-field simulations clearly indicates the
presence of ferromagnetic exchange coupling present between the Fe sites of the Fe-T4PT network.
However, the mean field approach does not provide details about the exchange coupling mechanism.
Assuming the simple case that the nearest neighbor exchange interactions are the most dominant, the
coupling constant J;= k;, Tc/2 has to be of the order ~ 80 peV in order to explain the experimental
data 4.

The presence of an easy-axis magnetic anisotropy is important to stabilize the ferromagnetic ordered
ground state. The Mermin —Wagner theorem states, that there is no stable ferromagnetic ground state
in a two-dimensional isotropic system with short-range exchange-interactions [299]. In particular, the
isotropic two-dimensional Heisenberg model shows no magnetic order at finite temperatures [299].
This problem is caused by the fact that the mean field approximation neglects fluctuations at finite
temperatures. By decreasing the dimensionality of the spin-system, collective spin excitations present
at finite temperature become more important. Such spin-excitations are known as spin-waves, which
are collective excitation modes of the spin system propagating through the system. The excitation of
such spin waves or magnons depends on temperature. The occupation of a finite number of magnons
can lead to a vanishing of the ferromagnetic order. For a two-dimensional spin-systems with an easy-
plane magnetic anisotropy the magnetic moment is free to rotate within the plane. Hence, such a
system has no ferromagnetic stable ground state and magnons can easily be excited [300]. In contrast

“4This conclusion is robust and does not depend on the assumption of an § = 2 high-spin state. Even stronger magnetic
coupling between Fe atoms is necessary to reproduce the experimental data if S = 1.
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Figure 4.23: (a) The mean squared deviation between the experimental field-dependence of XMCD
data and the simulation by the paramagnetic spin Hamiltonian (dashed line) and the mean-field model,
as described in the main text, as a function of the anisotropy, represented by the zero-field splitting
parameter D. For each value of D, all other fit parameters have been optimized. (b) Two-dimensional
color plot of the mean squared deviation of the simulation calculated from the mean-field model
described in the main text from the experimental field-dependence of XMCD data as a function of the
magnetic anisotropy, represented by the zero-field splitting parameter D, and the magnetic coupling
between the Fe ions, expressed by T¢. The deviation is calculated from the simultaneous comparison
to the experimental XMCD values for 90° normal and 20° grazing incidence. The white regions
outside the curved valley of minimal deviation exhibit deviation values larger than 1073,

an easy-axis magnetic anisotropy leads to the opening of gap at the bottom of the magnon spectrum,
stabilizing the ferromagnetic ordered state [300]. Thus, in the case of Fe-T4PT network the presence
of a easy-axis magnetic anisotropy is an important ingredient for the stabilization of the ferromagnetic
ground state.

4.4.3 Ferromagnetic Coupling Mechanism

The magnetic exchange interactions between the neighboring Fe sites within the Fe-T4PT net-
work can be caused by several different interaction mechanism, which are discussed in the fol-
lowing. A direct exchange coupling, caused by wave function overlap of the corresponding 3d or-
bitals, or dipolar coupling’ are rather unlikely, since the nearest neighbor distance of the Fe sites
is about ryy = 1.3 = 0.1 nm. Another possible coupling mechanism is mediated by the polariza-
tion of the surface and bulk conduction electrons [278, 280, 301-305] known as the Ruderman-
Kittel-Kasuya-Yosida (RKKY) interaction. The RKKY exchange coupling constant can be described
as [304, 306, 307]:

COS(2]€FI”I‘7J')

(ki) (4.20)

JRKKY °<

Sdipolar coupling decreases as r%, where r is the distance between the magnetic dipoles
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Figure 4.24: (a) Coupling strength for the RKKY interaction using equation 4.20 in the case of two-
dimensional conduction electron system. (b) Schematic representation of two magnetic moments
coupled via the RKKY interaction mediated by the polarized conduction electrons (blue arrows).

here kr is Fermi wave vector, r; ; is the distance between the neighboring magnetic moments i and j
and d accounts for the dimensionality of the conduction electron system. Hence the RKKY interac-
tions shows an oscillating ferro- and antiferromagnetic exchange coupling depending on the distance
r; j- The Au(111) surface exhibits a Rashba-split surface state with a Fermi wave vector kr; ~ 1.7 nm
[308]. Figure 4.24 shows that in the case of the Fe-T4PT network with a nearest neighbor distance of
ryny = 1.3 nm equation 4.20 yields a weakly coupled antiferromagnetic ground state. However, since
the magnetic Fe sites are placed in a three-dimensional coordination cavity a sizable lifting from the
Au(111) metal surface can be expected [287, 288]. Therefore the interaction of the Fe sites with the
underlying conduction electrons would be weak. Despite small effects that may change the scattering
phase shift of the conduction electrons, we may tentatively exclude a significant contribution of an
RKKY-mediated coupling.

From metal-organic frameworks it is known that magnetic exchange interactions can be mediated by
the organic ligands through a superexchange mechanism [253]. In these systems both ferromagnetic
and antiferromagnetic exchange interactions can be observed [253]. The superexchange mechanism
is based on the spin polarization of the frontier orbitals, in general z-orbitals, and follows qualitatively
a simple alternation rule [309]. Hence, an odd number of linker atoms in the pathway leads to fer-
romagnetic exchange coupling and an even number yields an antiferromagnetic coupling. Of course
all possible pathways have to be considered. Figure 4.25 depicts the case of the Fe-T4PT network.
Here the blue and red color correspond to the two different spin-polarizations, respectively. Applying
the alternation rule results in ferromagnetic coupling between the neighboring Fe sites based on the
alternating spin-polarization of first layer T4PT molecules. The second layer T4PT molecules can
not cause the exchange coupling, since they do not link neighboring Fe centers. The ferromagnetic
superexchange is consistent with the ferromagnetic Heisenberg-type interaction J; derived from the
simulations of the experimental magnetization curves.

4.4.4 Conclusions

In conclusion, we observed the formation of ordered Fe-T4PT islands mediated by metal-ligand bonds
between the Fe atoms and the pyridine end groups of the T4PT molecules. An additional T4PT
molecule is centered on top of each Fe site. Thus, the Fe-T4PT network exhibits a bilayer structure,
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Figure 4.25: Schematic representation of the alternating spin-polarization along the organic back-
bone of the first layer T4PT molecules within the Fe-T4PT network.

even in the submonolayer regime. The presence of this double-layer indicates a strong interaction
between the Fe site and central ring of the second layer T4PT molecule. The Fe sites are thus encaged
in three-dimensional coordination cavities, which can help to prevent a strong hybridization with the
underlying Au(111) surface. This can essentially be useful to preserve the magnetic properties of the
magnetic metal atoms.

Further XAS measurements combined with multiplet calculations reveal that the coordinated Fe sites
exhibit a +2 oxidation state and spin state S = 2. Furthermore, the magnetic moments of the Fe sites
reveal a strong magnetic anisotropy with an easy-axis out-of-plane direction caused by the ligand-
field formed by the surrounding ligands. A large magnetic anisotropy is an essential requirement to
stabilize a correlated magnetic state in such a low-dimensional system.

Additional field dependent XMCD measurements reveal that the magnetic moments of the Fe sites
are ferromagnetically coupled. The Fe-T4PT is therefore the first metal-organic network on sur-
face exhibiting a ferromagnetic ground state. The underlying coupling mechanism is presumably
a superexchange mechanism mediated by the organic T4PT linkers. We estimated a ferromagnetic
exchange coupling in the case of a dominating nearest neighbor interaction of the order of J= 80 ueV.

In view of potential applications an increase of the magnetic stability would be desirable. This can be
achieved by increasing the magnetic anisotropy or the magnetic coupling strengths of the magnetic
moments, for example by using smaller molecules with stronger functional end groups that would
give rise to a stronger ligand field.

An intriguing question that arises is how we can control the bilayer and single-layer formation. This
will be the topic of the next section, where we analyze the role of different end groups of the organic
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linkers.
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4.5 Triggering the Formation of a Single or Bilayer Metal-Organic Net-
work

The bilayer formation in the case of the Fe-T4PT network is an interesting new approach to introduce
a magnetic anisotropy through the ligand crystal field and also to decouple the metal atom from the
surface. As shown in the previous chapter it also allows to mediate a magnetic exchange coupling.
The resulting network architecture is the result of a multitude of interactions between the molecular
functional end groups, the metal species and the underlying surface. In particular, the formation
of the bilayer relies on strong interaction of the pyridine end groups and the central ring with the
metal center. Additional interactions, like hydrogen-bonds, between the second layer and first layer
molecules may further stabilize the bilayer formation. A rising question is, if we can control the
bilayer formation, for example, by changing the functional end groups or the central part of the
molecule. In the case of T4PT the central part of the molecule is a triazine ring, with three nitrogen
atoms. A possible scenario is, that those three nitrogen atoms form bonds to the metal atom. On the
other hand, also an interaction between the transition metal cation and the 7-system of the aromatic
moiety can provoke the bilayer formation. These non-covalent bonding forces originate from the
quadrupole moment of the aromatic system [281-284]. A simple experiment would be to replace the
triazine with a benzene ring to verify this assumption. The exchange of the functional end groups
may also prevent the double-layer formation.

We start with the metal-organic network consisting of Co atoms and 1, 3, 5-Tri(pyridin-4-yl)benzene
(T4PB) molecules. T4PB is a triangular molecule and its molecular structure is shown in Fig. 4.26.
The second discussed network is composed of Co atoms and 2, 4, 6-Tris(4-benzonitrile)-1, 3, 5-
triazine (T4CPT) molecules.

4.5.1 Structural Properties of the Co-T4PB Network

Deposition of T4PB molecules on the Au(111) metal surface at room temperature leads to the for-
mation of extended ordered molecular islands as those shown in Fig. 4.27(a). Closer inspection of
the T4PB molecular lattice reveals a rhombic unit cell with the lattice parameters a = 1.140.1 nm,
b = 1.1+0.1 nm, enclosed by an angle of a = 60° 4 1°. The molecules lie flat on the surface,
which is common for two-dimensional organic molecules on metal surfaces [219] (see Fig. 4.27(b)).
An analysis of the adsorption configuration reveals that all terminal nitrogen atoms of the pyridine

Figure 4.26: Molecular structure of T4ACPT (a) and T4PB (c). DFT simulation of the degenerated
LUMO and HOMO of the T4CPT (b) and the T4PB (d) molecule using the RB3LYP functional and
the 3-21G basis set. The isocontour was set to 0.005.
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Figure 4.27: (a) STM topography image of a large ordered T4PB island (scanning parameters:
Vs=0.38 V, Ir=0.28 nA). (b) Zoom-in of the ordered T4PB island (scanning parameters: Vs=0.38 V,
Ir=0.28 nA). (c) Structural model of the self-assembled T4PB layer.

end groups of T4PB point to hydrogen atoms of neighboring T4PB molecules as indicated by the red
dashed lines in Fig. 4.27(c). The average distance between the electronegative N atoms and the H
atoms amounts to ~ 2 A, typical for electrostatic intermolecular bonding patterns. The observation
of the soliton lines of the Au(111) herringbone reconstruction below the T4PB island (Fig. 4.27(a))
indicates that the molecular only weakly interacts with the underlying surface [41].

Subsequent deposition of Co atoms triggers the formation of Co-T4PB islands. Fig. 4.28(a) and
(b) show two enlarged STM topographic images of a Co-T4PB island taken at different sample bias
voltages. Fig. 4.28(a) shows a honey comb structure with a three-fold bonding motif. The struc-
ture is similar to the case of the previously discussed Fe-T4PT network (cf section 4.4). The T4PB
molecules presents a triangular shape associated with the three T4PB pyridine groups. Changing the
sample bias voltage above 1.0 V leads to a change of the appearance of the coordinated Co-T4PB
island (Fig. 4.28(b)). The T4PB molecules appear now as three bright protrusions also associated
with the three pyridine groups of the T4PB molecules. Thus, the structural properties and also the
bias dependence of the Co-T4PB islands is very similar to the Fe-T4PT system. Also domain bound-
aries can be observed as indicated by the black dashed line in Fig. 4.28(b). Above the boundary the
triangular shaped features are orientated upwards, and below they are pointing downwards (indicated
by the red circles in Fig. 4.28(b)). These findings lead to the same conclusion like in the case of the
Fe-T4PT system: the Co-T4PB system exhibits a bilayer structure.

Fig. 4.28(c) and (d) show the proposed structure model of the three-dimensional Co-T4PB layer of
the first (c) and second layer (d), respectively. In the first Co-T4PB layer every Co atom is surrounded
by three pyridine end groups of three T4PB molecules forming three-fold bonding node. The distance
between neighboring Co sites is about ¢, = 1.3 + 0.1 nm. The Co-N distance can be estimated to
~ 2 A, which is consistent with bond lengths of active nitrogen sites and transition metal atoms
shown in previous experiments and DFT studies [18, 267].

The second layer consists of T4PB molecules which are adsorbed with their benzene ring (cf
Fig. 4.28(c)) on top of the Co sites. The second layer molecules are slightly tilted about 29° with
respect to the first layer molecules (see Fig. 4.28(c)). The interaction of the second layer T4PB
molecules with the Co sites is presumably based on interactions between the 7-system of the T4PB
molecules and Co metal cations [310, 311]. The bonding configuration can be further stabilized by
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Figure 4.28: (a) and (b) show STM topography images at different sample bias voltages (Ir=0.33 nA,
Vs =0.25V (b) and V5= 1.5V (¢)) of the Co-T4PB island. The red triangles indicate the orientation of
the T4PB molecules. The black dashed line represents a domain boundary, cf text. (c) and (d) show
the proposed structure of the first and second layer of Co-T4PB network, respectively. Co atoms are
three-fold coordinated by three T4PB molecules. The second layer T4PB molecules are centered at
the Co sites and are tilted about 29°.

additional -7 or H-7 interactions of the second layer pyridine end groups with the underlying T4PB
molecules [285, 286]. The structural properties of the Co-T4PB and the Fe-T4PT are very similar
and indicate that also in the case of the Fe-T4PT system the bonding of the topmost molecules and
the Fe atoms is based on the interaction of the m-system with the metal cation [281-284]. Theory
calculations reveal that such non-covalent metal cation-7-interaction can be of the order of several
eV [310-312] and are therefore comparable to bond energies of metal-ligand interactions [15, 267].

4.5.2 Inelastic Features of the Co-T4PB Network

In order to investigate the electronic structure of the Co-T4PB network we performed dI/dV spec-
tra taken in a small energy window at the Co (A), T4PB pyridine (B) and T4PB center (C) (see of
Fig. 4.29(a)). The spectra reveal the presence of symmetric step-like features localized around the
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Figure 4.29: (a) High resolution dI/dV spectra around Er on different positions of the Co-T4PB
network as indicate in the inset: Co (A), T4PB (B), and hollow (C) site. (V;y = 18 mV, Iy = 0.3 nA,
Vae =1 mV rms at 877 Hz). The spectrum at position (B) shows a step-like feature. The spectra are
shifted vertically for clarity. (b) Fit of blue dI/dV spectrum in (a) using equation 4.21 (red solid line).
The best fit parameters are A,;, = 4.5 £ 0.1 meV and T,y = 5.5+ 0.2 K. The experimental settings
were Toxp = 4.8 K, Vs = 1 mV. A linear background was subtracted from the spectrum.

Fermi energy Er. In general step-like features in STS can be attributed to inelastic tunneling pro-
cesses, i.e. either spin-flips [79] or vibrational excitations [77].

To extract the energetic positions of the inelastic features we used the following expression to fit the
steps in the IETS spectrum [68, 313]:

dl eV+ApL eV —Apn
A B (L Ry gt A 421
] @
14+ (x—1)e*
Qx)= ———~— 4.22

A and B are the elastic and inelastic contribution to the conductance, respectively. The inelastic steps
are centered at energies £Ay,. Furthermore the expression accounts for a thermal broadening of 5.4
kpT.rr [68, 313]. T,rr is an effective temperature. The best fit of spectrum (B) in Fig. 4.29(a) is
shown as a red solid line in Fig. 4.29(b). Fitting the inelastic feature of about 9 different dI/dV
spectra yields an average value for the position of the inelastic feature of A,;, = 4.7 + 0.4 meV. The
normalized change of conductance AG/G (%) in the dI/dV spectrum at position (B) in Fig. 4.29 is
about =~ 6%, which is in line with the typical values for vibrational features [78, 80] (cf section 2.3.5).
This finding tentatively lead us to the conclusion that the inelastic feature originates from a vibrational
excitation.

DFT simulation of the free gas-phase T4PB molecule reveal several very low lying (below 10 meV)
molecular vibrations (cf appendix A.3). The lowest vibrational mode exhibits an energy close to 5
meV (cf appendix A.3). Those low lying vibrational modes correspond to rotations of the pyridine
end groups as indicated in Fig. 4.30(d) and involve almost no deformation of the central benzene ring.
Furthermore these vibrations are asymmetric, that means that the displacement of the three pyridine
end groups is different.

The above discussed inelastic feature exhibits a spatial dependence as it can already be noticed in the
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Figure 4.30: (a) STM topography image of the Co-T4PB metal-organic network (Vy = 550 mV,
It =0.26 nA). The white square indicates the measurement d//dV grid. At each position of the grid a
high resolution dI/dV spectrum was recorded. (b) Spatially resolved presentation of the normalized
change of conductance AG/G(%). A model of a second layer T4PB molecule is superimposed to
the grid. The orientation of the second layer T4PB is determined by imaging the island at different
sample bias voltage and recording differential conductance dI/dV maps. (c) Schematic conductance
spectrum showing the individual contributions of the tunneling paths. The inelastic and elastic tun-
neling contributions are labeled with I;, and I, respectively. (d) Vibrational excitation of the T4PB
molecule with an energy of v,;, = 5.21 meV. The vibrational mode refers to rotational vibrations of
the pyridine end groups.
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dI/dV spectra shown in Fig. 4.29(a). To investigate its spatial distribution we recorded a dI/dV grid.
Figure 4.30(a) illustrates the method. The STM tip is moved along the intersections of a lateral grid
above the Co-T4PB network as indicated by the white square in Figure 4.30(a). At each point (white
circles) of the dI/dV grid a dI/dV spectrum in a small energy range is taken and the normalized
change of conductance AG/G (%) is then extracted from each spectrum. The definition of AG is
explained in Fig. 4.30(c). In the case of a vibrational feature the normalized change of conductance
AG /G is proportional to the excitation probability of the related vibrational mode . Thus, the spatial
mapping of the normalized change of conductance AG/G (%) allows to resolve spatial variations
of the vibrational mode and to map its symmetry. The two-dimensional map of the signal AG/G
clearly shows a maximum signal at the three pyridine end groups of the topmost second layer T4PB
molecule. However, the AG/G is not evenly distributed over the three pyridine end groups. The spatial
distribution of AG/G is in line with the asymmetric vibrational modes found by the DFT simulations.
These finding suggests the identification of the inelastic feature as a vibrational excitation of the
topmost T4PB molecule.

Since Co atoms are present in the Co-T4PB network, the inelastic feature could also originate from
a spin-flip excitation of the Co magnetic moment. Even so the magnetic Co atom is encaged in a
three-dimensional coordination cavity tunneling electrons could still excite spin-flip processes either
mediated by the 7-system of the organic ligand [279] or directly by the tunneling electrons in the case
that the topmost T4PB is transparent for tunneling electrons in the low sample bias regime. Further
XMCD measurements have to be carried out to investigate the spin state and the magnetic anisotropy
of the Co atoms within the network to elucidate a possible magnetic origin of the inelastic feature.
However, at first sight, the spatial distribution and the low change of conductance of the inelastic
excitations favors the explanation of vibrational modes.

4.5.3 Structural Properties of the Co-T4CPT Network

Let us now change the molecular linker from T4PB to T4ACPT to investigate the effect of different
functional end groups of the organic linker on the network architecture. The molecular structure
of T4CPT is depicted in Fig. 4.26(a). T4CPT exhibits a central triazine ring and three benzonitrile
end groups, which are also known to form strong coordination bonds to transition metal atoms [28,
267, 315]. First we discuss the structural and electronic properties of T4CPT molecules on Au(111).
Fig. 4.31(a) shows a typical self-assembled ordered T4CPT islands. The TACPT molecules present
a triangular shape associated with the three benzonitrile end groups. The T4CPT molecular lattice
exhibits a rhombic unit cell with lattice parameters a = 2.6+ 0.1 nm, b = 1.3 £ 0.1 nm, enclosed by an
angle of oo = 60° £ 1.0°. The molecules are adsorbed flat on the surface indicated by their triangular
shape. The structural model in Fig. 4.31 reveals that the TACPT island is stabilized by hydrogen
bonds between the nitrogen atoms of the benzonitrile end groups of T4CPT and hydrogen atoms
of neighboring T4CPT molecules as indicated by the red dashed lines in Fig. 4.31(b). The average
distance between the electronegative N atoms and the H atoms amounts to ~ 2 A, comparable to
the case of T4PB. The observation of the soliton lines of the Au(111) herringbone reconstruction
below the TACPT island (Fig. 4.31(a)) evidences that the molecular only weakly interacts with the
underlying surface [41] as it happened also in the case of T4PB.

The normalized change of conductance AG/G does not depend on the STS set point (I, V) and enables a better compar-
ison between different df /dV spectra. AG/G presents a lower limit of the inelastic fraction of the inelastic channel [314].
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Figure 4.31: (a) STM topography image of a large ordered T4CPT island (scanning parameters:
Vs = 0.5V, I = 0.15 nA). (b) Structural model of the self-assembled T4CPT layer. The red dashed
lines indicate hydrogen bond between benzonitrile end groups and hydrogen atoms of neighboring
TACPT molecules.

Fig. 4.32(a) shows a topographic image after subsequent deposition of Co atoms and T4CPT
molecules on a clean Au(111) surface. The STM contrast is completely different to the one in
Fig. 4.31(a) of the pristine T4CPT molecules on Au(111). Again the T4CPT molecules appear with
a triangular shape and the bonding pattern has a three-fold symmetry. Thus Fig. 4.32(b) depicts an
coordinated Co-T4CPT island with a similar appearance like in the case of the Co-T4PB and the
Fe-T4PT networks.

In order to check for the existence of second layer molecules, we imaged the Co-T4CPT layer at
different sample bias voltages. All STM topography images in the bias window from 0.2 V to 2.0 V
reveal a three-fold bonding motif. At higher bias voltages the T4CPT molecules appear as disc-like
features in the STM topography. No change of the three-fold symmetry or orientation like for the Co-
T4PB or Fe-T4PT coordination network can be observed (cf Figure 4.32(c)). Also at negative sample
bias voltages the network shows a three-fold bonding node. These findings indicate the absence
of an additional second layer in the system. One possible explanation is that the benzonitrile end
groups of T4ACPT molecule form stronger metal-ligand bonds compared to the Co-pyridine bonds of
the Co-T4PB network, which prevents the second layer formation. The absence of a second layer in
the Co-T4CPT system implies a lower number of ligands, which can result in a smaller Co-surface
distance. This can have an impact on the magnetic properties of the Co atoms within the Co-T4CPT
network.

In order to check the electronic properties of the layer we take dI/dV spectra shown in Figure 4.33(a).
It depicts several dI/dV spectra at the Co site, triazine ring and at the bare Au(111) metal surface.
Only at the Co site a broad resonance with a maximum centered at -190 mV below Ef is visible that
overlaps with the Fermi energy Er. Both the spectra on the bare Au(111) metal surface and at the
triazine ring of the T4CPT molecule do not show this feature (cf Fig. 4.33(a)). Its spatial localization
is revealed by a constant current dI/dV map taken at an energy of -180 mV shown in Fig. 4.33(b) on
the middle. The red triangle indicates the position of a TACPT molecule as can be determined from
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Figure 4.32: (a) Large scale STM topography image of the coordinated Co-T4CPT islands on the
Au(111) surface (I7 = 0.5 nA, Vg =0.51 V). (b) Enlarged STM topography images of the Co-T4CPT
coordinated island (I = 0.3 pA, Vs = 0.01 V). (c¢) Bias dependence of the Co-T4CPT network
(Ir =0.5nA).

the corresponding simultaneously recorded STM topography image on the left side of Fig. 4.33(b).
The feature at -190 mV is located around the Co sites and exhibits a triangular shape. A dI/dV map
taken at an energy of +40 mV does not show these features but represents the topography (cf 4.33).
This indicates that an electronic state, tentatively associated with the Co atoms within the Co-T4CPT
network, is localized close to the Fermi energy Er. The single-layer structure of the Co-T4CPT layer
implies a reduced number of ligands for the Co atoms. This can lead to a stronger hybridization
with the underlying surface. In the case of single Co atoms on Au(111) a Kondo resonance can
be detected [164, 168] caused by the interaction of the spin 1/2 degenerated ground state of the Co
atoms and the conduction electrons. So let us now check for magnetic fingerprints of the Co-T4CPT
network.

4.5.4 Magnetism of the Co-T4CPT Network

We use dI/dV spectroscopy close to the Fermi energy Er to investigate possible magnetic signatures
of the Co-T4CPT network. Figure 4.34(a) shows several differential conductance dI/dV spectra at
different positions of the Co-T4CPT network as indicated in the small inset in Fig. 4.34(a). At the
Co site the presence of a narrow dip-like feature at Er is revealed with a FWHM of 7.7+ 0.5 mV,
whereas the spectrum recorded at the center of the T4CPT triazine ring is essentially flat and do not
show the dip-like feature.

The line shape and the energetic position close to Er suggest that the narrow dip-like feature ob-
served at the Co sites within the Co-T4CPT network can be associated with a Kondo resonance. Fig-
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Figure 4.33: (a) dI/dV spectra at a Co site, TACPT triazine center, and at the bare Au(111) metal
surface (Ir = 0.59 nA, Vy = 850 mV, V,. =7 mV rms at 897 Hz). (b) STM topography image (left)
and two constant current d/dV map of the Co-T4PT network at a sample bias voltage of V; = -180
mV (middle) and Vr = +40 mV (right) (I7 = 0.49 nA, V. = 10 mV rms at 897 Hz).
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Figure 4.34: Differential conductance dI/dV spectra at several different positions of a Co-T4CPT
island (Iy = 2.5 nA, Vy = 67 mV, V,. = 500 uV rms at 897 Hz). The positions of the differential
conductance dI/dV spectra are indicated in the small inset. (b) Differential conductance dI/dV
spectrum at the Co site with a Fano fit. The best fit parameters are g = 0 and 7x = 28 + 3 K. The
experimental settings were 7 = 4.8 K and V,,;,; = 500 4V rms.

ure 4.34(b) shows a Fano fit of this feature reproducing the experimental line shape. The fit includes
a linear background. The best fit parameters are ¢ = 0 and Tx =28 + 3 K.

An important requirement for the Kondo effect to occur is, that there is spin mg= 1/2 degenerated
ground state, which interacts via spin-scattering processes with the conduction electrons of the surface
(see section 3.3). Thus, the Co atoms in the Co-T4CPT network exhibit either a S= 1/2 or a S= 3/2
spin state with a easy-plane magnetic anisotropy ’. However, further XMCD and XAS measurements
have to be performed to clarify the spin state of the Co atoms within the Co-T4CPT islands and also
for possible magnetic exchange coupling.

7Only then the mg= 1/2 is the spin ground state (see section 4.2.2).
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4.5.5 Conclusions

In conclusion, we demonstrated the effect of different functional end groups on the symmetry of
metal-organic architectures. Co atoms and T4PB molecules with pyridine end groups form a bilayer
Co-T4PB network, similar to the case of Fe-T4PT. Every Co atom is coordinated to three pyridine
groups of three different T4PB molecules forming a three-fold bonding node. An additional T4PB
molecule is located on top of each Co site. This finding indicates that the triazine ring of the topmost
T4PB molecule is bonding by its m-system to the Co metal center. Additional STS measurements
reveal the presence of inelastic tunneling feature at an energy of A=4.74 0.4 meV. The spatial distri-
bution of this feature resembles the position and orientation of the topmost T4PB molecule. Combined
with DFT simulations we tentatively identified this inelastic feature as a vibrational excitation of the
topmost T4PB molecule of the Co-T4PB network.

The Co-T4CPT network also shows a three-fold coordination motif. Three cyano end groups of
three different T4CPT molecules are linked by a central Co atom. In contrast to the Co-T4PB and
Fe-T4PT network, the Co-T4CPT metal-organic network consists of a monolayer as revealed by
its bias dependence. Apparently, the formation of the bilayer system is not favored. The single-
layer formation suggests a strong metal-ligand recognition of the Co atoms and the T4CPT cyano
termination groups. The absence of a second layer implies a lower number of ligands, which can lead
to a smaller Co-surface distance. Thus, the hybridization with the underlying surface can become
important. STS of the Co-T4ACPT network reveals the presence of Fano-like feature close to the
Fermi energy Er at the Co sites, which can be identified as a Kondo resonance. Therefore, the Co
magnetic moment is screened by the conduction electrons of the Au(111) metal surface.

The two discussed examples illustrate how the change of the molecular functional groups affects
the resulting network architecture. In this regard, it would be interesting to study the impact of
the different network architectures on the magnetic properties of the Co sites and also the magnetic
exchange coupling, since we have clear indications that in the case of the Co-T4CPT system the
Co-surface hybridization leads to a screening of the Co magnetic moment.



SUMMARY

In the present thesis different classes of sub-monolayer supramolecular assemblies on metal surfaces
were investigated by low-temperature STM, XAS, XMCD and DFT. The first part of the thesis fo-
cused on the charge distribution, charge transfer and the interactions with the underlying metal surface
of adsorbed layers with components of organic and alkali materials having strong acceptor or donor
character. The second part dealt with metal-organic networks with transition metals and investigated
their structural, electronic, and magnetic properties.

As a first step we resolved the charge distribution in a monolayer formed by Na atoms and the organic
acceptor TCNQ on a Au(111) metal surface by a combined approach of STM and DFT. Interestingly,
the interaction of TCNQ molecules and Na atoms is sufficient to dissolve NaCl islands indicating a
very strong donor-acceptor recognition. One electron is transferred from the Na atom to the TCNQ
acceptor. STS reveals the spatial localization of a Kondo resonance, stemming from an unpaired elec-
tron, on top of the Na sites. Additional DFT calculations show that the Na 3s electron is transferred to
the organic acceptor species TCNQ. Apparently, these two results contradict each other. Experimen-
tal and theoretical LDOS maps reveal that the TCNQ SOMO extends over the Na site, thus cloaking
the positively charged Na atom. The spatial extension of the SOMO gives rise to the atypical spatial
distribution of the Kondo resonance. In this respect, one important finding is that we have shown,
how a molecular orbital deforms in the presence of a strong local charge. Another finding is that the
Kondo effect survives, even though the corresponding molecular orbital is mainly localized above
the cationic Na atoms. In this prospect, it would be interesting to exploit the influence of a localized
charge on the Kondo effect to steer its local distribution and maybe to tune some of its unpaired spin
properties like, for instance, the Kondo temperature Tx of the system.

The influence of the underlying surface on the electronic properties was negligible in the case of the
Na-TCNQ system, but this is not the case for the two other compounds explored: Na-TNAP and TTF-
TNAP. In the case of Na-TNAP two different TNAP species within the Na-TNAP layer are revealed.
Only TNAP molecules adsorbed close to the soliton lines of the Au(111) herringbone reconstruc-
tion show a Kondo resonance implying a single unpaired electron in the TNAP SOMO. Since the
bonding motif is the same throughout the Na-TNAP layer and a charge transfer with the underlying
Au(111) surface can be excluded by the fact that the herringbone reconstruction is intact, all TNAP
molecules are presumably charged with one electron. Hence, the absence of the Kondo effect for
TNAP molecules at the fcc/hep sites of the Au(111) surface is related to a different molecule-surface
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interaction. Within the molecules, which show the Kondo resonance, its intensity is strongest at the
Na site, similar to the case of Na-TCNQ and its line shape changes drastically along the TNAP back-
bone. This is explained within the Fano quantum interference picture. The Kondo line shape is the
result of different competing tunneling paths, whose strength is changing gradually by moving from
the Na sites to the TNAP center. This indicates that the three-dimensional extension of the SOMO
orbital leads to different weights of the tunneling paths.

Adding TTF to a precovered TNAP/Au(111) sample triggers the self-assembling of ordered structures
of alternating TNAP and TTF rows. The TTF-TNAP layer exhibits a strong interaction with the
underlying surface indicated by the disappearance of the herringbone reconstruction of the Au(111)
underneath the molecular layer. In this case, the lowest unoccupied molecular orbital (LUMO) of the
free TNAP molecule shifts well below the Fermi level of the Au(111) metal substrate. The TNAP
is thus charged with more than one electron. The enhanced charge transfer is attributed to a sizable
interaction of the molecular layer with the Au(111) surface and the presence of the metal surface,
which can not only act as an additional charge reservoir, but also can help to stabilize a high charge
state by screening effects.

Another approach used in this thesis to grow ordered self-assembled nanostructures is based on the
formation of metal-ligand bonds between transition metal atoms and functionalized molecules. Tran-
sition metal atoms allow to design networks with intriguing magnetic properties. Changing one of its
components, either the organic linker or the metal atom, leads not only to new network architectures,
but also changes electronic or magnetic properties of the system. We investigated four different net-
works consisting of different molecules and metal atoms: Cu-T4PT (1), Fe-T4PT (2), Co-T4PB (3),
and Co-T4CPT (4). All molecules exhibit a triangular shape and differ in the type of functional end
groups (T4PT: pyridine, T4PB: pyridine, T4CPT: benzonitrile) and the central ring (T4PT: triazine,
T4PB: benzene, T4CPT: triazine)

An interesting aspect of such metal-organic networks is their adaptivity and robustness on differ-
ent surfaces. We studied the metal-organic network of Cu atoms and the organic linker T4PT on a
Cu(111) surface and Ag(111) surface, respectively. The structural and electronic properties of the
thus formed Cu-T4PT networks are identical indicating the minor role of the underlying surface.
The network architecture is mainly ruled by the metal-ligand bond. On both surfaces a hexagonal
metal-organic network is formed, where two T4PT molecules are linked by a central Cu atom. The
formation of the metal-ligand bond involves also a very small charge transfer of 0.03 e~ from Cu
atom to the pyridine end groups of the T4PT molecule as revealed by DFT calculations. Further XAS
and XMCD experiments reveal that the Cu atoms are in a d'° state and therefore have no magnetic
moment.

The change of the 3d transition metal atom from Cu to Fe not only triggers a change of the net-
work architecture, but also of its magnetic properties. The Fe-T4PT network shows a very intriguing
double-layer structure even in the sub-monolayer regime. The first layer exhibits a three-fold bonding
motif formed by three pyridine end groups of three T4PT molecules linked by a central Fe atom. An
additional T4PT molecule is centered on top of the central Fe atom. This finding indicates a strong
interaction of the central part of the top T4PT molecules with the Fe centers. The formation of a
double-layer network structure is one important result of the present thesis and represents a promising
route to reduce the interaction of metal atoms with the underlying substrate and at the same time to in-
troduce a ligand field leading to magnetic anisotropy. Further XMCD measurements reveal that the Fe
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atoms have a high-spin state S = 2 and an easy-axis magnetic anisotropy. Hence the Fe-T4PT network
presents an ordered array of high spin metal atoms. Field-dependent magnetization curves reveal a
ferromagnetic coupling between the Fe centers of the Fe-T4PT network with a Curie-temperature of
Tc = 1.9 K. The ferromagnetic coupling is presumably mediated by the T4PT molecules by a superex-
change interaction. Hence, the Fe-T4PT network demonstrates the unique occurrence of a magnetic
coupling in a metal-organic network on a surface. This can be the starting point for the design of new
magnetic materials for potential applications. In this prospect it is important to further increase the
stability of a magnetic ground state of the network against thermal fluctuations. This can be done by
designing new ligands which would lead to an increased magnetic anisotropy and coupling strength.
Furthermore the present results also arise different questions for future investigations, for example to
add new functionalities to the molecules, like switching components, to switch the magnetic coupling
by an external stimulus “on” and “off”.

By changing the functional end groups of the molecular linker we are able to trigger the formation
of single or bilayer networks. Similar to the Fe-T4PT network also the Co-T4PB network exhibits a
double-layer structure. STS measurements reveal the presence of a vibrational feature in the Co-T4PB
network. Its spatial distribution coincides with localization of the pyridine end groups of the topmost
T4PB molecule (second layer). The double-layer formation in the cases of Fe-T4PT and Co-T4PB
evidences that the interaction of the topmost molecules with the metal sites is based on 7-interactions
rather than the formation of single metal-ligand bonds, since T4PB consists of a central benzene ring,
in contrast, T4PT exhibits a triazine ring with nitrogen species.

The Co-T4CPT network shows only a single layer structure with a threefold bonding motif. While
T4PB has pyridine end groups with N terminations, T4CPT exhibits benzonitrile end groups with
cyano terminations. The absence of second-layer molecules is attributed to the stronger metal-ligand
interaction between the cyano end groups of the T4CPT molecules and the Co atoms. The missing
of an additional ligand on top of the Co sites provokes a larger interaction with the underlying metal
surface. This manifests in a Kondo resonance at the Co sites of the Co-T4CPT network. In conclusion,
the functionality of organic linkers has a significant impact on the resulting network architecture and
implies also different interactions of the central metal atom with the underlying metal surface. These
findings call for further investigations of the magnetic properties to study the influence of the different
ligands and network architectures on properties like the magnetic anisotropy, coupling strength, etc..

The presented results on the structural, electronic and magnetic properties of molecule-based nanos-
tructures on metal surfaces address several fundamental aspects regarding the functionalization of
surfaces. From a technological viewpoint the charge distribution and charge transfer at the interface
is of great importance, since these two effects determine other properties like the conductance, mag-
netism or catalytic reactivity. The findings also show that the combination of organic molecules and
metal atoms is a promising pathway to grow ensembles of nanostructures with a high degree of order
and intriguing magnetic properties. This is an important step towards the realization of molecular
magnetic devices.






APPENDIX

A.1 Molecular Dynamics Calculations

Molecular dynamics (MD) simulations using the Tinker code [220] were employed to find the ener-
getically most stable adsorption configurations of the organic molecules on the Au(111) metal surface
investigated in the present thesis. The force field parameter set MM3 as implemented in the tinker
code was used to described conjugated hydrocarbons [221]. The molecular dynamics simulations are
based on the numerical solution of the Newton’s equations of motion of each atom of the molecular
system. Hence, every atom is described as a single particle. The potential energy of the total system
is then calculated in terms of the force fields. The force fields or interatomic interactions are de-
scribed by simple force constants (spring constants). MD simulations allow the adequate description
of interatomic forces and distances of hydrocarbons.

The starting configuration consisted of three slabs of Au atoms with the dimension 65 x 65 x 10 A3
with the Miller indexes 111 and 15 TNAP molecules placed flat within a square lattice on the outer-
most Au(111) slab. The minimization protocol to find the energetically most stable adsorption config-
uration was as follows: an annealing algorithm cools the molecule/surface system exponentially from
the starting temperature of 600 K to 0 K in 100000 steps in 1.0 fs. The annealing algorithm is followed
by a subsequent minimization using the newton procedure and a target RMS gradient of 10~°. This
above described procedure is performed 10 times to ensure to find a energetic minimum. The most
common adsorption configuration of the molecular ensemble was then used for a structural model
with respect to the experimentally obtained adsorption configuration. The such obtained ground state
configuration was again subject to further annealing algorithm from 80 K to 0 K in 100000 steps in
1.0 fs.

A.2 Computational Details of the Simulations of X-Ray Absorption
Spectra

The structural optimization of the free T4PT molecule and the T4PT-(CuH); cluster was done using
the DZVP basis sets. In the calculation of the XA signals of the free T4PT molecule and the T4PT-
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(CuH)s cluster, corresponding to core excitations of the carbon and the nitrogen species, the /GLO —
III type ([1s6p2d]) basis sets [316] was applied for the core excited carbon or nitrogen centers.
This allows the adequate description of the inner shell relaxation effects. The rest of the nitrogen
and carbon centers are included as an effective core potentials (ECPs) for the 1s shell and [3s3p1d|
valence basis sets. This prevents the mixing of the 1s core orbitals [317, 318] and also Ref. [319].

In the evaluation of the theoretical N 1s x-ray absorption spectra of the free T4APT molecule and
the T4PT-(CuH)3 cluster dipole transition from cores to unoccupied orbitals are considered [85].
The polarization-resolved spectral intensities I(E, €) are obtained from the corresponding dipole
transition matrix elements 77 = (m,, my, m;) and the angle-dependent factors of the incoming x-ray
beam, which is described by the polarization vector € = (ey, ey, e;). Hence, the polarization-resolved
spectral intensities I(E, €) reads as follows:

IE, &) =k-E-(i-&)*, m={9r|q- 7| Pcore ) - (A.1)

Where x corresponds to a scaling factor, the parameter E describes the transition energy, and the
transition dipole vectors m imply the initial core orbital ¢, and final excited state orbitals ¢.

Free gas phase T4PT molecules are randomly orientated in space, hence, the calculated spectral in-
tensities I(E, €) of (A.1) have to be averaged over all polarization directions € for comparison with
the experimental data. The polarization-averaged intensities /(E) reads:

I(E)://I(E, E’)szz?ﬂ'K'E-(mﬁ#—mi—me). (A.2)

However, in the present case, the T4PT molecules are adsorbed on a metal surface forming self-
assembled planar networks. On both the Ag(111) and Cu(111) surfaces the spectral intensities I(E, €)
have to be averaged over all azimuthal polarization (or x-ray beam) directions € with respect to the
surface normal for comparing the theoretical and experimental spectra. The intensity /(E,®) as
function of the polar angle ® of the polarization vector € reads:

I(E,0) = / 1(E,©)d¢. (A3)

Comparing the two above described intensities /(E,®) and I(E) for the magic angle ©,gic = 54.7°
yields:

I(E, ®pagic) = T+ k- E - (m} +m +m?)cos*(Opagic) = = 1(E). (A4)
A transition potential approach [320] in combination with a double basis set technique [321] is used
to calculate the core excited final states and the corresponding transition energies E and dipole matrix
elements m. The approach relies on the application of a half occupied 1s core orbital at the excitation
centers in the T4PT molecule and the T4PT-(CuH)3 cluster including the partial electronic relaxation
due to the presence of the excited electron. The above described approach accounts for final state
relaxation effects up to second order in the energy. Hence, a balance between the two relaxation
mechanisms (core and valence type) is achieved [322]. In order to simulate the instrumental, vibra-
tional, and life-time broadening the transition energies E and corresponding dipole transition matrix
elements m are convoluted with Gaussian function with a full width at half maximum (FWHM) value
of 0.7 eV below the ionization threshold. The broadening is linearly increased to 4 eV up to 10 eV
above threshold.
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Vibrational Modes
Mode  Energy (meV)
6-31G  6-311G
1 5.21 5.51
2 5.57 5.80
3 5.74 5.82
4 5.95 6.08
5 7.17 7.21
6 7.43 7.49
7 1447  14.50

Table A.1: The vibrational modes of the T4PT molecule using the B3PYL (B3PW91) functional
with the 6-311G (6-31G) basis set.

The above discussed potential approach does not fully account for the electronic core hole relax-
ation of the excited final state. This effect can be corrected by shifting all excitation energies by the
difference of the ionization potential computed with the transition potential method and the corre-
sponding value from A Kohn-Sham (ASCF) calculations. Hence, the excitation energies of nitrogen
are shifted about 1.5 to 1.8 eV and the ones of the carbon about 1.3 to 1.7 eV. In order to account for
relativistic effects a further upward shift of the computed spectra by 0.18 eV for nitrogen and 0.08
eV for carbon is applied [323]. A detailed description of the presented method is given in the Ref-
erences [320, 321, 324-326]. Many examples proof the validity of the here described method [325—
335].

A.3 Molecular Vibrations of T4PB

We calculated the vibrational modes of the free T4PB molecule using DFT based approach. For the
calculation of the vibrational excitation spectrum the molecular structure of the T4PB molecule was
first optimized. The results using the B3PYL (B3PW91) functional and the 6-31G (6-311G) basis set
is summarized in Table A.1(Table A.1). In total 111 different vibrational modes can be identified.
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