
New Strategies in Conformation Dynamics

Investigation of the µ-opioid receptor
in healthy and inflamed tissue

Eine beim Fachbereich Mathematik und Informatik
der Freien Universität Berlin

eingereichte Dissertation zur Erlangung des
Doktorgrades der Naturwissenschaften (Dr. rer. nat.)

vorgelegt von

Martina Klimm

aus Berlin

Berlin, 2018



1. Gutachter: PD Dr. Marcus Weber,
Mathematischer Molekülentwurf,
Mathematik für Lebens- und Materialwissenschaften,
Zuse-Institut Berlin

2. Gutachter: PD Dr. Konstantin Fackeldey,
Modellierung, Numerik, Differentialgleichungen,
Institut für Mathematik,
Technische Universität Berlin

Tag der Disputation: 08.06.2018



Abstract

The aim of conformation dynamics is the identification of metastable sets in the
molecular conformation space, and the computation of their statistical weights.
Because of the high dimensionality of the state space, coarse graining methods
attempt to improve the computational performance by reducing the representation
of a molecule’s dynamics without losing relevant details. In this doctoral thesis,
a coarse graining method in time, by clustering motions of particles according to
a certain criterion, and a coarse graining strategy in space, by revealing a hier-
archy in the descriptors of a protein, are developed. To find the global statistical
weights of the metastable sets, reweighting strategies are necessary. We present
two novel techniques that permit a direct calculation of statistical weights, both
based on the estimation of free energy differences. The first method requires an
inverse balance condition that leads to a direct calculation of the statistical weights
as eigenvalues of a transition matrix. The second approach approximates entropy
differences between metastable sets to derive according free energy differences.
The performance of the novel strategies is tested on several small examples before
applying them to the µ-opioid receptor.

The µ-opioid receptor is a transmembrane protein, especially important for the
perception and the alleviation of pain. A medication with analgesics like morphine
can lead to serious side effects. Therefore, it is desirable to find an opioid that
activates the µ-opioid receptor in the inflamed tissue only. While Spahn et al. [94]
already found a prototype that binds to the µ-opioid receptor in the inflamed tissue
only, the intent of this doctoral thesis is to analyze the µ-opioid receptor in order to
find possible reasons for the known better effect of analgesics in inflamed tissue.
We model the receptor in a simulation box, embedded in a membrane and sol-
vated with water, both in healthy and inflamed tissue, propose different hypotheses
that may cause the better effect of the receptor in inflamed tissue, and investigate
electrostatic potentials, Coulomb interactions, and conformational changes for the
analysis of the receptor’s behavior.
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Chapter 1

Introduction

Many people suffer from acute or chronic pain. While some people have to strug-
gle with their pain only temporarily, e.g. after surgery, during disease or after an
accident, other people are afflicted with chronic pain their entire lives. Depending
on the intensity, these pains can be medicated with different pharmaceuticals. For
slight pains it is often sufficient to be treated with pain relieving drugs like paraceta-
mol, whereas patients with acute pains, e.g. patients with end-stage cancer, need to
be treated with a high dose of morphine to bear the pains at all. The annual sales of
morphine are valued to about 40 billions USD [82]. Though, the use of analgesics
is limited by serious, to some extent even life-threatening side effects. Especially
opioids like morphine cross the blood-brain barrier and lead to tiredness, lack of
concentration, memory defects, respiratory depression, nausea, addiction and toler-
ance in the central nervous system. Furthermore, they affect the endocrine system
and restrict the activity of the intestine which leads to constipation and intestinal
obstruction [118]. These side effects seem to be particularly dramatic considering
that analgesics were used too often or wrongly during the last years worldwide.
The consumption of opioids like morphine increased up to the tenfold in some re-
gions [64]. Thus, the administration of opioids is heatedly discussed for several
years. Thereby, not only abuse and overdosing (often with lethal consequence),
but also illegal distribution, financial aspects of side effects and complications, as
well as the strain of the health services are denounced. These debates have already
lead to tighter legal restrictions in the United States of America [115]. Even in Ger-
many, different expert associations worked out a guideline indicating the noxious
side effects and the cautious use of analgesics [39].

The solution for the aforementioned problems would be the development of an
opioid without noxious side effects but with comparable potency, an opioid that
has an effect on the inflamed tissue only. A local injection of analgetics into the
injured tissue involves the danger of an infection, furthermore, the active ingre-
dient gets to the intestine anyhow, leading to the undesired side effects. Though,
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Figure 1.1: Chemical structures of fentanyl and (±)-N-(3-fluoro-1-phenethylpiperidin-4-
yl)-N-phenyl propionamide (NFEPP). Sites of fluorination are indicated as R1

and R2, compare [94].

an opioid shall be developed that can be administered systemically (e.g. orally or
intravenously) but that acts only locally. From former research it is already known,
that a decrease of the pH value in the affected tissue is one major characteristic of
inflammation [49]. In the treatment with analgesics, the µ-opioid receptor (MOR)
plays a fundamental role, since many analgesics, e.g. morphine and fentanyl, are
binding to this receptor. For the activation of the MOR, there has to be a certain
interaction between the receptor and the ligand (the analgesic) which requires a
protonation of a specific N-group of the ligand. The pKa value of this N-group is
about 8 for most of the conventional analgesics, so that they activate the MOR both
in the inflamed tissue (pH value of up to 5.5) and in the healthy tissue (pH value of
7.4). Though, a sufficient decrease of the pKa value of the respective N-group could
lead to an exclusive activation of the MOR in the inflamed tissue, even though the
analgesic is administered systemically.

Within a cooperation of Charité Berlin and Zuse-Institute Berlin (ZIB) and with
the help of computer simulations, a prototype (fluorinated fentanyl) was developed
which activates the µ-opioid receptors in the inflamed tissue only. Thereby, the
pKa value of the specific N-group was reduced to 6 by replacing a proton near
this N-group by a fluorine atom, see Figures 1.1(a) and 1.1(b). Theoretically, ev-
ery opioid molecule can be fluorinated at several positions. The closeness to the
N-atom and the number of substituted hydrogen atoms directly influence the de-
crease of the pKa value. The optimal pKa value, i.e. the value where the number of
activated MOR is minimized in healthy tissue and maximized in inflamed tissue,
depends on the efficiency of the particular opioid bound to the receptor, its solu-
bility and pharmacokinetics. By means of computer simulations, several opioids
with preferably different properties (i.a. solubility, efficiency, molecular geometry)
were analyzed regarding their pKa values, conformations, binding processes, phar-
macokinetics and solubility. The aim was to develop an optimal opioid molecule
with a pKa value that is low enough to keep down the concentration of proto-
nated molecules in healthy tissue, but high enough to ensure the activation of the
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receptor in inflamed tissue. Thus, a novel agent was developed, (±)-N-(3-fluoro-1-
phenethylpiperidin-4-yl)-N-phenyl propionamide (NFEPP), and already tested in
vitro and in vivo, see [94]. Additionally, two patents were obtained [99, 98].

The challenge now is to analyze the µ-opioid receptor in order to gain a bet-
ter understanding of the responsible mechanisms that lead to the activation of the
receptor in the inflamed tissue. A better understanding of the behavior of the re-
ceptor provides the basis for the investigation of further analgesics with few or no
side effects.

In this thesis, we will discuss possible reasons for the better behavior of the
µ-opioid receptor in inflamed tissue. In chapter 2, we will introduce the receptor,
illustrate the effect of pain and painkillers in the body, explain the computer-based
molecular modeling and list the different hypotheses for the better effect of the
receptor in inflamed tissue. The theory of molecular simulation is described in
chapter 3, that is also used to introduce necessary variables and symbols. Since
the µ-opioid receptor is a very complex molecule with lots of atoms, a fortiori em-
bedded in a membrane and solvated with water, coarse graining methods for the
dimension reduction of the state space both in time and in space are presented in
chapter 4. These methods have already been published by the author [31]. Since
single trajectories will not be able to sample the whole conformational space, we
want to decompose the state space and start separate, parallel running trajectories.
For the estimation of the global distribution, reweighting strategies are necessary.
In chapter 5 direct strategies are presented which allow for the calculation of the
weighting without producing excess data or approximating functions. The strate-
gies have also been published before by the author [54]. After having explained the
mathematical and chemical background, we will present and discuss the results of
the analysis of the behavior of the µ-opioid receptor in inflamed and healthy tissue
in chapter 6. Finally, in chapter 7, we will conclude this thesis with an outlook.





Chapter 2

The µ-opioid receptor,
preliminaries

2.1 Introduction

The perception of pain is a complex and subjective sensory perception. However,
the neural process of the painful stimulus, the so-called nociception, is an objective
perception. The stimulation of sensory receptors, so-called nociceptors, produces
a signal that is sent via the spinal cord to the brain. The nociceptors are free nerve
endings that can be found both in external tissues like dermis and mucosa, and in
internal organs like muscle or gut. If the nociceptors are stimulated, several ion
channels are activated: calcium ion Ca2+ channels are opening and, because of the
higher concentration of calcium ions outside of the cell, calcium ions are stream-
ing inside, thus, activating the action potential. The action potential transfers the
painful stimulus via the spinal cord to the brain, where the feeling of the pain arises
in the cerebral cortex. In contrast, potassium ion K+ channels are closing, hence,
suppressing the opposed resting potential. The enzyme adenylyl cyclase converts
adenosine triphosphate (ATP) to cyclic adenosine monophosphate (cAMP). This
second messenger is important in many biological processes and used for intracel-
lular signal transduction.

Analgesics like morphine help to alleviate the pain by binding to the transmem-
brane µ-opioid receptor (MOR). This binding leads to a conformational change of
the receptor, so that the inhibitory G protein can bind to the intracellular C-terminus
of the receptor. The G protein consists of three subunits G

α
, G

β
, G

γ
, whereas the

G
β

and the G
γ

can form a stable βγ-complex G
βγ

. In the inactive state, guano-
sine diphosphate (GDP) is bound to G

α
. By binding to the receptor, there is a

conformational change in the G protein so that GDP dissociates and guanosine
triphosphate (GTP) binds to the G protein in place of the GDP, which activates the
G protein and leads to a dissociation into G

α
and G

βγ
. The subunit G

α
binds to

adenylyl cyclase, thus, inhibiting this enzyme and leading to a reduction of cyclic
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Figure 2.1: A very simple scheme to explain the transduction of pain (1-4) and the activa-
tion of the µ-opioid receptor by opioids (5-10): The stimulation of nociceptors
by inflammation (1) leads to an opening of ion channels (2). The enzyme
adenylyl cyclase converts ATP to cAMP (3) and acts as a second messenger,
especially for signal transduction. The in this way initiated action potential (4)
transfers the painful stimulus to the brain. If analgesics are taken, the bind-
ing to the µ-opioid receptor (5) results in a conformational change so that the
inhibitory G protein can bind to the intracellular C-terminus (6). GDP disso-
ciates to GTP (7) which leads to a dissociation of the G protein. The subunit
Gβγ induces the activation of ion channels (8), the subunit Gα inhibits adenylyl
cyclase (9), causing a reduction of cAMP. In this way, the action potential is
blocked and the resting potential (10) sends the pain relieving stimulus to the
brain.

adenosine monophosphate (cAMP). The complex Gβγ activates the calcium and
potassium ion channels. The influx of calcium ions is constrained, which results
in a decreased release of transfer agents, so that the action potential is blocked.
On the other hand, the effusion of K+ is increased, so that the excitability of neu-
rons is reduced. In this way, the resting potential is initiated, which is the opposed
part to the action potential, so that the pain relieving stimulus is sent to the brain.
A very simple graphical representation is shown in Figure 2.1. More information
about the µ-opioid receptor and its activation can be found here [2, 71, 95, 117].
Unfortunately, the salable analgesics like morphine take their effect not only in the
inflamed tissue but in the healthy tissue as well, and, thus, lead to various side ef-
fects like nausea and addiction. It is already known that analgesics have a higher
effect in inflamed tissue than in healthy tissue. This knowledge was used to develop
a new type of analgesics that binds to the µ-opioid receptor in the inflamed tissue
only [94]. In this doctoral thesis, the behavior of the µ-opioid receptor shall be in-
vestigated to understand the differing impact of analgesics to healthy and inflamed
tissue, and to develop further analgesics with no or only few side effects.
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2.2 Modeling

On the basis of the crystal structure of the µ-opioid receptor bound to a morphinan
antagonist found in 2012 by Manglik et al. [65], we created a molecular model of
the receptor. Thereby, the part of the morphinan antagonist, the β-funaltrexamine
(C25H32N2O6), had to be deleted. This antagonist and five further small molecules,
i.a. cholesterol, pentaethylene glycol and sulfate ion, were used to gain the crystal
structure, i.e. to freeze the conformation of the µ-opioid receptor in order to study
the crystal structure with X-ray diffraction, and are not necessary for our further
investigations. Since there were missing atoms in the crystal structure, we tried
to add them in the structure file. This was only possible for single atoms and
not for whole amino acids, so that the model of the receptor is still incomplete.
A molecular model of the µ-opioid receptor and its secondary structure is shown
in Figure 2.3(a). This visualization was created with the molecular visualization
program Visual Molecular Dynamics (VMD) [47].

In preparation for the simulation, we parametrized the molecule and put it into
a simulation box with a lipid bilayer and water. The parameters that are used to cal-
culate the potential energy are given by the force field which can be chosen accord-
ing to the underlying molecular system and the aim of the molecular simulation.
Because of the required membrane simulations, there are only a few force fields
suitable, i.a. the Coarse Grain Forcefield for Biomolecules (MARTINI) [66], the
Assisted Model Building and Energy Refinement (AMBER) [83] or the force field
of the GROningen MOlecular Simulation package (GROMOS) [86, 74, 79, 81]. A
good overview of force fields used in the last years for lipid membrane simulations
is given by Lyubartsev and Rabinovich [63].

We decided to use the software package GROMACS [9] (GROningen MAchine
for Chemical Simulations) with the force field GROMOS 53A6 [74]. Since normal
force fields of GROMACS cannot handle both proteins and lipids, Berger et al.
derived the Berger Lipids [10] which are the most widely-used parameters for the
lipid part of membrane simulations under GROMACS. As lipid bilayer, we chose
Dipalmitoylphosphatidylcholine DPPC [103], see Figure 2.2, This lipid bilayer be-
longs to the phospholipids. With the help of the PERL script InflateGRO [53], we
packed the DPPC around the protein. Although water is a very small molecule
with only three atoms, there are different models of water for molecular simu-

N+
O

P

O

O−

O
O

O

H

O

O

Figure 2.2: DPPC as lipid bilayer for the simulation box.
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(a) MOR in vacuum. (b) MOR in simulation box.

Figure 2.3: VMD snapshots of µ-opioid receptor (MOR). Secondary structure in purple.
In (b) the tails of the lipid bilayer are represented by turquoise lines, water
molecules are in red/white.

lations with diverse complexity. We decided for the spc water model [8]. The
following solvation with water was a bit tricky since gaps in the lipid acyl chains
might be filled with random water molecules. By increasing the van der Waals
radius of carbon, the addition of water within the lipids gets less likely, so that the
few stray molecules can be deleted manually. Needless to say, the radius has to be
reset to the default value afterwards. After adding ions to neutralize the system,
and minimizing the energy to exclude inappropriate geometry, we had to run an
equilibration to stabilize the temperature and the pressure of the system. This equi-
libration phase was also necessary for the lipids to orient themselves around the
protein, and for the water molecules to reorient around the lipid headgroups and
any exposed parts of the protein. Finally, the simulation box consisting of 31640
atoms, thereof 2950 atoms belonging to the receptor, can be used for molecular dy-
namics simulations with GROMACS, see the VMD snapshot in Figure 2.3(b). The
total number of atoms depends on a variety of factors, and will differ in individual
modeling phases.

Another abstract representation of the receptor is achieved by calculating its
molecular surface, see Figure 2.4(a), which is important for computing molecular
interactions and for displaying molecular properties on the surface, i.e. electrostatic
potential, atomic charge and hydrophobicity. There are different surface models,
the simplest one is the van der Waals (vdW) surface, the first extension is the sol-
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(a) Front view. (b) View into binding pocket. (c) View into binding pocket.

Figure 2.4: The molecular surface (white/gray) of the MOR visualized with VMD. For
orientation, the secondary structure is drawn in purple. The aspartate is high-
lighted in red as the center of the binding pocket; the histidines, that are pro-
tonated in the model of the inflamed tissue, are highlighted in turquoise.

vent accessible surface (SAS), and the first smooth molecular surface is the solvent
excluded surface (SES). A good overview is given by Kozlíková et al. [55]. The
molecular surface in VMD is calculated on the basis of SAS. With this graphi-
cal representation, the binding pocket can be visualized, see the top view in Fig-
ure 2.4(b). Here, the aspartate Asp147 is highlighted in red as the center of the
binding pocket [58, 90].

2.3 Comparing healthy and inflamed tissue

To compare the different behavior of morphine in healthy and inflamed tissue, the
µ-opioid receptor has to be modeled in inflamed tissue as well. Therefore, the
pH value is important, which is a numeric measure to characterize the acidity or
basicity of an aqueous solution. It is defined as the negative decimal logarithm of
the hydrogen ion activity in a solution

pH = − log10(aH+) .

Since a value of pH = 7 (e.g. pure water) is classified as neutral, blood in healthy
tissue is slightly alkaline with a pH value of pH = 7.4, and blood in inflamed tissue
is acidic with a value of approximately up to pH ≈ 5.5. To model the µ-opioid
receptor in inflamed tissue, the lower pH value has to be transferred to the molec-
ular model. This can be achieved by adding additional hydrogens to amino acids
that have a pKa value between 5.5 and 7.4. The pKa value is the negative decimal
logarithm of the acid dissociation constant

pKa = − log10(Ka) ,
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i.e. the smaller the pKa value, the more acidic is the solution. With the definition
of the acid dissociation constant as

Ka =
[A−][H+]

[HA]
,

where HA is a generic acid that dissociates into A– , it is obvious, that an increase
of hydrogens H+ leads to a higher value of Ka, and, thus, a lower pKa value. Since
the amino acids in the receptor are bound to each other, only the pKa values of
the side chains are relevant. With a pKa value of the side chain of approximately
pKa ≈ 6, see e.g. [102], the amino acid histidine is the only one that is affected by
a decrease of the pH value from 7.4 to 5.5. Regarding the µ-opioid receptor, the
amino acid histidine can be found four times, three of them are lying in the center
of the binding pocket or nearby, see Figure 2.4(c). In practice, the parametrization
of the µ-opioid receptor in inflamed tissue with GROMACS is expanded to the
choice of the histidine type. Selecting HISH for each of the four histidines leads
to the desired result. With the changed files for the structure and the topology, the
whole modeling of the last section has to be rerun in order to generate a similar
simulation box with a lipid bilayer and water. Note that, because of the protonation
of the four histidines, the number of ions to neutralize the system has to be greater
by four than for the molecular model of the receptor in healthy tissue.

2.4 Hypotheses

The µ-opioid receptor plays an important role both in the perception and in the
alleviation of pain. We want to study the behavior of this receptor in healthy and
inflamed tissue to understand the better effect of analgesics in inflamed tissue, and
to find possible reasons therefor. In this chapter, the molecular modeling of the µ-
opioid receptor was shown, and the protonation of the receptor resulting from the
characteristics of the inflamed tissue was discussed. Concerning the simulation in
the inflamed tissue, we assumed that the receptor is the only part in the simulation
box that is pH-dependent since the appearance of H+

3 ions in such a little box is
rather improbable, the headgroups of the lipids are not pH-dependent, and the rest
has no charge at all. Now, if we investigate the better effect of analgesics in in-
flamed tissue, we can assume that this results either from differing properties of the
µ-opioid receptor or from varying characteristics of the analgesic or from different
interactions between ligand and receptor. Summarizing, there are four hypotheses
that might explain the better drug-receptor-interactions in inflamed tissue:

(1) The differing Coulomb interactions between ligand and receptor enable the
analgesic to find its way into the binding pocket of the µ-opioid receptor
better in the inflamed tissue.

(2) The conformation of the µ-opioid receptor in the inflamed tissue is more
suitable for the analgesic than in healthy tissue.
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(3) Changes in intracellular pH value lead to changes in intracellular signaling.
(4) The better effect depends on the ligand, i.e. the analgesic only.

Isom et al. showed 2013 [48] that the G
α

subunit detects changes in the intracel-
lular pH value and transduces signals of the G protein coupled receptor. Their
results indicate that changes in intracellular pH value can provoke a disruption of
G protein-mediated signaling, i.e. one reason for the better effect of analgesics in
inflamed tissue can probably be found in changes of intracellular pH value (3). The
development of a new analgesics by Spahn et al. [94] that binds to the receptor in
the inflamed tissue only, shows that also the chemical properties of the ligand have
an influence on the effect of the analgesics (4). In this thesis, we will investigate the
µ-opioid receptor concerning its effect in inflamed tissue to analyze assumptions
(1) and (2). Before we start with this analysis in chapter 6, an introduction to the
theory of molecular simulation shall be given. We want to explain the most signifi-
cant terms and definitions, discuss different techniques and present new strategies.





Chapter 3

Theory of molecular simulation

3.1 Introduction

Considering a canonical ensemble, also abbreviated as (N,V,T ), that is a system
where the number of atoms N, the volume V and the temperature T is constant. The
latter is achieved by a heat bath at a fixed temperature. The state x ∈ (Ω,Γ)⊂R6N of
a molecule is described by its position coordinates q ∈Ω and momenta p = Mv ∈ Γ

with the mass matrix M ∈R3N×3N and the velocity vector v ∈R3N . The probability
for a molecule to be in a state x is defined by the Boltzmann distribution

π (x) = π (q, p) =
exp(−βH (q, p))∫

Ω

∫
Γ

exp(−βH (q̃, p̃)) dx̃
(3.1)

with the thermodynamic beta β = 1/(kBT ), the Boltzmann constant kB, the differ-
ential dx̃ = dq̃d p̃ and the total energy H (q, p) = Ek (p) + Ep (q) as the sum of the
kinetic energy Ek (p) and the potential energy Ep (q). Since H is obviously separa-
ble, it yields

π (q, p) =
exp

(
−βEk (p)

)
∫
Γ

exp
(
−βEk ( p̃)

)
dp̃︸                   ︷︷                   ︸
·

exp
(
−βEp (q)

)
∫
Ω

exp
(
−βEp (q̃)

)
dq̃︸                    ︷︷                    ︸

= πp (p) · πq (q)

(3.2)

While the first term is a rather simple quadratic function, the second term is too
complex to be computed analytically, particularly because of the partition func-
tion Zq =

∫
Ω

exp
(
−βEp (q̃)

)
dq̃. The spatiotemporal development of a molecule is

described by the Hamilton’s equations

q̇ (t) =
∂H
∂p

= M−1 p (t)

ṗ (t) = −∂H
∂q

= −∇qEp (q (t))
(3.3)
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which is a system of ordinary differential equations of first order with three impor-
tant properties:

(1) reversibility: if (q, p)
π−−→ (q̃, p̃) then (q̃,− p̃)

π−−→ (q,−p)
(2) symplecticity: dω = 0 with ω = dp∧ dq
(3) energy conservation: H(q(t), p(t)) = H(q(0), p(0)) ∀t ∈ (−∞,∞)

These equations of motion require infinitesimal time steps for an exact solution
which is not feasible for complex molecular systems. In the following section,
numerical approximations are presented.

3.2 Molecular dynamics and stochastic thermodynamics

Numerical solutions based on a discretization of time ti+1 = ti + ∆t, i = 1, . . . ,n−1,
with time step ∆t are called molecular dynamics (MD). A very simple approach to
solve equations (3.3) is the Euler method

q (t +∆t)−q (t)
∆t

≈ q̇ (t) = M−1 p (t) ⇒ q (t +∆t) ≈ q (t) +∆tM−1 p (t)

p (t +∆t)− p (t)
∆t

≈ ṗ (t) = −∇qEp (q (t)) ⇒ p (t +∆t) ≈ p (t)−∆t∇qEp (q (t))

While this method destroys the physical properties (no reversibility, no symplec-
ticity, no energy conservation), other integrators like the velocity Verlet [100]

q (t +∆t) ≈ q (t) +∆tM−1 p (t) +
∆t2

2
M−1∇qEp (q (t))

p (t +∆t) ≈ p (t) +
∆t
2

(
∇qEp (q (t)) +∇qEp (q (t +∆t))

)
conserve the important characteristics. Anyway, the in this way generated long
trajectories are mathematically ill-conditioned because of cumulative errors. Addi-
tionally, these trajectories are trapped in local minima because of the energy con-
serving property, see Figure 3.1(a).

Besides deterministic approaches, there are stochastic methods as well. Instead
of a trajectory, a Markov Chain [20] is generated

q1
P(q1→q2)−−−−−−−→ q2

P(q2→q3)−−−−−−−→ . . .
P(qn−1→qn)−−−−−−−−−→ qn

with a transition probability P
(
qi→ qi+1

)
. These Markov Chains are random and

memoryless, i.e. state qi+1 depends on state qi only. Methods that are based on
Markov Chains are leading to the thermodynamically correct distribution if the
transition probability is ergodic and fulfills the thermodynamic equilibrium, also
called detailed balance condition

π(q) P(q→ q̃) = π(q̃) P(q̃→ q) (3.4)
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(a) MD (b) MC

(c) HMC (d) Conformation dynamics

Figure 3.1: A sketch of MD vs. MC vs. HMC vs. conformation dynamics in phase space.

which means that the reciprocal process is equiprobable. Using equation (3.2), the
detailed balance condition (3.4) can be stated as

P(q→ q̃)
P(q̃→ q)

= exp
(
−β

(
Ep(q̃)−Ep(q)

))
= exp

(
−β∆Ep

)
. (3.5)

One prominent method based on these Markov Chains is the Metropolis Monte
Carlo [69]. The basic idea is that the transition probability is divided into a pro-
posal and an acceptance step, i.e. P(q→ q̃) = P(p) ·P(a). Choosing a symmetric pro-
posal step P(p)(q→ q̃) = P(p)(q̃→ q), the restated detailed balance condition (3.5)
leads to the Metropolis acceptance probability P(a) (q→ q̃) = min{1,exp(−β∆Ep)}.
Although this method converges to the correct distribution, the dynamics are not
physically correct mapped, and the algorithm is very slow, see Figure 3.1(b).

Combining both deterministic and stochastic methods, the Hybrid Monte Carlo
(HMC) [30] is more effective and robust. The proposal step is not symmetric but
generated by a short MD simulation with an initial impulse p ∝ πp starting from
q. The integrator for this short MD has to be reversible and symplectic. Using
the reversibility of the proposal step in equations (3.5) and (3.2), the acceptance
probability yields P(a) (q→ q̃) = min{1,exp(−β∆H)}. For this method, a conver-
gence criterion was developed by Gelman and Rubin [33]. Starting with at least
two parallel running trajectories, convergence is reached if the variance within each
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chain is approximately the same as the variance across the chains. Although this
approach leads to the correct distribution, and the well-conditioned short-time tra-
jectories represent the correct physics, see Figure 3.1(c), it is still difficult, using
this method, to sample the whole phase space because of high energy barriers, high
dimensions and limited computing time.

Since the trajectory-based, global sampling strategies are not suitable to ana-
lyze the conformational space of complex molecular structures, we want to present
sampling strategies on the basis of a decomposition of the state space in the fol-
lowing section.

3.3 Conformation dynamics

The term conformation dynamics was formed by Deuflhard, Schütte et al. [27,
25, 28, 87, 26]. Their set-based approach was motivated by papers of Dellnitz
et al. [23, 24], and is nowadays mostly called Markov State Models (MSM).

For the introduction of meshless methods in conformation dynamics [111],
the term metastability has to be defined. Metastabilities are subsets of the phase
space where the configurations of the molecule remain constant for a certain pe-
riod of time, basically. In conformation dynamics, the dynamics of a molecule is
described by transition probabilities between metastabilities. Based on a smart de-
composition of the state space Ω into non-intersecting subsets Bi, i = 1, . . . ,b, with
Ω =

⋃b
i=1 Bi, local samplings are run in each subset Bi, possibly in parallel, see Fig-

ure 3.1(d). An overlapping of subsets may lead to a poor sampling. The restriction
of the local samplings to the corresponding subsets can be achieved by modify-
ing the (local) potential functions or by simply rejecting proposed states that are
not lying inside the respective subset. As the transition probabilities between the
subsets do not match with the statistical weights wi =

∫
Bi
πq(q)dq , i = 1, . . . ,b, we

developed direct reweighting strategies for the estimation of the global distribution
that are presented in chapter 5.

Since the state space is not known in advance, it is difficult to decompose it
into non-intersecting subsets previous to the local samplings without additional
analytical techniques. Often used is a fast presampling to examine the potential
energy landscape Ep. This can be done with a high-temperature HMC trajectory to
overcome as much energy barriers as possible. Although such a high-temperature
sampling does not lead to the correct distribution of states, the sampling points
will be, for the most part, physically reasonable. The selection of the nodes out
of the HMC sampling points can be implemented with a clustering algorithm like
k-means [61] based on internal coordinates, e.g. dihedral angles or bond lengths.
These nodes mark the centers of the subsets Bi and are used to set up radial basis
functions that can reach values between 0 and 1. In this way, these basis func-
tions are indicating the belonging of a configuration q to the subset. The potential
functions can be modified so that the following local samplings stay inside the sup-



3.3 Conformation dynamics 23

Figure 3.2: An adaptive strategy: starting with a global sampling, the state space is divided
according to detected local minima.

port of the basis functions. If a local sampling does not converge in terms of the
Gelman-Rubin criterion, the node can be refined or expanded later on, and the local
sampling can be restarted.

However, in case of proteins, high-temperature samplings are not feasible since
proteins are denaturing at high temperature so that the molecular system drifts
apart. Thus, for the molecular simulation of the µ-opioid receptor we have to find
another way to generate starting points for the parallel running local samplings.
This will be explained in section 6.3.

More efficient would seem an adaptive strategy where the decomposition of the
conformational space happens during the sampling. Starting a global sampling, if
local minima are found, the state space is divided so that each local minimum
has its own subset, and local samplings are continued in each subset, compare
Figure 3.2. This is difficult to implement because transitions are rare events and,
thus, a long simulation time would be necessary to find all minima. In the next
chapter, a coarse graining method for the dimension reduction in time is presented.





Chapter 4

A coarse graining method for the
dimension reduction of the state space

4.1 Introduction

From the trajectories of a molecular dynamics (MD) simulation the position and
momenta of a molecule on the atomistic level are given. Since the first article about
MD simulations [3], much effort has been put into the development of fast and re-
liable algorithms [5, 9, 109, 105, 106] and their parallelization [35, 40, 67, 78].
However, in trajectory based MD, the maximum size of the integration step is
bound to femtoseconds whereas protein folding, for instance, ranges in microsec-
onds which implies the simulation of long trajectories [62, 92] or multiple trajec-
tories [6, 70, 116]. Moreover, having the data of a long trajectory, it is still unclear
how to interpret these data in the high dimensional state space.

Focussing on the time scale, we want to establish a coarse graining strategy in
time by considering conformational changes only instead of using confining small
time steps in a trajectory. Based on Markov State Models (MSM) [12, 13, 17, 18,
19, 32, 88], the dynamics of a molecule can be described in terms of transition
probabilities between metastable sets, taking advantage of the fact, that for suit-
able chosen time steps the transitions appear stochastic and memoryless. Since
metastable states can be identified as subsets in the high dimensional conformation
space, we will decompose the state space into disjoint subsets. Following the ap-
proach of [87] and applying a transfer operator T , the metastable decomposition
of the state space can be represented by linear combinations of characteristic or
meshfree basis functions employing a Galerkin discretization of T [28, 88]. We
will discuss this approach in section 4.2.

To reduce the high dimensionality of the state space by still keeping relevant in-
formation, we will describe conformational changes in a lower dimensional space
using dynamical informations of a trajectory only. In general, descriptors describe
the structure-activity relationship in molecules, they can be defined as a collection
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Figure 4.1: Sketch of a position space Ω and its metastable subsets B1,B2 and B3.

of data characterizing the molecule [104]. In contrast to QSAR methods [11, 22],
we will not use descriptors to characterize or compare structures of molecules but
to describe the dynamics of a molecule using less degrees of freedom. For in-
stance, the relevant dynamics (conformational changes) of the well-known alanine
dipeptide can be described by using the two dihedral angles φ and ψ only. In sec-
tion 4.3, we present the coarse graining strategy in space, the Hierarchical Relevant
Descriptor Detector (HRDD).

4.2 Metastability and coarse graining in time

A molecule passes through intermediate states on its way from the initial to the
final state. Thereby, a protein in an intermediate state is not stable but almost sta-
ble (metastable), which means that the molecule stays for a certain time span in
this configuration before it switches to another state. In the following, we give the
above mentioned terms metastability and conformational change a mathematical
foundation. Thereby, employing MSM, metastable states can be identified as sub-
sets in the phase space, and the dynamics as transition probabilities of a transition
matrix. More precisely, the entries of the transition matrix give the probability that
a system being in metastable state B1 switches to a metastable state B2, compare
Figure 4.1. Note that the different configurations belonging to a certain metastable
state are only kinetically closely related, but not necessarily “geometrically” or
“homotopically” similar. However, Hammond’s postulate [38] states that energeti-
cally closely related configurations are also geometrically similar.

Mathematically, we understand a conformation as a part of the conformation
space, which comprises the collection of structurally related configurations. Now,
considering a molecular system of N atoms with the spatial coordinates qi ∈ R3,
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i = 1, . . . ,N, and their N generalized momenta pi ∈R3, then (q, p) ∈ (Ω,Γ) ⊂R6N

is the phase space and Ω the position space. The states in the phase space are
distributed according to the Boltzmann distribution π(q, p) in equation (3.1). The
canonical density can be split into a distribution of momenta πp(p) and positions
πq(q), compare equation (3.2). A direct computation of the distribution is often
hardly feasible, since for its evaluation a high dimensional integral has to be solved.
For the dynamics of the system we can employ a corresponding flow Φ

τ for a time
span τ > 0. This flow is given by

(qi, pi) = Φ
iτ(q0, p0), i = 1, . . . ,N.

Let Πq be the projection of the state (q, p) onto the position q and let further p be
chosen randomly according to the distribution πp(p), then

qi+1 = ΠqΦ
τ(qi, pi)

describes a Markov process. Note, that the ith state depends on the preceding
state only. It can be shown that this assumption of Markovianity implies the time
independence of the corresponding transfer operator, e.g. [87]. Hence, we will de-
fine the above described metastability in a mathematical framework. Therefor, the
Boltzmann weighted scalar product 〈 f ,g〉 :=

∫
f (q)g(q)πq(q)dq and the character-

istic function χB(q), being 1 if q ∈ B and 0 otherwise, have to be introduced. Then,
the conditional probability of the system to move during time span τ from subset
B1 to subset B2 can be defined by

p(B1,B2, τ) =
〈χB1

,T τχB2
〉

〈χB1
,χB2
〉

with the transfer operator

T τ f (q) =

∫
Γ

f (Πq Φ
−τ(q, p))πp(p)dp (4.1)

which has been introduced by Schütte [87]. The operator in (4.1) can be ex-
plained as follows: Applying the Hamiltonian dynamics backwards to a lag time τ,
Φ
−τ(q, p) is obtained and projected by Πq onto the state space. The integral then,

averages over all possible initial momentum variables with given Boltzmann dis-
tribution πp. These tools enable to characterize a subset B ⊂ Ω metastable if it is
almost invariant under the transfer operator T τ, i.e.

p(B,B, τ) =
〈χB,T τχB〉
〈χB,χB〉

≈ 1 (4.2)

which can be restated as

p(B,B, τ) ≈ 1 ⇐⇒ 〈χB,T τχB〉 ≈ 〈χB,χB〉.
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Here we can attain to two conclusions: For the first, metastable sets can be iden-
tified by computing the eigenfunctions of the propagator T τ. For the second, the
more the fraction in (4.2) is close to one, the more metastable is the set in B.
Assuming, that the space can be partitioned into b metastable sets, i.e. B1, ...,Bb,
which approximate metastable eigenfunctions of the operator T τ . Their character-
istic basis functions are given by χB1

, ...,χBb
. Thus, the dynamics of the system can

be approximated by the transition probabilities between the metastabilities. The
resulting linear operator P : span(χB1

, ...,χBb
)→ span(χB1

, ...,χBb
) is given by the

stochastic matrix

(Pi j)i, j=1,...,b with Pi j =
〈T τχBi

,χB j
〉

〈χBi
,χBi
〉 . (4.3)

According to the celebrated Perron-Frobenius theorem, e.g. [51], the row stochas-
tic matrix P has the eigenvalues λ1, ...,λb, which can be arranged such that λ1 >

λ2 ≥ ... ≥ λb. Moreover, let vi be the b dimensional right eigenvector of eigen-
value λi, and ui the left eigenvector, then λ1 = 1,v1 = e = (1, . . . ,1)T , u1 = πb and
λ1 > λi i = 2, . . . ,b. Here, πb is a b-dimensional vector, whose elements are the
stationary probabilities of the b characteristic functions. Hence, the right eigen-
vectors v1, . . . ,vb form an eigenbasis which can be used to express any vector x
as

x =

b∑
i=1

αivi =

b∑
i=1

〈x,vi〉vi .

Since Pv j = λ jv j, it yields

Px = P
b∑

j=1

〈x,v j〉v j =

b∑
j=1

〈x,v j〉Pv j =

b∑
j=1

λ j〈x,v j〉v j.

Thus, we can explain the dynamics of a molecule in terms of transition probabilities
(given by matrix P) between subsets in the conformation space.

4.3 Coarse graining in space: HRDD

The introduction of the conformation concept allowed us for a coarse graining in
time, which we established in the foregoing section. Here, we exploit, that in
most molecules a conformational change can be detected by very few descriptors.
One prominent example of this fact is the Ramachandran plot, where even larger
molecules can be described admissible by using only two descriptors per amino
acid. In the following, we introduce a novel method, which reveals a hierarchy in
the descriptors of a molecule and, thus, allows to map the relevant motions (e.g.
conformational change) by using only a few degrees of freedom (descriptors). Hav-
ing such a hierarchy, we can start with a one dimensional model, by taking only the
first (and most relevant) descriptor. Using the second most relevant descriptor we
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can approximate the motion of the integral by a two dimensional model and so on.
This method does not use any deeper chemical details, in fact, it only relies on the
long-term trajectory. The spatial structure of each molecule can be characterized
by its descriptors Di, i = 1, . . . ,nd, which are a collection of all internal degrees of
freedom of the molecule such as distances between two arbitrary atoms, bond or
dihedral angles between three or four bonded atoms. However the full number of
descriptors of a molecule nd to specify it, would lead to an over-determined system,
which means that we have a redundancy in the descriptors. For instance, pentane
consists of 17 atoms, thus, it has 17× 3− 6 = 45 degrees of freedom. Even if we
only consider all possible distances between two atoms, we obtain 17×16/2 = 136
possible descriptors. This also leads to the assumption, that the descriptors of a
molecule adhere a hierarchy, according to their influence on the spatial structure
of the molecule. As a consequence, only a fraction of all possible descriptors, the
relevant descriptors suffice to characterize the spatial structure and, thus, we do
not need the high dimensional full phase space, but a low dimensional space, the
so called conformational space.

The detection of the relevant descriptors can either be done by employing de-
tailed chemical expert knowledge or by analyzing the time series of the molecule’s
dynamics. In the following, we concentrate ourselves to the latter by introducing
the Hierarchical Relevant Descriptor Detector (HRDD). Let us, therefore, assume
that we have a sampling covering the whole conformational space of a molecule
with at least two conformations.

For all possible and given descriptors Di, i = 1, . . . , nd, we employ a fine uni-
form discretization of (the subset of) the conformational space represented by the
sampled data. For the ease of notation we assume that the number of discretization
intervals (bins) b is equal for all descriptors, though, we remark that our method
allows for different dimensions in each descriptor.

For a given trajectory, we calculate the transition matrix Pi ∈Rb×b, for each de-
scriptor Di, i.e. increase the entries of Pi

jk and Pi
k j by one if the trajectory switches

within two consecutive time-steps from bin j to bin k. In order to gain a row-
stochastic matrix, that is

∑b
k=1 Pi

jk = 1 ∀ j = 1, . . . ,b, we normalize each row by
dividing each entry by its row-sum. Following the discussion of the foregoing sec-
tion we compute for each matrix Pi the corresponding second largest eigenvalue λi

2
and select the respective descriptor Dk with

λk
2 = max{λ(i)

2 | i = 1, . . . , nd}, (4.4)

i.e. largest of the second largest eigenvalues.
If this λk

2 is close to 1, then the corresponding descriptor Dk characterizes at
least two metastable conformations within the sampling, and we can continue to
calculate the actual number of metastabilities in this descriptor Dk. Otherwise,
the algorithm stops in this level (but might continue in another branch, compare
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Figure 4.2: The Hierarchical Relevant Descriptor Detector (HRDD): a recursive algorithm
requiring sufficient sampling data of a molecule with at least two conforma-
tions supposed.

Figure 4.2(b)). The number of clusters nc is gained by estimating all eigenvalues
λk

l , l = 1, . . . , b, which fulfill

|λk
l −1| < tol, l = 1, . . . ,nc. (4.5)

The tolerance value must satisfy equation (4.5) for l = 1,2, since we already re-
quired that λk

2 is close to 1 and, thus, at least two metastabilities exist. We remark,
that this tolerance has to be chosen with care: If the tolerance is too large, the
number of clusters is large and, thus, we might have a poor reduction of the dimen-
sion. However, if the tolerance is too small, relevant dynamical information of the
molecule might get lost.

For the decomposition of the space into clusters Bl, l = 1, . . . , nc, we compute
the corresponding eigenvectors vk

l , l = 1, . . . , nc, building a basis according to the
respective eigenvalues λk

l . Finally the algorithm is recalled for each cluster found in
the last iteration that covers sufficient data. For illustration purpose, Figure 4.2(a)
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depicts a flow chart of the recursive algorithm.
Each non decomposable cluster is related to a metastable conformation. Start-

ing from the top, the number of branches is given by all second largest eigenvalues
satisfying tol. Going down one arm corresponds to “freezing” the first metastable
state described by the most relevant descriptor. In the next branch the metastabili-
ties except for the frozen parts are computed. For the illustration a rooted tree shall
be drawn, see Figure 4.2(b). The number of branches on each level (“width”) is
given by the number of eigenvalues according to criterion (4.5). The height of the
tree is determined by (4.4).

Each leaf is a not decomposable cluster and, thus, a metastable conformation
BM

l . Each parent corresponds to a descriptor. The higher the tree-order (height
of a tree from root to leaf) the more descriptors are necessary to characterize a
metastable conformation. In Figure 4.2(b) the algorithm finds the descriptor Dk1

in the first instance, which decomposes the whole conformational space into two
clusters B1 and B2. The first one is not decomposable and, thus, a metastable
conformation BM

1 characterized by the single descriptor Dk1 . The second cluster is
most metastable in descriptor Dk2 and comprises two clusters B2,1 and B2,2, which
prove to be metastable conformations BM

2 and BM
3 characterized by both Dk1 and

Dk2 .
We remark, that such a hierarchical scheme has also been applied in the context

of temperature and decomposition of the conformation space [32].

4.4 Application

For testing the applicability of the method, we analyzed the conformations and
descriptors of two small molecules, pentane and alanine dipeptide. Both molecules
have been investigated years before, see [87] and [93] respectively.

To obtain the data for our algorithm, we ran different trajectories with Hybrid
Monte Carlo (HMC) [30] and MD in vacuum at a temperature of T = 300K. In
advance, we parameterized the molecules according to different force fields. In
case of HMC simulation we used the Merck molecular force field (MMFF) [37] for
both. For the MD simulation with GROMACS we chose the Amber Force Field
ffAmber99sb [43] for pentane and the Optimized Potential for Liquid Simulations
All-Atoms (OPLS-AA) [52] for alanine dipeptide.

For the HMC samplings, five chains were started in parallel, for each HMC
step a 60 fs MD trajectory was calculated to generate a trial state. Altogether, the
samplings covered 6 ns for pentane and 12 ns for alanine dipeptide. We reached
an average acceptance probability of more than 95 %. The convergence was moni-
tored by the Gelman-Rubin acceptance criterion with a threshold value of 1.2.

In order to generate MD trajectories we used GROMACS [9, 59, 108, 40] with
a modified Berendsen thermostat [14], where the correct distribution of the energy
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Table 4.1: The eigenvalue tol-
erances of the pen-
tane simulation.

λk
2 ≈ +1 |λk

l −1| < tol

HMC 0.05 0.1
MD 0.01 0.05

is enforced by a constructed force. Furthermore, we took an integration step of
∆t = 1fs and a reference temperature of T = 300K, and simulated over the same
time as with HMC, i.e. 6 ns for pentane and 12 ns for alanine dipeptide. To have a
comparable amount of data we wrote out the coordinates every 60 fs.

4.4.1 Pentane

Pentane is able to adopt nine metastable conformations which can be described
by the two dihedral angles ω1 between the carbon atoms C1, C2, C3, C4 and ω2
between C2, C3, C4, C5 (e.g. [56]). Out of a number of 138 descriptors of the
pentane molecule (both the distances between any two atoms and the dihedral an-
gles between the bonded carbon atoms), HRDD has selected the two relevant ones,
ω1 and ω2. The dihedral angles can take the values ±180° (trans), 60° (gauche-)
and −60° (gauche+) which we want to abbreviate to t, g- and g+, respectively. As
depicted in Figure 4.3(a), the HRDD algorithm found all nine conformations and
the two descriptors ω1 and ω2 both for the sampling data generated by HMC and
by MD. The chosen tolerances, compare equations (4.4) and (4.5), are listed in
Table 4.1. In Figure 4.3(b) the absolute number of states for the respective confor-
mations are given.

4.4.2 Alanine dipeptide

The alanine dipeptide which is a, by acetyl and methyl, terminally-blocked alanine
amino acid, has a more complex structure and the metastable conformations are
not that well-defined which reflects in the inconsistent results of different articles,
see Table 4 in [93] for an overview of some of them. Additionally, the conforma-
tional space in vacuum is much smaller than in solution. Thus, we considered 175
possible descriptors of alanine dipeptide, thereof 171 distances and four dihedral
angles. For the methylene group at Cβ, we chose the united atom presentation since
rotation in this side group leads to structurally identical molecules. The algorithm
should automatically identify the descriptors which include the most relevant in-
formation about conformational transitions. In vacuum, the method found the two
dihedral angles φ (C-N-Cα-C) and ψ (N-Cα-C-N) describing three metastable con-
formations, namely Ceq

7 for φ ≈-80° and ψ ≈70°, C5 for φ ≈-150° and ψ ≈155°,
and Cax

7 for φ ≈80° and ψ ≈-50°, see Figure 4.4(a) (for both HMC and MD). In
Figure 4.4(b) the corresponding 2-dimensional plot clearly shows the three confor-
mations of alanine dipeptide.
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Figure 4.3: The resulting HRDD tree for pentane with nine conformations described by
the dihedral angles (ω2, ω1).

This Figure 4.4(b) shall be used as well to illustrate the division of the con-
formational space for the two dihedral angles in case of the MD simulation. The
color typifies the absolute number of states visited by the MD simulation with the
coordinates rounded to two decimal places. In the first instance the conformational
space is divided along the φ-axis into two clusters. The first cluster cannot be
divided furthermore, this subset matches the conformation Cax

7 , while the second
cluster can be split along the ψ-axis into two clusters, which are finally the two
other conformations Ceq

7 and C5.
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Figure 4.4: The results of the HRDD algorithm for alanine dipeptide: three conformations
described by the dihedral angles φ and ψ.

4.5 Conclusion

This chapter is geared on two aspects: The first one is the conformational change
and the second one is the observation of hierarchies in the descriptors. These
two aspects lead us to coarse graining strategies, making the computation of a
molecule’s dynamics more tractable by requiring less computational power.

We briefly reviewed the detection of metastable sets by MSM, and revealed that
the dynamics of a molecule can be explained in terms of transition probabilities
between subsets in the conformation space.

The main focus of this chapter is the introduction of the Hierarchical Rele-
vant Descriptor Detector (HRDD) as a method for the identification of the relevant
internal degrees of freedom of molecular structures. Whereas principal compo-
nent analysis (PCA) extracts the coordinate directions with maximal variance of
the data, HRDD selects the degrees of freedom which include the “rarest” transi-
tions, therefore, leading to a good separation of conformations. The performance
of this method has been tested on two small molecules, namely pentane and ala-
nine dipeptide. In Figure 4.3(a), the relevant dihedral angles of pentane have been
identified. For alanine dipeptide, HRDD has selected two descriptors such that
the three conformations can clearly be seen in the corresponding two-dimensional
plot 4.4(b). For the application of the algorithms on larger molecules, detailed
chemical knowledge could be used to reduce the initial amount of possible de-
scriptors (e.g. regarding the atoms of the backbone only) and, thus, improve the
performance of the algorithm.
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After the successful application of the HRDD method to the small molecules
pentane and alanine dipeptide, we also want to critically examine it. The first point
concerns the bounds for the eigenvalues (4.4) and (4.5). As already mentioned
above, these barriers affect the height and the “width” of the illustrating tree. How-
ever, we cannot give a general definition but recommend to adjust the values in-
dividually for the underlying simulation. The second point refers to the strictness
of the division of the conformational space. Since each time step of the simula-
tion will be assigned to one conformation, the resulting conformations comprise
transition states as well and might be, therefore, artificially enlarged. Anyway,
the algorithm reveals the correct number of conformations and their most relevant
descriptors.

In chapter 6, we want to use this method to find relevant descriptors for the
µ-opioid receptor.





Chapter 5

Direct reweighting strategies
in conformation dynamics

5.1 Introduction

During the last years, many efforts have been made to find an efficient method to
calculate free energy differences [16] for molecular systems defined in terms of
classical mechanics and given potential function. However, as yet, there is still
no algorithm that is able to calculate the weighting without producing excess data,
approximating functions or knowing the shape of the target function in advance.

Considering a molecular system consisting of N atoms, the probability of find-
ing a state

x = (q, p) ∈ (Ω,Γ) ⊂R6N

in a canonical ensemble is given by the Boltzmann distribution π (q, p) defined
in equation (3.1). In section 3.1 we already showed that this Boltzmann equa-
tion can be split into πq and πp because of the separableness of the total energy
H (q, p) = Ek (p) + Ep (q), compare equation (3.2). While πp is a rather simple
quadratic function, πq is too complex to be computed analytically. In the follow-
ing, we want to consider free energy differences in order to approximate this term.

The free energy A of a set B ⊂Ω is defined as

A = −1
β

ln


∫
B

exp
(
−βH (q, p)

)
dx

 . (5.1)

Due to the fact that the potential energy is determinable only except for a constant
and, hence, the free energy as well, we are going to use the difference between two
sets, where the unknown factor cancels out. Assuming that Ω =

⋃
k Bk, the free
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energy difference between sets Bi and B j can be computed by

∆A = −1
β

ln


∫
B j

exp
(
−βH (q, p)

)
dx

+
1
β

ln


∫
Bi

exp
(
−βH (q, p)

)
dx



= −1
β

ln


∫
B j

exp
(
−βH (q, p)

)
dx

∫
Bi

exp
(
−βH (q, p)

)
dx


(∗)
= −1

β
ln


∫
B j

exp
(
−βEp (q)

)
dq

∫
Bi

exp
(
−βEp (q)

)
dq



= −1
β

ln



∫
B j

exp
(
−βEp (q)

)
∫
Ω

exp
(
−βEp (q̃)

)
dq̃

dq

∫
Bi

exp
(
−βEp (q)

)
∫
Ω

exp
(
−βEp (q̃)

)
dq̃

dq


= −1

β
ln

(w j

wi

)
.

(5.2)

In the process, we benefit from the fact that the kinetic energy Ek (p) is equal in
each set (compare step (∗)). The weightings wk which are indicating the probability
to be in set Bk,

wk =

∫
Bk

exp
(
−βEp (q)

) [∫
Ω

exp
(
−βEp (q̃)

)
dq̃

]−1

dq ,

are exponential and, hence, rather difficult to calculate. As long-running determin-
istic dynamical systems are often chaotic and, consequently, do not converge to the
wanted distribution (3.1), stochastic approaches were developed.

5.2 New reweighting strategies

In this section we want to present two new reweighting strategies. Both are based
on a decomposition of the state space Ω into non-intersecting sets Bk, k = 1, . . . ,b,
with Ω =

⋃b
k=1 Bk. Let us assume that inside these subsets Bk, separate samplings

have generated ñk sampling points q(k)
l , l = 1, . . . , ñk. This can be achieved by var-

ious dynamical models, i.e. the Hybrid Monte Carlo method [30], Nosé-Hoover
dynamics [41], Berendsen thermostat [7], Smoluchowski dynamics [46], Langevin
dynamics [84] or other [42]. A restriction of the sampling to the according set Bk
can be achieved by constraining the proposal step to Bk, or by rejecting any pro-
posed state that does not belong to Bk. By doing so, local approximations of the
Boltzmann distribution

π(k)
q =

exp
(
−βEp (q)

)
∫

Bk
exp

(
−βEp (q̃)

)
dq̃
, k = 1, . . . ,b, (5.3)
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on the basis of the decomposition are obtained. Based on these separate sam-
plings we want to establish two novel reweighting strategies named Direct Free
Energy Reweighting (DFER) and Estimation of Entropy Differences Reweight-
ing (EEDR). By reweighting the local distributions that we obtained from the sep-
arate samplings, we intend to obtain a good approximation of the global Boltzmann
distribution (3.1).

5.2.1 Direct Free Energy Reweighting (DFER)

In contrast to the methods for the calculation of free energy differences presented
in [16] we introduce a direct ansatz that is feasible without producing excess data.
We want to start with a description of the two-phase virtual sampling scheme of
this approach.

Jump phase. Starting in state q(k)
i ∈ Bk, a proposal step is made by selecting

a target set Bl at random with uniform distribution in l ∈ {1, . . . ,b} and by
choosing a state q(l)

j ∈ Bl out of the ñl sampling points at random with uniform
distribution in j ∈ {

1, . . . , ñl
}
. The proposed state is accepted with probability

P(a)
i j = min

1,
exp

(
−βEp

(
q(k)

i

))
exp

(
−βEp

(
q(l)

j

))
 (5.4)

otherwise the previous sampling point q(k)
i ∈ Bk is retained. Note that the

fraction in the acceptance probability is inverted with regard to the standard
Metropolis. This leads to the inverse balance condition, to which we will
come back later on.
Evaluation phase. The second phase of the virtual sampling scheme consists
of the selection of evaluation regions Ek ⊂ Bk of equal volume. A small subset
of each set Bk is chosen where the sampling of the jump phase is rather dense,
e.g. near a local minimum of the potential energy function Ep, or within a
region of average potential energy. Finally, the statistical weight of set Bk can
be estimated by the inverse of the number of states nk in set Ek, i.e. wk ∝ n−1

k .
A graphic presentation is outlined in Figure 5.1.

In the following, we want to show that the virtual sampling scheme in fact leads
to an estimation of free energy differences between the sets Bk. The conditional
transition probability Pi j from state q(k)

i ∈ Bk to state q(l)
j ∈ Bl is defined as a product

of the proposition probability P(p)
i j and the acceptance probability P(a)

i j . As the
separate samplings correspond to local Boltzmann distributions (5.3) the proposal
transition probability yields

P(p)
i j

P(p)
ji

=
π(l)

q

(
q(l)

j

)
π(k)

q

(
q(k)

i

) =
exp

(
−βEp

(
q(l)

j

))
exp

(
−βEp

(
q(k)

i

)) · w(i)
k

w( j)
l

.
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(1)

(2)

(3)

Figure 5.1: Virtual scheme of DFER: Starting in subset Bi, (1) a separate sampling is run,
(2) in a jump-sampling the red points are chosen, and (3) an evaluation region
is selected. The number of points inside the evaluation region is inversely
proportional to the statistical weight of Bi.

The acceptance transition probability is constructed analogously to equation (5.4)
of the jump phase

P(a)
i j

P(a)
ji

=
exp

(
−βEp

(
q(k)

i

))
exp

(
−βEp

(
q(l)

j

)) .
Hence, the overall transition probability matrix P results in

Pi j

P ji
=

w(i)
k

w( j)
l

. (5.5)

As this is the reciprocal of the standard balance condition we call it the inverse
balance condition.

A sampling according to this transition probability matrix is generating a se-
quence of sampling points whose distribution converges to the dominant left eigen-
vector γ of P to the eigenvalue 1, see [20], i.e.

γT P = γT .
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It is easy to check that P is irreducible and positive, which is necessary for the
uniqueness of γ because of the theorem of Frobenius and Perron [51]. By using
equation (5.5) the eigenvalue problem can be written as

∑
i

γi
w(i)

k

w( j)
l

P ji = γ j ∀ j .

Because of the row-stochastic characteristic of P, i.e.
∑

i P ji = 1 ∀ j, we obtain

∑
i

γi
w(i)

k

w( j)
l

−γ j

P ji = 0 ∀ j and ∀P ji ∈ [0,1] .

The left eigenvector to the eigenvalue 1 of P results in γi ∝
(
w(i)

k

)−1
. Due to this

relation and the equal volume of the evaluation regions, the quantity nk of all sam-
pling points of the jump phase that are elements of the evaluation region Ek is
proportional to w−1

k .
As trapping is the main reason for an ill-conditioned computation of the global

distribution of states [114] we want to offer a modification of the above virtual
sampling scheme that lessens trapping effects. To this end, we make use of the
disaggregation method based on the ideas of Simon and Ando [91]. As points out-
side the evaluation regions typically have higher potential energy values than those
inside, samplings in the jump phase may be trapped outside the evaluation regions.
This applies especially when outlier states with very high potential energy values
occur. A trapped sampling may yield only a very small number of states in the
evaluation regions, which consequently would lead to a broken statistics. The limit
distribution of the jump sampling is given by the dominant left eigenvector γ of a
stochastic matrix P. As we are only interested in this part of γ that corresponds to
the evaluation regions, we intend to compute the required components of the vector
only. This is realized by rejecting states that are outside of the evaluation regions
during the jump phase. In this context, rejection means repetition of the current
state in the Markov chain if the proposed state is not part of the evaluation region.
Assuming that P is the original transition probability matrix, the disaggregated
transition probability matrix P̃ looks as follows:

P̃i j =


Pi j , if i , j

Pii +
∑

ι:q(k)
ι <Ek

Piι , if i = j

With the identity γiPi j = γ jP ji one can easily show that P̃ has the same left eigen-
vector as P, but is restricted to the components that correspond to the evaluation
regions.

In practice, the algorithm is much shorter because we can compute the statis-
tical weights wk directly and, hence, do not need the transition probability matrix
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P. Therefore, the following three steps are necessary for the computation of the
statistical weights.

(1) Define an evaluation region Ek ⊂ Bk where the sampling is rather dense,
e.g. near the minimum, the mean value or the median of the potential energy
Ep in the state space Bk. Keep in mind that all evaluation regions have to be
of the same size.

(2) Compute the statistical weights as

wk ∝
 1

ñk

∑
q(k)

i ∈Ek

exp
(
βEp

(
q(k)

i

))
−1

. (5.6)

(3) Finally, normalize the statistical weights to

b∑
k=1

wk = 1 .

In order to avoid the aforementioned trapping problems, we also want to offer
a modification for the direct computation of the statistical weights. Typically, the
energy levels of the subsets Bk are varying, i.e. the mean potential energy values
E(k)

p = 〈E(k)
p 〉 differ. As a consequence, sets Bk with high potential energy levels

can lead to a trapping of the sampling, compare equation (5.4). As we are aiming
at an equilibrated sampling among the different sets, we shift the potential energy
functions according to their mean values, i.e.

Ẽp

(
q(k)

i

)
= Ep

(
q(k)

i

)
−E(k)

p with q(k)
i ∈ Bk .

Therefore, we have to rewrite expression (5.6) as

wk ∝
 1

ñk

∑
q(k)

i ∈Ek

exp
(
β Ẽp

(
q(k)

i

))
−1

· exp
(
−βE(k)

p

)
.

That way, a set Bk with high mean potential energy E(k)
p is assigned a reduced

statistical weight wk.

5.2.2 Estimation of Entropy Differences Reweighting (EEDR)

A simple method for the estimation of entropy differences has been developed by
Weber and Andrae [112]. They applied their method to differentiate between vary-
ing polymer structures from thermostated molecular dynamics simulations. We
want to modify this approach in order to use it for the calculation of statistical
weights.

The entropy of a system is a measure of the distribution’s “disorder” or mul-
tiplicity. In the context of molecular conformation space, a low entropy system
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is rather uniform, i.e. sampled conformations look similar, whereas in a high en-
tropy system, sampled conformations are of high variety. In the following, we are
interested in the entropy difference

∆S =
∆U −∆A

T
, (5.7)

which is defined in terms of the thermodynamic state functions, internal energy
U and free energy A. The internal energy difference between two systems with
potential energy E(i)

p : Bi→R and E( j)
p : B j→R is

∆U =

∫
B j

E( j)
p (q)exp

(
−βE( j)

p (q)
)

dq

∫
B j

exp
(
−βE( j)

p (q)
)

dq
−

∫
Bi

E(i)
p (q)exp

(
−βE(i)

p (q)
)

dq∫
Bi

exp
(
−βE(i)

p (q)
)

dq

= 〈E( j)
p 〉− 〈E(i)

p 〉 . (5.8)

In practice, the value of the internal energy difference can be approximated by the
mean potential energy value over a Boltzmann distributed sampling of position
states.

The free energy A and its difference ∆A have already been defined in equa-
tions (5.1) and (5.2). In order to get a numerical approximation of the free energy
difference we want to use a special Monte Carlo quadrature approach of an inte-
grand f : Ω→R+, see [112],

I =

∫
Ω

f (x) dx ≈ f (x̃) vol (Ω)
U1 (x̃)
Uρ (x̃)

,

whereU1 (x̃) is the number of equally distributed states in an environment of x̃ and
Uρ (x̃) is the quantity of ρ-distributed states with ρ ∝ f . Hence, the free energy
difference can be written as

∆A = −1
β

ln


∫
B j

exp
(
−βE( j)

p (q)
)

dq

∫
Bi

exp
(
−βE(i)

p (q)
)

dq



≈ −1
β

ln


exp

(
−βE( j)

p

(
q( j)

))
vol

(
B j

)U( j)
1

(
q( j)

)
U( j)
πq

(
q( j)

)
exp

(
−βE(i)

p

(
q(i)

))
vol

(
Bi

)U(i)
1

(
q(i)

)
U(i)
πq

(
q(i)

)


.
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Requiring a comparable structure of the position spaces Bi and B j, which can be
expressed by vol

(
Bi

)U(i)
1

(
q(i)

)
= vol

(
B j

)
U( j)

1

(
q( j)

)
, the estimation of the free en-

ergy difference simplifies to

∆A ≈ −1
β

ln

U
(i)
πq

(
q(i)

)
U( j)
πq

(
q( j)

)+ E( j)
p

(
q( j)

)
−E(i)

p

(
q(i)

)
. (5.9)

Using equations (5.8) and (5.9), the entropy difference can be written as

∆S ≈
[
〈E( j)

p 〉−E( j)
p

(
q( j)

)]
−

[
〈E(i)

p 〉−E(i)
p

(
q(i)

)]
T

+ kB ln

U
(i)
πq

(
q(i)

)
U( j)
πq

(
q( j)

) .
Now, considering representatives q(i), q( j) with mean potential energy value, that
is E(i)

p

(
q(i)

)
= 〈E(i)

p 〉 and E( j)
p

(
q( j)

)
= 〈E( j)

p 〉, respectively, the approximation of the
entropy difference can be reduced to

∆S ≈ kB ln

U
(i)
πq

(
q(i)

)
U( j)
πq

(
q( j)

) .
As a single state might not provide a good approximation, we take the mean of
several representatives with approximately mean potential energy value. Assuming
an equal number of representatives in each set, Ri = R j = R, the final approximation
yields

∆S ≈ kB ln


∑R

l=1

(
U( j)
πq

(
q( j)

l

))−1

∑R
l=1

(
U(i)
πq

(
q(i)

l

))−1

 .
Alternatively, instead of the arithmetic mean, the median can be used. Being able
to estimate the entropy difference between two position spaces Bi und B j, we can
apply relation (5.7) to determine the free energy difference ∆A and, using equa-
tion (5.2), the statistical weights wi and w j.

For a better comprehension of the algorithm, we want to outline it shortly.
(1) In subset Bi of position space Ω, choose R reference points q(i)

l , l = 1, . . . ,R,
with approximately mean potential energy value.

(2) Using some distance measure, count the number n(i)
p of sampling points

that are near, i.e. within a certain distance around each reference point q(i)
l ,

and compute its inverse(
U(i)
πq

(
q(i)

l

))−1
≈ 1

n(i)
p /ñi + 1

=:
1

n(i)
l + 1

with ñi being the total number of sampling points in subset Bi.
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(3) Compute the entropy

S i = kB ln

 1
R

R∑
l=1

(
U(i)
πq

(
q(i)

l

))−1
 ,

the free energy Ai = 〈E(i)
p 〉−T S i

and the statistical weights

wi = wi−1 · exp
(−β (

Ai−Ai−1
))

(5.10)

with w1 = 1. If necessary, the free energy values have to be ordered by size
before calculating the statistical weights.

(4) Finally, the statistical weights have to be normalized to

b∑
i=1

wi = 1 .

5.3 Application

After having derived and explained new strategies for calculating statistical weights
on the basis of separate samplings, we want to prove the performance of the novel
methods with the help of two examples.

5.3.1 An abstract example: a tetrahedral molecule

The first example is meant to be a simple model, as it is rather abstract and not
to be found in practice. Assume a molecule consisting of four atoms is arranged
like a regular tetrahedron, see Figure 5.2. Vertices Qi =

(
Qix,Qiy,Qiz

)T
, i = 1, . . . ,4,

represent the atoms, and the edges ri j =
∥∥∥Qi−Q j

∥∥∥, i , j, form the bonds. Using

generalized coordinates q =
(
QT

1 ,Q
T
2 ,Q

T
3 ,Q

T
4

)T ∈ Ω ⊂R12 and, analogously, gen-

eralized momenta p ∈R12, we can define the energy functions

Ek (p) =
1
2

pT M−1 p

Ep (q) =

3∑
i=1

4∑
j=i+1

k
(
ri j (q)− r

)2

with force constant k and bond length r. Note that this is an extremely simpli-
fied potential energy function, which in practice would be a sum of different en-
ergy terms describing the various intra- and intermolecular forces acting on the
molecule.
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Figure 5.2: This regular tetrahedron serves as a model for a simple example to prove the
performance of the new reweighting strategies.

subset exact DFER EEDR

B1 0 0.00007 0
B2 0.5 0.50001 0.45025
B3 0 0 0
B4 0 0 0
B5 0 0 0
B6 0 0 0
B7 0.5 0.49987 0.54958
B8 0 0.00005 0.00017

Table 5.1: Comparison of the results of the statistical weighting of the conformations
of the tetrahedral molecule model: exact vs. Direct Free Energy Reweighting
(DFER) vs. Estimation of Entropy Differences Reweighting (EEDR).

Clearly, this artificial potential energy function is minimal for ri j = r ∀ i , j.
Hence, two metastable conformations can be detected which only differ in the ori-
entation of the apex, Q4, of the tetrahedron. During a molecular simulation, the
tetrahedron may not be able to change into another conformation because of the
high energy barriers. Therefore, we divided state space Ω into eight subsets Bk,
k = 1, . . . ,8, ran the separate samplings and applied the reweighting strategies. The
results are listed in Table 5.1.

Obviously the Direct Free Energy Reweighting induces a better result than the
Estimation of Entropy Differences Reweighting. But we have to remind that the
tetrahedral molecule is an abstract example and that we used a very simple function
of the potential energy which is not very realistic.
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Figure 5.3: The torsion angles ω1 between carbon atoms C1, C2, C3, C4 and ω2 between
the carbon atoms C2, C3, C4, C5 define the metastable conformations of the
alkane pentane.

5.3.2 Pentane

To provide a more realistic example, we want to derive the statistical weights of the
alkane pentane. As the conformational distribution of pentane at a temperature of
T = 300K has been determined in a robust manner before, see [87], we decided to
use this molecule for evaluation purposes. Pentane is able to adopt nine metastable
conformations, defined by the two torsion angles ω1 and ω2 between the carbon
atoms C1, C2, C3, C4 and C2, C3, C4, C5, respectively, see Figure 5.3. At a torsion
angle of ±180° (trans) for both ω1 and ω2, the geometry is energetically most fa-
vorable. Furthermore, local minima of the torsion potential can be found at torsion
angle values of 60° (gauche-) and -60° (gauche+). We will use the same abbrevi-
ations as in section 4.4, namely trans=t, gauche-

=g- and gauche+
=g+. Because of

the conformational symmetry of pentane, one would expect to find approximately
equal weights for corresponding conformations, e.g. w

(
t/g-) ≈ w

(
g-

/t
)
.

To obtain a dataset for reweighting, we first parameterized pentane according
to the Merck molecular force field (MMFF) [37], a force field optimized for small,
drug-like molecules. The pentane molecule was modeled in vacuo at a tempera-
ture of T = 300K. Nine geometries corresponding to the conformations listed in
Table 5.2 were generated using the molecule editor from the visualization software
Amira [85], subsequently serving as starting points for nine separate Hybrid Monte
Carlo (HMC) [30] samplings. HMC was set up to sample five chains with 1000
HMC steps each per starting geometry. For each HMC step, a 60 fs molecular dy-
namics trajectory was calculated to generate a trial state. The average acceptance
probability of the HMC runs was more than 90%. The convergence was moni-
tored using the Gelman-Rubin acceptance criterion [33] with a threshold value of
1.2. The potential function was modified so that the sampling was restrained to
the current local minimum, assuring a thorough sampling of even the energetically
unfavorable conformations.
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conformation “exact” DFER EEDR

t/t 0.473 0.464 0.440
g-

/t 0.120 0.100 0.103
g+

/t 0.132 0.127 0.130
t/g- 0.117 0.102 0.103
t/g+ 0.132 0.131 0.134
g+

/g+ 0.013 0.040 0.044
g-

/g- 0.012 0.034 0.044
g+

/g- <0.005 0.001 0.001
g-

/g+ <0.005 0.001 0.001

Table 5.2: Comparison of the results of the statistical weighting of the conformations
of pentane at a temperature of 300 K: “exact” [87] vs. Direct Free Energy
Reweighting (DFER) vs. Estimation of Entropy Differences (EEDR).

The results of the two novel reweighting strategies are presented in Table 5.2,
together with the “exact” values from [87]. For this example, the alkane pentane, it
is not easy to determine the better strategy. Both reweighting methods approximate
the “exact” weights rather well. When comparing the weights with the Euclidean
and the infinity norm, however, the Direct Free Energy Reweighting provides a
marginally better result.

5.4 Conclusion

After having described two novel direct reweighting strategies for the use in confor-
mation dynamics in section 5.2, we could prove their applicability in section 5.3.
Both algorithms provide a good approximation of statistical weights in a direct
way. While the Direct Free Energy Reweighting (DFER) determines the weights
only on the basis of the potential energy values of the separate samplings, and,
furthermore, evaluates only one equation, namely (5.6), the Estimation of Entropy
Differences Reweighting (EEDR) requires additional data to compute distances be-
tween conformations (e.g. dihedral angle values or intramolecular distances) and
handles more than one equation. Therefore, the DFER is faster and requires less
memory. Additionally, the DFER provided marginally better results in our two
small examples.

In both algorithms we mentioned certain evaluation regions and representa-
tives, respectively. The values for the size of the evaluation region and for the
quantity of representative points have to be chosen individually, adapted for the
present case, so that the optimal result can be reached. In the process, one has to
regard that both, too large or too small evaluation regions, and too few or too many
representative points, respectively, may lead to a bad statistics.
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In contrast to existing methods [16], we do not have to generate overlapping
distributions in order to weight them against each other. Our novel direct strate-
gies offer a fast and efficient possibility for the computation of statistical weights
without producing excess data or approximating functions.

In the next chapter, we want to apply the reweighting strategies to parallel
running trajectories for the exploration of the conformation space of the µ-opioid
receptor.





Chapter 6

The µ-opioid receptor,
analysis

6.1 Introduction

After having presented the theory of molecular simulation in chapter 3, a coarse
graining method for the dimension reduction of the state space in chapter 4, and
direct reweighting strategies in conformation dynamics in chapter 5, we want to
analyze the µ-opioid receptor (MOR) using these techniques in this chapter, and
check two of the four hypotheses proposed in section 2.4 concerning the reasons
for the better behavior of the µ-opioid receptor in inflamed tissue, namely

(1) The differing Coulomb interactions enable the analgesic to find its way into
the binding pocket of the MOR better in the inflamed tissue.

(2) The conformation of the MOR in the inflamed tissue is more suitable for
the analgesic than in healthy tissue.

With regard to the first hypothesis, we want to investigate the electrostatic poten-
tial of the receptor and run short simulations with a small molecule near to the
binding pocket of the MOR to analyze the way of binding, see section 6.2. For
the study of the second hypothesis in section 6.3, a whole conformation dynamics
analysis has to be performed, starting from a meshless discretization of the state
space, running trajectories in parallel, and evaluate these trajectories with direct
reweighting strategies. This is a very difficult task since it is not easy to generate
different starting configurations for parallel running trajectories for proteins like
the µ-opioid receptor. Anyhow, we want to emphasize, that we do not expect to
find only one reason for the better behavior of the MOR in inflamed tissue, but that
there is an interaction of different factors. As already mentioned in chapter 2.4,
both, the intracellular pH value and the chemical properties of the ligand seem to
have an influence on the better effect of the analgesics in inflamed tissue.

During the study of the µ-opioid receptor, many different molecular simula-
tions have been run. As already described in chapter 2, we modeled the µ-opioid
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Figure 6.1: Electrostatic potential for the deprotonated (left) and the protonated (right)
µ-opioid receptor, generated and visualized with Amira. View into the bind-
ing pocket. The colormap ranges from blue (low/negative charge) to red
(high/positive charge).

receptor in a simulation box with the lipid bilayer DPPC and the spc water model,
altogether more than 31000 atoms. For the molecular modeling and simulation,
we chose the software package GROMACS with the force field GROMOS 53A6
combined with the Berger Lipids. Some of the simulations, especially the paral-
lel running trajectories over several nanoseconds, were run on the HLRN (North-
German Supercomputing Alliance) as they are computationally too intensive for
normal computers.

6.2 Way of binding

In this section we want to analyze the first hypothesis, i.e. the Coulomb interactions
between the µ-opioid receptor and the ligand, the positively charged morphine. In
a first step, we use the visualization software Amira [85] to approximate and visu-
alize the electrostatic potential. Electrostatic potential maps, also known as molec-
ular electrical potential surfaces, illustrate the distribution of charge of a molecule
and enable us to analyze the interaction of molecules. With the help of Open Ba-
bel [72] to convert the initially generated molecular model into the correct file for-
mat, and MATLAB [68] to add the correct charges out of the GROMACS topology
file created in the beginning of the modeling phase, we generated and visualized
the electrostatic potential with Amira for both protonation states (deprotonated in
healthy tissue, protonated in inflamed tissue). In Figure 6.1, the electrostatic po-
tential maps for the deprotonated and the protonated µ-opioid receptor are depicted
with a view into the binding pocket. Thereby, the color refers to the charge distri-
bution on the molecular surface, from low/negative (blue) to high/positive (red). In
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Figure 6.2: Chemical structure of ammonium NH +
4 .

the case of the deprotonation, the negative charge (blue) is widely spread, i.e. the
entropy is very high, so that the (positively charged) morphine would have many
possibilities to interact (possibly allosteric binding). In contrast, in the case of the
protonated receptor there are only a few negatively charged amino acids, especially
nearby and in the binding pocket, so that the (positively charged) morphine prob-
ably finds the way into the binding pocket faster. This does not imply that the
binding of morphine is stronger or more lasting, which still has to be verified by
different analysis techniques, but these results are still strengthening the assump-
tion that the pH value is a big influencing factor in the investigation of the different
behavior of morphine in healthy and inflamed tissue.

In the next step, we want to investigate the Coulomb interactions by setting up
a simulation with a suitable ligand, computing the entropy of this ligand and cal-
culating the Coulomb energies between ligand and receptor. Since we do not want
to study the interactions in detail, and for the sake of convenience, instead of the
complex molecule morphine, we chose a small positively charged molecule for fur-
ther investigations: ammonium NH +

4 . Using MarvinSketch [1], the molecule NH4
was drawn and exported as mol2-file. This mol2-file was translated in a pdb-file
using Open Babel. With the help of ACPYPE [21] the neutral NH4 was positively
charged and parametrized. In Figure 6.2, the graphic formula of ammonium is
shown. In the simulation box modeled in section 2.2 with the µ-opioid receptor
embedded in the DPPC lipid bilayer and solvated with water, we replaced one
of the water molecules by the ammonium (knowing that the ammonium has two
more atoms than a water molecule). For this, we visualized the simulation box
with Amira and chose a suitable water molecule above the binding pocket that we
replaced by the ammonium. In Figure 6.3(a), the ammonium is drawn in purple
within the simulation box of the µ-opioid receptor. Since the ammonium is posi-
tively charged, we had to add one negative counterion to the system for neutrality.
Putting high position restraints on the ammonium in order to prevent a movement
away from the current position, first a NVT equilibration and then a NPT equilibra-
tion was run. Thereby, we had to choose very small time steps (0.02 fs instead of
2 fs) so that the ammonium did not disturb the surrounding water molecules. After
the equilibration, we could run the molecular dynamics simulation. We chose a
time step of ∆t = 2fs, and a number of total steps of nsteps = 500000 which corre-
sponds to a total simulation time of 1 ns. The first molecular dynamics simulation
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(a) Ammonium (purple) in the simulation box
of MOR, placed above the binding pocket. Vi-
sualization with VMD.

(b) Coordinates of the nitrogen of NH +
4 in a

MD simulation (green: deprotonated, red: pro-
tonated), visualized with MATLAB.

Figure 6.3: A simulation with the small positively charged molecule ammonium NH +
4

shall help to investigate the Coulomb interactions between receptor and ligand.
In healthy tissue (deprotonated system), the ammonium drifts away from the
starting position; in inflamed tissue (protonated system), the ligand moves only
in a small radius around the binding pocket.

was very promising: in the protonated system, the ammonium was moving in a
small radius around its starting position, while in the deprotonated system, the am-
monium was drifting far away from the starting point. To visualize this result, see
Figure 6.3(b), we used MATLAB to draw the position coordinates of the nitrogen
of NH +

4 that have been written out during the MD simulation every 1000 steps. For
statistical reasons, we started further simulations with different starting positions
for the ammonium, see Figure 6.4(a), but in contrast to the first simulation, the
ammonium in the protonated system was moving away from the binding pocket,
while in the deprotonated system the ammonium stayed in a small radius to the
starting point, see Figure 6.4(b).

To confirm this visual result, we calculated the entropy S by discretizing the
simulation box into 10× 10× 10 = 1000 = b boxes and counting the number ni of
sampling points (of the nitrogen of the ammonium) in each box

S = −
b∑

i=1

Pi ln(Pi) (6.1)

with Pi = ni/n and a total number of sampling points n. In the protonated system,
the computed entropy of the ammonium is higher than in the deprotonated system,
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(a) Ammonium (red) in the simulation box of
MOR, placed above the binding pocket. Visu-
alization with VMD.

(b) Coordinates of the nitrogen of NH +
4 in a

MD simulation (green: deprotonated, red: pro-
tonated), visualized with MATLAB.

Figure 6.4: Another simulation with the small positively charged molecule ammonium
NH +

4 to investigate the Coulomb interactions between receptor and ligand. In
this case, the ligand moves away in the protonated system (inflamed tissue)
while it stays nearby the binding pocket in the deprotonated system (healthy
tissue).

except for the first MD simulation, compare Table 6.1. This emphasizes the as-
sumption that there is more disorder in the protonated system, that the ammonium
is moving much more.

For the analysis of the Coulomb interactions between the MOR and ammo-
nium, we extracted the Coulomb energies from the MD simulations and visualized
them with MATLAB, see Figure 6.5. Negative Coulomb energies mean attrac-
tive forces between the molecules, positive Coulomb energies stand for repulsive
forces. It is rather obvious that the ammonium has almost no electrostatic inter-
action with the µ-opioid receptor in the protonated system. Most of the time, the
Coulomb energy values for the protonated receptor are on the base line, only if

Table 6.1: The entropy of
the ammonium
in four different
simulations over
1 ns in the MOR
system.

deprotonated protonated

1 2.7262 2.0164
2 0.7224 2.6373
3 2.5131 2.8924
4 0.9378 3.0067
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Figure 6.5: Coulomb energies between MOR and NH +
4 for four MD simulations with

different starting points (green: deprotonated, red: protonated), visualized
with MATLAB. Negative Coulomb energies mean attractive forces, positive
Coulomb energies stand for repulsive forces.

started close to the binding pocket (the two lower plots), attractive and repulsive
forces can be observed. In contrast to this, in the deprotonated system the ammo-
nium is permanently interacting with the protein. However, this result is not con-
tradicting to chemical properties since, in the protonated system, the µ-opioid re-
ceptor is positively charged, implying a repulsion of positively charged molecules.
After having falsified the first hypothesis, we want to investigate the second possi-
ble reason for the better effect of morphine in inflamed tissue, the conformations
of the µ-opioid receptor. To analyze this assumption, we have to run parallel tra-
jectories based on different starting configurations for both the protonated and the
deprotonated system to, hopefully, explore the whole conformational space.

6.3 Analysis of conformations

As already described in chapter 3, the best way to sample the conformational space
of a complex molecule is to decompose the state space and run separate samplings.
In chapter 3.3 we discussed the difficulties to decompose the state space without
knowing it in advance. The well-established presampling at high temperature fails
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Figure 6.6: VMD snapshot of the receptor rhodopsin, created on the basis of the crystal
structure found by Okada et al. in 2004 [73].

for proteins, since proteins are denaturing at high temperature and the system drifts
apart. By simulating at low temperature and starting in only one conformation, the
trajectory will probably not overcome energy barriers to find other conformations,
even not over a long time.

Therefore, cluster data from rhodopsin shall be used to generate suitable start-
ing structures. Like the µ-opioid receptor, rhodopsin belongs to the family of
rhodopsin-like G-protein-coupled receptors and possesses seven transmembrane
helices, see Figure 6.6. The researchers Pérez-Hernández and Noé from Freie Uni-
versität Berlin are working on the dynamics of rhodopsin [76] and gained a huge
amount of simulation data. Thereby, approximately 8000 clusters and the belong-
ing centers, configurations with lowest potential energy inside the clusters, could
be identified. We transferred the cluster data to the µ-opioid receptor by using a
homology modeling based on a multiple sequence alignment. The in this way gen-
erated configurations can be used as starting points for the parallel running MD
trajectories to explore the conformational space.

Since we do not want to use all cluster centers of rhodopsin, we applied the in
chapter 4.3 presented method Hierarchical Relevant Descriptor Detector (HRDD)
to find the most relevant clusters and their descriptors which we can use to generate
starting configurations for the µ-opioid receptor. The main idea of this method is
coarse graining in space, i.e. describing relevant motions (conformational changes)
by using only a few degrees of freedom (the most relevant descriptors). Possible
descriptors can be dihedral angles, torsion angles or bond lengths, for instance.
Based on a (long-term) trajectory or another sequence of sampling points, the con-
formational space represented by the sampled data is discretized uniformly into
intervals (bins) for all given descriptors. For each descriptor the transition matrix
is calculated and the second largest eigenvalues are computed. The largest of all
second largest eigenvalues, necessarily close to 1, characterizes the descriptor with
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Figure 6.7: The rooted tree as the result of the HRDD method applied to the dihedral
angles of the main chain of rhodopsin, extracted from the cluster data found
by Pérez-Hernández and Noé [76]. The numbers beside each node refer to the
relevant descriptors, i.e. the relevant dihedral angles, the numbers in brackets
refer to the numbers of cluster data points that belong to this cluster.

the most relevant motional change. The actual number of metastable states char-
acterized by this descriptor is defined by the number of all eigenvalues of the cor-
responding transition matrix that are within a tolerance close to 1. The algorithm
is recursive, so that the detected clusters are analyzed for further metastabilities
characterized by other descriptors.

For the application of the method to the cluster centers of rhodopsin, we chose
the dihedral angles of the main chain of rhodopsin to be the selectable descriptors.
With the help of VMD, the dihedral angles φ (Cn-1-N-Cα-C) and ψ (N-Cα-C-Nn+1)
for each amino acid of the main chain were read out of the files of the almost 8000
cluster centers of rhodopsin found by Pérez-Hernández and Noé. We implemented
the method HRDD in MATLAB. Depending on the eigenvalue tolerances, different
numbers of clusters are revealed. If the values are too large, the number of clusters
is too large, and the aim of dimension reduction cannot be reached. If the toler-
ance values are too small, relevant dynamical information of the molecule might
get lost, and the descriptors would draw an insufficient conclusion. Since the clus-
ters found by HRDD shall become the future starting structures for the µ-opioid
receptor, we chose the eigenvalue tolerances with respect to the desired number of
starting configurations. Regarding equation (4.4), we selected a tolerance value of
0.045, and for the tolerance value of equation (4.5) we chose 0.05, compare also
Table 4.1. In Figure 6.7, the results of the method HRDD applied to the cluster
data of rhodopsin are presented in form of a rooted tree. The number beside each
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>rhodopsin 1U19

MNGTEGPNFYVPFSNKTGVVRSPFEAPQYYLAEPWQFSMLAAYMFLLIMLGFPINFL

TLYVTVQHKKLRTPLNYILLNLAVADLFMVFGGFTTTLYTSLHGYFVFGPTGCNLEG

FFATLGGEIALWSLVVLAIERYVVVCKPMSNFRFGENHAIMGVAFTWVMALACAAPP

LVGWSRYIPEGMQCSCGIDYYTPHEETNNESFVIYMFVVHFIIPLIVIFFCYGQLVF

TVKEAAAQQQESATTQKAEKEVTRMVIIMVIAFLICWLPYAGVAFYIFTHQGSDFGP

IFMTIPAFFAKTSAVYNPVIYIMMNKQFRNCMVTTLCCGKN

Figure 6.8: The FASTA format for rhodopsin (RCSB PDB 1U19).

[ dihedral_restraints ]
; ai aj ak al type phi dphi kfac
2466 2468 2470 2476 1 57.000 0 1000

Figure 6.9: An example for the entry of dihedral restraints in the topology file. For all
entries, we chose the values 1 for type, 0 for dphi and 1000 for kfac. This
entry belongs to the first cluster with only one descriptor, compare Figure 6.7.
The atom indices refer to the atoms C of Pro309, N, CA and C of Glu310, and
hence, are characterizing the dihedral angle φ between the amino acids proline
and glutamate, which has a mean value of 57° in this cluster.

node refers to the descriptor, i.e. the dihedral angle of the main chain, the number
in brackets refers to the number of cluster data points that belong to this cluster.
On the basis of these 34 clusters and their most relevant descriptors, we set up the
starting configurations for the µ-opioid receptor using a multiple sequence align-
ment. In preparation, we translated the chain of amino acids of both the rhodopsin
and the µ-opioid receptor in FASTA format which is originated from the FASTA
software [60]. In Figure 6.8, the FASTA sequence is shown for rhodopsin. Ap-
plying the COBALT alignment tool [75], the FASTA sequences of rhodopsin and
MOR were aligned, so that we could transfer the most relevant descriptors and
their average values found by HRDD for rhodopsin to the µ-opioid receptor. This
was achieved by adding dihedral restraints in the GROMACS topology file for each
cluster, i.e. by setting the values for all relevant descriptors in the respective cluster
to the average value. The section of dihedral restraints includes the correspond-
ing atom numbers of the dihedral angles φ (Cn-1-N-Cα-C) and ψ (N-Cα-C-Nn+1),
respectively, the average values in the relating cluster and a force factor that con-
strains the molecule to stay in this configuration, see Figure 6.9. Running a short
energy minimization with a restraining of the dihedral angles, finally, led us to the
desired starting configurations of the µ-opioid receptor.

The simulations were run at the HLRN (North-German Supercomputing Al-
liance) as they are computationally too intensive for normal computers. For each
of the 34 starting configurations in the protonated and in the deprotonated state the
same script was started (68 separate simulations in all). First, an energy minimiza-
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tion was performed, using the conjugate gradient integrator, an initial step size of
0.01 ps and a convergence tolerance of 20 kJ/(mol nm) for the maximum force, i.e.
the minimization is converged if the maximum force is smaller than this tolerance
value. Second, an energy equilibration was conducted at temperature T = 293K,
with a time step of ∆t = 1fs and a total number of steps of 1000000 which equals
1 ns. Third and last, the molecular dynamics simulation was run at T = 293K with
a time step of ∆t = 1fs and a total amount of 6000000 steps which corresponds to
6 ns simulation time for each trajectory. All coordinates and other necessary data
were written out every 500 time steps, providing data of 12001 frames.

To estimate the global distribution from these local samplings, we applied the
in chapter 5 presented reweighting strategies. In preparation, we saved the values
of the potential energy in each frame and each trajectory. By selecting only the
protein in gmx trjconv and rerunning the simulation, we could extract the energy
values of the µ-opioid receptor from the whole system, and save them using the
GROMACS command gmx energy. Furthermore, the values of the dihedral an-
gles were written out with VMD, i.e. φ (C-N-Cα-C) and ψ (N-Cα-C-N) for every
amino acid of the backbone of the µ-opioid receptor for each trajectory and over
all frames. Altogether, 564 dihedral angles over 12001 frames were stored for each
of the 68 trajectories. To use the collected data for the two reweighting strategies
from chapter 5, that we implemented in MATLAB, we converted it into a MAT-
LAB readable format to calculate the statistical weights in this direct way.

The first method, the Direct Free Energy Reweighting (DFER), requires the
values of the potential energy only. On the basis of this data, the mean values
of the potential energy were calculated, the equally sized evaluation regions Ek
selected and the number ñk of jump-sampling points q(k)

i inside these evaluation
regions counted. Using equation (5.6) and normalizing this vector, the statistical
weights wk were calculated. Each evaluation region Ek was built around the mean
value of the potential energies of the corresponding cluster with a fixed size of

s = 2 · sz = 2 ·Vark=1,...,b

(
σi=1,...,ñk

(
Ep

(
qk

i

)))
,

Var =σ2, i.e. each evaluation region Ek consists of sampling points with a potential
energy value between [〈E(k)

p 〉 − sz, 〈E(k)
p 〉+ sz]. Since the algorithm requires the

values of the potential energy only, and evaluates only one equation, it is rather
fast, the execution needs less than a second.

For the implementation of the second strategy, the Estimation of Entropy Dif-
ferences Reweighting (EEDR), the statistical weights wi were computed by using
the free energy differences Ai−Ai−1, compare equation (5.10). To estimate the en-
tropy, a certain number R of reference points q(i)

l , l = 1 . . . ,R, with approximately
mean potential energy value has to be selected, and the number n(i)

p of sampling
points that are near, i.e. within a certain distance around each reference point,
counted. For the attribute near, we had to select some distance measure. In case of
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the µ-opioid receptor, we set the number of reference points to R = 50 and chose
the root mean square distance between the dihedral angles as distance measure.
In contrast to the DFER strategy, the necessary data for the EEDR comprises not
only the values of the potential energy, but also the values of the dihedral angles of
the backbone, and several equations have to be evaluated. With a running time of
several minutes, the EEDR strategy is much slower than the DFER.

In a first attempt, neither of the two algorithms was successful, since the poten-
tial energy values were (absolutely) too high for the use in the exponential functions
in equations (5.6) and (5.10), in ranges of -104, so that the calculations resulted in
NaN for the statistical weights. Since a shifting of the energy values according to
their mean values, see the modification of DFER in section 5.2, did not lead to the
desired results, we applied a scaling of energies knowing full well that this is not
physically correct, but we want to consider the energies as a scaling in this way.
We tested several values for the scaling factor and discovered that the statistical
weights converged to nearly uniform distribution the lower the scaling factor was.
For this reason, we chose the highest possible scaling factor s f = 0.1. This worked
for both protonation states and both algorithms. In Table 6.2, the statistical weights
of each cluster and each protonation state are opposed for both reweighting strate-
gies. It is obvious, that on the one hand, the two reweighting algorithms produce
similar results, and that on the other hand, the statistical weights are very different
in the deprotonated and protonated state. While, in the deprotonated state, there are
several clusters with a statistical weight higher than 10%, in the protonated state,
there is only one cluster with a statistical weight higher than 10% but this one has
a very high statistical weight of ≈ 85%, i.e. in the inflamed tissue, there is one
strong favored conformation while in the healthy tissue, several conformations are
probable. This result shows parallels to the analysis of the electrostatic potential,
see Figure 6.1. There, the deprotonated receptor was negatively charged at several
positions, offering many possibilities to interact with the positively charged mor-
phine, while the protonated receptor showed only a few negatively charged amino
acids, especially nearby and in the binding pocket, so that the analgesic probably
finds its way into the binding pocket easier. Although the results of the reweighting
shall be considered carefully, especially because of the essential scaling of energies
previously, they suggest that differing conformations of the µ-opioid receptor might
be a reason for the better effect of analgesics in healthy tissue, i.e. hypothesis (2) in
section 2.4 might be true. In Figure 6.10, the two most probable conformations are
opposed for the deprotonated and the protonated system. In the protonated system,
the transmembrane helix 6 (TM6) is displaced outwards, which was described by
Huang et al. [45] as a characteristic for the receptor in the active state, necessary
for the binding of the G protein. Additionally, we can observe that the way into the
binding pocket is more open in the most probable cluster of the protonated system.
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deprotonated protonated
# DFER EEDR DFER EEDR

1 0.016 0.017 0.846 0.848
2 0.059 0.069 0.000 0.000
3 0.001 0.002 0.000 0.000
4 0.000 0.000 0.000 0.000
5 0.000 0.000 0.000 0.000
6 0.134 0.131 0.000 0.000
7 0.000 0.000 0.000 0.000
8 0.000 0.000 0.001 0.001
9 0.000 0.000 0.000 0.000

10 0.001 0.001 0.000 0.000
11 0.000 0.000 0.000 0.000
12 0.000 0.000 0.000 0.000
13 0.000 0.000 0.001 0.001
14 0.000 0.000 0.000 0.000
15 0.163 0.163 0.000 0.000
16 0.000 0.000 0.000 0.000
17 0.000 0.000 0.000 0.000
18 0.013 0.011 0.000 0.000
19 0.001 0.002 0.001 0.001
20 0.000 0.000 0.000 0.000
21 0.010 0.009 0.029 0.039
22 0.000 0.000 0.000 0.000
23 0.000 0.000 0.022 0.016
24 0.011 0.011 0.004 0.005
25 0.000 0.000 0.094 0.088
26 0.002 0.003 0.000 0.000
27 0.256 0.252 0.000 0.000
28 0.000 0.000 0.000 0.000
29 0.000 0.000 0.000 0.000
30 0.000 0.000 0.000 0.000
31 0.005 0.006 0.000 0.000
32 0.119 0.131 0.000 0.000
33 0.000 0.000 0.001 0.001
34 0.208 0.194 0.000 0.000

Table 6.2: The results of the statistical weighting of the conformations of the µ-opioid
receptor at T = 293K. Both, for the deprotonated and the protonated state,
the two strategies Direct Free Energy Reweighting (DFER) and Estimation of
Entropy Differences Reweighting (EEDR) are opposed to each other.
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(a) Cluster 27 of the deprotonated system with a statistical weight of w27 ≈ 25%.

(b) Cluster 1 of the protonated system with a statistical weight of w1 ≈ 85%.

Figure 6.10: The two most probable conformations of the µ-opioid receptor for the depro-
tonated and the protonated system based on separate samplings in 34 clusters
and a following reweighting. Visualization with VMD, secondary structure,
(left) front view, (right) view into the binding pocket. In the protonated sys-
tem (b), the transmembrane helix 6 (TM6) is displaced outwards, which is
described by Huang et al. [45] as a characteristic for the receptor in the active
state. Additionally, we can observe that the way into the binding pocket is
more open in (b).
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6.4 Conclusion and discussion

The µ-opioid receptor is an important transmembrane protein that is responsible
for the perception and alleviation of pain. Because of the increasing misuse and
overdosing of analgesics during the last years and the threat of serious side effects,
the investigation of the µ-opioid receptor (MOR) became more and more important.
By understanding the responsible mechanisms that lead to the activation of the
receptor in the inflamed tissue, new analgesics with no or only few side effects can
be developed, hopefully.

One of the major challenges is the extraction of the MOR out of the organism,
and the complete presentation as crystal structure. The molecular model of the
µ-opioid receptor in this thesis was built based on the crystal structure found in
2012 by Manglik et al. [65]. For their studies, they used the µ-opioid receptor
from the Mus musculus, the house mouse, emphasizing that it differs only in four
residues in the resolved part of the structure from the human MOR, none with
contacts in the ligand-binding pocket. However, Seok et al. stated in 2013 [89]
that mouse models are not useful to study human inflammatory diseases, starting
a controversial debate. Two years later, Takao and Miyakawa [101] analyzed the
same data but with different assumptions and methods and found exceptionally
significant correlations between mouse and human models. Nevertheless, the use
of mice models in the research of human diseases requires the careful attention of
differences and similarities between mice and men [77].

Another source of error is the incompleteness of the crystal structure of the
µ-opioid receptor on which the molecular model in this thesis is based. Single
missing atoms of existing residues could be added using the GROMACS software,
but it was not possible to append whole amino acids to the receptor afterwards,
so that the molecular model of the MOR stays incomplete. Some of the missing
residues that were not located in the experiment but that were listed with their
sequence number could be used for the alignment with rhodopsin since only the
residue names and not the position of single atoms is required therefor.

Before we could start with the analysis of the µ-opioid receptor, we had to
create a molecular model. Naturally, the parametrization of the receptor is only an
approximation of the real behavior of the MOR. From many possible force fields,
we, hopefully, chose the most suitable. Anyhow, the simulation box represents
only a minor part of the environment of the µ-opioid receptor, so that interactions
with other (membrane) proteins or ion channels cannot be taken into account. The
setting of the inflamed tissue was implemented by changing the protonation state,
assuming that the pH value is the only differing characteristic in the inflamed tissue.
For this, additional hydrogens were attached to each amino acid histidine in the
molecular structure of the MOR.

In the first part of this chapter, we analyzed the Coulomb interactions between
ligand and receptor (MOR). The comparison of the electrostatic potential maps of
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the µ-opioid receptor in healthy and inflamed tissue lead to the assumption that
a positively charged ligand, e.g. morphine, finds its way into the binding pocket
faster. Though, several simulations with the small, positively charged molecule
ammonium showed that, in the protonated system, the entropy is higher, i.e. the
ammonium is moving much more, and there are almost no electrostatic interactions
between the ammonium and the MOR. This observation can be justified by the
chemical properties since a positively charged ligand is repulsed by a positively
charged receptor. With these results, hypothesis (1) stated in section 2.4 could be
falsified.

In the second part of this chapter, we analyzed hypothesis (2), i.e. the confor-
mations of the receptor in healthy and inflamed tissue. The generation of starting
structures for the separate samplings is based on cluster data of rhodopsin, using the
in chapter 4.3 introduced method of the Hierarchical Relevant Descriptor Detector
and a sequence alignment. Although both receptors belong to the same family,
the results of rhodopsin cannot be transferred one-to-one to the MOR. Anyhow,
since the starting structures are only a tool to start separate trajectories indepen-
dent from the data of rhodopsin, transcription errors are insignificant. With 34
separate trajectories of 6 ns for each protonation state we sampled (parts of) the
conformation space. Since there is no convergence criterion for the parallel run-
ning molecular dynamics simulations, and since the starting points are probably
not distributed over the whole conformation space, the 34 trajectories did probably
not sample the whole conformation space. However, we assumed that the trajec-
tories covered the most important parts of the conformation space, and applied the
in chapter 5 presented direct reweighting strategies, as we cannot easily derive the
global distribution from the local distributions. The results are very promising:
in the healthy tissue, there were five clusters with a statistical weight higher than
10%, but all less than 26%, comparable to the electrostatic potential map where the
deprotonated receptor was negatively charged at several positions, offering many
possibilities to interact with the ligand. In contrast, in the inflamed tissue, there
is only one cluster with a very high statistical weight of 85%, similar to the few
negatively charged amino acids in the electrostatic potential map of the protonated
receptor. A visualization of the two most probable conformations of the deproto-
nated and the protonated receptor showed the typical outward displacement of the
transmembrane helix TM6 and the more opened binding pocket in the inflamed
tissue. Unfortunately, we had to scale the values of the potential energy for the cal-
culations of the statistical weights because they were (absolutely) too high. For this
reason, and also because all calculations during the analysis of the µ-opioid recep-
tor are susceptible to errors, the results have to be considered carefully. Anyhow,
following these results, the reason for the better effect of analgesics in inflamed
tissue is (at least partly) due to the different conformations of the MOR.





Chapter 7

Outlook

The investigation of pain relieving drugs that act in the inflamed tissue only and,
thus, have no side effects, gets more and more important [36, 110, 80]. The idea
of polarizing opioid ligands in order to decrease the blood-brain barrier permeabil-
ity [97, 107, 96] failed because of peripheral side effects or unfeasible blood-brain
barrier impermeability at higher doses. Another approach involved carriers that
were engineered for the target delivery of drugs [44, 15], but was unsuccessful due
to allergic reactions to proteins, instability in the circulation and other reasons. Be-
sides the promising approach of Spahn et al. [94], where the novel agent NFEPP
selectively activates the opioid receptors in the inflamed tissue only, González-
Rodríguez et al. [34] found a way to selectively release morphine in injured tissue
only, by covalently attaching it to a hyperbranched polyglycerol using a cleavable
linker. The approach of Spahn et al. is unprecedented since it is based on structural
changes of ligand and receptor under pathological (dynamic) conditions instead
of considering physiological (static) conformations only, and shall build the basis
for a new class of pain relieving drugs, hopefully. Both novel agents are already
successfully tested in vitro and in vivo, and may serve as prototypes for analgesics
without side effects in the future.

The effect of the pH value on the µ-opioid receptor was discussed in this the-
sis. As another approach, the influence of the temperature could be investigated
since inflamed tissue has a higher temperature than healthy tissue. Temperature-
dependent drugs are also important for the application in targeted temperature man-
agement, i.e. lowering of the body temperature to prevent brain injury after an
accident or cardiac arrest. Looking a step further into the future, with temperature-
dependent drugs, even a human hibernation might be possible [57].

For the validation of our computational results, chemical experiments can be
conducted. With the ATR-IR method (attenuated total reflection infrared spec-
troscopy), liquid samples can be examined. By projecting the IR radiation on a
prism of silicium, the resulting evanescent wave typically goes 1 µm deep into the
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Figure 7.1: ATR-IR with SEIRA (with kind permission of Dr. Jacek Kozuch).

sample. The surface enhancement SEIRA (surface-enhanced infrared absorption
spectroscopy) [4] enables a depth of only 8 nm by coating the prism with a nano-
structured gold film of 50 nm thickness, and, thus, allows the study of monolayers,
compare Figure 7.1. The IR radiation generates an electrical field above the gold
film that is nearly perpendicular within the first 8 nm, leading to an enhancement
of intensity and a perpendicular polarization. In this way, vertical vibrations are
measured with a higher intensity, so that the orientation of the sample can be eval-
uated. By using the gold film for the binding of the protein within the membrane,
the protein is in a preferably native environment and firmly bound to the surface,
so that only small amounts of the protein are necessary and modifications at the
same mono-film are possible, like changing the pH value or adding ligands. The
results of this experiment can be illustrated with a spectrum that describes the sec-
ondary structure in terms of characteristic bands, so called amide vibrations. By
inducing local structural changes, the spectrum shows several sharp peaks, repre-
senting changes of single bonds, e.g. (de)protonation of acid/basic groups, but also
changes in the secondary structure. The presented experiments were planned in
cooperation with the Institute for Chemistry of Technische Universität Berlin, but
the collaborators did not succeed in extracting and purifying the required µ-opioid
receptor.

The redundancy of extensively chemical processing is one of the reasons why
computer based drug design is becoming increasingly important. Furthermore,
computational methods can help to save time and expense for synthesizing each
possible compound by calculating binding affinities and finding the optimal struc-
ture with the computer [50]. Another incentive is the desired reduction of animal
testing, at least in the initial phase of the drug design. Despite the expected ongoing
increase of computing power in the future which facilitates molecular simulations
of even larger molecules and time scales, the big data has to be stored, processed
and analyzed, however. Coarse graining methods as presented in chapter 4 will play
an important role, and new strategies in the theory of Markov State Models (MSM),
that we introduced in chapter 3.3 as conformation dynamics, are developed [113].
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For instance, by combining Markov State Models with reaction-diffusion (RD),
simulations at large timescales but with observations in atomic detail might soon
be possible [29].

Essential for the development of the novel agent NFEPP is the close collabo-
ration of mathematicians, biologists, chemists and clinicians. The combination of
their knowledge and competence facilitates the efficient translation of the results
from in silico, in vitro and in vivo studies. Hopefully, the novel opioid ligand will
succeed in clinical studies, and soon, be used as a pain relieving drug without side
effects, helping millions of people all over the world, in this way.
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Zusammenfassung
In der vorliegenden Dissertation werden neu erarbeitete Methoden der Konforma-
tionsdynamik für die computergestützte Untersuchung des µ-Opioidrezeptors ver-
wendet. Dieser Rezeptor ist ein transmembranes Protein, welches insbesondere für
die Wahrnehmung und die Linderung von Schmerz wichtig ist. Eine Behandlung
mit den momentan verfügbaren Schmerzmitteln ist jedoch mit verschiedenen, teil-
weise schwerwiegenden Nebenwirkungen verbunden. Daher ist es erstrebenswert,
ein Schmerzmittel zu entwickeln, welches nur im entzündeten Gewebe wirkt und
somit nebenwirkungsarm bzw. -frei ist. Vorausgegangene Untersuchungen des
Rezeptors bezüglich der Wirkung von Schmerzmitteln zeigten bereits, dass Anal-
getika eine bessere Wirkung im entzündeten Gewebe erzielen, welches insbeson-
dere durch einen niedrigen pH-Wert gekennzeichnet ist. In dieser Doktorarbeit
werden mögliche Gründe für das unterschiedliche Verhalten des Rezeptors im
gesunden und entzündeten Gewebe erörtert.

Im ersten Teil der Arbeit beschäftigen wir uns mit der Konformationsdynamik.
Nach einer Einführung in die Theorie der molekularen Simulation werden neue
Methoden vorgestellt, mit denen die Rechenleistung in der Konformationsdynamik
stark verbessert werden kann. Zunächst wollen wir die hohe Dimensionalität des
Konformationsraums durch Coarse Graining Methoden reduzieren. Die erste Me-
thode clustert die Bewegungen von Partikeln nach bestimmten Kriterien, dabei
handelt es sich um ein Coarse Graining der Zeit basierend auf Markov State Mo-
dels. Die zweite Methode erzielt eine Beschreibung von relevanten Bewegungen
durch wenige Deskriptoren anstatt des hochdimensionalen Zustandsvektors. Im
nächsten Schritt stellen wir zwei neue Strategien für eine direkte Berechnung von
statistischen Gewichten metastabiler Mengen vor, die auf der Schätzung von Dif-
ferenzen der freien Energie basieren. Der erste Ansatz erfordert eine inverse De-
tailed Balance Bedingung, der zweite approximiert Entropiedifferenzen.

Im zweiten Teil erfolgt die computergestützte Analyse des µ-Opioidrezeptors
unter Verwendung der vorgestellten Methoden. Die zuvor aufgestellten Hypothe-
sen, warum Analgetika im entzündeten Gewebe besser wirken, sollen geprüft wer-
den. Im ersten Abschnitt untersuchen wir die Coulomb-Interaktionen zwischen
Rezeptor und Ligand und erkennen, dass diese im entzündeten Gewebe einen gerin-
geren Einfluss haben als im gesunden Gewebe. Im zweiten Abschnitt analysieren
wir die Konformationen des µ-Opioidrezeptors im gesunden und entzündeten Ge-
webe mit dem Resultat, dass es im entzündeten Gewebe eine klar präferierte Kon-
formation gibt, wohingegen es im gesunden Gewebe mehrere ähnlich wahrschein-
liche Konformationen gibt. Auch wenn diese theoretischen Berechnungen nicht
praktische Untersuchungen ersetzen können, geben unsere Resultate Hinweise da-
rauf, dass die bessere Wirksamkeit von Schmerzmitteln im entzündeten Gewebe
unter anderem in der Konformationsänderung begründet liegt.
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