Chapter 2 - Sub-dendritic synapse targeting and
postembryonic dendritic geometry remodeling of
an identified neuron subserveits changing
behavioral role

2.1 Abstract

Are the geometries of a dendritic trees and sulHeglsynapse distribution within these
trees optimized to affect a neurons input outpummatations and thereby network and
whole brain function? Due to difficulties in detemimg sub-dendritic input synapse
distributions and in relating dendritic geometryliehavioral function only few data
exist to address this question. In holometabolossadts, like the motManduca sexta,
structure and function of individually identifiabtentral neurons are changes during
metamorphosis, allowing for studies that direcliate dendritic geometry to behavioral
function. Here we show that the functional transfation of the individually identified
motoneuron 5 from a slow larval crawling into atfaslult flight motoneurons is
accompanied by dendritic remodeling and distineingfes in sub-dendritic targeting of
GABAergic inputs. Sub-cellular synapse targetinguss in a stage specific manner and
is not a function of neuropil structure but musy k@ specific sub-dendritic recognition
mechanisms. Computational models taking the neu®mmensional geometry into
account indicate that dendritic geometry is modifs@equately during postembryonic
development to meet changing behavioral requiresnemtd that sub-dendritic synapse
targeting yields different input-output computasdhan random synapse distributions.

2.2 Introduction

During brain development a large number of neurdvave to be connected
appropriately to form the complex neural circuiégsential for adequate brain function.
On the single neuron level hundreds or thousandsmmit synapses are scattered
throughout the dendrites. Both, dendritic geometng the distribution of synapses
through the dendrites may affect integration angbatucomputations (Koch and Segev,
2000). However, only few examples indicate thatdilitic geometry might be tuned
towards behaviorally relevant computations (Singted Borst, 1998; London and
Haeusser, 2005). Furthermore, it remains mostlyeanavhether synapses are targeted
to identifiable sub-dendritic domains of individuadurons, and whether such targeting
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might play an important role for behaviorally redew computations? An alternative
possibility could be that evolution has acted toxmméze the density of synapses
(Chklovskii et al., 2000) at any given unit lengthdendritic cable.

Sub-cellular targeting of synaptic inputs takexela neocortex, where different types
of GABAergic inputs are directed to the perisomaind the distal dendritic regions of
pyramidal neurons (Somogyi et al., 1998; Di Cristal., 2004). Input targeting to the
perisomatic region is crucial for temporal inputegration (Pouille and Scanziani,
2001), but the behavioral consequences remain wkn&imilarly, with regard to
excitatory inputs the number of AMPA-type glutamageeptors is increased at distal
dendrites of pyramidal cells (Stricker et al., 199&gee and Cook, 2000; Andrasfalvy
and Magee, 2001). Such findings suggest rules yoapse distribution along the
proximal to distal dendritic dimension. Moreoveven individual dendritic branches
may have distinct molecular compositions, rendervgyy precise sub-dendritic
targeting possible (Horton and Ehlers, 2003). Sab-specific synapse distribution may
contribute to computational processes by compattatization of a neurons’ dendritic
tree into a multiunit system (Rabinowitch and Se@®06). Do complex dendritic trees
exhibit distinct addresses for sub-dendritic inpyhapse targeting, and are dendritic
architecture and synapse distributions of imposarfor adequate input-output

computations?

To address this question we combined high resaluttonfocal laser scanning
microscopy (CLSM) with precise 3-dimensional detidrisurface reconstruction
(Schmitt et al., 2004) and automated co-localizatioalysis to map the distribution of
potential input synapses through entire dendniges (Evers et al., 2005). The concept
of 'potential synapses' derives from the fact tweitact between axons and dendrites is
necessary to form an actual synapse (Stepanyant.,ef002; Stepanyants and
Chklovskii, 2005). We fully employ CLSM resolutioto map the contacts of
GABAergic terminals onto dendritic surface reconstions, obtained from intracellular
stainings of the motoneuron 5 (MN5) in the ventratve cord of the mothyianduca
sexta. The use of an insect preparation allows for mejatiendritic architecture and
intricate sub-dendritic synapse distribution rulesbehavioral function. MN5 can be
individually identified from animal to animal, evdretween different developmental

stages. During metamorphosis, synaptic input antritec structure are remodeled
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while MN5 becomes transformed from a slow crawlingp a fast flight motoneuron
(Duch and Levine, 2000). Therefore, postembryoh&@nges of dendritic geometry and

synapse distribution rules can be related to dgwveémtal changes in function.

2.3 Material and Methods
2.3.1 Animals

Manduca sexta were obtained from a laboratory culture rearedadificial diet

(Bell and Joachim, 1976) under a long-day photageregime (17/7 h light/dark cycle)
at ~26°C.

Both chronological and morphological criteria wersed for staging of animals (Bell
and Joachim, 1976; Reinecke et al., 1980; Tolberale 1983). In summery, L5
represents an animal from the fifth larval instad &0 the day of pupal ecdysis. Pupal
life was divided into 18 stages, each of whichddsapproximately one day. In this
study the stages L5, PO, P4 and adult were usadeBtion and intracellular recording

were performed as described in Duch and Levine@R00

2.3.2 Intracedllular labeling, immuncytochemistry, image acquisition and

quantitative mor phometry

Intracellular staining and immunohistochemistry aveonducted as described in Duch
and Levine (2000) and Evers et al. (2006). Briefity, intracellular labeling of MN5 a
thin walled glass microelectrode (25-3%Mip resistance) was filled with a mixture of
7 % Neurobiotin (Linaris GmbH, Wertheim-Bettinge@ermany) and Rhodamin-
Dextran (Invitrogen, Carlsbad, CA, USA) in 2 M pstaum acetate. An air bubble was
left between the dye filled tip and the shaft filleith 2 M potassium acetate to avoid
dye dilution. Following intracellular penetratioh N5 (identified by antidromic spike
initiation via extracellular nerve 1 stimulatiorijet dyes were injected iontophoretically
by a constant depolarizing current of 3 nA for d4%0 minutes. Then the electrode was
removed, the ganglia where fixed in 4% paraformayde in phosphate-buffer solution
(PBS, 0.1M) for 2 h at room temperature. Gangliseweashed in PBS (0.1M) six times
for 15 minutes each. Then tissue was treated onaentional microwave at 750 W for
2 times at 4° C to enhance antibody penetration nding. This was followed by
additional 2 washes in 0.1 M PBS for 15 minuteshemad dehydration in an ethanol-
series (50, 70, 90, and 2 times 100 %, 15 minwek)e Preparations were treated in a

1:1 mixture of pure ethanol and methyl salicylas 6 minutes and cleared in
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methylsalicylate. This was followed by 5 minutesatment in a 1:1 mixture of pure
ethanol and methyl salicylate, rehydration in acdading ethanol series, 4 washes in
PBS-triton x (0.5 % triton in 0.1 M PBS). Primamtidbody incubation with anti-
Synapsinl (SynOrfl, kindly provided by Prof. Buchn®&niversity Wirzburg; 1:100)
and anti-GABA (Sigma-Aldrich Chemie GmbH, SchnetfddGermany; 1:400) were
conducted for 36 hours in PBS-triton x (0.3 %).sIvas followed by 6 washes in PBS
(15 minutes each) and incubation with secondaryibadies. Neurobiotin was
visualized with Cy2-streptavidin (Invitrogen, Kause, Germany; 1:750); GABAergic
processes were visualized by incubation with Cy3pted mouse anti-Rabbit (Jackson
Immunochemicals Inc., Suffolk, UK; 1:200), and syti@terminals were visualized by
incubation with Cy5-coupled rabbit anti-Mouse aatlp (Jackson Immunochemicals
Inc.; 1:200). This was followed by 6 washes in RBS M), dehydration in an ethanol
series (see above), 5 minutes treatment in a 1xturei of pure ethanol and methyl
salicylate and clearing and mounting in methylcsédite.

2.3.3 Data acquisition

Images were acquired with a Leica TCS SP2 conftasgr scanning microscope
(Bensheim, Germany) using a Leica HCX PL APO CS dbxmmersion objective
(numerical aperture 1.25). To prevent crosstalkwbeh overlapping fluorescent
emission wavelength sequential scanning mode wed. 3y2 and Cy5 were scanned
simultaneously by using excitation wavelengths 88 4m (argon laser) and 633 nm
(helium neon laser). Cy2 emission was detected dmtwi95 and 530 nm, and Cy5
emission was detected between 640 and 670 nm. d&s-talk between the channels
was detected. Cy3 was excited with a green neoer las 543 nm and detection
wavelength was between 550 and 590 nm. Switchingvden Cy3 scanning and
Cy2/Cy5 scanning was conducted after every frame.

By optimizing the sample preparation procedure escidbed previously (Evers et al.,
2005), we can discriminate structures with a di@met below the emitting wavelength,
approaching the theoretical limit of half the emitwavelength (300 nm), at least in
XY (Evers et al., 2005; 2006). The smallest denddtameters we find in MN5 are
above 400 nm diameter. Electron microscopy of Maadhoracic motor neuropil at the
developmental stages relevant for this study detrates that synapsin |
immunolabeled synaptic terminals appear as dispnotta of 300 to 3000 nm diameter

(Hohensee et al., 2007). Therefore, precise 3-déinaal reconstructions of dendritic
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surface (see below) can be used to map the distmbwf immunolabled synaptic
terminals onto the dendrites of identified motormegt:.

2.3.4 Image analysis

Confocal image stacks were further processed withir&3.1.1 software (TGS). We
used custom developed Amira plugins for 3-dimerdiaeconstruction of dendritic
segments as published previously (Schmitt et &Q42 Evers et al., 2005). These
deliver precise quantification of midline and didereas well as a triangulated surface
definition fully exploiting optical resolution. Taddress the distribution of putative
input synapses into the dendritic tree of MN5, inmmlabeled synaptic profiles were
used. For guantification of the distribution of imnolabeled profiles along dendrites,
the generated surface description was used to latdcthe staining density within
300 nm from each surface element, a triangle. Thsitipn of the triangle was
determined perpendicular to the midline of the egponding reconstructed segment
(for details see Evers et al., 2005). A recentted@acmicroscopy study demonstrated
that this procedure accounted for all synaptic iteats located in the thoracic motor
neuropils of Manduca, but that it produced appratety 20 percent false positive
synapses if only one immunolabel was used (Hoheeseag, 2007). In this study this
procedure was done for two immunolabels, anti-sgmap and anti-GABA. The
correlation of both was used to indicate sites wthpve GABAergic input synapses.
Snapshots of scenes rendered in Amira-3.1.1 asnged into figures with Adobe
lllustrator CS and Photoshop CS (Adobe Systemsrjhacated).

For statistical analyses, morphological parametggorted as ASCIll-tables generated
from Amira were imported into R (R Development Cdream, 2004). Statistical
analysis was conducted with the programs Statig8tatSof, Hamburg, Germany) and
Microsoft Excel. Anova with Newman Keuls post hasrparison were used to test for
statistical differences among multiple experimengabups or multiple classes of
dendrites, e.g. between dendrites located in @iffeSholl spheres. Student'test was
used for comparisons of morphometric parameteradsat the larval and the adult
MN5.

2.3.5Morphometric analysis

The overall structure of MN5 is depicted in figues to D. MN5 is a unipolar cell. The

axon projects through the mesothorac nerve 1, hedcell body is located on the
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contralateral side of the ganglion. Axon and celllypare connected by a large primary
neurite (link segment) from which all major dendribranches arise. Therefore, the
integrative zone might be spread along the majongny neurites from the cell body up
to the origin of the axon. To account for this teatin our morphometric analysis, we

defined all dendritic branches originating

from the primary neurite as™lorder braches, virtually eliminating the link segmts
(which are treated as 0 order branches / branattg)dietween cell body and axon, and
therefore

collapsing the reconstruction onto one virtual origyalues referred to as relative to the
collapsed origin therefore regard the distancerdeioon the respective subtree up to its
insertion into the cell body — axon link segmemtstances stated as along tree distance
are measured as path length from the O order brainttie subtree along the midlines of
the reconstruction. Air distance values refer ® skraight line length in 3dimensional

space to the 0 order branch point of the subtree.

2.3.6 Synaptic density counts

Density counts for synaptic terminals were condiidgte volumes of the following

dimensions: 50 x 50 x 12.3 um (xyz). Within eactbeedhe number of GABA- and

synapsin | immunopositive voxels was counted udinggeJ software (NIH) with a

plugin that combines intensity threshold segmematvith a 3D connected components
extraction (3D objects counter by Fabrice Corde8ernstitut Curie, Orsay, France;
ImageJ). Image segmentation of complex immunoda&aassigning a certain voxel as
signal respectively background, will hardly everdtesolutely accurate. In contrast, it is
rather an optimization task that estimates the bhpproximation to a given staining
pattern. Since neither pattern nor intensity basgdrithms are universally applicable,
we here compared the outcome of two approachestimate the data integrity. In a
first approach, manual threshold was determinedh liljird person using a threshold
mask in ImageJ without knowledge of the type of ih@munostaining and the

developmental stage. This analysis was conduciadlplfor all cubes. Additionally, a

second standardized method was applied to defimeshblds automatically. For each
immunostaining the staining intensity of all voxelsthin a cube was plotted as a
frequency distribution intending to find the noipeak of each staining within the
different images of GABA and Synapsin |. After remb of depth dependent

background alterations with a rolling ball algonththe noise peak (offset/ detector/
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technical noise) was found within the first 10 gnelues for all image stacks (grey
scale: 0 to 255). For the purpose of finding a eovetive approach to eliminate slight
fluctuations of the voxel intensity, graph 10ersbivave been created. Normalization has
been done to the first bin (which represents bamkui). Thereby a normalized voxel
frequency distribution is achieved and thresholdr faccepting a voxel as
immunopositive in a conservative manner was defiagdrightest 10 percent of all
voxels. In all cubes the frequency distribution vgésep at this 10 percent value. This

represents a good approximation for the transitiom signal to background.

2.3.7 Muulti-compartment modeling

Theoretic modeling of the passive integration @ceic discharges of dendritic trees
has been done in Neuron. The import of the recocsd geometries of MN5 at
different developmental stages into Neuron was d@ng@escribed earlier (Evers 2005).
Due to the lack of accurate values for the passieetrical properties of Manduca
motorneurons, we used values commonly applied fertebrate and invertebrate
neurons (specific membrane capacity cm=1.1%*Fcm? axoplasmatic resistance
Ra=450hm*cm) with following passive leak conducimc pas=0.0001667 ohhtom

2 and equilibirum e_pas=-65mV).

Synapse localization probabilities determined adieed above were transformed into
a discrete map of synaptic localizations as follows randomize synaptic positioning
with the constraints of the specific synaptic dmttion characteristics, we used a
random number generator (equal distribution). Wienadized to the total length of the
dendritic arbor to position a given number of sygegon the reconstructed dendritic
arbor. A value of 40% of the maximum synaptic likebd (as determined in the
individual data set) was used as the positive raviteto confirm synapse localization,
and synapses at positions with lower synaptic ilke&ld were removed and
redistributed. The synaptic firing onset was randewh for each individual synapse to
fire once during a simulation, so that the synapiitivation sequence followed a
gaussian distribution with a given width (sigmajl ais

center to be at 10ms after the start of the sinmiaSynaptic activations were realized
with NEURON'’s AlphaSynapse model (tau = 0.8ms, BEguim potential e = -10mV
and maximum conductivity g=700hmi?). To scale the size of the larval dendritic tree

to match the adult length, we changed each deadtnch length by multiplication
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with the ratio of total adult to total larval tresngth. All modeling results were exported

as ascii files and analyzed within R (http://ww\riject.org.

2.4 Results

For a quantitative comparison between the brancgemmetry of the larval and the
adult MN5 dendritic tree, 3-dimensional recondiiares (Fig 1C, D) were made from
confocal image stacks (Fig 1A, B). Postembryonianges in the structure of MN5
have previously been described qualitatively (Duahd Levine, 2000), and
quantification has been conducted by manual renactgin (Libersat and Duch, 2002),
but a thorough quantitative analysis based on owgmt novel semi-automatic
reconstruction tools (Schmitt et al., 2004; Evéralg 2005) has been lacking.

Clearly, the postembryonic development of MN5 frantarval crawling into an adult
flight motoneuron is accompanied by a significamtrease in total dendritic length
(adult: 39716 + 3838 um; larva: 26227 + 267 um (Hig). This is caused by increases
in the mean length of the individual dendritic bthes from 4.12 + 1.17 to 5.01 + 1.04
um (Fig 1F) and by an increase in the number oflden branches (adult: 8413 + 2238
dendritic branches; larva: 6577 + 1696 dendritianghes; Fig 1 G). In addition the
mean radius of the individual dendrites is increasignificantly from 0.28 = 0.09 to
0.34 £ 0.07 um (Fig 1H).

The pervasion of the neuropil by the dendritic tafeMN5 can be assessed by
calculating the relative space occupied by all diéeslwithin the volume defined by the
3-dimensional perimeter of the dendritic field. \d&fine this value as dendritic density.
Dendritic density is almost twice as big in the lads compared to the larval stage (Fig
11), because maximum dendritic path lengths arelairbetween both stages, but the
number, mean length and mean radius of the desdaiteincreased in the adult MN5.
The increase in the number of dendrites is mosdlysed by adding dendrites in the
branching orders 1 to 20 in the adult MN5 (Fig JAJfirst order dendrite is defined as
any dendrite branching off the primary neurite whaonnects the cell body and the
axon in MN5 (see figures 1A, B). A second orderntais defined as any dendrite
branching off a first order branch, and any deedbitanching off an n-order dendrite is
defined as n + 1 order dendrite (see methods). achdt MN5 also contains more
dendrites in the branch orders 20 to 40, but imérgorders (40 to 75) the number of
dendrites is similar between the larval and thdtadi5 (Fig 1J). The mean radius of
the individual dendritic branches is larger in adibén in the larval MN5 (Fig 1H). This
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Figure 1. Morphometric comparison of the larval and the adult MN5S

Representative confocal images of the larval (AJ #me adult (B) MN5. Both images are
projections views of all optical sections into doeal plane to visualize all central projections
in one overview image. The cell body (cb) is lodat®ntralateral to the axon, and both are
connected by a primary neurite which also gives tisall major dendritic branches. Images of
3 - dimensional reconstructions are depicted inf@€C}the larval MN5 and in (D) for the adult
MNS5. Both cells are shown in xy-, zy- and zx-vieQ@uantitative morphometric parameters as
averaged from 3 representative larval (black blleack triangles) and 4 representative adult
(grey bars, grey triangles) reconstructions arevsehio D to L. Total dendritic length (TDL) is
significantly increased in the adult MN5 (E). Medendritic length (MDL) (F), the number of
dendrites (G) and dendritic density (I) are higimethe adult than in the larval MN5 but these
differences are not statistically significant. Medendritic radius (H) is larger in the adult as
compared to the larval MN5. Branch order analybisns that the number of dendrites (J) of
the adult MN5 is much higher in all branch ordesscampared to the larval MN5, but peaks in
the branch orders 5 to 35. In the adult MN5 meamnddgc radius (K) higher in all branch
orders as compared to the larval MN5. Mean dewdstigth (L) is increased in the adult in the
branch orders 15 to 45, but is similar in the lammad the adult MN5 throughout all other
branch orders. Statistical significance was test#l unpaired student’s t-test, ** indicate p <
0.01, *indicate p < 0.05 . Scale is 100 pm.

increase in mean dendritic radius is caused bynarease of the radius of dendrites
through all branch orders, and is therefore nosedlby an increase of the diameter of
particular dendrites only (Fig 1K). The increasarean dendritic length (MDL) in the
adult (Fig 1F) is entirely caused by an increase@an dendritic branch length in the
branch orders 15 to 45, but MDL is similar in tevhl and the adult MN5 through all
other branch orders (Fig 1L).

Remodeling dendritic structure during postembryat@gelopment is directly related to
changes in synaptic inputs impinging onto the metwans dendritic tree (Consoulas et
al., 2000; Tissot and Stocker, 2000; Weeks, 200)r MN5 in Manduca it has been
shown that larval synapses are eliminated durisgssiembly of larval crawling circuits,
and MN5 dendrites retract during late larval andyepupal life (Duch and Mentel,
2004). This is followed by dendritic growth and aptogenesis during the
motoneuron’s integration into the newly formed adiight motor networks (Duch and
Levine, 2000; Evers et al., 2006). Postembryonianges in dendritic architecture,
membrane currents and motor function have beenridedcfor MN5 (Duch and
Levine, 2000). This renders MN5 a useful modeldi @whether postembryonic changes
in the structure and function of individual neurare accompanied by stage-specific
rules for sub-cellular targeting of synaptic inptitsough complex dendritic trees. In
principle, stage-specific input-output computati@isiendritic trees could be aided by

function-specific synapse placement. An alternagigssibility is that neuronal shape is
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optimized to minimize the length of wire and to nmaize the density of synapses
(Chklovskii et al., 2000; Chen et al., 2006).

To address the question of function-specific symagdacement versus wiring
optimization for all presynaptic neurons of onensmitter class impinging on the
dendrites of MN5, we examined the distribution loé {tGABAergic input sites on the
dendritic tree of MN5. We conducted immuno-labelagpinst the general presynaptic
protein synapsin | and for the neurotransmitter @AB/hereby the co-localization of
both labels highlights a GABAergic release sitee(seethods, Evers at el., 2005). In the
insect CNS anti-synapsin | immunolabeling can beduss reliable marker for synaptic
terminals (Watson and Schuermann, 2002) and vyipldscta of 300 to 3000 nm
diameter which represent the synaptic terminaluidicly active zone plus reserve
vesicle pool (Hohensee et al.,, 2007). Combiningseéhemmunolabels with an
intracellular staining of MN5 allowed us to assébe distribution of GABAergic
release sites in relation to the dendritic arboivid5. To localize and quantify the
juxtaposition of presynaptic sites to the dendrdibor, we used recently developed
tools to analyze confocal image stacks at the lohibptical resolution (Schmitt et al.,
2004; Evers et al., 2005, see methods). Brieflg tell surface of the neuronal
arborization is reconstructed from confocal imadaclss, and the co-localization
probability of GABA and synapsin-l is calculatedr feach surface element within a
300nm distance.

Using this method we charted the distribution pattef GABAergic input synapses
onto the dendritic tree of MN5 at different devetmgntal stages (Fig 2). As an example,
in figure 2A1 a single reconstructed dendritic lmtans superimposed on an optical
section from a whole-mount immunostained neurogdiast GABA neurotransmitter
(green). Every surface element of the dendrite nsiraction is color coded for the
mean GABA-immunolabel staining intensity within 30 distance. In figure 2A2 the
corresponding optical section of the anti-synapisimmmunolabel (blue) is shown
accordingly. Parts of the dendritic surface recmmtsion with an anti-synapsin | label
within a 300 nm distance to the dendritic surfageaded by warmer colors, indicating
a putative input synapse. To highlight synaptieniaals which contain GABA, we
calculated a correlation coefficient of both, thei-&ABA- and anti-synapsin | image
data. We extracted the average correlation valtl@mB800nm distance to the neuronal

surface in order to restrict the analysis to GABfersynapses only which are in
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Figure 2. Mapping of putative GABAergic inputs onto the dendritic surface of MN5

The surface of MN5 is reconstructed from confocahge stacks, and the co-localization
probability of GABA and synapsin-l is calculated feach surface element within a 300nm
distance. The method is exemplified in (A) withedestive enlargement of one optical section
through one dendritic arbor. First, the surfac®nstruction is superimposed on a single optical
section of anti-GABA immunostaining (green, Al).cBaelement of the surface reconstruction
is color coded for the mean GABA-immunostainingeidity within 300 nm distance, with
warmer colors indicating higher anti-GABA stainimgensity. The same procedure is shown for
anti-synapsin 1 immunostaining from the same opte&tion (A2). The correlation of both
mappings is depicted in (A3). This method is agplier the entire dendritic tree of the larval

MNS5 at the stages larva5 (B1), wandering 4 (B2pabstage 5 (B3) and the adult (B4). Scale is
100 pm.

juxtaposition to the dendritic surface of MN5 (F243). Applying this procedure to all
optical sections produced a complete map for te&ridution of putative GABAergic
input synapses onto the entire dendritic tree 2HY We have previously demonstrated

that relative synapse numbers detected with thisthode correlate with
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electrophysiological analysis of the numbers anglantes of postsynaptic potentials
(Duch and Mentel, 2004). A correlative electrond aonfocal microscopy study in the
Manduca CNS also demonstrates the validity ofgghigedure (Hohensee et al., 2007).

Before testing for site specific sub-dendritic ihgynapse targeting, the overall amount
of putative GABAergic inputs per dendritic surfasas compared between different
stages of postembryonic development to addressqtvestions. First, is the density of
putative GABAergic contacts similar in the larvahwling and in the adult flight MN5,
or do different motor task require different amauat GABAergic input? And second,
do dendritic regression and outgrowth correlatectstrwith the elimination and the
acquisition of putative GABAergic inputs, or do dgas in the number of GABAergic
inputs and the number of dendrites follow differéinte courses? Maps of all putative
GABAergic inputs distributed over the dendriticeref MN5 are shown for the larval
stage (Fig 2B1), the day of pupal ecdysis (Fig 2BR¢ fifth day of pupal life (Fig
2B3), and for the adult stage (Fig 2B4). These dataquantified and normalized by
dividing the dendritic surface area contacted btagiwe GABAergic terminals by the
total dendritic surface area for each of the foewvaedlopmental stages (Fig 3A). More
than seven percent of the dendritic surface oathdt flight MN5, but only five percent
of the dendritic surface of the larval crawling MKeceives putative GABAergic input
(Fig 3A). This difference is statistically signifiot (p < 0.01, students T-test), indicating
that flight spiking patterns might require more ibitory inputs per dendritic surface
than larval crawling spiking patterns. The regressof larval dendrites between the
fifth larval instar (Fig 2B1) and the day of pupmeti (wanderer 4, Fig 2B2) is
accompanied by synapse elimination (Fig 3A) as fr@viously been demonstrated
(Duch and Mentel, 2004). However, the regressediritenfield at stage W4 contains
not only fewer putative GABAergic inputs than thevial dendritic tree, but at stage W4
a smaller portion of the dendritic surface (1.7 cpat) is contacted by putative
GABAergic terminals than at the larval stage (5e8cpnt; Fig 3). This indicates that
during late larval life putative GABAergic synapsae eliminated also from dendrites
that have not retracted. During the initial phabepid dendritic growth within the first
5 days of pupal life (Evers et al., 2006) the caloded reconstruction indicates only
few new putative GABAergic inputs (Fig 2B3). Asesult the relative dendritic surface
area contacted by putative GABAergic input synapdgsipal stage P5 (0.004 percent)
is nearly eliminated compared to stage W4 (1.7 guérd=ig 3). This demonstrates that
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newly formed dendrites between the stages W4 andr@5ot immediately contacted
by GABAergic terminals. The second phase of dewmdmfrowth and maturation
between pupal stage 6 and adult (Duch and LeviG@0;2Evers et al., 2006) is
accompanied by the formation of many new putativeB&ergic inputs (Fig 2B4), so
that the percentage of dendritic surface area imaod with putative GABAergic input
synapses increases more than six-fold between gtagge 5 and the adult stage (Fig 3).
These data demonstrate that the portion of deadntiface area that receives putative
GABAercic input changes during dendritic regressiand outgrowth, and thus,
GABAergic synapse elimination and acquisition aret simply consequences of
dendritic regression and new outgrowth. Furtheendhe density of GABAergic
terminals contacting the dendritic surface of MI5significantly lower in the larval
crawling versus in the adult flight MN5. This cowdither be caused by a higher overall
density of GABAergic terminals in the adult motoeunopil, or alternatively, more
GABAergic terminals might specifically contact tadult dendritic tree as compared to
the larval dendritic tree at similar overall synapiensities at both stages. The latter
would require specific mechanisms to target mofeaibitory synapse to the adult
dendritic tree as compared to the larval dendiige of MN5.

To distinguish both possibilities, we counted tleative numbers of GABAergic
terminals and total terminals in defined volumegha larval and in the adult motor
neuropil. Within the perimeter of the dendriticlfieof MN5 terminals were counted in
three cubes of defined side length (see method#hiWeach cube the number of
GABA- (Fig 3B1) and of synapsin (Fig 3B3) | immuragitive voxels were counted
and divided by the total number of voxels. Thredadbr immunopositive voxels were
defined with two independent methods. First, matimashold was determined blindly
by a third person using a threshold mask in Imaf¥ld, see methods). In addition to
determining the thresholds manually, we also engioy second standardized method
to define thresholds. For each immunostaining tamisg intensity of all voxels within

a cube was plotted as frequency distribution. Tholbk for accepting a voxel as
immunopositive was defined at the brightest 10 getrof all voxels (Fig 3C, see red
lines, see methods). In all cubes the frequenayiliigion was steep at this 10 percent
value, representing a steep transition from sigmélackground. Every voxel count was
conducted with both methods (manual blind threshgldand standardized
thresholding), and the results were processed aghar Since every GABAergic

terminal contains GABA and synapsin |, the overdboth was used to count voxels
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Figure 3. The density of GABAergic contacts with MN5 changes through different stages

(A) shows the number of dendritic surface trianglescontact with a putative GABAergic
terminal normalized to the total number of surfat@ngles for the stages larva 5 (black bar),
wandering 4 (white bar), pupa 5 (dark grey bar}l adult (light grey bar). Error bars represent
standard deviations. The phases of dendritic regmesand dendritic outgrowth as described in
Duch and Levine (2000) are indicated by arrowslahdled boxes.

(B) The relative numbers of GABAergic terminals asttier terminals within the perimeter of
the dendritic field of MN5 (in three cubes of defihvolume, see methods) were counted in
defined volumes in the larval and in the adult mateuropil. Within each cube the number of
GABA- (B1) and of synapsin | (B3) | immunopositivexels was counted and divided by the
total number of voxels. Thresholds for immunopesitivoxels were defined with two
independent methods. First, manual threshold wesdaed blindly by a third person using a
threshold mask in Image J (NIH, see methods). Reptative blindly defined threshold masks
are shown for anti-GABA immunostaining (B2) and &ymapsin immunostaining (B4). Co-
localization was used to determine voxels belongmgutative GABAergic synapses (white
mask in B5). Automated threshold determinationepicked in (C). The staining intensity of all
voxels within each cube is plotted as frequenctritigtion. Threshold for accepting a voxel as
immunopositive was defined at the brightest 10 getrof all voxels as indicated by the red
lines (C). To determine the number of all voxelsaled in other than GABAergic synaptic
terminals, the number of voxels immunopositive &*BA and for synapsin | were subtracted
from the total number of synapsin | positive voxé@le normalize these numbers, each voxel
count was divided by the total number of voxelshimiteach cube. (D) shows the percentage of
voxels that are GABA immunopositive for the lar¢alack bar) and the adult (grey bar) motor
neuropil as determined with both methods (manuiaidbdnd automatic thresholding). Error
bars represent standard deviations. Each bar egeethe mean of 12 cubes from 4 different
animals. (E) shows the respective bar diagram dxels from putative GABAergic terminals.
(F) shows the respective diagram for the ratiolbf@xels belonging to putative GABAergic
terminals divided by all other synapsin | positivexels within each cube. No significant
differences for any of these voxel counts were tbbhatween larval and adult neuropil regions
surrounding MN5 dendrites.

located in GABAergic terminals (Fig 3B5, co-locaitzarea). To determine the number
of all voxels located in other than GABAergic syhiaperminals, the number of voxels
immunopositive for GABA and for synapsin | were sabted from the total number of
synapsin | positive voxels. To normalize these newspeach voxel count was divided
by the total number of voxels within each cube ¢patage GABAergic or percentage
Syn | positive voxels). The percentage of voxedt Hre GABA and synapsin | positive
is in the larval and in the adult flight motor nepi. In all cubes, about 2 percent of the
three dimensional space is occupied with putativeB@ergic terminals, no matter
whether manual (Fig 3D, black bars) or standard{gegl3 D, grey bars) thresholding is
used. The same is true for the percentage of héirderminals containing synapsin |
positive immunolabel (all Syn | immunopositive véxeninus all co-localized voxels).
This most likely reflects all type | terminals, ext GABAergic ones, in the respective
neuropil regions. With both methods we find appnaiely 7-8 percent of the volume
of both neuropil regions occupied with non-GABAergype | terminals (Fig 3E). No

statistical differences exist between both regimnbetween both methods (Students T-
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test, p > 0.65). As GABA is the predominant inloibyt transmitter in the insect CNS
and most other type | terminals in the ventral eecord are cholinergic (Burrows,
1996), an inhibition / excitation ratio (I/E ratican be estimated by the ratio of both
voxel counts (Fig 3F). The I/E ratio is approxinat8.22, it is similar between the
larval and the adult motor neuropil. Only manualesinolding in the larval motor
neuropil yields higher I/E values (Fig 3F, 0.31 feanual thresholding in the larva), but
this difference is not statistically significanh summary, these data demonstrate that
overall densities of GABAergic and other type Int@rals are similar in the larval and
in the adult motor neuropil surrounding the demdriof MN5. Consequently, the
observed higher density of putative GABAergic terals contacting adult MN5
dendrites as compared to larval ones is not a qoesee of terminal availability but
requires higher targeting or higher maintenancesrédr GABAergic synapses on the

adult motorneuron dendritic tree.

However, not only dendritic geometry and synapsesitig but also the distribution of
synapses through the dendrites may affect synapmpiat computations and neuronal
function (Koch and Segev, 2000). To test whetherpgbstembryonic change in motor
function as described for MN5 (Duch and Levine, @03 accompanied not only by
changes in the amount of putative GABAergic ingauif also by stage-specific sub-
dendritic synapse placement we examined whethetipet GABAergic inputs were
scattered randomly throughout the dendritic field whether rules existed for
distributing GABAergic inputs through dendritic lfis. To address this question a
modified Sholl (Sholl, 1953) analysis was conductedr Sholl analysis the entire
length of the primary neurite that houses dendbtenches is regarded as the origin of
the dendritic tree, and is collapsed into one pwirgpace mathematically (Fig 4A, see
green outline, see also methods). Consecutive tfimensional concentric spheres of
40 pum radius were placed around this origin of deedritic tree. To visualize all
dendrites belonging to specific Sholl spheres they depicted in different colors in
figures 4B and C (blue, Sholl sphere 40 to 80; fg2) to 160; green, 240 to 280).
Within each Sholl sphere the surface area in comtéh a putative GABAergic input
synapse is divided by the total surface area i #piere. This normalizes for
differences in dendritic surface area among diffe&holl spheres. The GABA-positive
fraction of dendritic surface is plotted for eadio® sphere for both, the larval and the

adult MN5 (Fig 4D). For the larval MN5 each Shqgbhere receives the same relative
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Figure 4. Sholl analysis reveals non-random distribution of putative GABAergic input into the
dendritic tree of the adult MN5
For Sholl analysis the entire length of the primagurite that connects the axon and the cell
body and houses dendritic branches is regardetieasrigin of the dendritic tree, and it is
virtually collapsed into one point in space (A, sgeen outline, see also methods). Sholl
spheres are defined as consecutive concentricepbérd0 um radius around the origin (white
circles in A). For visualization different colorggsify different Sholl spheres in the larval
dendritic tree (B) and in the adult dendritic tedeMN5 (C, blue, Sholl sphere 40 to 80; red, 120
to 160; green, 240 to 280). For normalization thefage area in contact with a putative
GABAergic input synapse is divided by the totalfaoe area within each Sholl sphere and
plotted as a bar diagram for each sphere (D, Ethtarval MN5 (grey bars) and for the adult
MNS5 (black bars). In (D) the Sholl spheres are ri using linear distance in 3 dimensional
space, and in (E) Sholl spheres are defined ubmglistance along the midline of the dendrites
(see methods). Significant differences betweeredfit Sholl spheres are signified by asterisks
(ANOVA, Duncan post-hoc test, ** indicate p < 0.0dndicate p < 0.05)
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amount of putative GABAergic input throughout aHd spheres (Fig 4D, black bars;
ANOVA, p = 0.29). By contrast for the adult MN5smnificant increase in the relative
amount of putative GABAergic inputs per dendritiaface area occurs in the higher
Sholl spheres (Fig 4D, grey bars, 240 -360 um g§:H&NOVA, p < 0.01). This means
that putative GABAergic inputs occur predominamtigre distally in the dendritic field.
This shift of GABAergic inputs towards the perinteté the dendritic field of the adult
MNS5 is also obvious when using actual distance @lttre run of the dendrites to the
origin, instead of air distances, to define theiirafl the Sholl spheres (Fig 4E, tree
distance, ANOVA, p < 0.01). Tree distance is a mfectional measure, because
postsynaptic potentials (PSPs) have to propagategahe run of the dendrites to the
spike initiating zone. For both air distance argktdistance (ANOVA, p = 0.21) of the
larval MN5, the relative dendritic surface contachy putative GABAergic terminals is
similar throughout all Sholl spheres (Figs 4 D,black bars). These data demonstrate
that the postembryonic change in function of MN5accompanied by a change in
GABAergic input synapse distribution, from a randadistribution in the larval
crawling motoneuron to a shift of putative GABAeargnputs towards the more distal
dendrites.

In principle this postembryonic re-distribution pfitative GABAergic inputs through
the dendritic field of MN5 could be caused in twiietent ways. First, it might simply
reflect a general re-organization of the neurdpilthis case distal dendrites would be
located within neuropil regions with a higher dépaf GABAergic terminals than the
neuropil regions around more proximal dendriteMd5. If every putative GABAergic
terminal had the same chance to make contact om@ghnboring dendrite, a higher
density of terminals would result in a higher ingyhapse number per dendritic surface
area. This case would not require specific sub-déndargeting of GABAergic
terminals onto MN5. Alternatively, the overall ddies in excitatory and inhibitory
terminals might be even throughout all neuropiioag surrounding MN5 dendrites. In
this case the observed shift of putative GABAergput synapses towards higher Sholl
spheres would require that GABAergic terminals tamgeted preferentially to higher
order dendrites. This, in turn, would require specsub-dendritic addresses for
targeting these terminals. To distinguish both ibi#gses, we counted the relative
numbers of GABAergic terminals and total terminalsieuropil regions located within
lower MN5 Sholl spheres with relatively few GABA&dgnputs (Fig 5A, region 1), and

compared these to the numbers of GABAergic and tetainals in neuropil regions
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Figure 5. Overall densities of putative synapses in the neuropil are similar between low and
high Sholl spheresin the adult
The relative numbers of GABAergic terminals andataerminals were counted and compared
between neuropil regions located within lower MNBob spheres with relatively few
GABAergic inputs (A, region 1) and neuropil regidosated within higher MN5 Sholl spheres
with large numbers of putative inputs impinging EIN5 (A, region 2). Within each region
synaptic terminals were counted in three cubes effndd volume (A). Identification of
immunopositive voxels for GABA and for synapsin veasomplished by determining labeling
intensity thresholds with two different methodsdascribed in the methods and in figures 3B,
C. Numbers of immunopositive voxels were normalibgddividing them by the total number
of voxel within each cube. (B) shows that for bogigions and both thresholding methods the
percentage of GABA-positive voxels is approximat2lgercent. (C) demonstrates that for both
regions and both thresholding methods the percentagsynapsin | positive voxels is
approximately 8 percent. Error bars represent stahdeviation. Black bars represent region 1,
grey bars represent region 2.
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located within higher MN5 Sholl spheres with largambers of putative inputs
impinging on MN5 (Fig 5A, region 2). Within eachgren synaptic terminals were
counted in three cubes of defined volume. Withicheeaube the number of GABA- and
of synapsin | immunopositive voxels were counteaténtification of immunopositive
voxels was accomplished by determining labelingensity thresholds with two
different methods as described above (Figs 3B,FG).normalization the number of
immunopositive voxels was divided by the total nembf voxels within each cube.
The resulting percentage of voxels that are GABA synapsin | positive is similar in
region 1 and in region 2. In all cubes, about Z@et of the three dimensional space is
occupied with putative GABAergic terminals, no neativhether manual (black bars) or
standardized thresholding (grey bars) is used §Bi)g Consequently, the accumulation
of GABAergic inputs in higher Sholl spheres of tthendritic surface of MN5 is not
caused by an overall higher density of GABAergitni@als in the respective neuropil
regions. The same is true for the percentage afth#r terminals containing synapsin |
positive immunolabel (all Syn | immunopositive véxeninus all co-localized voxels).
This most likely reflects all type | terminals, ext GABAergic ones, in the respective
neuropil regions. With both methods we find appnaiely 8 percent of the volume of
both neuropil regions occupied with non-GABAergypé | terminals (Fig 5C). No
statistical differences exist between both regimnbetween both methods (Students T-
test, p > 0.65). The resulting I/E ratio is approately is similar between region 1 and
region 2, and no differences are found between tiosholding methods (0.27, data
not shown). In summary, these data demonstrate thigatdendritic tree of MN5 is
embedded into a neuropil that is homogeneous wijand to the density of GABAergic
terminals (Fig 5B), the density of type | excitgteerminals (Fig 5C) and the I/E ratio
resulting from both. Therefore, the Sholl distribns for GABAergic inputs as
observed for the dendritic tree of the adult MN¥$MD, E) are not a consequence of
non-homogenous neuropil structure, but insteadcauvsed by sub-dendritic targeting

of GABAergic terminals preferentially onto higheder dendrites.

In addition to pushing putative GABAergic inputsverds the perimeter of the dendritic
field, are there also specific strategic locali@asi of such inputs with regard to
individual dendritic branches? This raises the jaesvhether GABAergic inputs are

distributed evenly along all the individual bransher whether there are specific rules

for within branch localization? The procedure tstt®r this is depicted schematically
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in figure 6A. In a given dendritic tree each indiwal dendritic branch is divided into 10
sections of equal length. This is followed by ageng over all dendrites of the tree,
whether putative GABAergic inputs are distributedey along the individual
branches, or whether there are sections of indalidoranches which receive
significantly less or more inputs than others. Ewea situation with GABAercic inputs
located predominantly in higher Sholl spheres thagght be distributed evenly along
the individual branches (Fig 6A, middle panel). &ntrast, one could also envision a
scenario in which inhibitory inputs might be tamgttso that they selectively shunt
individual dendritic sub-trees. One possibility wibe that higher order dendrites,
which are thick and give rise to many lower orde¥ndrites, receive putative
GABAergic inputs predominantly at their distal esidthe root of the dendritic sub-tree
they give rise to, but not at there proximal endalttonnects these dendrites to other
sub-trees (Fig 6A, right panel). By contrast, thigher order dendrites might receive an
even distribution of inhibitory inputs. To test laavder thick dendrites and high order
thin dendrites separately, all dendrites of anggidendritic tree were divided into two
classes, thick dendrites between 0.5 and 1 um gaand thin dendrites with radii
smaller than 0.5 pm. For both classes of dendtitesotal surface area and the total
surface area contacted by putative GABAergic inpuwtye determined. The ratio
yielded the percentage of dendritic surface coathbly putative GABAergic synapses.
This ratio showed little variability for either thiaick or the thin dendrites across
different animals at a given developmental stalgeKtdendrites adult, 4.6 £ 0.6 %; thin
dendrites adult, 9.3 £ 0.5 %; larva thick dendrie$ + 0.13 %; larva thin dendrites 5.7
+ 0.13 %; 0.25 %). These values were used to cHlewn expected dendritic surface
area contacted by putative GABAergic inputs witeach of the 10 sections along all
individual dendrites of a given class (Fig 6A, Ip&nel). The null hypothesis was that
on average, the surface of each of the 10 secttmsy each of the dendrites was
contacted by an equal number of GABAergic inpuis, no preferential targeting of
inhibitory synapses was expected along individwuahbhes. Then, the average surface
area contacted by GABAergic synapses was deternfmedach of the 10 sections
along the dendrites by analyzing the putative GARp® input distribution pattern
found within the surface reconstruction. Finallgr £ach section the surface area that
was on average contacted by GABAergic terminals dirdged by the expected surface
area. Consequently, numbers bigger than 1 indi¢htswithin a given section along

the dendrites more GABAergic terminals than expeateke contact. And vice versa, a
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Figure 6. Only in the adult MN5 putative GABAergic inputs occur predominantly at the roots of
thick low order braches

(A) describes the logic and the procedure of theyais shown in B. For analysis each dendrite
of a tree is divided into 10 sections of identiesgth (Al). The hypothesis to test was whether,
on average, putative GABAergic inputs are evenistriiuted along all 10 sections of the
dendrites. Random distribution of excitatory ankilditory synapses along individual dendrites
iIs schematized in (A2, random within branch disttibn). (A3) depicts schematically an
example of random distribution in higher order lofaes, but increased occurrences of
GABAergic inputs to the roots of low order branchd® test whether increased input
incidences occurred on average in any of the 1lflossc(A) along individual branches a four
step procedure was conducted. First, all dendotes tree were divided into thick low order
dendrites (0.5 to 1 um radius) and thin higher odéndrites (radius < 0.5 um). Second, for
each reconstruction the percentage dendritic stittzat was contacted by putative GABAergic
inputs was determined separately for thick andHor dendrites. Third, total dendritic surface
was determined for each of the 10 segments aladigidilual dendrites. Fourth, with the null
hypothesis of an even distribution the overall patage GABAergic input and the total surface
area in each of the 10 dendritic segments (averagedall dendrites) were used to calculate the
expected surface area contacted by GABAergic teisimvithin each of the 10 segments,
separately for thick and for thin dendrites. Fiffor each of the 10 segments the measured
surface areas contacted by putative GABAergic mpuere determined (averaged over all
dendrites, but separately for thick and thin deedji And sixth, averaged over all dendrites and
four different animals within each of the 10 segteealong the dendrites the measured surface
area was dived by the expected surface area atiddpfor all 10 sections. A y-value larger than
one means that within this section averaged ovetlealdrites more surface than expected is
contacted by putative GABAergic inputs. This pragedwas conducted separately thick (B,
white bars) and thin (C, white bars) dendriteshim @adult MN5 and for thick (D, white bars) and
thin dendrites in the larva (E, white bars). Erbars represent standard deviation. Asterisks
indicate significance (ANOVA, Newman Keuls post hest p< 0.01). As additional test a
random number generator was used to calculate domardistribution of GABAergic inputs
throughout the 10 sections. Inputs were averagéamirareas contacted by GABAergic
terminals, dendritic surfaces, and number of brasas determined experimentally. Randomly
generated distributions were plotted for the addN5 for thick (B, grey bars) and thin
dendrites (C, grey bars) and yielded no signifiadifferences between any of the 10 section
along the dendrites.

number smaller than 1 indicates that this spesk#iction along the individual dendrites
was contacted by fewer GABAergic terminals thaneeted. This was done separately
for all thick and all thin dendrites within eachiraal and subsequently averaged over
four adult and three larval animals. For thick d&ed in the adult MN5, the number of
GABAergic inputs is significantly increased in segrh 10 and significantly decreased
in segments 1, 2 and 3 (Fig 6B, white bars, ANOW&wman Keuls post hoc testp
0.01). This means that putative inhibitory inputsrat occur randomly along the run of
individual thick dendrites (between 0.5 and 1 pemntgter), but by contrast are located
with a higher likelihood towards the end of thiokndrites, i.e. at the root of dendritic
sub-trees arising from this dendrite but furthesty from other sub-trees. To double
test whether such a distribution along individuahdrites could occur randomly we
used a random poisson number generator and thessarapse likelihoods and numbers

of dendrites as occurring in each of the animalgesiied to the analysis. No significant
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differences in the occurrence of putative GABAeligjguts were observed along branch
sections within thick dendrites in the adult MN5g(BB, grey bars, ANOVA p = 0.71).
For thin dendrites (0 — 0.5 um diameter) no sigaiiit differences were found between
any of the 10 sections along each of the dend(feas 6C, white bars, ANOVA p =
0.86), nor did the distribution derived from thentmcal data differ from the one derived
from random number generation (Fig 6C, grey barnsgse data demonstrate that in the
adult MN5 only for dendrites with a diameter larglean 0.5 pm specific targeting of
putative GABAergic inputs occurs predominantly todgatheir distal end (Figs 6B, C).
By contrast in the larval MN5 no significant tanget to any of the sections within
individual dendritic branches was observed (Figs ABROVA p = 0.14; 6E, ANOVA p

= 0.22). Therefore, non-random targeting of putaABAergic inputs preferentially
towards the roots of dendritic sub-trees occurtheadult flight but not in the larval

crawling motoneuron.

In summary, the integration of MN5 into the newlyrrhed flight motor networks

during postembryonic development is accompaniedabyeting putative GABAergic

input synapses to specific sub-dendritic addre$3est, putative inhibitory inputs occur
at a higher density at the perimeter of the dewdiigld (Fig 4), and second, low order
branches are targeted with a higher likelihoodhairtdistal end, which is the root of
dendritic sub-trees (Fig. 6). These rules for sebeditic distribution of putative

GABAergic inputs are not a reflection of varyingeoall synaptic densities of this
transmitter class in the neuropil (Fig 5), but &kely to reflect the targeting of

individual presynaptic neurons in a precisely ptedrined fashion. This synaptic
distribution could be the consequence of molectdageting mechanisms helping to
organize synaptic assembly during metamorphosisetién it might also have

consequences for the optimization of the neuroasiputation efficiency to support the
generation of adequate behavior is the question address with the following

computational experiments.

Two concurring ideas exist how GABAergic inputs Icbe integrated into the

sequence of MN5 repetitive firing patterns whichroately lead to the generation of
muscle contraction and therefore behavior. To the extreme, phasic GABAergic
inhibition might prevent the neuron from furtherikspg and reset the dendrite to a
computational ground state to improve precision r@petatability. To the other extreme

GABAergic input could be used to modulate the gairnthe conversion machinery
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which translates a given tonic excitatory synaptigut level into a train of action
potentials with controlled frequency. These two regkes highlight a fundamental
difference on how asynchronous synaptic input miggate to be convoluted into a
membrane potential transient at the spike gengraime of a neuron. In the first case,
the amount of synaptic depression of the neuromldhbe highly dependent on the
degree of temporal input synchronization, and émeporal inaccuracy of synaptic drive
(which is inherent to naturally occurring synaptiput) should be reproducibly filtered
to produce the peak deflection of membrane poteatia defined delay with respect to
the center of the distribution of synaptic actigati The sequence of synaptic firing on
the level of individual synapses should have a mimpact. We hypothesize that this
should be the role for GABAergic input to the addiN5. Highly synchronized cycle
by cycle inhibition should ensure the occurrencégiftly timed single spikes once per
wing beat, and it should reset the dendritic tie@a tcomputational ground state after
every wing beat. By contrast, for the latter caka tarval slow motorneuron, synaptic
firing should translate into a broad shoulder ofmbeane deflection, which is rather
invariant to the degree of input synchronicity. d’e timing of the peak amplitude in
membrane potential change would therefore be wagle We hypothesize that this
should be the case for GABAergic inputs to the datMN5S, because it innervates a
slowly contracting muscle, and during crawling bebait fires tonic bursts of action
potentials, with no demand on spike time precisuthin each burst.

To which extent these properties are due to actigmbrane conductances or whether
a neuron might as well employ its passive integmatproperties of its dendritic
geometry in parallel with specific distribution esl for synaptic loci, is an unresolved
question. We therefore examined how the dendrémngetry and synaptic distribution
characteristics as determined above influence hlaeacteristics of a synaptically driven
transient membrane depolarization in a passiverdentiee.

As the first computational experiment we distrilab&0, 100, and 200 synapses onto a
passive multi-compartment model of the dendriteetof a larval respectively adult
MN5 in accordance to the determined GABAergic sweaglistribution pattern as
described above (see methods). Each synapse wés faet once during a simulation
iteration. The time point of firing onset was randped for each individual synapse, so
that the temporal distribution of the synaptic \eation sequence followed a Gaussian
distribution with a given width (sigma, see methodSimulations were run with 8

different sigmas (0.1, 0.2, 0.4, 0.8, 1.6, 3.2, 6.8ms) to compare different degrees of
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input synapse firing synchronization, with the digitions’ center at 10ms after
simulation onset. To account for both, differemayse firing sequences as occurring at
any sigma larger than 0, and also for differen¢ssivf activated synapses within the
dendritic tree, each simulation was run for 10 petedently drawn synapse loci and 20
different temporal sequences of activation, resgltin 200 simulations per synapse
number and sigma. In figure 7, the different degred input synapse firing
synchronization are depicted in different colorsr the larval dendritic tree (Fig 7A1)
and 50 GABAergic synapses (Fig 7A1, left panel)ffedent degrees of input
synchronization (sigma) do not result in differemhximum depolarization amplitudes
at the root of the dendritic tree. In contrary, geak amplitudes of synaptically evoked
depolarizations are mostly intermingled with regeréamplitude size (y-axis) and time
of peak depolarization (x-axis). By contrast, foe adult dendritic tree and 50 synapses
(Fig 7B1, left panel) the resulting depolarizatiamplitudes segregate for different
degrees of input synchronization. This indicated the adult MN5 evaluates the degree
of input synapse firing synchronization to affe@nmbrane depolarization more than the
activation sequence of the individual synapsesiféerdnt loci within the GABAergic
synapse pool. Figures 7A2 and B2 show the resmetibxplots for the distributions
depicted in 7. Increasing the number of active pgaa to 100 and 200 lead to a more
pronounced segregation of maximum depolarizatiopliéamde in the adult dendritic
tree (Figs 7B1 and B2, middle and right panel). #grk constrast, increasing the
number of activated GABAergic synapses on the lageadritic tree to 100 and 200
increases the overlap of depolarization amplitugfedifferent synaptic synchronization
(Figs 7Aland 2, middle and right panel).

Therefore, maximum depolarization amplitude is ideanore strongly affected by
input firing synchronization in passive models bé tadult as compared to the larval
dendritic tree. The spread of maximum depolariratemmplitudes over all synapse
localizations, activation sequences and sigmas eware similar for the larval and the
adult dendritic tree for any given number of syrespéFigs 7A1, A2, B1, B2). To test
whether the higher sensitivity to input synchrotiaa of the adult MN5 is simply
caused by a different ratio of synapse number atad tree length, all simulations were
repeated with a scaled larval dendritic geometryntich the adults dendritic length
(see methods; Figs 7C1 & 2). Also in a scaled lam@5, for 50 synapses different
sigmas do not yield a segregation of the maximupol@eizations (Fig 7C1 & 2), but
rather emphasizes the dependency on synaptic 8eggence and specific synapse loci.
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Figure 7. Asynchronous synaptic inputs at putative GABAergic sites onto the larval and adult
dendritic tree are summated by purely passive integration properties to support a
behavioraly adequate response.

Plotted are the results of computational modelstmwing the peak depolarization response

over time to peak at the axo-dendritic junctionttaes result of asynchronous synaptic input at

putative GABAergic sites onto the larval (A) anduttdB) MN5. (C) shows the response of a

larval tree which is scaled to the same lengtthasatlult tree. 50, 100, and 200 synapses where

distributed according to the earlier described ptingatterns (figure 4D, E; 10 iterations) and
their temporally asynchronous activation (20 iterat) was drawn from a Gaussian distribution
with different widths (sigma equals 0.1 (blackR (red), 0.4 (green), 0.8 (dark blue), 1.6 (light
blue), 3.2 (pink), 4.8 (yellow) and 6.4 (grey) fisidconds). Al, B1 and C1 show the single data
points and A2, B2 and C2 are the corresponding btots showing the distribution
characteristic, whereas the dotted lines repretbentotal spread of the distribution, the solid
bars represent the space between lower and uppeétilguand the intersection of the dotted
lines demark the median value. In the larval t#8e the peak response is mostly independent of
the degree of synchronicity of synaptic activatias,the distribution of peak responses evoked

by different synaptic synchronicities interleaveatbhigh degree. In the adult tree (B) however, a

synchronicity dependent segregation of peak menebdapolarization can be clearly observed.

This answer characteristic is not just due to tregér adult dendritic tree, as the scaled larval

tree convolutes synaptic input in a qualitativadgntical fashion as the unscaled larval tree,

only the absolute depolarization value is lower.

This set of modelling results strongly suggestst e combination of dendritic
geometry and specific synapse distribution on #rgal dendritic tree evaluates the
activation sequences to affect maximum depolaomatiather than different firing
synchronizations. In addition, in a scaled larvadet the spread of maximum
depolarization amplitudes over all synapse loctbns, activation sequences and
sigmas is almost twice as large as compared foadhdt dendritic tree for any given
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number of synapses (compare Figs 7B1, C1; B2, TBegrefore we conclude that
dendritic geometry is indeed supporting the aboyeothesized behavioral request on
the computational properties of the larval verdus &dult dendritic tree in passive
models.

To tease apart the specific contribution of theotogy of the dendritic tree rather than
the combined effect of branch pattern and synapsteildition, we randomized the
positioning of synapses in regard to the midlinegta of the dendritic tree (Fig. 8). In
the case of the larval tree, we now changed thallaesponse to a synchronization
dependent segregation of the maximum amplitudén@fmtembrane depolarization for
50 synapses (Fig 8A1, A2), and this is augmentel increased synapse numbers (100
synapses: B1, B2; 200 synapses: C1, C2) Randomsgmgpse distribution in the adult
tree however does qualitatively not affect the oese to synaptic input in comparison
to the GABAergic synapse distribution (Fig.8 A3/@3/4). Interestingly, comparing the
response distributions between larval and adulioamzed synapse localization reveals
that the degree of synchronization dependent discation of synaptic activation is
less in the larval tree.

These findings strongly suggest that in the cas@ABAergic activation in the larval
dendritic tree, both specific synapse distributaond tree topology filter the synaptic
activation in co-orperation. Purely passive mecsiasi enable the tree to evaluate the
absolute number and identity of active synapsesymaptic volleys within a period
between 0.1 and 6.4 milliseconds. The adult tregelver mainly filters synaptic input
to strongly reflect the degree of synchronicityaigraded response profile to a increased

timely input coherence.

Synapse localization probabilities as determinguearmentally were transformed into a
discrete map of synaptic localizations (see methddsdemonstrated above (Figs 7A1,
A2) different degrees of input synapse firing syoctization does not segregate into
different amplitudes of maximum depolarization la¢ farval dendritic tree of MNS5.
However, with random synapse distributions somearsgn of the maximum
depolarization amplitudes is observed when the mumdf activated synapses is
increased from 50 to 100 or even to 200 (Fig 8A)-&&peating the same simulation
experiments with synapse distributions as deterchiesgerimentally for GABAergic
inputs for the larval MN5 yields no differences the maximum depolarization

amplitudes, no matter whether 50, 100 or 200 (F§1l-82) synapses are
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Figure 8. Comparison of the effect of GABAergic versus randomized synaptic distribution
patterns on the passive integration of synaptic activation.
Peak membrane depolarizations at the axo-dendjiiection were determined with
computational experiments modeling passive derdritegration and are depicted as described
in figure 7. In case of the larval tree, random &WBAergic synapse distributions lead to
distinct answer profiles for 50 (A), 100 (B) andO2(C) synapses. GABAergic synapse loci do
not allow distinguishing between different degreésynchronicity of synaptic activation, as
the corresponding distributions of resulting peakphbtudes overlap extensively (Al, B1, C1,
left panel; corresponding box plots are shown i2,(B2, C2, left panel)). In contrast, for a
randomized synaptic localization with regard tomfidline length of the dendritic tree, the peak
depolarization responses segregate into less @péniga domains in response to synaptic
activation with different degrees of synchronizat{@1, B1, C1, right panel; corresponding box
plots are shown in (A2, B2, C2, right panel)). he tadult tree, GABAergic and randomized
synaptic loci lead to indistinguishable patternpefk responses in terms of the segregation into
depolarization domains as result to different atton synchronicities (A3, B3, C3, left panel;
corresponding box plots are shown in (A4, B4, &4t panel)). The random distribution of
synapses however seems to lead to a slightly higbpolarization answer (A3, B3, C3, right
panel; corresponding box plots are shown in (A4, 84, right panel)). Temporal synaptic
firing synchronicities follow a Gaussian distritmrii with different widths are depicted color
coded (sigma equals 0.1 (black), 0.2 (red), 0.4dig), 0.8 (dark blue), 1.6 (light blue), 3.2
(pink), 4.8 (yellow) and 6.4 (grey) milliseconds).

activated. This demonstrates that not only demdgeéometry but also the synapse
distribution patterns for GABAergic inputs are dgsd to not evaluate different
degrees of synaptic input synchronization. In addjtexperimentally derived synapse
localization patterns vyield less overall depolar@a amplitudes as compared to
randomly distributed synapses in the larval MN5g(/8). And finally, maximum
depolarization at the root of the larval dendritee varies approximately twice as much
depending on the sequence of activation in simardatiwith experimentally derived
synapse localization as compared to random syrdigs@utions (Fig 8).

For the adult MN5, no experimentally derived dlstitions for GABAergic synapses
and random synapse distributions do not yield aifferdnces with respect to the
effectiveness of different input synapse synchratmins, in both cases different sigmas
cause different amplitudes of maximum depolarizetiqas shown for randomly
distributed synapses in figure 8A3-C4). Howevestributing GABAergic synapses
according to the rules shown in figure 4 yielddighsly higher independence from the
sequence of synapse activation (data not showrmtefdre, pushing synapses towards
the perimeter of complex dendritic trees decredbesneed for controlling which
presynaptic neuron fires first, but does not desgdhe need for all presynaptic neurons

firing within a certain narrow time window.
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2.5 Discussion

The results demonstrate that postembryonic chamgése function of the identified

motoneuron MN5 are accompanied by functional déiedrrchitecture remodeling and
by changes in the sub-dendritic distribution patieof putative GABAergic input

synapses. Multi-compartment simulations in solelgsgive models suggest that
dendritic architecture of the adult flight motonemris tuned towards differentiation
between different levels of temporal synchroni@fysynaptic input, whereas dendritic
architecture in the larval MN5 disregards differéexels of input synchronicity but

evaluates total number of activated synapses aiddpecific identity. The larval MN5

receives an even distribution of GABAergic inputsough all Sholl spheres and also
along individual dendritic branches. By contra$teraMN5 has developed into an adult
flight motoneuron, it receives a higher overall signof putative GABAergic inputs

and more putative GABAergic inputs in higher Schegheres at the perimeter of the
dendritic field. In addition, putative GABAergic pats close to the spike generating
zone at the axon are preferentially targeted to rtws of dendritic sub-trees. By
measuring synapse densities in several areas iarred and adult neuropile, we could
exclude that the synapse distribution pattern wd fs a simple reflection of neuropil
structure. Therefore we conclude that there isderdritic targeting of inputs onto the
adult motoneuron. The computational function o$ thub-dendritic synapse targeting in

the adult MN5 however remains unclear.

2.5.1 Sub-dendritic synapse targeting

The overall densities of GABAergic terminals are siatistically different between the
larval and the adult motor neuropil or betweeneaidht parts of the adult neuropil.
Three classes of GABAergic interneurons are knownmntake connections with
motoneurons in the insect thoracic ventral nerved,cdocal spiking interneurons
(Watson and Burrows, 1998), intersegmental spikitgyrneurons (Watson and Laurent,
1990), and non-spiking intersegmental interneurgni&ldmann et al., 2002). In
accordance to our findings which demonstrate a yemous distribution of
GABAergic terminals, the projections of these atsssf neurons are not restricted to
specific parts of the motor neuropil. Thereforeeafic recognition mechanisms must
exist for GABAergic interneurons to specificallystinguish between the larval and the
adult dendrites of MN5 and between different subrdims of the adult dendritic tree.
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In principle, two categories of mechanisms couldoaat for sub-dendritic synapse
targeting. First, ‘activity dependent site-specificuning’ of dendrites, i.e. initial
synaptic inputs form non-selectively through thendtédic field and sub-dendritic
specificity is established by experience inducechiebtion of inappropriate inputs, or
by activity dependent site specific synapse maartea. Alternatively, sub-dendritic
targeting might be accomplished in an experiendependent manner by the presence
of molecular signals on the appropriate dendridimpartments. Experience guided sub-
cellular synapse elimination has been reportedbtdime inhibitory glycinergic inputs
to the somata of auditory interneurons in rodekispfer et al. 2002). By contrast,
specific sub-cellular targeting of two differentpgs of major GABAergic synapses
along the perisomatic and the dendritic domainpysémidal neurons in visual cortex
(Freund and Buzsaki, 1996) does not rely on expeeedependent thalamic input
(DiCristo et al., 2004). Sub-dendritic targeting inhibitory inputs through different
dendritic domains of MN5 is most likely also estslhéd in an experience independent
manner, because adult synapse distribution pateemalready established at the day of
adult emergence, and the pupae can not fly. Howewveurrent we can not exclude the
possibility that flight motor network activity imé pupal nervous system might occur at
amplitudes sub-threshold to cause muscle contragtidut still instructive for
restricting synapse locations to specific partshef dendritic field. The central motor
network for flight is established at least two dalsfore adult emergence as
demonstrated by pharmacological induction of fligké motor pattern (Kinnamon et
al., 1984; Vierk, unpublished results). Howeveleguately patterned sensory feedback
can not occur within the pupal cuticle and no flighuscle twitches were observed
during normal development, leaving molecular cueBicw denote sub-dendritic
domains the more parsimonious explanation.

It is well established that the cellular polaripatinto axon and dendrites is manifested
early during development by the presence of diffesets of cell surface molecules
(Craig and Baker, 1994). However, dendrites themesetan be further polarized in
apical or basolateral domains for instance, anldag been suggested that individual
dendritic segments may have distinct molecular tiles (Horton and Ehlers, 2003).
Furthermore, in cultured hippocampal neurons sodatdritic targeting of Kv 2.1
potassium channels has been demonstrated (Lim .et2800), whereas other
experiments show that the AMPA receptor densitgrizgressively increased towards

the distal end of hipoocampal CAl1 pyramidal neurghtagee and Cook, 2000;
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Andrasfalvy and Magee, 2001), suggesting sub-deadipecialization in the proximal
to distal dimension. Our findings demonstrate ajpnal to distal dendritic polarity as
an evolutionary conserved principle, found in nesroas different as insect
motoneurons and mammalian pyramidal neurons. Aggmteit remains unclear which
extrinsic or intrinsic signals, such as neurotrogh{Huang and Reichard, 2003) and
cytoskeletal regulatory proteins may establish mmaghtain proximal to distal dendritic

polarity.

2.5.2 Function of dendritic architecture remodeling

Many insect muscles with well characterized funwdioare innervated by few
individually identified motoneurons, allowing tolage dendritic architecture and input
synapse distributions directly to behavioral fuocti The larval crawling motoneuron
innervates a slowly contracting body wall musclei¢b et al., 2000). In invertebrates
the contraction slopes of such muscles are mostlggendent of brief changes in
motoneuron spiking frequency and motoneuron spikangy (Morris and Hooper, 1998;
Hooper et al., 2007). By contrast, the adult flighiN5 innervates a fast contracting
flight muscle, which twitches once per MN5 spikentracts 25 times per second during
flight, and flight behavior relies on sub-milliseabsingle contraction precision (Tu and
Daniel, 2004). Therefore, the computational demaiodsprecise coding of synaptic
input synchronicity are much higher in the adultaspared to the larval dendritic tree
of MN5. Correspondingly, our multi-compartment siations demonstrate that
depolarization timing and amplitude close to thikesgnitiating zone of the adult MN5
passive dendritic tree vary strongly with input ayronicity. By contrast, input
synchronicity is not coded in depolarization amyalé or timing close to spike initiation
of the larval MN5 passive dendritic tree. This segjg that dendritic architecture
changes as occurring during metamorphosis are sméktd to sub-serve the changing
behavioral function of MN5. Functional roles of detic shape for behaviorally
relevant computations have previously been dematestiin few systems only (London
and Haeusser, 2005), for instance in directionasige information processing in fly
visual interneurons (Single and Borst, 1998). Te blest of our knowledge this study
provides the first evidence for postembryonic démdshape changes that underlie
behaviorally relevant dendritic computations. Hoegvpassive multi-compartment
models are certainly a simplification. MN5 contaitendritic calcium conductances

(Duch and Levine, 2002), and active membrane pt@sermay change the
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computational properties of dendrites significan{flyondon and Hausser, 2005).
Furthermore, our simulations operate with the saameluctance for all synapses, but in
real life a variety of pre- and postsynaptic medsras can alter synaptic strength.
Nevertheless, this reductionist approach carveslendritic architecture as a potentially
important variable for motor behavior specific cangiions of synaptic input timing.

In MN5 increasing demands on input synapse integratas occurring during the
development from a slow crawling into a fast flighbtoneuron, are accompanied by
the establishment distinct of sub-dendritic inpynapse distributions. Functional
significance for segregation of different types ®yfnaptic input to different sub-
dendritic domains has been suggested for GABAdrmervation of pyramidal cells
(Pouille and Scanziani, 2001), and some evidencédbavioral significance has been
found in an identified locust visual interneurowaived in collision avoidance during
flight (Gabbiani et al., 2002). We find even mon¢ricate rules for sub-dendritic input
distributions in the adult flight MN5, but the bef@al consequences remain unclear.
Multi-compartment models with random versus reaktributions of putative
GABAergic input synapses do not reveal differemuinoutput computations, but only
slight differences in depolarization amplitude andhe sensitivity to the sequence of
presynaptic synapse firing. Both can easily be a&awrpd by attenuation of
depolarization amplitude along the path of the diéesl which must be larger with real
inputs because these occur predominantly at themetr of the dendritic tree.
However, this does not exclude the possibility tiatinct computational properties of
synapse distribution patterns as observed in thé 8dht MN5 might be revealed as
soon as active membrane conductances or synap$edifferent transmitter classes are
added to the models. By contrast, in the larval MNput synapse distributions as
observed in this study change the computationapeptees of the passive tree as
compared to random synapse distributions. Usingrx@ntally derived distributions
of GABAergic synapses caused the passive dendr&to sum synaptic inputs at the
root of the dendritic tree almost completely inaatly from temporal input
synchronizations between sigma 0 and sigma 64@@ésin us describing the mean of
a Gaussian distribution). Such invariance is waitesl for the behavioral function of
the larval MN5 which is to produce periodically acgng bursts with little spike time
precision to induce slow contractions of body walliscles during slow crawling

movements of the larva (Duch and Levine, 2000).
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During recent years, with increasing knowledge emdtitic properties, the role of
individual neurons has evolved conceptually for@t thf a simple integrator of synaptic
input to a much more sophisticated processor ctingebinary synaptic input into
analogue variables, like postsynaptic membranengiateor intracellular calcium levels,
which in turn, can be subject to computations fikering, gain control, normalization,
amplification, multiplication and thresholding (Sieed, 1992; Koch, 1999). The fact
that rules seem to exist for the spatial distrimuidf inputs on dendritic fields, and that
such distributions are manifested in a stage-sipeciinner during postembryonic life
adds an additional level of complexity to our ursti@nding of brain function.
Computations in neural circuitry might not only éed on which neuron is connected
to which other neurons, but also on intricate rditessub-dendritic spatial distributions
of these connections, and errors in the developraadt maintenance of such rules
might contribute to neurological disease. Evideforelinking synaptic input on distal
dendrites with behaviorally relevant computationsnes from transgenic mice with a
forebrain restricted HCN1 (H-current) deletion. @Al pyramidal cells H-current is
restricted mainly to distal dendrites (Magee, 1988knock-outs, on the cellular level,
distal synaptic inputs into pyramidal cells and Ld#these synapses is enhanced, and
on the behavioral level these mice exhibited ineedaperformance in hippocampus
dependent memory tasks (Nolan et al., 2004). Tiucates functional relevance of
independent regulation of synaptic input to différdendritic sub-domains. Unraveling
the mechanisms for sub-dendritic synapse locatimat identified insect motoneurons
might allow testing the behavioral function of inate synapse localization rules by

manipulations on the single neuron level.
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