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1 Introduction

Metal oxides are fascinating materials that aré lodthigh scientific interest and great
technological importance. This includes many appions in fields that can be as
different as superconductivity or gas sensing Bdr the majority of metals, their
oxides are the most stable phase under ambientitioosd and, therefore, the
understanding of oxides and corrosion is of gregiartance [1]. In catalysis, oxides
including metal oxides are acting as support mateim fact, most of the commercial
catalysts are dispersed on oxide particles, whemeugooxides such as SiQAI,Os, or
TiO, are used [1, 2]. Notably, metal oxides can belyg#tally active themselves [1, 3].

The transition metal vanadium is of particular et as it can form many different
oxides, covering a large variety of crystal struesuwith diverse physical/chemical
properties [4, 5]. They are distinguished by therfal valence charge of the vanadium
atom ranging from +ll to +V for VO, M3, VO, and \,Os. In addition, vanadium
oxide phases with mixed oxidation states exist, ¢x@ Magnéli-phases @, or the
Wadsley-phases MOsn-2 [6]. The number of applications of the® is as large as
their variety. Many vanadium oxides show a metakulator transition as a function of
pressure, temperature, or doping. Examples areW®, or V.03, where the electrical
resistance changes over orders of magnitude atephassitions [7, 8]. Hence, these
materials are interesting for electronic applicagion fast optical switches [9]. \\as
been found to yield a promising thermochromic matewvith a transition temperature
close to the room temperature and, therefore, Idaitéor applications in ‘smart
windows’ [10].

Vanadium oxides are also widely used in the fielddathlysis. This can be related to
various properties such as the mobility of the aueflattice oxygen atoms, the
existence of Lewis acid-base sites, and the diftereactivity of different crystal
faces [11]. VQ based catalysts are widely used or represent pnogncandidates for
many catalytic reactions, e.g., the oxidation aedydirogenation of hydrocarbons [12],
the oxidation of sulfur dioxide [13], the ammoxidet reaction to produce
acrylonitrile [14, 15], or the selective catalytteduction (SCR) of NQ with NHs;
[16, 17]. In general, supported vanadium oxides B, 16, 17], or vanadia that is
incorporated in complex mixed metal oxides [14, Hs¢ catalytically more active then
pure vanadium oxide and such catalysts are widsdg un industry.

The focus of the present work is the SCR reactimmg of the most important
applications to remove nitric oxides from the wagés of stationary sources such as
utility plants [17]. More than half of the worldwidaectricity is produced by burning
fossil fuels and, considering the increasing denfaneénergy, it will be important for
many years. Although, the reaction is widely used &eavily investigated many



details are still under debate [17]. However, kremigle of the reaction details and
catalyst properties is crucial to improve and desigtter catalysts. The complex
crystallography of vanadium oxides accompanied lopraplex variety of properties,
makes the understanding of these systems a veliemgiag scientific task. Even
worse, considering surface reaction processessréigecomplexity. Therefore, further
combined theoretical and experimental efforts ageemsary to analyze the reaction
mechanism and to understand how the catalyst gzerat

This study is organized as follows. At the begigninthe SCR reaction will be
introduced in an overview of previous experimensad theoretical research in
Chapter 2. In addition to summarizing the estabtiskeowledge this also highlights
the open questions.

Chapter 3 presents the theoretical concepts that applied in this study. The

investigation of geometric, electronic, and enacgptoperties is based on electronic
structure calculations. These are performed with $toBe package [18] employing
density functional theory (DFT)[19, 20]; the fumdental principles of DFT are

summarized briefly in Chapter 3. In addition, tHgoaithms that were used to locate
stable geometric structures, transition statesifbfission, and reaction paths will be
outlined. For the latter the nudged elastic banBEN[21] and the dimer [22] methods
were implemented and, therefore, will be discusseapeater detail.

After this introductory part, the results of thevésstigation of vanadium oxide as a
catalyst in the SCR reaction will be presented lnaj@ers 4 - 8. Catalytic reactions are
very complex and include additional processes sagkhadsorption, desorption, or
diffusion at the catalyst surface. Therefore, atttbginning, the most fundamental task,
the description of the catalyst surface, will becdissed followed by an analysis of
basic surface processes (adsorption, diffusion,deimgdrogenation). Finally, based on
these results specific reaction scenarios willuggested and examined.

Chapter 4 starts with a discussion of the perfegds{010) surface. Since detailed
structural properties of real catalysts are unknownmodel catalyst, the well
characterized ¥0s(010) surface [11] is studied instead. The surfascenodeled by
hydrogen saturated, ®s clusters that will be introduced and their geomge@nergetic,
and electronic properties will be compared with expental and theoretical work.
Special emphasis will be put on the results of nevicluster studies [23, 24] that
provide the basis for the cluster models appliethis work. Surface reduction and the
formation of oxygen vacancies on the catalyst sarfare important processes in the
SCR reaction [17]. Therefore, in addition to thefeet, the reduced XDs(010) surface
modeled by the presence of oxygen vacancies isstigated. In order to understand
how the geometric structure changes after oxygemoval and how the electronic
structure is affected, geometric structures, cpording atom charges, and
atom-projected density of states (DOS) of the peréed the reduced surface models
are analyzed. As stated above the ability of vammadixides to provide lattice oxygen
is important for catalytic applications. This indies that, besides the oxygen vacancy



formation, also the mobility of oxygen vacanciesyrbacome important. Thus, oxygen
vacancy diffusion processes will be discussed at éhd of Chapter 4, presenting
selected diffusion paths and corresponding tramsgtates and energy barriers.

In Chapter 5 the results obtained for the adsamppi@perties of H, NK (x =0,...,4),
and NO at perfect and reducedO¢(010) surfaces are outlined. Here, the cluster
models established in the previous chapter are. Be=ides the adsorption energies for
different adsorption sites at the surface, theesponding structural details, and local
electronic rearrangements as represented by the atwarges will be discussed.
Following ammonia adsorption, two strongly adsorbit), surface species have been
identified by infrared (IR) spectroscopy experinsej5, 26]. Therefore, at the end of
this chapter, the calculated vibrational properfmsselected surface species will be
presented and compared with experimental IR data.

After analyzing adsorption at the,®5(010) surface in the previous chapter, surface
diffusion of the adsorbates at the surface are aainn Chapter 6. Here, the surface
diffusion properties of two adsorbates, atomic bgén and Nk will be discussed.
This is motivated by the fact that both adsorbatesl strongly to the surface,
indicating that desorption and re-adsorption isrgetcally unfavorable. Moreover,
hydrogen with its small mass can diffuse more gasimpared to other adsorbates and
the diffusion of OH groups may participate in thater formation during the SCR
reaction. NH is an interesting example as it adsorbs at th@s010) surface with
strong electrostatic binding contributions.

Ammonia hydrogenation or dehydrogenation processesassumed to participate in
the SCR reaction [17]. Therefore, in Chapter 7,(dehydrogenation reaction energies
of NHy in gas phase and at the perfect as well as attheeed ¥O5(010) surfaces are
examined. A Born-Haber cycle [27] is employed tdcekate the surface reaction
energies based on adsorption energies (present€Hdapter 5) and gas phase binding
energies.

In Chapter 8 two SCR reaction schemes involvinfeteht active sites of the catalyst
surface, Brgnsted acid (surface OH groups) and 4 @eid (vanadium centers) sites,
are examined and compared. These mechanisms &@ dashe results obtained from
the analysis of the catalyst surface propertiestasic surface processes presented in
Chapters 3 - 7 as well as the knowledge from previexperimental and theoretical
work that is summarized in Chapter 2. In additiorttie \bO5(010) surface model, a
small \,Os cluster and a silica-supported particle are comsalas alternative catalyst
models illustrating how the presence of an extensledace or an oxide support
influences the reaction. A detailed analysis ofrdection paths including the transition
states and the corresponding energy barriers fothe¢e catalyst models will be
presented.

Further technical details of the calculations cafdoed in the appendices at the end of
this thesis.



2 Literature survey: the selective catalytic
reduction of NO by NH;

The selective catalytic reduction (SCR) process iwasnted in the United States in the
late 1950s to remove nitric oxides from waste gasprocess which is called
DeNOxing [28]. In the SCR reaction nitric oxide, le@ular oxygen, and ammonia
react to form molecular nitrogen and water according

ANHs+4NO +Q — 4N, + 6 HO. (2.1)

This reaction was first implemented for both indastand utility plants in the 1970s in
Japan where it was further developed. More recertlg majority of DeNOXxing
applications for stationary sources in industry Empghe SCR process. Although this
process is widely used and excessively studiedjeieled reaction mechanism has not
yet been unveiled. An elaborate and useful overv@wthe scientific findings
examining the SCR reaction was published by Buseh én 1998 [17]. The present
survey follows this overview. More recent reviewsra published by Calatayud et al.,
emphasizing theoretical aspects[29] and by Liuatt providing a compact
overview [30].

2.1.1 The catalysts

Most of the catalysts used for the SCR reaction kereed on metal oxides. After
reviewing the available data, Busca et al. [17]obate that metal oxides that are active
in oxidation catalysis are also active in the S@Rction. The standard catalysts for
industrial applications are Tp>upported VYOs-WO3; and TiQ-supported
V,0s-MO3 [31-36]. Various other materials, such as iron, pgp chromium, and
cerium oxides supported on metal oxides or zeglitesre been synthesized and
tested [17, 29]. Nevertheless, vanadium based, dnireetal oxide catalysts are
predominant in industrial applications and contitmbee developed further.

The amount of vanadium oxide in industrial catayistvery small (< 1% wi/w) [31].
The best catalysts have less than a monolayer ohdiam plus tungsten (or
molybdenum) on a Ti® anatase support[17]. There is general agreentsat t
vanadium oxide species provides the active sitesrasving \,Os reduces the activity
and selectivity significantly [34]. In contrast, pu¥.Os supported on TiQanatase is
still active and quite selective [34]. Ti@natase itself is a metastable phase while the
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thermodynamically stable form is rutile. The pregenof V,Os favors the
anatase-to-rutile phase transition [37, 38] whil®3[38-40] and MQ [41] hinder this
phase transition. Thus, besides promoting the S2Rtion, the presence of Wand
MOj3 also stabilize the anatase phase. Some reseantagnsalso that tungsten oxide
could affect the catalytic performance by offerimgecond active site or interacting
electronically through the TiQwith the vanadium oxide [17].

2.1.2 Reactions and reactant stoichiometry

In the 1980s, there was some debate on whethgrdl@®O is the reactant in the SCR
reaction. One proposal [42] claimed that NO reaath O, in gas phase to NCand
that NQ is the actual reactant at the catalyst surfaddipig the reaction

ANH; +2NO+ O, — 3N, + 6 HO . (2.2)

It has been shown that under dilute gas conditisash as those present in stationary
industrial applications, NO is the reactant becausenot oxidized by gaseous oxygen
[43-45]. In addition, molecular oxygen participmaie the reaction [46-48], hence, the
main reaction is described by equation (2.1).

Isotopic labeling studies have shown thatidlformed by one nitrogen from NO and
one from NH [49-54]. Two conceptually different types of wasee formed during the
reaction: water containing oxygen from the NO, arader containing oxygen from the
catalyst surface [49, 50]. The addition of gasemugien accelerates the reaction and it
is generally accepted that @-oxidizes the reduced catalyst. The enhanceosrged
by the addition of @is attributed to the fact that it is a better azillg agent than NO.

As pointed out by Busca et al. [17], good SCR gatalshould promote reaction (2.1),
but they should also suppress unwanted repercissssoich as undesirable reactions
(2.3-2.6), described as

4NH; +4NO +3Q — 4NO +6 HO (2.3)
2NH; +3/2Q — N+ 3 HO (2.4)
2NH; + 2 O — N;O+ 3 HO (2.5)
2NH; +5/2Q — 2NO +3 HO . (2.6)

While previous studies showed that under dilute gasmditions, NO is the
reactant [43-45],a reaction including N@s a reactant has gained interest [55]. The
so-called ‘fast SCR’ process,

2NH; + NO+ NG — 2N+ 3 HO. (2.7)
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This process has the advantages of higher reaetes in the lower temperature range
of 200 - 350°C [55] while the working window for astdard SCR is between
250 - 450°C [56]. However, a reaction as descrilpeequation (2.7) needs equimolar
amounts of NO and NO As exhaust gas mainly contains NO and not,Né&nh
additional oxidation catalyst is positioned upstnea increase the amount of B(he
‘fast SCR’ is mainly used for automotive DeNOXx g&yst such as Diesel engines of
heavy duty vehicles, where urea acts as a sourdél9{s5].

In agreement with the work of Inomata et al. [43-#5% generally accepted that NH
reacts from a strongly adsorbed state, while N@tsefiom the gas phase or a weakly
adsorbed state [17, 29, 30] (and references therEor the re-oxidation cycle, most
researchers in this area agree that oxygen isvaddh the re-oxidation of the catalyst
in a Mars van Krevelen or ‘redox’ type mechanism|[57

2.1.3 Adsorption of NH and NO

Adsorption of ammonia on the SCR catalysts wasiastugnainly by temperature
programmed desorption (TPD) [58], Fourier transforimfrared spectroscopy
(FTIR) [25, 26, 59] and combined TPD-FTIR experitse60, 61]. Most of the studies
have been performed on TiGupported YOs [17], however some studies also have
investigated pure 305 [25, 26]. The results for both systems are basidhe same.
They show the existence of two different surfacecsgs after Nladsorption could be
identified [17, 29, 30]. Ammonia can adsorb at tremadium center that provides a
Lewis acid site [25, 26, 59]; this species is alffen denoted as coordinated ammonia.
The second species is a surface ammonium ion,"Nthat is formed by NH
adsorption at OH groups which act as Brgnsted agitds [25, 26, 59]. Two
studies [25, 26] find that NHadsorbed at Lewis acid sites is more stable thdace
NH," since the IR bands assigned to surfaceNlibappeared after heating the sample.
Several TPD experiments on®5/TiO, have been performed, confirming the findings
of two adsorbed species with different thermal itgly58, 60, 61]. The adsorption
energies were estimated to be in the range ofe\d.8p to -1.1 eV [60]. Some of the
studies find spectroscopic features on pu®sy as well as Ti@ supported VQ
samples, which could be assigned to an amide, ;-N$pecies [26, 62, 63].
Ramis et al. [26, 62] claim that these speciesddn@ precursors in the formation of
N». Further, an nuclear magnetic resonance (NMR)ydied] confirmed the presence
of the two surface species, coordinated ammonia\iiyd, and also found Nisurface
species due to dehydrogenation processes aftensidso

The NH; adsorption/desorption could be described by inwpka non-activated
adsorption process and a Temkin-type desorptiostikis (linear dependency of the
heat of adsorption on the coverage) [65, 66]. Tlstseies suggest that a ‘reservoir’ of
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adsorbed ammonia species is present and availabl&éd reaction. In contrast to the
active site, which could be assigned to vanadiwomat titanium or tungsten could play
a role in NH storage. The adsorption of NO has also be inwstl
experimentally [17] showing that NO interacts wegaWlith pure and supported,@s
but adsorbs at reduced vanadium oxide surfaces.

The adsorption of ammonia and nitric oxide on vamadoxide based catalyst surface
was also studied by theory [67-76]. Most of theselies have been performed for the
perfect \bO5(010) surface. They include calculations usingquid as well as cluster
models at the semi-empirical (MSINDO), DFT, or DRybrid level of theory. In
contrast to experimental work discussed aboved8h, theoretical studies
investigating NH adsorption at the XDs(010) surface only identify one strongly
adsorbed species on the surfaceNiHat is formed by ammonia adsorption at surface
OH groups (Brgnsted acid sites) [67-72] yieldingagtion energies between -0.5 eV
and -1.4 eV [67-72]. Only two studies found thatd\ddan bind near a vanadium atom
(Lewis acid site) but the adsorption energies arey v@mall, -0.1 eV [70] and
-0.3 eV [68]. Thus, there is a clear gap betweeortittical and experimental findings
for ammonia adsorption at the,®5(010) surface and a possible explanation will be
discussed in Section 5.3 of the present work.

Fewer theoretical studies have been performed ogp &tldorption at Ti@ supported
VOy [73-76]. There, researchers have concentrateddsarjption at Lewis acid sites.
The adsorption energies are found to be signifigdatger and vary from -0.6 eV to
-1.3 eV [73-76]. One study [76] evaluates the apison energy of NH at Lewis- and
Brgnsted acid sites of Tg&upported VQ For both sites, an Nd-adsorption energy of
-0.6 eV has been found. Theoretical studies ingastig the NO adsorption find very
weak interaction of NO with pureX?s [68, 71] and TiQ anatase supported@s [75].

2.1.4 SCR reaction mechanisms

For the SCR reaction, according to equation (2:/&jious detailed reaction schemes
describing individual steps on the catalyst surfaee@e been proposed. The most
extensive review can be found in [17]. The presesmrview concentrates on the most
important reaction mechanisms and steps. Most ofdhetion schemes suggested by
researchers can be divided into two groups: Lewai8} pnd Brgnsted acid site [43]
based mechanisms. This categorization is mainlyvaietd by two findings. First, it is
generally accepted that adsorbed ammonia readisN@t from gas phase or with NO
that is weakly adsorbed at the surface [17]; arwbrs#, two different surface species
were found after ammonia adsorption that coulddsggaed to Nkladsorbed at Lewis-
and Brgnsted acid sites [25, 26, 59]. Mechanismssidering neither of these two
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surface species have been presented [49, 50]rdut@re controversial and will not be
discussed here any further.

The Brgnsted acid site mechanisms are based owdheof Inomata et al. [43] who
proposed as reaction steps

[VOH + VOJsut. + NHz — [VO™-NH4-VO]surt. (2.8)
[VO™-NH; VO] sut.+ NO — [VO-NH;'NO--VO]gur. (2.9)
[VO™-NH;'NO-VO]syt. — [VOH + VOH] syt + No + H,O (2.10)
[VOH + VOH]gut. + ¥4 @ — [VOH + VOlsu. Y2 HO (2.11)

implying that NH" is the reactive surface species (step 2.8). Infoan activated
complex NHNO (step 2.9) with gaseous NO that decomposestwtosurface OH
groups, N, and HO (step 2.10). The excessive hydrogen can realtoxggen to form
an HO molecule (step 2.11). This process was furtheveldped by
Topsge et al. [77, 78]. Their reaction schemepsagented by the following steps

[VOH + VOlsut. + NHg — [VOHNH3"VO]sur. (2.12)
[VOH NHs"VOJsut. + NO — [VOH-~NONHz"VOleur.  (2.13)
[VOHNONHs"VO]sus. — [VOH + VOH]sur. + No + H,O . (2.14)

They propose that ammonia adsorbs ag'Nidnnected to the OH group, which reflects
the NH," species (step 2.12). After reaction with NO, anN¥@" intermediate is
formed (step 2.13). This intermediate species deoses into Nand HO (step 2.13).
The remaining surface hydrogen reacts with oxygeriram HO, as proposed by
Inomata (step 2.11). Various modifications of timiechanism have been reported and
can be found in [17].

The most prominent reaction mechanism that consitewis acid sites for the SCR
reaction is a so-called ‘amide-nitrosamide’ typechanism [62]. It consists of the
following steps (2.15-2.18)

[VO] surf. + NHz — [HO'V‘NHZ]surf. (2-15)
[HO-V-NH2]sur + NO — [HO-V-NH2-NOJsur. (2.16)
[HO-V-NH2-NOJsut. — Na + HO + [VOH]surt. (2.17)

[VOH] + ¥4 O, — % H,0 + [VO] (2.18)
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Ammonia adsorbs at the Lewis acid site and is attv by dehydrogenation
(step 2.15). The resulting amide species can reaitt NO and forms the key
intermediate nitrosamide (NNO) (step 2.16). The nitrosamide decomposes into N
and HO (step 2.17). This is followed by the re-oxidatmfrthe catalyst with gas phase
oxygen (step 2.18). Went et al. [61, 79, 80], psgaba similar mechanism. They also
include two alternative reaction steps that formmONspecies and consider the
re-oxidation of the catalyst by NO.

The majority of the theoretical studies focused trme Brgnsted acid site
mechanism [67, 69, 71, 72]. All researchers aghe¢ after NH and NO reacts, an
NH3NOH intermediate is formed. This follows the schenseiggested by
Topsge et al. [77, 78], see step (2.13). But, imtrast, it is claimed that an additional
intermediate nitrosamide, NNO, is formed and that this is the key intermediate
which gets further decomposed intg &hd HO. Here, the rate limiting step with the
largest barrier is the formation of the nitrosami@ely one author [71] could locate the
transition states and calculated an energy diffazei 1.5 eV between the intermediate
configuration with adsorbed NfHand NO in the gas phase and the transition state t
form NHNO. This process is separated by a weakly stadilisdesNOH intermediate
into two individual energy barriers of 1.1 eV and 8V. Studies of the reaction at
Bragnsted acid sites of Ti&upported YOs investigated only the formation of NNO
starting from a NONH like intermediate and evaluated an energy baradér
0.8 eV [76].

The reaction at the Lewis acid site of perfecilOy has been considered by one
theoretical study [71]. The authors conclude thas tmechanism is very unlikely
because of the large exothermicity of step (2.IBg other studies [67, 69, 72] exclude
the Lewis acid site mechanism because no strordgprled ammonia at the perfect
V,05(010) surface has been found, and, thereforeainatiisorption at the Brgnsted
acid site seems to be favorable. In contrast, iyesons of NH adsorption at Ti@
supported VQ could identify coordinated ammonia [73-76] andsthrexamined the
Lewis acid site mechanism. The largest individua¢rgy barriers of the calculated
reaction paths are between 1.3eV[76] to 1.5 &}.[/A detailed analysis and
discussion of the two mechanisms and a comparigtin the present study can be
found in Chapter 8.



15

2.1.5 General requirements and findings for the SCR r&act

In the conclusion of their review [17], Busca et give a list of general requirements
and findings for a SCR reaction mechanism thatacepted by almost all researchers
and are repeated here briefly.

* The reaction stoichiometry under dilute conditioms present in industrial
applications for stationary sources is given byadigum (2.1) where NO is the
reactant.

* N0 is not an intermediate.

* The reaction is a coupling reaction, i.e., oneogién atom of the Nproduct
comes from NO and the other from BH

* The mechanism is of the redox type, whepeofidizes the surface sites that get
reduced by other reactants during the reaction.

From both experiment and theory it is not clearjclwhmechanism is favorable and
whether Brgnsted-, Lewis acid sites, or a combamatf both are active in the SCR
reaction. Therefore, further combined efforts opexment and theory are needed to
clarify the details of the SCR reaction.



3 Theoretical foundations

3.1 Density functional theory

Density functional theory (DFT) is one of the mesatcessful and important methods
to calculate the electronic structure of many baggtems. It is a cornerstone of
contemporary theoretical solid-state physics, thgcal chemistry and theoretical
material science. The rapid evolution of hard- aoftware has opened up completely
new fields for DFT applications, e.g., complex btdta surface reactions or the
investigation of biological systems such as protedNwmwvadays, DFT is a standard tool
and is extensively discussed in various sourceshdt overview is presented here,
following the work of Dreizler and Gross [19], aslhas of Koch and Holthausen [20].

3.1.1 Born-Oppenheimer approximation

The starting point is the non-relativistic time-ipégadent Hamiltonian,

H=H + |:|nuc: + |:|elednuc (3-1)

elec

whereHeecis the Hamiltonian of the electron contributiof;. the Hamiltonian of the
nuclei contributions anfl..cnucdescribes the interaction between electrons anieinuc

In the following we will be using the system of e units, which is convenient when
working with atoms and molecules because it yigdsations in a compact form.
Therefore, the values of fundamental physical @nist such as the electron masgs
electron charge, reduced Planck’s constainand the permittivity of vacuumrd,, are
set to unity.

In order to calculate the electronic structure ehany body system, the electronic and
nuclear motions of the system are often decoupldds can be achieved by the
Born-Oppenheimer approximation [81] that is mothby the fact that the mass of the
nuclei is much larger compared to the mass of linetren. Therefore, the electrons can
be assumed to adapt instantaneously to movemetite ofuclei and the electronic part
can be solved for fixed nuclei positions leadingatgotential for the nuclei. The
separated electronic part of a system contairggelectrons atrs,...,Iye IS then
described by the non-relativistic, time-independeainiltonian for electrons where the

16
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positionsR® ={R{",...,R{ } and the atomic numbexs,...,Z, of theN, nuclei enter as

parameters.
~(r®M 0] ~Rr0 ~ R0
Héi )(Lll'--JLNe)_Te(i )(Lly'--!LNe)-'-Ve(i )(Lly'--!LNen)-'-We(i )(Lli"'lLNe) (32)

T, is the kinetic energy of the electrons

~ R (D) 1
TR ary) =524 (3.3)

(3.4)

and v, is the external potential describing additionahtcbutions, e.g., interactions

with external fields. In the Born-Oppenheimer apraation, the external potential
accounts for interactions of the electrons with iuelei and, if no external fields are
considered, is defined by

A~

(3.5)

Putting this together within the Born-OppenheimgpraximationH. can be written as

< (R _ 1 UG Zy o1
He (Lli---'LNe) = __ZAJ' _zz 0 + Z (3.6)
2]:1 kzljzl‘[j - Ry ‘ k=] I ‘[k‘
From the solution of the corresponding Schrodireggration,
~ (RO 0) 0 0)
HED QRO (), )= EFDWED () (3.7)

follow the electronic wave functionSJrﬁB(i))([1,...,[Ne) and the corresponding energy

eigenvalue&,. Thus the total energy for a given set of atondetermined by the atom
positionsE,*(R") only.
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If the nuclei are treated classically, the totadrggy of the system is

, 1 izk Z.7Z,
Ert10t = En(B(I))+_Z+_ (3.8)
2 j,k‘B(,-') _B(kl)‘

andE,(R") defines the Born-Oppenheimer potential energyeser{PES).

3.1.2 Hohenberg-Kohn theorem

As can be seen in (3.2), the non-relativistic, timependent electronic Hamiltonians
for different systems differ only in their exterr@dtentialsV,. The ground state wave

po(r) where
3 3 2
Po(r) =Ng [E Id Xz---jd XNe‘ LPO(Ll(z’---al(Ne)‘ : (3.9)
a
A density that can be generated by a potentialegiaations (3.7) and (3.9) is called

pure-state v-representable

Through an indirect proof, Hohenberg and Kohn s[g®y that the map,

pt) B W(y,..ry) &V (3.10)

is bijective for all densities that belong tg , the setpure-state v-representable
densities. Thus the densityr) can be uniquely attributed to its correspondinyeva

function wéB“))([l,...,[Ne) and a corresponding external potental Therefore the
ground state expectation value of any observabée usique functional of the ground
state density.

In the second step, after showing that the demsitytains all necessary information,
Hohenberg and Kohn [82] discuss the variationatatter of the energy functional,

Ev(0)= (W(0)| T +Vp +W| (o) ) (311)

wherey, is a given external potential. Based on the Rggi&itz principle, they show

that Eo, the minimum ofE,, is generated by applying the ground state depsity to
equation (3.11).

Eo = Evo(00) (3.12)
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Thus the ground state density(r) can be obtained by minimizing the energy over the
seta , i.e.,

E, =minEy(p). (3.13)
pOx

Since the mapp(r;,...ry.) < o does not depend on the external potenijalthe

equation (3.11) can be written as the sum of thieddberg-Kohn functional
Fuc (0)=( W(0)| T +W | W(0) ), (3.14)

and J'd[ Vo(r)p(r) wherey is the local external potential.

E,, (0) = Fu (0) + [d°r vo (1) o(1) (3.15)

Fuk Is universal for all systems, as different systeay by their external potentials.
This tells us that a universal functional existg, Wwe have no information about how to
construct it. The challenge to applying DFT isitalfgood approximations fd#x.

The three statements, the invertibility of the nfa{.0), the variational character of the
energy functionaE,o(p) (3.13) and the universality of the Hohenberg-Kdimctional
Fuk (3.14), are manifest in the Hohenberg-Kohn thedi&2h It demonstrates that the
ground state properties of the complicated, maegtedn problem are determined by
the ground state electron densitfr). This quantity depends on three coordinates of
the vectorr and, thus, is much less complicated than the gi@iate many-particle

As mentioned above, the statements are only vafidiénsities(r) that belong tov ,

the set ofpure-state v-representabtiensities. The question as to whether a density is
pure-state v-representabie very important for the variational access te tiround
state density and is discussed in detail in [19].

3.1.3 The Kohn-Sham scheme

The Kohn-Sham scheme [83] was developed from thieeRloerg-Kohn theorem [82]
and has become a standard scheme for DFT impletioerstalt is based on the
assertion that the ground state density of ananterg electron systemy(r) can be
generated by a non-interacting auxiliary electrgstesm. Such a density is also denoted
to benon-interacting v-representabj&9].
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The auxiliary system used for the Kohn-Sham schientkefined by a non-relativistic
time-independent Hamiltonian of non-interactingcelens H . .

HED ) = TE Dt )V (1), (326)

where féB(i)’(gl In,) is the kinetic energy of the non-interacting elecs and

\75(5(”)([1,...,[Ne) iIs the external potential. By applying the Hohegki€ohn
theorem [82] to this system (3.15), the energylmamritten as follows,

Eo(0) =T,(p) + [d°r vy(n) p(r) (3.17)

Combining the interacting and the non-interactiogilary system via equations (3.15)
and (3.17) using the Hohenberg-Kohn theorem andgisemption ohon-interacting
v-representabilityit is possible to find the an expression for tkeemal local potential

of the non-interacting auxiliary systemo(r) that generates exactly the ground state
density of the interacting system [19, 83].

Voo(D) =Vo(0) + [d r'|‘r’°_(£r'.)| V(DD (3.18)

with vo(r) the local external potential of the interactingstem, the Hartree term

Id Po(") and the local exchange-correlation potentiglpor). The exchange-
r-r’

correlation potential is defined to be the funcéibrderivative of the exchange-

correlation energy with respect to the density.

0E,.(p)

3.19
o0t |,y 819

Vie(Poi1) =

The exchange-correlation energy: contains the corrections for the difference betwee
the Hohenberg-Kohn functional of the real systemiméracting electrons and its
approximation via the sum of a Hartree term and Kieetic energy of the
non-interacting electrons.

E.c(P) = Fu ()= JfdCrd®r ”|( )”r“|) (o) (3.20)
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By applying (3.18)p0(r) is the ground state density of both the interacglectron and
the auxiliary system. Therefogg(r) can be expressed by one-particle wave functions
pio(r) that are the solution to the non-interacting eystcorresponding tossg,
according to

800 . (3.21)

Ne
Po(1) =2,

Combining equations (3.16), (3.18) and (3.21) wdltk Kohn-Sham scheme [83]:

(_%A +Vs,0(£))¢i o) =&@io(r), & <... (3.22)
Veo(D) =vp(0) + [ % fveosD)  (3.223)

Ne
Po(r) =Y | o1 (3.22b)

i=1

Since the density appears in equations (3.22a)&a2@b), the set of equations has to
be solved in a self-consistent way. On the wholg, applying the Kohn-Sham
scheme [83] the complexity of the many-particle bbeon is condensed in the
exchange-correlation potentialy.. If one were to know the exact local
exchange-correlation potential., one could obtain the exact solution, but detemmgin
the v is as complicated as solving the original probléfhe advantage of the
Kohn-Sham scheme is that it is more suitable f@raxmations than equations (3.15)
and will be briefly discussed in the following seat

3.1.4 Local density and generalized gradient approxinmatio

The local density approximation (LDA) and the getieed gradient approximation
(GGA) are the most commonly used approximations the exchange-correlation
functional.

In the following, we divide the exchange-correlatimnctional into the exchange part
that accounts for the Pauli principle (anti-symnzetiion of the wave function) and the
correlation part.

E.(0) = Ex(0) +E.(0). (3.23)
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In LDA, Ey is described bys™", the exchange-correlation energy per particle of a

xc !

homogenous electron gas with the dens(ty.

EPA(p) = [d% p(r) €M™ (o()) = [d p(r) (€M™ (o(r)) + €M™ (o(r))) (3.24)

XC

The exchange energy per particle of the homogeetaeiron £°" can be expressed
analytically as derived by Bloch and Dirac [84,,85.,

hom 3 3ph0m
g, =—-3 : 3.25
x 4\/ pn (3.25)

Apart from the pre-factor 3é2(typical values of the semi-empirical parameiesre
between 2/3 and 1 [20]), this agrees with Slategproximation of the Hartree-Fock
exchange [86], therefore it is often denoted asSfater exchange.

In contrast tog°", no explicit expression exists for correlation rgyeper particle
g™ Analytical expressions are often generated byn§itto numerical data. Most

well-known numerical data are the results of highbcurate quantum Monte Carlo

simulations for the homogenous electron gas that baen presented by Ceperley and
Alder [87]. Based on this data, Vosko, Wilk, andsldin [88], as well as Perdew and

Zunger [89] derived their analytical expressions4s™.

The exchange-correlation ener@y. also includes the correction for the difference
between the kinetic energy of the interacting sysf& and the non-interacting
auxiliary systemTs, see equations (3.14) and (3.20). Since the egehanergyk,
accounts for the Pauli principle, the correlatioergyE. contains the correction of the
kinetic energy.

A quantity that is closely related E. is the exchange-correlation hdig. In order to

define hy, it is necessary to introduce the pair dengitfri,r>) and the conditional
probability Q(ry,r;). The first is the probability of finding an electroat r; and

simultaneously another electronrat

P2(r1,r2) = N [N —1) [E: Id3X3---jd3XNe‘ WM ran Xg Xy, ) ‘2 : (3.26)
a

The latter is the probability of finding one elestratr, if there is another electron
known to be at,

p2 ([1’ [2)

Q([2.£1)= o)
11

(3.27)
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The exchange-correlation hole is defined as th&erdiice between the conditional
probability 2(r»,r1) and the density(r,).

hye(ry,r2) =Q(rp,ry) —o(r,). (3.28)

In other words, it is the difference between thebabilities of finding an electron at

if there is another electron at for interacting electrons and for non-interacting
electrons. Analogous to the exchang-correlationrggné. can be divided into the
exchange hole, and the correlation holg as well.

The importance of the exchange-correlation holéhad E,. can be expressed by the
correspondindy. [20] and that these objects fulfill certain coasits that can be used
to parameterize approximations for the exchangestairon functional. The most
important are presented in the following.

As p(r) is normalized to the number of electrads and p»(ri,r2) to Ne'(Ne - 1), the
exchange-correlation hole contains the charge efebectron

[d®, he(ry,r,)=-1. (3.29)
Furthermore, it has been shown that [90-92]

fd®r, hy(ryrp) =-1 (3.30)
[ERANGHSELS (3:31)

as well as that the exchange hole, has to be negaterywhere.
h(ry,r;) <0, forall ry,r, (3.32)

The remarkably good performance of LDA can be ustded if we consider that the
exchange-correlation hole of the homogenous celecigas fulfills the physical
constraints described above. Therefore it may herg simple approximation that
results in a poor description of the exact excharggeelation hole, but that nonetheless
results in a good approximation of the sphericalyeraged exchange-correlation
hole [20, 93, 94], which determines the exchangeetation energy.

It has been shown that the Kohn-Sham scheme cayemeralized for spin-polarized
systems [19]. There the densitfr) is defined as the sum of the spin densiiiegr)

(‘spin up’) andp, (r) (‘spin down’), i.e.,

pr)=p, (N)+p (r). (3.33)
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The resulting exchange-correlation functional oé ttocal spin polarized density
approximation (LSDA) is a functional of the spimdéies,

Ex™Np,.0,) = [d° p(t) ec(p, (1), 0, (1)) (3.34)

In their original publication, Kohn and Sham [83pposed an extension of the LDA by
using information from the density and the dengtgdient Op(r). This so-called
gradient expansion approximation (GEA) assumes tt@E,. can be written in the
form

ESA(0) = [d3r (a(p(t)) +b(o(t))[Dp0)]” +...). (3.35)

This GEA approach was not very successful and inynmaases it performed poorly
when compared to the LDA approach [20, 91, 92, BA|s has been attributed mainly
to the fact that the GEA exchange-correlation hsl@ truncated expansion and, in
contrast to the LDA exchange-correlation hole, atie$ important relations for the true
hole, e.g., the sum rules (3.29-3.31) and the -pumitivity
constraint (3.32) [20, 91, 92, 94]. Therefore ibydes a bad approximation of the
exchange-correlation energy.

The generalized gradient approximation (GGA) is mésult of attempts to restore the
physical conditions for the GEA exchange-correlativole. The first attempt was
presented by Perdew [92] in 1985 by applying a f€yimcedure that terminates the
GEA exchange-correlation hole in real-space, ygdihe famous Perdew-Wang-91
(PW91) functional [95, 96]. By doing so, GGA furarials combine the advantages of a
good description of the spherically averaged exghasorrelation hole (LDA) and the
additional information of the density gradient (GEA

A widely used GGA functional is the famous Perdewi@duErnzerhof (PBE)
functional [94, 97, 98]. It is the outcome of et®ito reproduce the properties of the
PW91 functional [95, 96], but minimizes the numbéparameters. This is achieved by
constructing the PBE functional considering onlpsh seven conditions that were
identified to be energetically significant [97]. &al on the spin scaling relationship for
the exact exchange [99], the GGA exchange enengypeavritten as

ESSA(p, (1.0, (0) =S ES(2p, (D) +5 EE4(2p, (1) (3.36)
with

ESA(p(r)) = [d% (p(r) el (p(r)) F, (5)). (3.37)
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F«(s) is the exchange enhancement factor. Perdew [@4al97, 98] defined~ as a
function of the reduced gradient

, (3.38)

which measures the change of the dengfy) in the scale of the local Fermi
1
Wavelength% wherek, = (32p(r))3.
F

Based on specific conditions explained in [94,98], Perdew et al. determined their
PBE enhancement factor of the following mathemabfaran:

FPo8(s) =1+ k ——— (3.39)
1+H5
K

with the parameters = 0.21951andx = 0.804

Zhang et al. [100] proposed a slight variation loé tPBE functional. The so-called
revPBE functional was generated by changing theevaf the parametearfrom 0.804
to 1.245. They showed that their modified functiogi@es more accurate atomic total
energies and molecule atomization energies. Latewas found that the revPBE
significantly improves the description of the cheamption energies of atomic and
molecular bonding to surfaces [101]. By changintueaof , the revPBE does not
fulfill all constraints that have been used to ¢ong the PBE functional [100].
Therefore, Hammer et al. [101] presented an alteamodification of the PBE
functional that can reproduce the revPBE resultsfaliills the same constraints as the
PBE functional. For their RPBE [101] functionalsiead of changing the parameter
they propose to use another mathematical form Herldcal exchange enhancement

factor F, (8).

—us?

FRPE(s) =1+k|1-e * (3.40)

The same expression for the correlation energyésl dor the PBE functional and its
variations (revPBE and RPBE) it is presented in&xmpx A.



26

3.2 Methods to identify minima, minimum energy pathsdasaddle
points of the potential energy surface

In the Born-Oppenheimer picture, many physical props of the system are
determined by electronic states along the poteatialtgy surface (PES). An evaluation
of the full multi-dimensional PES is not possibte Eomputational reasons. However,
specific points and paths of the PES and theimiticicontain most of the important
information. These are minima, minimum energy patl&P) that connect these
minima, and saddle points of the MEP’s. The minimefiect stable or metastable
geometric configurations. The knowledge of the mumin energy paths (MEP) and
corresponding saddle points is needed to describeepses, such as diffusion,
switching between different isomers, or chemicatt®ns.

The DFT formalism can be used to calculate totarges and forces for a given
geometric configuratioR" of the system represented by the coordinateseohtitlei,

R :{Bf’,...,Bﬂl)n}, where the indekis used to differentiate between configuratiors. T

locate minimum configurations at the lowest possibbmputational cost, efficient
methods for minimizing the energy with respect lte fitom positions are used. In
principle, many of the optimization methods coneetg a stationary point and hence
could also converge to a saddle point. Neverthelessalgorithms are designed for
minimization. Therefore, either modified [102] additional, different algorithms are

necessary for the localization of saddle pointds Bection gives an overview of the
algorithms which are used in the present work. hplementation of methods to
evaluate MEP’s and saddle points for the StoBe Béde [18] was part of this thesis.

3.2.1 Broyden-Fletcher-Goldfarb-Shanno method

The Broyden-Fletcher-Goldfarb-Shanno (BFGS) optation method [103-106] is
used for finding minima or maxima of an object ftioe f(x) where x denotes a
multi-dimensional vector. It is one of the most plap algorithms to find local minima
of the Born-Oppenheimer PES that is defined byothject functionE(R), as defined in
equation (3.8).

It is assumed thdfx) can be represented by a quadratic form around

p'Bp (3.41)

f(x+p) = f(x)+Df(z<)T£+%
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where B is an approximation of the Hessian matrix of selcorder partial derivatives

of the object function, which will be updated itiévaly. The Taylor series for the
gradient itself,

Of (x+ p)=0f () +B p, (3.42)
is used to define the search directpy setting the gradient to zero
p=-B7Of(x) (3.43)
where B™ is the inverse Hessian matrix. The vectdhat minimizes the functiof{x)
is evaluated in an iterative procedure as follows.
X = X T P, (3.44)

The step lengthy is chosen to satisfy the condition that ensuresfiicient decrease of
the object function, i.e.,

F( +ay p) s F(x)+e a OF (%) p, (3.45)
and the curvature condition,
Of (% +ay )" P, 26, O ()" p, - (3.46)

The curvature condition is motivated by the assuwnpthat if the slope at the point
Xk+1 IS Strongly negative(x), it can be reduced by going further along therdea
direction p«. These two conditions are collectively known ase ttWolfe
conditions [107]. The BFGS method belongs to thassl of quasi-Newton
methods [107]. For quasi-Newton methods, the Hassiatrix is approximated and
updated at each step of the optimization basedhengradient. This avoids the
expensive evaluation of Hessian matrices, i.e.,sefond order derivatives. The
approximation of the inverse Hessian matrix at dtefor the BFGS algorithm is
defined as follows:

B, =[' &]z[l L ] ML ()
Y B Yi B Y B
with
DXy = Xig = X = P, (3.48)
and

¥, = O (%) = OF (). (3.49)



28

With these definitions, the BFGS algorithm can bdten as:

Step 1: define initial B (usually the identity matrix) and calculate graudie
0 (x,).

Step 2: evaluate Newton stepx, =-a, Efuf(gk) and updatex,,, = x, +Ax,
Step 3: calculate the gradientf(x,,,) and check for convergence.

Step 4: updateB™ according to equation (3.47) and go to Step 2.

3.2.2 Nudged elastic band method

The nudged elastic band method (NEB) for finding MEP connecting two stable
configurations (local minima) of the PES was présénfirst by Mills and
Jonsson [21, 108, 109]. The current summary folltves line of argument [21].

The two stable configurations that are connectethbyMEP are also denoted as initial
stateR™ and final stat&®™ of the transition. The path along the PES thaneots the

two states is approximated by a discrete numbgoafts R”. These so-called images
refer to different geometric configurations of tegstem that are defined by the

coordinates of the nuclg® :{B‘”,...,Bﬂl)n} . The set of images that is used to describe

the pathRY,....R” is called the chain or band of images.

3.2.2.1The concept of the plain elastic band

In the plain elastic band (PEB) approach, neigimgpiimages are connected by springs.
The purpose of the spring forces is to ensuretti@atmages remain evenly distributed
along the path. The object function of the PEBafireed as «; refer to specific spring
constants)

PEBL(l) (P)) B0y 2 K o) pi-Dy2
S"ERY,...,R =§V(B )+23(B -R")°. (3.50)
i= i=
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Thus, the force acting on each image is the sunthefnegative gradients of the
potentialV with respect to the nuclei coordinaf®® and the spring forces Bf’,

E%F=-OV(RY)+F; (3:51)
where
Ef =ka(R"™ -RY) -k (RV -R™?). (3:52)

The path between initial staf@®” and final stateR” — obtained by minimizing the
function S5 with respect to the images in betweR?,....R” — approximates the
minimum energy path. This basic concept has fundéhg@roblems and it has been
shown that it cannot provide the exact MEP [110]s Aoointed out by
Jonsson et al. [21], the failure of PEB can beya®al by comparing two extreme cases
of very large and very small spring constants.

If the spring constants are large, the contributbthe second term in tH&=® (3.50)
becomes important. The shortest connection bet®EeandR™ minimizes this term.
When the spring contribution dominat€®, minimization can lead to paths going
over larger barriers if the length of the path tenshortened. The springs were only
introduced to distribute images evenly along ththpbut the spring forceg;® also
contain components that are normal to the MEP. §loesnponents can move images
away from the MEP. By reducing the spring constathis contribution can become
smaller than any given threshold. NeverthelessMB&® cannot be approximated with
the desired accuracy as is shown in the followewgjien.

TS

R spring

Figure 3.1 Sketch for a minimum energy path (MEP) obtained piain
elastic band (PEB) with large springs constants BREath overestimates
barrier). Images connected by springs are indicabgd black squares
connected by lines; MEP and transition state by deted line and black
X, respectively.
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For small spring constants, the spring forces amté the component &° normal to

the MEP decreases and the images are closer toviEfe. But for small spring
constants, the first term &2 (3.50) becomes dominant and the object function is
mainly minimized by the sum of(R") for the imageR®,....R*™Y. Initial and final
statesRY andR® are by definition stable configurations referriteglocal minima of
the PES. Therefore it may be energetically favarahat the images agglomerate in the
vicinity of these two minima. The distribution dfe images may become very uneven
with a high density at the initial and final confrgtions but low density whené is
largest. The latter is the interesting region aiitains the transition state of the MEP
(for x = 0 all images converge either in configuratidH or R®).

Figure 3.2: Sketch for a minimum energy path obtained by anptastic
band with small spring constants (images aggloneeedtinitial and final
configuration and cannot provide a good descriptmitransition state
region). Images that are connected by springs awdicated by black
squares connected by lines; MEP and transitionestat red doted line
and black x, respectively

This can be explained by the fact that the negagadient of the potential OV (R™),

which should only move the images towards the MiE$9 has a component parallel to
the MEP participating in the distribution of theages. Thus for very weak springs, this
parallel component predominantly determines thé&idigion and inhibits an accurate
description of the MEP in the region of the traositstate.

It has been demonstrated that these problems adarental and cannot be solved by
raising the number of images to the continuum |jiii].
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3.2.2.2Concept of the nudged elastic band

An improvement of the PEB formalism is the so-ahlleudged elastic band (NEB)
method [21]. The critical behavior of the PEB amio described above could be
related to two critical force components: the spriarce components parallel to the

MEP F’ and the components of the negative gradient ofptitentia- 0Ov(R"),

—il
normal to the MEP. Mills and Jonsson propose topbinsubtract these critical
components from the PEB force (3.51), yielding B forces [21]

FMe=—Ov(RY)+F? (—DV(R('))”+F,D)——DV(R('))D+F|” (3.53)
Ov(RY); =0v(RY) - (ovRY) o) T, (3.54)
3 = [(a(R™ -RY) -, (RO -R™) ;| 7, (3.55)

whererz; refers to the normalized local tangent at the EETF_E{E;

. RV_RD  RED_RO
T — - —
=l | R(') B(I_l) | |B(|+1) _B(I) |

(3.56)

T =1, /|1 | (3.57)

This correction guarantees that the approximatibthe MEP only depends on the
negative gradient of the potential, while the disttion of the images only depends on
the spring forces. For sufficiently many images tehsures convergence of the NEB
path towards the MEP. Mills and Jonsson refer o frce projection as ‘nudging’,
(which is behind the name ‘nudged elastic bandl].[Zrlhe NEB force no longer
belongs to the object functicB=® as defined in equation (3.5@\c2 is not known,
thus one is limited to minimization techniques tfedy on the forces. In practice, this is
not a restriction since most of the algorithms dmved for geometry optimizations
fulfill this condition.

For many images, the definition of the local tartgefrom above (3.56) and (3.57) can
lead to the formation of kinks in the path. In ésequent publication [111], an
improved definition for; was presented and will be mentioned in the foltmuwi

For imagesR” with a corresponding potential energy(R”) between the two
neighboring image&™*" andRY, only the adjacent image that is of higher enésgy
used to define the local tangent by choosing

- {f it V(R'™)>V(R")>V(R"™) 358

e it VR™) <VRD) <V (R™Y)



32

where

" =R" -RY (3.59)

r =RV -RY, (3.60)

In addition, for imagesR® that represent a maximum or a minimum along the
approximated MEP, i.e.v(R™)>V((R")<Vv((R'™) or V(R"™)<VR")>V(R™?),
the tangent is defined as a energy-weighed supiéigrosf z;* andz;”

. A imax_'_z.-A imin if V(R(i+1)) >V(R(i‘1))
I = _+ _ __ _ - - - (361)
AV + AV it V(RT™Y) <v(RTY)
with the weighing factors.
avm =max(V (R") -V (RY)[IV(R"™)-V(RV))) (3.62)
AV = min(V (R™) -V (R [IV(R™) -V (R?) ) (3.63)

This ensures that there are no abrupt changesitatigent when one image becomes
higher in energy than another. Furthermore, a #jigmodified definition of spring
force has been given to provide an equidistantibigton of the images.

EP = (ki [IR™ =RY =k |[RY =R 17, (3.64)

This alternative definition of the local tangenign#ficantly improved the original
formalism and is generally used in NEB implemeptadi and in the present work as
well.

3.2.2.3Climbing image extension of the NEB method

The NEB approximation of the MEP provides discris@ages distributed along the
MEP without explicit information about the saddleing itself. In many cases, one is
especially interested in the saddle point of thePViEferring to the transition state.
Climbing image NEB (CI-NEB) presented by Henkelmamd Jénsson [112] is an
extension of the NEB scheme that makes it possibd¥aluate transition states.

For a given NEB path, the image with the highestrgy which is assumed to be the
closest to the saddle point, is selected as a bignimage,R"™. For this image, a
climbing force is defined as follows:

F iy = =0V (R™)) + 20V, (R“™) (3.65)
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F imp = ~OV(R®™) + 200V (R™) G gyp) T (3.66)

climb -

Faimp moves the climbing image uphill in energy along tiirection parallel to the
MEP (as described by the NEB path). Convergenoesished at the saddle point where
the force<.imp acting on the climbing image are zero.

The movement of the climbing image is coupled with other images only via the
definition of the local tangentimy, (3.58 - 3.63) that defines the uphill directiorhel
other images are still connected with the climbimgge by springs and will distribute
left and right equidistantly if the same spring stamt is chosen for all springs. The
advantage of this formalism is that it is a simpkension of the NEB scheme. And
since all images are relaxed simultaneously, thereo extra cost in applying the
CI-NEB compared to NEB.

For complicated paths, the convergence behavio€CIedNEB can be critical if the
approximation of the local tangent becomes inadeuiehe latter is based on positions
and energies of the climbing image and its neighl{8c58 - 3.63) and therefore is
limited by the image density.

3.2.3 The dimer method

The dimer method for searching transition statessgired by the concept of following
local normal-modes of the PES [113, 114]. In thistmod, starting from a minimum
geometric configuration of the PES, one follows iliph energy along the direction of
a certain normal mode where the Hessian matriwéduated for each step. This is
rather expensive and these methods scale poorly theé number of degrees of
freedom. The dimer method [22], presented in thastisn, makes it possible to
approximate the direction of the lowest eigenmdu=ce it is applicable for systems
with a large number of degrees of freedom.

The dimer shown in Figure 3.3 consists of two insa&” andR®, that are separated
by a fixed distance &R and the central point of the dimg that lies in the middle
betweenR® and R?. Analogous to the image definition for the NEB huat, each
image R” represents a different geometry of the system indefined by the

coordinates of the nucleR®™ ={B§‘),...,Bﬂ‘)n}. The dimer orientation axidl is the

normalized vector pointing from the imaB® to the imagR™. (see Figure 3.3).
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Figure 3.3: lllustration of a dimer constructed by the imagé%, &Y and
R®.

The energy of each imad®’ is given by the potentid = V(R") and the force acting
on the imageR” is the negative gradient of the potential=-0v(R"). The total
energy of the dimeE is the sum oE; andE..

E=E, +E, (3.67)

The dimer saddle point search algorithm moves thedalong the PES towards the
saddle point. This is realized by an alternatingusece of rotations around the
midpoint R and translations oR®. The rotation step orients the dimer akisvia
forces into the direction of minimum curvature thafers to the direction of the lowest
eigenmode. This strategy was developed by Votanother context [115] and makes it
possible to estimate the lowest curvature modeawitihaving to evaluate the Hessian
matrix. The translation step moves the dimer upwatdng the PES in the direction of
lowest curvature.

The curvatureCy, along the dimer axisl can be approximated by finite differences as
follows:

— (Ez _El) [N _ E_ZEO
N 2AR (LR)?

(3.68)

Since the dimer lengthAR is a constant, the curvatu@ is linearly related to the
dimer energ\E for rotations about the midpoiRt®.

Henkelman et al. [22] use only the properties & tmagesRY and R®. The force
acting onR? is approximated by the averageRgfwith

_F,+F,

Fo 5 (3.69)
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and Eo can be expressed by the properties of the imBffésnd R® using equation
(3.68)

By == +2X(E, - F,)IN. (3.70)

2 4

The dimer method has been improved by Heyden gtEd] and further by Kastner
and Sherwood [117]. In contrast to the originaisi@n [22], the imageR® andRY
are used instead &% andR®. This has the advantage that only one image has to
considered during the rotation and that the gradiad the energy &° needed for the
translation step are directly calculated. But itréases the accuracy of the curvature
calculation fromO(AR?) to O(AR) [116]. Here, the forc&, is approximated via finite
differences,

yielding a new expression for the curvature

CN - (EO _El) [N ]

N A (3.72)

3.2.3.1De€finition of the rotation plane

The normal forcer;” at the imag&" is the force component normal the dimer &is

Fi'=F,-(F,IN)IN (3.73)

The rotational forcer ™ acting on the dimer is set to be the net normaef@cting on
B(l)-

FY=fF!-FJ (3.74)

Assuming a quadratic behavior of the PES in théoregf the dimer, as well as using
equations (3.71) and (3.73), the rotational forcting on imageR™™ can also be written
as

F"=2(F,-F¢)-2[(F;—Fo)IN|IN. (3.75)

The rotation plane is spanned by vectdrand® where® is a unit vector normal thl
that points in the direction of the rotation. Thendr axisN is already determined by
the dimer orientation and in general the directiwof defined by the direction of the
rotational forceEl.
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It has been shown by Henkelman et al. [22] thatesnd of rotating according to the
rotational force but using a conjugate gradienthoe@t(CG) [107] to determine the
search direction, i.e., the rotation plane, leadsetter convergence.

The CG method [107] determines the new searchtireG, based on the information
provided by the force of the iterationF, and the force, as well as the search direction
of the previous stef-,.1, andG-; as follows,

gn :En + yngn—l (376)
with
Y, = (En—Ena) (B (3.77)
En EH_:n

The CG method had to be slightly modified to be liapple to the constraint
minimization problem of rotation [22]. For the dim®tation, the search directi@is
represented by the rotation plane spanned by titevaatorsN and ® whereN is
already specified by the dimer orientation. Therefthe update of the search direction
G is restricted to an update @f‘, a vector that is normal with respeciNo

Using equation (3.76) to evaluate the new searctnv,d_sln would yield a vector that
is not normal with respect to the new dimer origataaxisN,, as demanded by the
constraints of the dimer rotation. The reason ziﬂ;ﬁ_hln-l is per definition parallel with
respect t@,.1, hence it is normal with respect to the old diesN,.; as illustrated in
Figure 3.4.

Figure 3.4: Definition of @ ., used in the modified CG method for the
dimer rotation. All vectors are in the plane ofabbn spanned by the unit
vectors N.; and@,.1.
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In order ensure tha_BLn and the actual dimer orientatidly are normal with respect to
each other, Henkelman et al. [22] propose in tiadified scheme to use a vector with
the length of QLn_ﬂ pointing in the directior®” .1 instead ofgLn-l itself for their
update of the search direction. Heéde . is a unit vector that lies in the old rotation
plane but is perpendicular i, (see Figure 3.4).

o _ G, -(G,IN)IN,

— _—=n-1
6L -GN N, 278
This slight modification leads to the modified Céheme [22]
Gy =Fy +a |Gy O (3.79)
where
W (gl Y [1 35 (3.80)
En E,

3.2.3.2Rotation of the dimer

After evaluating the search direction the optintajpslength in case of a rotation, the
optimal rotation anglepmin that rotates the dimer into the direction of miam
curvature has to be determined. Originally, Newdomiethod [22] and an improved
method based on a Taylor expansion [22] of theggnerere proposed to determine
¢min- Another strategy to evaluaig,, was presented later by Heyden et al. [116]. This
is the basis of the dimer implementation in thespn¢ work discussed in this section.

It has been shown [116] that a rough estimatetferotation anglenmi, can be made by
using the forcefo andF;. The estimated anglg

1 oC /0¢
¢, = —arctan——- (3.81)
2 2|y

with

acﬂ - 2(Eo _El) [©
Y, AR

(3.82)

is required for two purposes. First, it helps tcide if a rotation step is necessarypif
is smaller than a given threshdlay|, it is assumed that the dimer is already oriented
well enough and no rotation is needed. Second,ritation step is carried out, the
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dimer gets rotated first by, and the forces of the rotated imag®* are evaluated.
Then both the information at the initial point’Rand the poinR™* is used to evaluate
the optimal step leng@in.

Heyden et al. [116] showed that the curvatOgeduring a rotation in the plane spanned
by N and® can be expressed by a Fourier series.

Cy (9) =%+al coSRy) + Db, sin(2¢) (3.83)

The constantsy, a;, andb, are determined by the eigenvalues and eigenvectdtse
exact Hessian and can be approximated assumirgalylguadratic PES [116] where

_1 dCy (¢ =0)
b, = 2 g (3.84)
o = Cn@=0"Cy(=¢) *bisin@sy) .95
1-cos@s,)
and
3y =2Cy(¢=0)-2a). (3.86)
Together with eq. (3.83), the optimal rotation &gli, is given by
¢min = 1arCtaﬂE . (387)
2 a

To ensure thapmin does not rotate the dimer into the direction okimmaum curvature,
the curvature apnmin can be checked using equation (3.83) if the raati force is not
converged after rotation the new rotation a®iss evaluated. In the present work, the
modified CG method [22] as described above is tgetktermine the new rotation axis
o.

3.2.3.3Dimer translation

After rotating the dimer into the direction of mmim curvature, it is translated. To
evaluate the direction of translation, the forcenponent along the dimer axi¢ is
inverted.

F'=Fy,-2F, (N (3.88)

This modified translation force (3.88) moves thmeli uphill in the directiorN that,
after successful rotation, approximates the dioactof the lowest eigenmode.
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Considering the fact that the tangent of the MERades with the direction of the
lowest eigenmode, this strategy of force modifmatis very similar to the definition of
the modified force for the climbing image (3.65)time CI-NEB scheme. There the
force component along the direction defined by #pproximation of the MEP is
inverted.

The BFGS optimization algorithm is used for the éinranslation. This is motivated
by the work of Kastner and Sherwood [117]. They parad four different
optimization algorithms (BFGS, CG, Steepest desaadt Damped dynamics) for the
translation and found that the BFGS optimizatiomdke to significantly faster
convergence. Finally, rotation and translation stepe repeated until the for¢g
acting on the central point of the diniRP is sufficiently small.



4 Perfect and reduced vanadium pentoxide,
V205

Vanadium pentoxide, or XDs, is widely used in catalytic applications. Indisdtr
catalysts for the SCR process to remove nitric exiflom waste gas contain® and

it is generally accepted that,®s provides the active sites for the reaction (see
Chapter 2). These catalysts are very complex mtial oxide compounds and the
structural details of the catalysts are unknowreréfore, in the present work a model
catalyst, the YOs(010) surface, is studied. As a first step, beforeestigating
adsorption, diffusion, and reaction processes at\$05(010) surface, the surface
model itself has to be analyzed. In this sectiobrief overview of the geometric and
electronic properties of the perfect® crystal, the cluster approach, and a detailed
description of the specific cluster models that@mesidered will be presented.

In the second part, the properties of the reducgds(@10) surface will be discussed.
This is motivated by the fact that the SCR reacisosupposed to involve reduction of
the catalyst surface, which very likely leads te thrmation of oxygen vacancies (see
Chapter 2). Therefore, the reduced surface is reddbly the presence of oxygen
vacancy sites. In addition to the properties of thikerent oxygen vacancy sites,
vacancy diffusion at the X0s(010) surface layer will be discussed.

4.1 The perfect YOg5(010) surface

4.1.1 Crystal structure of ¥Os

Vanadium pentoxide, X0s, forms a layer-type orthorhombic lattice [118-124ith
lattice constants a=11.519 A, b=4.373 A, ¢568.A [121]. The elementary cell
contains two elemental units (2 x® , 14 atoms), see Figure 4.1. The crystal layers
are composed of 8 planar atom layers (6 oxygerrdagevanadium layers) and extend
parallel to the (010) direction [11]. Note that dading on the choice of the
orthorhombic crystal axes, the layer netplane ¢aiggon may also be denoted by (001).
The latter corresponds to an interchange of tHeodnbmbic lattice vectors andc as
proposed in Ref.[121]. The structure contains Bedintly coordinated types of

40
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oxygen: singly coordinated vanadyl oxygen O(1), ypwoordinated bridging oxygen
0O(2), and triply coordinated oxygen O(3).

The crystal structure of orthorhombig®, with a view along the (001) direction, is
shown in Figure 4.1 where the top-most (010) siteyer is emphasized with shading.
The elementary unit and crystal axedaand_care shown at the bottom. In the bulk
terminated ¥Os(010) surface layer, each of the three differentiprdinated oxygen
types O(1), O(2), and O(3) can point either inglte crystal or stick out of the surface
with respect to the closest vanadium atom. Theeetbe surface layer contains six
different types of oxygen. The oxygen pointing deswill be denoted O(1’), O(2’), and
0(3).

(@ V. o1 o1 0@ 0@) @) 0R)
LN N Y N
| \ | /
L{(ﬁﬂ);1 ™ ‘
(OUI'E)

Figure 4.1: (a) Crystal structure of orthorhombic,®s, with a view along

the (001) direction, where the top-most (010) sniglyer is emphasized
with shading. Vanadium centers are shown by largiow and oxygen

centers by red balls. Neighboring atom centers @enected by lines to
represent structural details. The non-equivalenygen centers of the
(010) surface are labeled accordingly. In the settayer, the shapes of
octahedral V@ (left) and bipyramidal YOs (right) units are emphasized.
(b) The unit cell and crystal axeslaand care shown at the bottom.
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The crystal structure can be derived from packihy©¢ octahedra as emphasized in
Figure 4.1(a) on the left-hand side. A ¥ Qnit and its V-O distances [118] are shown
in Figure 4.2(a). The octahedron is strongly distralong the (010) direction;
short/long V-O(1) distances are 1.58/2.79 A. A taltayer is formed by double rows
of these octahedra along the (001) direction. Aehacouble rows are mirrored along
the (010) plane and connected at the octahedralsedg

This picture does not reflect the layer-type chimaof the \lOs crystal structure. A
more intuitive way to describe the crystal layersiiperiodic arrangement of edges and
corner sharing YOg bi-pyramids (Figure 4.1(a), right-hand side). Aoysiamidal unit
with the differently coordinated oxygen atoms ahéd ¥/-O distances [118] labeled
accordingly is presented in Figure 4.2(b).

Obviously, the strong distortion of the Y©ctahedral units, and thus the large V-O
distance between two layers, causes weak interliayeractions [11]. Therefore, the
(010) plane is the cleavage plane and atomicalarci\bO5(010) surfaces can be
obtained by pushing razor blades into the crystahigh vacuum [122]. This also
suggests that the ,®5(010) surface undergoes only minor reconstructians,
therefore, the ideal bulk crystal structure progsidegood model for the (010) surface.
This has been confirmed by scanning tunneling rsmwpy (STM) [123, 124], atomic
force microscopy (AFM) [124, 125], and high resauat electron energy loss
spectroscopy (HREELS) [126] investigations.

(a) VOg octahedron (b) V,O4 bipyramid

Figure 4.2: (a) octahedral V@and (b) bipyramidal ¥Og unit of the YOs
crystal structure (V-O bond distances in Angstrgii]). Vanadium
centers are shown by large yellow and oxygen ceritgrred balls. The
oxygen atoms are labeled according to their cocaton.
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The bulk structure of ¥Os has also been studied extensively by theory. The
experimental structures could be confirmed based d¢otal energy
minimization [127-132], as well as in molecular dymcs studies [133, 134]. Further,
the conclusion that the geometric structure e©)010) surface is very close to the
bulk crystal structure was validated by theoretstatlies [128, 129, 132, 133].

4.1.2 Cluster models for the XDs5(010) surface

The experimental findings [123-126] that interlaystieractions are weak and that the
V,05(010) surface only shows minor reconstructions datli that interlayer
interactions can be neglected and a bulk-structwe@®s(010) single-layer is a
reasonable surface model. Theoretical comparisohsmolti- and single-layer
models [128, 129, 132] showed that gO4(010) single-layer indeed provides a good
geometric and electronic description of thg&(010) surface.

In the present work model, clusters cut out of ®3010) single layer with atoms at
the positions of the ideal bulk crystal are usedléscribe local sections the perfect
V,05(010) surface. To account for the missing intecadibetween the cluster atoms
and the missing atoms of the extended system,dhglidg bonds at the cluster edges
are saturated by hydrogen atoms that are positiaf@ty the O-V bond at a typical
O-H distance (0.99 A). The hydrogen saturationhesen to ensure that the cluster
keeps the formal valence charge of the surfacg () according to the formula

5Nv-2No+ Ny =0, (4.1)

whereNy o 4 refers to the number of atoms that belong to pexiic element in the
cluster. For reduced surfaces, the presence ofsatoom the underlying layer may
become important, as will be discussed in Sectién 4

Various model clusters are used to describe diffemurface sites of the perfect
V,05(010) surface. These are theoWsHio, V1404H14, and V4O46H22 Clusters (see
Figures 4.3 and 4.4). Because of the inversion sgtmnof V.05 bulk, the two sides of

a (010) single-layer model clusters correspond itierdnt V,05(010) surface areas.
This is illustrated in Figure 4.3, where the diffiet surface areas that are represented by
the two (010) surfaces of the three different maiesters are emphasized by shading.
At the left, the clusters are oriented in a wayt ttheey are centered at the vanadyl
double row sticking out of the surface. At the tighcan be seen that the other side of
the same clusters can be used to model the vadtsyelen two vanadyl double rows.
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Figure 4.3: Top view of YO5(010) surface layer. Both sides of model
clusters that are used to represent different sagfareas are emphasized
with shading; vanadium centers are shown by largkow and oxygen
centers by red balls.

The simulation of the cluster interaction with thessing extended environment by
hydrogen termination is an approximation. As a eguogence, it generates slight
variations of the properties for different clustééoms that are otherwise translationally
equivalent in an infinitely extended system (ascussed in [23, 24]). Naturally, the

variations are larger for atoms at the boundaryezitvan for central atoms. Surface
processes such as adsorption, individual reactrah diffusion steps are located at
specific surface sites or surface areas. Thus, ilnportant to choose a cluster model
that is large enough to ensure that atoms belortgitige surface area of interest are not
in the boundary zone.
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The different clusters used in the present work enesen in a way that the
corresponding surface region of interest is locatetthe center of the cluster. This has
the advantage that even small clusters can regrasetatively large surface area that
does not contain atoms from the boundary zone. ditferent clusters are shown in
Figure 4.4 with the specific surface sites that radeled by the cluster and labeled
accordingly.

V10031 H12

V14O46 H22

Figure 4.4: Cluster models for different surface sites of thexfexrt
V,05(010) surface (4xO(1) and 2xO(2) are connected lagkblines).
Vanadium centers are shown by large yellow bakygen centers by red
balls, and terminal hydrogen centers by small grails.
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The center of the }0s31H12 cluster is a doubly coordinated oxygen site. e (010)
surfaces of this cluster are used to describedbal lsurface environment of the O(2)
and O(2’) sites. The remaining O(1), O(3), O(3tesj and the V site are modeled by
the central region of the ¥O46H22 Cluster.

As will be discussed in Chapter 5, the Nidolecule can interact with several surface
atoms simultaneously, which results in adsorptitessconsisting of four neighboring
vanadyl oxygen sites that will be denoted as 4xC4f&)well as two adjacent bridging
oxygen sites, 2xO(2). These two multi-atom adsorptsites are modeled by the
V14042H14 cluster shown in Figure 4.4, where the four O@g &avo O(2) atoms are
connected by black lines.

These model clusters are based on previous clusteties of the Y»Os(010)
surface [23, 24, 135-137]. The convergence behdwratifferent cluster sizes has been
investigated extensively [23, 24], concluding tlkeétctronic and geometric properties
converge rather quickly according to cluster sig.a result, the central section of a
V10031H12 cluster was found to be well converged.

4.1.2.1Geometric and energetic properties gOy(010) cluster models

Due to the cluster approximation, atoms that anemtise translationally equivalent in
an infinitely extended system vary in their prost As a result the cluster with the
ideal bulk structure does not reflect the minimueometry. Performing a geometry
relaxation based on electronic structure calcutatideads to a different cluster
geometry. An educational example that illustrates éffect is to perform a geometry
optimization where only the positions of the teratihydrogen atoms are kept fixed.
Figure 4.5 compares the geometry of the relaxadctstre with that of perfect XDs
bulk geometry.

It can be seen immediately that the cluster gegnuétanges due to the relaxation. Yet
it conserves the overall topology of the perfegD}010) surface due to the peripheral
hydrogen. The displacements are smaller for atontise center of the cluster. In order
to quantify this, the cluster has been divided iatoentral YOy unit (atoms labeled
with x in Figure 4.5) and the remaining boundary zone ddrresponding largest atom
displacementArmax and maximum change of V-O bond distanté(V-O)max for the
central \bOg unit as well as the boundary zone are presentédbie 4.1.
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Figure 4.5: Relaxed structure of the;)dDsi1Hi2 cluster (only hydrogen
atoms kept fixed). Vanadium centers are shown hkyelgellow balls,
oxygen centers by red balls, and small gray ba#ter to hydrogen
centers. Atoms of the centra}® are labeled withx. The lateral atom
positions of the ideal structure are indicated withite balls.

Table 4.1: Cluster artifacts of the MOsi;Hi, cluster (only terminal
hydrogen are kept fixed in geometry optimizatioGjuster correction
energy,Ecor (in [€V]). Maximum change in V-O bond lengNu(V-O)max
and atom positions\rmax (in [A]) for the central Og unit and the
remaining the boundary zone.

Cluster V10031H 12
Ecorr -1.88
Region Central V,0Og Boundary zone
Ad(V-O)max 0.07 0.16
Almax 0.12 0.44

The atom positions of the centrab® unit remain very close to the ideal structure
(Armax= 0.12 A) and the deviations are significantly $aracompared to the boundary
zone (rmax= 0.44 A). In general, only minor variations ofrtabdistances<(0.16 A)
have been found for all bonds.
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The geometry optimization of the cluster results ilowering of the total energy. The
total energy difference between the cluster withfgme V,Os bulk geometry,
Ewi(Cluster), and the relaxed structuBgs(Cluster), is denoted as cluster correction
energy

Ecor = Etotr(CIUSter) - Etot(Cluster). (4.2)

The cluster correction energy can become very laFge example, it is -1.88 eV
(Table 4.1) for the relaxed 1¥O3:H12 (hydrogen atoms fixed). For this reason, it is
important to consideEc for the definition of energetic quantities thae drased on
total energy differences, which is the case for trecancy formation energy
(Section 4.2) and the adsorption energy (Chapteftay will be discussed in detail in
the corresponding sections.

Surface processes such as adsorption, reactiondidfodion are accompanied by
geometric changes of the surface. It is necessacpnsider the relaxation of surface
atoms here, but it may induce cluster artifactstamvn above. In general, large atom
displacements in the central region of the clustenpared to the perfect,@s bulk
structure are indicators that the cluster modehas appropriate. To minimize the
artifacts and incorporate surface rearrangementiseasame time, most cluster atoms
are fixed and only the atoms in a central regi@nfaege to relax. For the clusters used in
the present work - if not mentioned otherwise s tbéntral region is defined by the
specific site of interest as well as nearest axd-nearest neighbor atoms.

The three different clusters considering the speaéntral region vyield six cluster
models that are used to describe sections of tHeqbe/,05(010) surface. Table 4.2
compares cluster correction energi€ge,, largest atom displacemenira, and
maximum change of V-O bond distancel(V-O)max due to relaxation of central
regions for the six cluster models. The changeatam positions are smaller than
0.18 A and the bond distance variations are belodb 8. The cluster correction
energies are smaller than 0.31 eV. This showstligathosen cluster models provide a
reasonable description of the geometric and eniergedperties of the surface.
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Table 4.2: Cluster artifacts of cluster models for differentes (site,

nearest and next-nearest neighbors consideredomegey optimization).

Cluster correction energ¥cor (in [eV]). Maximum change in V-O bond
lengthAd(V-O)max and atom positionsr max (in [A]).

Cluster V10031H 12 V1401H14 V14046H 22
Site 0(2) 4x0(1) 2x0(2) 0(1) 0o®3) \Y
Ecorr -0.18 -0.17 -0.31 -0.11 -0.22 -0.18
AA(V-O)max 0.03 0.03 0.03 0.03 0.05 0.04
AT max 0.13 0.09 0.18 0.13 0.14 0.14

4.1.3 Electronic structure of the )X0s(010) surface

Vanadium pentoxide is an insulator with a visiblend gap of 2.35 eV [138], as
indicated by its orange color. Optical adsorptioqpeziments show a band gap of
2.3 eV [139], while optical reflectance experimeyitdd 2.38 eV [140].

The valence band is mainly formed by oxygen 2spteda states with only a minor
admixture of vanadium 3d states. Angle-resolvedrautiolet photoemission
spectroscopy (ARUPS) experiments and DFT-based rdtieal work [130, 141]

determined a valence band width of 5.5 eV in gagré@ment.

The formal valence charge in®s is V> and O%. However, there are sizable covalent
contributions to binding. Therefore, local chargiofythe different atoms should be
significantly smaller. Based on data from resormtoemission spectroscopy (RPES)
experiments, the charge distribution 0£Q¢ was approximated to be "%/ and
0'?[142].

4.1.3.1Electronic properties of ¥05(010) cluster models

The electronic structure of the different clustevdaels is analyzed by comparing the
atom charges and the density of states (DOS) with previous theoretical and
experimental studies mentioned above.

All atom charges are obtained by a Bader charglysied143] and from now on will
be denoted as atom charged he calculated discrete DOS spectra have beentbet
by a Gaussian level broadening of 0.4 eV (full widt half maximum [FWHM]). To
compare different DOS plots, the energy of the ésgjloccupied orbital is shifted to the
energy zero that is also marked by a gray vertigalin the plots.
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The central region of the clusters is used to desdhe surface properties. Therefore,
the electronic properties of these areas are amélyBased on a Mullikan population
analysis [144], the DOS can be projected on thiemdit atom centers. As discussed in
Section 4.1.1, the crystal structure can be desdriby \LOg bipyramidal building
blocks. Due to the inversion symmetry of thgdy bulk, it is sufficient to consider only

a central V@ unit that already contains the different oxygenl aanadium species,
although it does not reflect the correct stoichioneTherefore, in order to correlate
the DOS of the central VOpyramid with the total DOS of the extended system,
contributions of different atom types are weighéedording to the stoichiometry,

w = n(V>0s unit cell)/n(VQ). (4.3)

The total DOS and the atom projected DOS'’s forMthu®,6H.» cluster are presented in
Figure 4.6. The valence band region lies betweezV-@nd 0 eV. It has a multi-peak
structure. As shown by the atom projected DOS’s,rttain contribution comes from
the oxygen 2sp electron states and smaller V 3dribations where O(1) electronic

states concentrate in the central region and O@gjtronic states cover the whole
valence band. Important features like overall shapéence bandwidth (5.6 eV) and
band gap (1.8 eV) could be reproduced in good aggaet with former theoretical

studies and experimental results [23, 24, 141].
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Figure 4.6: Total DOS (thick solid line) and atom-projected DQS
solid, O(1) dotted, and O(2)+0O(3) dotted-dasheda)ifor the central V@
unit of the \4O4eH2, cluster. The curves refer to a Gaussian level
broadening of 0.4 eV (FWHM); HOMO energy levels atdfted to
0.0 eVv.
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The corresponding atom charges are listed in the right column of Tab& 4 he
vanadium atom is positively charged and the oxyaems negatively charged, which
is concordant with the large O 2sp contributiontie valence band found for the
atom-projected DOS (Figure 4.6). The differentlypbnated oxygen O(1), O(2), and
O(3) can be clearly distinguished as higher coatitim results in accumulation of
more negative charge. The local charging of thenates in agreement with chemical
intuition. Nevertheless the atom charges are saaifly smaller than the formal
valence charges 'V and C7, implying that the inter-atomic binding of s has
sizeable covalent contributions.

Table 4.3: Atom chargesq of the central V@ pyramid for the three
different model clusters, MO3z1H12, V1404oH14, and V,4O046H25, with
perfect \bOs bulk structure (in atomic units, [au]).

Cluster V10031H 12 V1401H14 V14046H 22
q(V) 2.11 211 2.12
q(0(2)) -0.59 -0.59 -0.61
q(0(2)) -0.93 -0.93 -0.93
q(0(3)) -1.07 -1.07 -1.07

In the next step, the DOS plots as well as the atbarges obtained for the three
different model clusters are compared. Figure Boivs total DOS'’s obtained using the
central V@ unit of the three clusters with perfect® bulk structure. The valence
band multi-peak structures obtained for the thresters differ only little. Also the
valence bandwidth and the band gap are reproduged three clusters. In addition,
the atom chargeg listed in Table 4.3 confirm that the central regiof all three
clusters provide a good model for the electromgcstire of \AO5(010) surface.

So far only the electronic structures of clusteithwhe perfect YOs bulk structure
have been analyzed. As discussed in Section 4lla®ying for relaxation can induce
geometric and energetic changes. Here the influehtmal relaxation of the next and
next-nearest neighbors on the electronic structudescussed.

Figure 4.8 compares the total DOS’s obtained ferdéntral V@ unit of a \V14046H22
cluster with perfect bulk structure and of®4¢H2, clusters where the different central
regions as defined for the O(1), O(3), and V siteralaxed. As can be seen, the local
relaxation only causes minor changes.
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Figure 4.7: Total DOS curves for the central Y@nit of three different
clusters, \4Os6H22 (black/solid line), V4O4H14 (blue/dashed line), and
V1003:H12 (red/dotted line). The projected DOS for the atoofisthe
central VQ unit are weighted according to the stoichiometfyh® \,Os
bulk. The curves refer to a Gaussian level broadgf 0.4 eV (FWHM);
HOMO energy levels are shifted to 0.0 eV.
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Figure 4.8: Total DOS curves for the central Y@Qnit of the Y4O46H22
cluster considering different relaxation areas (@albms fixed represented
by the black/thick/solid, nearest neighbors andtmearest neighbors of
O(1) by the blue/dotted-dashed, O(3) green/dotdad, V red/solid line).
The projected DOS for the atoms of the centrak @it are weighted
according to the stoichiometry of theQ{4 bulk. The curves refer to a
Gaussian level broadening of 0.4 eV (FWHM), HOM@rgw levels are
shifted to 0.0 eV.
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The atom charges for all cluster models (as defineSection 4.1.2) used to describe
the perfect YO5(010) surface are listed in Table 4.4. Thes\@it contains three O(3)
oxygen sites, therefore all three values are ptederThe variations for the atom
charges are very small; resulting in a maximum atemn of 0.05 au for corresponding
atoms in different cluster models (Table 4.4).

Table 4.4: Atom chargesq of the central V@ pyramid for the model
clusters that are used to describe the differeais sof the YO5(010)
surface (in atomic units, [au]).

Cluster V10031H 12 V1404H14 V14046H 2,
Site 0(2) 4x0(1) 2x0(2) 0o(1) 0(3) \/
qVv) 2.10 2.15 2.11 2.14 2.15 2.14
q(o(1)) -0.61 -0.61 -0.60 -0.62 -0.62 -0.62
a(0(2)) -0.94 -0.96 -0.94 -0.96 -0.97 -0.95
a(0(3)) -1.08 -1.08 -1.07 -1.07 -1.08 -1.07
-1.08 -1.07 -1.08 -1.07 -1.07
-1.05 -1.07 -1.07 -1.06 -1.06

Altogether, the cluster models used in the presamk provide a good description of
the V,05(010) surface in agreement with previous theorettadies [11, 23, 24, 129].
The different models that include local relaxatame comparable as illustrated by the
geometric rearrangements, corresponding clustaection energies, as well as the
total DOS and the atom charges of the central regio

4.2 The reduced YO5(010) surface, oxygen vacancies

This work focuses on catalytic applications in whibe fact that vanadium oxides are
easy to reduce and to oxidize is important [14%]e Dxidation state of unsupported
and supported ¥0s after calcination is found to be’V[43, 145-147].Under reaction
conditions performing catalytic reactions, such the SCR [43] or the oxidative
dehydrogenation (ODH) of hydrocarbons [146], théakyat gets partly reduced and
vanadium atoms occur in an oxidation state betw&€rand \** [43, 146], where the
exact oxidation state of the active site is unaeift29].

For both catalytic reactions, SCR [17, 29] and ODHI5, 146, 148-151], a Mars and
van Krevelen mechanism [57] was proposed. In theghmanism, lattice oxygen from
the catalyst acts as a reactant that oxidizes thleaule. Thus, oxygen vacancies are
formed and in a subsequent step, the catalyst getxidized by dissociative
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adsorption of gas phase dioxygen. Hence, the c¢&tadgrformance depends strongly
on the ability to provide lattice oxygen. In orderunderstand the catalytic properties,
it is also necessary to investigate the geometneygetic, and electronic properties of
oxygen vacancies. As will be shown in the followitige neighborhood of a vacancy
site is reduced and therefore the vacancy cludiscsissed in the following section can
provide models for the reduced®s(010) surface.

Besides the surface reaction as discussed abokas ibeen shown that vacancies can
be found after adsorption of atomic hydrogen [15@) energy electron bombardment
of the surface [153] or heating at 400 °C [154]rtRermore, as shown by isotopic
labeling experiments [155], oxygen is quite mobiteV,0s, as it can exchange its
whole bulk oxygen with oxygen from the gas phase.

Matching the terminology used to address the diffepxygen sites in Section 4.1, the
vacancy site obtained by removing oxygen from diold-coordinated site will be
denoted as O(n) vacancy or Q{R)

The experimental characterization of oxygen va@moif \bOs is unclear. Scanning
tunneling microscopy (STM) and angle-resolved X-payotoelectron spectroscopy
(ARXPS) experiments indicate the existence of Q@dgancies [123, 156, 157], while
high resolution electron energy loss spectroscopdREELS) suggests O(2)
vacancies [152] and ARUPS spectra O(2) and/or @48xancies [141].

Oxygen vacancies have also been studied theotgtitdl 23, 24, 135-137, 158-163].
This includes cluster [11, 23, 24, 135-137] andiquéc [158, 160] DFT calculations
with  GGA functionals performed for vacancies refateo all three differently
coordinated oxygen sites. Additional studies ongexyvacancies employed functionals
that correct for on-site Coulomb interactions imrosgly correlated systems,
GGA + U [162, 163]. Furthermore, a cluster studytbé O(1) vacancy compared
standard GGA and GGA-hybrid functionals [161]. lengral, all studies are in
accordance with one another regarding geometripggoties and the relative stability of
oxygen vacancies, but there is some diversityénwiicancy formation energies.

The vacancy formation energy can be defined by &rtargies differences,
Ep'(O) = Etor (Cluster-Qac) + Eo(O) —Eto (Cluster) (4.4)

where Eyf (Cluster) andE (Cluster-Q,o) are the total energies of the cluster that is
relaxed with respect to the atom positions of teat@l regionbefore and after the
oxygen is removedE,(O) is the total energy of the free oxygen atomduss
reference.

As discussed in Section 4.1.2.1, a cluster withaitans at the positions of the perfect
bulk structure does not represent the minimum goméition due to the cluster
approximation. For cluster models that account dorface relaxation by allowing
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rearrangements of cluster atoms, it is necessapgparate geometric, energetic, and
electronic changes induced by the vacancy formdtimm the cluster artifacts caused

by the local relaxation of the surface cluster.réfere the relaxed cluster (with respect
to the degrees of freedom defined by the clustedet)as used as a reference system
and not the cluster with the ideal bulk structure.

In order to quantify the relaxation effects indudeg the vacancy formation, the
process is divided into two steps, the oxygen reahaxd the geometric relaxation. The
‘frozen’ vacancy formation enerdsy' is defined as follows:

EDf(O) = Etotf(CIUSter'Qac) + Etot(o) —Etotr(CIuster) (45)

whereEtotf(CIuster-Qac) is the total energy of the vacancy cluster witlatoms frozen
at the corresponding position, as defined by tHaxesl surface cluster. Then the
relaxation energy can be written as

Erelax(o) = EDr(O) - EDf(O) = Etotr(CllJSter'Qac) - Etotf(CllJSter'Qac) . (46)

The definition of the vacancy formation energy give equations (4.4) and (4.5) refers
to the removal of atomic oxygen, which is unlikébyhappen. It is common to define
the vacancy formation energies with respect fan@@as phase instead,

EDf'r(l/2 OZ) = Etotf'r(C|USter'Qac) + 1/ZEtot(OZ) - Etotr(CllJSter) . (4-7)

This alternative definition shifts the vacancy fation energy down by half the
dissociation energy of Qin the present work the calculated value of 2Y9s used)
and does not affect the relative energetic order.

Different theoretical methods lead to variationghe vacancy formation energies. As
expected, functionals that partly correct the DFalf-mteraction error, such as
GGA-hybrid and GGA + U, tend to localize electramere strongly at the vacancy
sites [161, 162]. This is accompanied by a sigarftcdrop of the vacancy formation
energy. Scanlon et al. [162] found that their vagariormation energies for the
different vacancy sites calculated with a GGA +uddtional are between 0.31 eV and
0.46 eV lower compared to their GGA energies. Ailsimresult has been found
comparing GGA and GGA-hybrid functionals for thelpgacancy sites, where the
hybrid functional yielded a vacancy formation enettgat was 0.66 eV smaller [161].
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4.2.1 Results for surface O(1), O(2), O(3) and sub-sefa¢l’) vacancies

The V,05(010) surface layer contains six different typesorfgen (Figure 4.1) and
therefore six different types of oxygen vacancias lbe created. In contrast to the other
oxygen sites, the O(1’) site that is covered bydheace layer is not directly accessible
from the surface. Therefore, although the O(1’) gety is part of the surface layer, it
will be denoted as sub-surface vacancy site.

It has been shown that interlayer interactionsiemgortant [23, 24, 137, 158-163] for
the description of the O(1) vacancy in thgdy bulk and the YO5(010) surface. Due to
the O(1)4 formation, a bond is formed with an atom of thevdo layer (as will be
discussed in more detail later in this section)ntée the single-layer cluster that
represents the O(1) site at the perfect surfaceatdre used as a model cluster for the
O(1) vacancy site.

Previous cluster calculations have been performeth & VyoHeHi2 two-layer
cluster [23], where each of the two layers is repnéed by a Os1H1» cluster. Later,
Friedrich [24] showed that also the smallef,®™oH2 cluster — composed of a
V10031H12 cluster describing the surface layer and@ds cluster that accounts for
the contribution of the second layer (see Figu®¢ 4. can be used to describe the
properties of the O(1) vacancy. This cluster isdusdso in the present work.
Analogously to the surface models defined in Secfid.2, the nearest and
next-nearest neighbor atoms of the vacancy site wensidered flexible to account for
surface relaxation. This includes the O(1) sitefitbie lower layer under the vacancy.

In contrast to the O(Jy, no bonds are formed with the lower layer due (8)&Q: or
O(B)ac formation [23, 158, 160]. Cluster results comparia two-layer oOgs2H24
cluster with a single-layer MO3:H1> cluster found similar O(2) and O(3) vacancy
formation energiesAEp' < 0.31 eV) [23]. In the present study, the modelstts,
V10031H12 used for the O(2) site andiMD46H2> used for the O(3) site are used to
describe the corresponding vacancy sites as well.
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top view (010) surface

Figure 4.9: O(1) vacancy cluster iyOsqH»o, top view and view along
(001) axis. Vanadium centers are shown by largéoyeballs, oxygen
centers by red balls, and small gray balls refehiarogen centers. The
position of the missing oxygen atom is indicatedabgymall black dot.
Atoms considered in the geometry optimization ateeled withx. The
lateral positions of the surface cluster atoms befoxygen removal are
indicated with white balls.

The sub-surface O(1 site has not been considered so far, as O(1") exyg hidden
under vanadium atoms and therefore not directlyessible from the surface. But
driven by oxygen diffusion processes, it could lmsgible to transform an oxygen
vacancy created on the surface into an Q{d')his kind of defect should not be
excluded.
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An additional model for the sub-surface O(1’) vanars necessary. A two-layer model
similar to the one used for the O(1) vacancy isgdu3de \LOgHg cluster that mimics
the second layer is positioned on the other side \#,O3;H;, cluster, generating the
V1,040H20 model cluster and MOsgH2o cluster for the vacancy (Figure 4.10).

perspective view

Figure 4.10: O(1’) vacancy cluster MOsgH-o , perspective and top view.
Vanadium centers are shown by large yellow bakygen centers by red
balls, and small gray balls refer to hydrogen cesitéd he position of the
missing oxygen atom is indicated by a small blaak Atoms considered
in the geometry optimization are labeled witflO(3) oxygen atoms of top
layer are only indicated in top view). The latepsitions of the surface
cluster atoms before oxygen removal are indicatitd white balls.
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By comparing the results for a calculation considgrthe nearest and next-nearest
neighbors with a calculation considering the whodatral unit of the top }Os0H12
cluster, showed that in contrast to the clustere@haded for the O(}),, including more
atoms causes a significant geometric change focltrster model used for the O(L)
(Armax= 0.55 A). Therefore all atoms of the centralDy unit of the ¢Os¢H12 cluster
(analog to the O(2) vacancy) and the two vanaditmma of the second layer have
been considered in the geometry optimization (sgeré 4.10).

The results obtained for the different vacancyssiégge summarized in Table 4.5.
Analyzing the influence of the geometric relaxatitve process is divided into two
steps: the oxygen removal and the subsequent geometaxation. Three different
settings are described in Table 4.5: (i) the serfdaster as reference system (relaxed
with respect to the degrees of freedom definedheyduster model), (ii) the cluster
after removal of the oxygen atom ‘frozen’ in thegeetry of the corresponding surface
cluster and (iii) the relaxed vacancy cluster. €bgesponding results will be discussed
in the following section.
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Table 4.5: Oxygen vacancy formation energiesp(@) and E(%20,),
cluster correction energiedzcor, relaxation energy,Eeax, and the
difference between the triplet and singlet totalergies, E™ - E5"
(in [eV]), atom chargegq (in atomic units, [au]), of vanadium neighbors of
vacancy sites (as the Og) formation is accompanied by a strong
reconstruction of the vanadium atom towards the) Qite of the lower
layer the atom charge of this site is listed iniadid to the vanadium atom
charges), and largest change in atom positionscettilby the vacancy
formationArmay (in [A]). See text for further details.

O(Lhac O(2")yac O(3")vac O(L')vac
(i) Surface cluster
Ecorr -0.07 -0.18 -0.22 -0.23
a(V) 2.17 2.10 2.13 2.14
2.10 2.13
2.15
q(O(1)) -0.63 - - -
(i) Surface cluster oxygen removed
Ep'(O) 6.26 7.25 6.47 5.99
q(v) 1.80 1.76 1.81 1.82
1.76 1.81
1.92
a'(0(2)) -0.63 - - -
(i) Surface cluster oxygen removed and relaxed
Ep'(O) 4.98 6.44 6.18 5.69
Ep'(*20,) 2.19 3.65 3.39 2.90
Eelax -1.28 -0.82 -0.29 -0.30
q(v) 2.07 1.94 1.86 1.82
1.94 1.86
1.94
g(0(1)) -0.87 - - -
AT max 0.98 0.43 0.16 0.52
E"P . poing -0.29 -0.15 0.13 -0.42

4.2.1.1Geometric and energetic properties for surface anb-surface oxygen
vacancies

The most significant geometric change can be fdondhe O(1) vacancy formation.
As mentioned above, interlayer interactions play iaportant role. The relaxed
geometry of the O(1). cluster (Figure 4.9) shows that the vanadium atext to the
vacancy moves 0.97 A towards the O(1) site of #wsd layer below surface. Due to
the interaction with the vanadium atom, the V-O daf the sub-surface vanadyl
becomes weakened and a V-O-V bridge between vamadiioms of the different
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layers is formed instead. The bridging charactetheftransformed vanadyl oxygen is
also reflected in the V-O-V bond distances. In nilegvly formed interlayer bridge they
are 1.73/1.77 A (vanadium atom from surface /sufface layer) and very close to
the V-O(2)-V distance in the surface layer, 1.78TAis strong geometric change that
includes a bond formation is also representederréhaxation energy that is as large as
-1.28 eV (Table 4.5). That both the geometric cleangnd the relaxation energy are
dominated by the interlayer interactions can be aestrated by comparing this result
with a model that considers only they®;1H1, cluster of the first layer. For the latter,
the vertical displacement of the vanadium atom mexhe vacancyAz = 0.33 A), as
well as the relaxation energ#t® = -0.18 eV) are significantly smaller compared to
the two-layer model.

The O(2) vacancy is depictured in Figure 4.11. dmpensate for the missing oxygen
the two vanadium atoms next to the vacancy interawe strongly with the remaining
oxygen neighbors. As a result they are pulled dpathe relaxation. Thus the vacancy
‘hole’ opens around the O(2) vacancy. The V-V disincreases by 0.77 A. Although
no new additional bond is formed, as it is the daseéhe O(1),. formation, the large
opening of the surface and thus stronger intemaatiith the surrounding atoms has a
significant energetic impact, which is reflecteddnE..(O(2)) of -0.82 eV.

Figure4.11: O(2) vacancy cluster ¥O30H12, top view. Vanadium centers
are shown by large yellow balls, oxygen centersdayballs, and small
gray balls refer to hydrogen centers. The positdrihe missing oxygen
atom is indicated by a small black dot. Atoms adergd in the geometry
optimization are labeled witlkx. The lateral positions of the surface
cluster atoms before oxygen removal are indicatitd white balls.
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In contrast to the previous two cases only minarrangements have been found, after
relaxation of the surrounding of the Og3)site, Armax> 0.13 A (see Figure 4.12). This
is also reflected by the small relaxation energy0d?9 eV (Table 4.5).

Figure 4.12: O(3) vacancy cluster MO4sH,», top view. Vanadium centers
are shown by large yellow balls, oxygen centersdayballs, and small
gray balls refer to hydrogen centers. The positidrihe missing oxygen
atom is indicated by a small black dot. Atoms ader®d in the geometry
optimization are labeled wittkx. The lateral positions of the surface
cluster atoms before oxygen removal are indicatitd white balls.

The relaxation induced by the O(1’) vacancy formratis not as pronounced or well
defined as has been found for the Ql9ite. The vanadium next to the vacancy site is
shifted upwards and the vanadium atom on the aherof the V-O(2)-V bridge is
shifted downwards (see Figure 4.10) resulting anléingest change in atom position for
the O(2) site bridging between the two vanadiummat@Arm.x = 0.52 A). Despite the
large atom displacements, the changes in the batdndes between the vanadium
sites and the neighboring oxygen atoms are smtiem 0.10 A. This could be a
possible explanation for the relatively moderatdaxation energy of -0.3 eV
(Table 4.5).
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All vacancy formation energies are quite large. $hmallest is the formation energy of
the O(1)a, 4.98 eV. The O(2). and O(3),c have similar formation energies that are
more than 1 eV larger compared to the Q¢l)The corresponding energy of the
O(2')vac Is intermediate. These vacancy formation energeisate that it is difficult to
remove oxygen atoms by themselves from the surf@mcurrent processes are
necessary to facilitate the vacancy formation,, eogygen recombining to (see
equation (4.7)) or the formation of surface OHOH[137] or CQ [24].

4.2.1.2Electronic properties for surface and sub-surfaggen vacancies

In the present section the electronic propertiethefvacancy sites will be discussed
based on the atom charges as well as the atomeprdj®0S curves for the vanadium
neighbors of the vacancy sites. As described abibneeyacancy formation process is
divided into two steps (see Table 4.5) where fiyesents the surface cluster, (ii) the
cluster after removal of the oxygen atom withoutaxation and (iii) the relaxed
vacancy cluster.

The oxygen atoms in the cluster are negativelygdthi(see Table 4.5). On the other
hand, the vacancy is formed by removing a neutsalgen atom. Therefore, the
remaining negative excess charge has to be distdbover the atoms close to the
vacancy site, i.e., mainly the neighboring vanadiatoms. This is the microscopic
picture of chemical reduction of the metal site uacancy formation. In general the
same pattern could be identified for all four diffiet surface vacancy sites: the
neighboring vanadium atoms get reduced and thisctemh gets partly reversed by the
relaxation.

The bond formation of the vanadium atom next to@{&),.c with the oxygen atom of
the lower layer is nicely represented in the changé the atom charges. After
removing the O(1) atom the vanadium atom gets glyoreduced as shown by the
corresponding atom charge for the surface clugt¢y = 2.17 au and the frozen O(1)
vacancy clusterg(V) = 1.80 au. The atom charge of the O(1) oxygemfthe lower
layer is basically not affected by the vacancy fation, as can be seen in (ii) of
Table 4.5. The geometric relaxation leads to a donahation between the vanadium
atom next to the vacancy site and the O(1) fromldiaeer layer. The reduction of the
vanadium atom gets partly reversed and the atomgeldd the O(1) site from the lower
layer changes from -0.63 au to -0.87 au. The ladtgery close the value that has been
found for O(2) oxygen in the ideal,®s crystal, which is in good agreement with the
observation that the interlayer bridge bond lengthe very similar to the V-O(2)-V
bridge in the perfect bulk.
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Although no new bond can be formed to compensatdéhi® missing oxygen at the
O(2)ac site, the relaxation clearly shows that the vamadiatoms interact more
strongly with the neighboring atoms. In agreemerih whese geometric changes
accompanied by a significant relaxation energy vda@gadium neighbors of the O(2)

site accumulate positive charge due to the relamat®nly minor reconstructions were
found in the neighborhood of a O¢3)site and, as can be seen in Table 4.5, these are
accompanied by only minor changes of atom charges.

After removing the O(1’) atom without relaxation)(ithe charge of the reduced
vanadium atom is similar to that found for the @{djormation. Although there are
significant atom displacements due to relaxatitve, thanges in bond distances are
very small and the reduction of the vanadium atemoit affected.

Figures 4.13a-4.13d show the atom-projected DOSkeovanadium neighbors for the
four different vacancy sites. Analogous to the pes discussion, the surface
cluster (i), the frozen vacancy cluster (ii) ance trelaxed vacancy cluster (iii) are
compared. The results coincide with previous thezakstudies based on cluster [23]
as well as periodic [158] calculations, the lattensidering only O(1)c

In general the DOS'’s can confirm the picture detifrem the atom charges. Due to the
reduction induced by the oxygen removal, the unpecli V 3d electron states get
occupied (i} (ii), as indicated by the shift of the of the D@Slower energies. The
relaxation allows the reduced vanadium atom to tretionger with the oxygen
environment (iii). Therefore the density of statdgse to the Fermi edge is lowered
after relaxation (ii}— (iii). In general, the amount of change correlatesy well with
the corresponding atom charges.

An exception is the O(1") cluster where relaxatitmes not induce changes for the atom
charges but for the atom projected DOS. This deviatan be explained by the
uncertainty to define atomic charges unambiguouslynolecules and solids. The
atom-projected DOS is based on a Mulliken chargdyars where the Bader charge
analysis is used to evaluate the atom charges.oirast to the O(1) and O(2)
vacancies, the relaxation due to O¢d. Jormation is accompanied by large changes in
the geometry, but only by small variations of theOVdistances. This could explain
why Bader atom charges based on a topological sisadye not affected. On the other
hand, the significant geometric rearrangement coiMply a change in the
hybridization, which then is reflected in the Mk#in charge analysis based
atom-projected DOS plot.

As shown by the DOS plots, the oxygen vacancy ftiondransfers electrons from the
valence to the conduction band. The electroniestat the conduction band can be
energetically very close. Therefore, it is possilleat the energy gain in
exchange-correlation going from a singlet to aetigtate is larger than the energy that
is necessary for the change in occupation. Thuscipally the spin multiplicity of the
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vacancy cluster is not known. The total energyedéhce between singlet and triplet
(E"P - E"9 are shown in Table 4.5, where a negative valdécites that the triplet
state is energetically more favorable. This isdhse for all oxygen vacancies except
the O(3) vacancy, but in general the differences samall compared to the vacancy
formation energies.
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Figure 4.13: Atom-projected DOS curves for the vanadium atons tiee
the (&) O(1)ac (b) O(2)ac (€) O(3)ac and (d) O(1')4c site for the surface
cluster (i), the surface cluster after removing thél) atom (ii), and the
relaxed vacancy cluster (iii). The curves refer @ Gaussian level
broadening of 0.4 eV (FWHM); HOMO energy levels ahgted to 0.0
evVv.
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The model clusters used to describe the O(1) ar&) Hcancies are similar to those
presented in the study of C. Friedrich [24]. Hisulés could be reproduced. The
V14046H22 cluster that is used to describe the Q¢3ite in the present work is larger
than the \{¢(OsiH;2 cluster used in previous studies [24]. For the Ikmlaster, the
region that can be considered flexible to accoontstrface relaxation is restricted,
since as the O(3) sites are close to the clusige.etherefore, a formation energy that
accounts for the full surface relaxation was appnated to be a value between
6.07 eV and 6.24 eV [24]. This estimate could lzelyi confirmed by the present work,
where theEp'(O(3)) is found to be 6.18 eV.

4.3 Oxygen vacancy diffusion at the®s(010) surface

When examining the catalytic performance, not osigtic properties of oxygen
vacancies are important, but vacancy diffusion @sses are as well. As discussed
above for the Mars and van Krevelen-type catalgticcesses, lattice oxygen of the
catalyst is consumed by the oxidation reaction (#mel catalyst gets re-oxidized
subsequently by gas phase) (7]. Thus, oxygen vacancy diffusion processes loa
important for the catalytic performance. The fonmatof sub-surface vacancy, such as
O(1’)vae Which is not directly accessible from the surfasdies on vacancy diffusion
events. Furthermore, it could be the first steptti@er exchange of bulk oxygen with the
surface layer. This is of interest as it has bdemws experimentally that XDs can
exchange its bulk oxygen with oxygen from the dasse [155].

The experimental investigation of the details ofgen and oxygen vacancy diffusion
is difficult. Nonetheless, in one study [164] expental data of oxygen chemisorption
on V,0Os were examined according to classic kinetic moded#ding an activation
energy of 0.65 eV for vacancy diffusion. Howeven diffusion paths have been
considered.

Oxygen vacancy diffusion in the surface layer hasnbalso studied theoretically by
means of model diffusion paths providing an uppeurtnlary for the diffusion
barriers [137]. Most of the approximated barriers @ the range of 1 eV to 1.6 eV.
The two exceptions are the small barrier for thi#ugion step O(2)xc t0 O(1)ac
(Epar=0.46 €V) and the largest barrier that was fouond the diffusion step
O(2)acto O(3)ac (Eparr=2.47 V). The latter suggests that an altereativo-step
indirect diffusion path via the O() site for vacancy diffusion in the V-O plain could
be energetically favorable.
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Vacancy diffusion describes a neighboring oxygemmathat diffuses into the vacancy
site, which is equivalent to a vacancy diffusingoimeighboring oxygen sites. The
vacancy diffusion processes that have been comslderthis work can be divided into
three groups: (I) vacancies at the vanadyl sitastipg outside the surface O(1) can
diffuse to oxygen sites from the vanadium oxygeanp| O(2), O(2"), O(3), and O(3);
(I) alternatively, sub-surface vanadyl oxygen vamas O(1'),c can also diffuse to
oxygen sites from the vanadium-oxygen plane; and) J@&cancies in the
vanadium-oxygen plane can interchange.

In addition, diffusion processes between the saipest of vacancies are also possible.
This could be diffusion from O(2)k to O(2)ac / O(2')vac t0 O(2")ac @and O(1)ac to
O(Llac / O(L)ac to O(1')ae Direct diffusion between O(R) and O(3)ac or O(3\ac
and O(3’)ac can be excluded since there is no direct connedigiween these sites.
The focus of this work is the relative stabilitytbe different vacancy sites. Therefore,
diffusion processes between the same types of vesarare not included in the
following discussion.

The energetics for the diffusion is analyzed byéhergy difference between the total
energy of initial and final statBg (Figure 4.14) of all diffusion steps of (I),(Iljnd
(1N (positive energies always refer to endothermprocesses) and additionally the
barriers that have been calculated for selecteddsiiiin steps O(R)c <> O(i)vac Each
calculated path yields two energy barriegsE where the index 1,2 refers to Q)
or O(i)ac as the initial state, hence the direction of tlifision step (see Figure 4.14).

- transition state

Energy [a.u.]

L minimum 1 minimum 2

| ! L | L | L |
Reaction path

Figure 4.14:Definition of the total energy difference betweba tnitial
and final state, ks , and the energy barriers for oxygen vacancy
diffusion, Ear2
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The results for the oxygen vacancy diffusion inRO¥010) surface are listed in
Table 4.6 (note thaEg« is given with respect to the energetically moreofable
vacancy site, which is always the first listedhe teft column).

Based on the energy differences, some preliminanglasions for the oxygen vacancy
diffusion processes can be already drawn. The, Q(%)the most stable and the energy
differences with respect to the O(2’), O(3), andB'Rf. are larger than 1 eV. This
implies for all diffusion steps in the group (l)aththe diffusion of a O(J). to the
surface layer is highly endothermic. On the othand) it is possible that oxygen
vacancies in the V-O plane could be annihilatedd§¥) oxygen diffusing into these
vacancy sites. The same can be found for the g(upiffusion steps between the
O(1')vac Sites and the V-O plane, but thg¢ are smaller than found for the Qfl)
sites. The formation energies of the vacancy site¢se V-O plane are similar, thus the
Eqir for diffusion steps that belong to the group (Hiay be small. This indicates that
small barriers for diffusion in both directions go@ssible.

Table 4.6: The energy difference between the initial and fstatesE;,
as well as the energy barries.? for oxygen vacancy diffusion at the
V,05(010) surface layer (in [eV]).

Diffusion step Eqitr Eparr — Eoar” —
O(Lhac <> O(2)vac 1.46 ~1.40 ~0.00
M O(Lhac = O(3Nac 1.20
O(Lvac < O(3')vac 1.20
O(1)vas = O(2)ac 0.75 0.93 0.08
(n O(1')vac = O(3)ac 0.49
O(L')vas < O(3vac 0.49 1.38 0.94
O(3hac <> O(2ac 0.26 0.61 0.57
(1 O(3hac <> O(3)vac 0.00 0.44 0.44

In a next step, the barriers for specific diffusgieps are calculated. It is important to
mention that the cluster models for diffusion caified from those used for modeling
the oxygen vacancies as described in Section 4l2difusion clusters and their
properties are discussed in Appendix C, and shaittie description of the vacancy
sites can vary slightly between the different @ushodels. For the vacancy Of3)the
singlet state is more stable than the triplet st@pen crossing cannot be treated in the
present model. As the energy difference betwegretrand singlet for the O(3) is
small £0.13 eV), and the triplet state is the energdtictdvorable for all other
vacancies, diffusion calculations for the transfation of an O(3)c into another
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vacancy site were performed for the triplet statdy.o The individual steps are
presented in the order according to Table 4.6erfollowing.

A diffusion path between the O(3) and the O(2}) site was determined by NEB
calculations (see Section 3.2.2). As shown in FEgul5, no barrier could be located
along the minimum energy path (MEP) approximatedthey 15 images. The path
between the images 12 and 15 in Figure 4.15 wasuiy interpolated by 97 images.
The energy barrier found for the approximated M&B 10 eV, which is in the energy
region of the numerical noise. Based on this resthie assumptions that can be made,
are that the potential energy surface (PES) neaiOf2’),oc equilibrium geometry is
very flat and since the path is interpolated withigh density, the real barrier of the
transition must be very small. Yet no real traositstate could be located. The flat PES
near the O(2)c equilibrium geometry was confirmed by a vibratibaaalysis of this
configuration, which showed a very low energy vilmaal mode at 31 cth
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1 2 3 4 B 6 7 8 9 10 11 12 13 14 15
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Figure 4.15: Vacancy diffusion path for O} < O(2')vac as well as
initial and final state geometries. Vanadium cestare shown by large
yellow balls, oxygen centers by red balls, smalylir gray balls refer to
hydrogen centers, and diffusing oxygen atom islémbas a blue ball.

The energy of the NEB path obtained for the diffusstep between the O(Ljand the
O(2)/ac Site as well as the structures of initial, transit and final states can be seen in
Figure 4.16. Starting with the O(g) configuration, no bond has to be broken, but a
new V-O bond is formed accompanied by a slight weatg of the V-O(1’) bond. The
identified barriers Eyar? = 0.93/0.08 eV) are very close to the barrier-ldiision
process indicating that O(g) sites can be easily transformed into QL '$ites.
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Figure 4.16: Vacancy diffusion path for O(13. < O(2)ac as well as
initial, transition, and final state geometries. néaium centers are shown
by large yellow balls, oxygen centers by red basall bright gray balls
refer to hydrogen centers, and diffusing oxygemai® labeled as a blue
ball.

The results for the diffusion step between the {d’and the O(3). sites (see
Figure 4.17) were obtained by a combination of Ni€B and the dimer method. The
energetically highest image of a converged NEB pedh used as starting point for a
subsequent dimer calculation (it was not possibleeach convergence employing
CI-NEB). The energies of the converged NEB pathudiog the transition state
located with the dimer method and structures dfahitransition, and final states are
shown in Figure 4.17. Both barrierBya = 1.38 eV andEpa = 0.94 eV, are large.
Thus the transfer of O(1’) oxygen into the O{&)site is significantly more difficult
compared to similar processes of diffusion into@{&),4. site.
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Figure 4.17: Vacancy diffusion path for O(13: < O(3)ac (dimer
transition state indicated by red cross) as welliggal, transition, and
final state geometries. Vanadium centers are shioyviarge yellow balls,
oxygen centers by red balls, small bright gray $akfer to hydrogen
centers, and diffusing oxygen atom is labeled bkia ball.

Oxygen vacancy diffusion in V-O plane implies V-Onla-breaking processes for both
diffusion directions. Nevertheless, as will be show the following the resulting
barriers are moderate.

Figure 4.18 shows initial, transition and finaltetaof the diffusion between the Q(3)
and O(2), site and the corresponding NEB path. Becauseeoftrersion symmetry of
a single \MOs(010) layer, this also represents the diffusionveen the O(3\). and
0O(2')vac sites. In the transition state, the diffusing oxygatom is only bonded to one
vanadium center. The remaining V-O bond is stronigethe transition state, as
indicated by the V-O distances at initial, tramsiti and final state that are 1.77 A,
1.68 A, and 1.84 A, respectively, and partly congage for the bond breaking. Besides
the moving oxygen atom, no large displacementstloérosurface atoms were found.
The result are moderate diffusion barrierg.£= 0.61 eV and k% = 0.57 eV.
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Figure 4.18: Vacancy diffusion path for O@) < O(2)ac as well as
initial, transition, and final state geometries. n&ium centers are shown
by large yellow balls, oxygen centers by red ballsile small bright gray
balls refer to hydrogen centers, and diffusing @tygtom is labeled as a
blue ball.

Finally, the diffusion between the O(3) and the O(3}) site is investigated
(Table 4.6). As found for the previous diffusioest{O(3)ac — O(2)ag), the breaking
of the V-O bonds is partly compensated by a stresrghg of the remaining V-O bonds
at the transition state (see Figure 4.19). Thiklgien a diffusion barrier of 0.44 eV.
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Figure 4.19: Vacancy diffusion path for O@@} < O(3')ac as well as
initial, transition, and final state geometries. n&ium centers are shown
by large yellow balls, oxygen centers by red balisall bright gray balls
refer to hydrogen centers, and diffusing oxygenrai® labeled as a blue
ball.
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In a previous study [137] approximated diffusionhgayielding large upper boundaries
for the energy barriers of vacancy diffusion stepthe V-O plane (lll) were discussed.
This suggests that an indirect two-step path vea@{l).. Site may be energetically
more favorable [137]. The present calculationshef MEP’s that also account for local
geometric relaxations yield significantly smallearters for vacancy diffusion in the
V-0 plane, B4+ < 0.61 eV. As the energy differences between thg @¢ancy and the
vacancies in the V-O plane, O(£) O(2'\ac O(3)ac and O(3’)ac are larger than
1.2eV (see Table 4.6) these results provide ecelethat direct diffusion is
energetically favorable.

As discussed earlier, the experimental charact#iza of oxygen vacancies of,Us

are contradictory. Different experiments concludéatt preferentially O(1)
vacancies [123, 156, 157], O(2) [152] and/or O(&yancies [141] exist. Based on the
present results, the stability of O(2) as well A®¢2’) vacancies is questionable since
these vacancies can easily be annihilated by diffuimito the O(1")ac or O(1)4c Sites
respectively (Table 4.6). For diffusion of vanaadyygen into O(3) or O(3’) vacancy
sites, only one of the four possible reaction patas been evaluated. Therefore, no
decisive conclusions about the stability of O(3)l &(3’) vacancies can be made based
on these data.



5 H, NH,, (x =0,...,4), and NO adsorption at the
V,05(010) surface

In this chapter, the adsorption of H, NKix = 0,..,4), and NO at the,®@5(010) surface

is discussed. Adsorption processes are essentiahtterstanding reactions on surfaces.
Especially for catalytic applications, adsorptiongesses are important, because one or
more reactants form an intermediate with the catalywhich then reacts further to
become the desired product. Therefore, the equifibgeometries of different surface
species, and their stability, are the starting {sofar further investigations of processes
on surfaces, such as diffusion, defect formation, r@actions.

The considered molecules play an important rolettier selective catalytic reduction
(SCR) reaction. Ngland NO are in the feed stock and react at thdysataurface.
After initial adsorption, (de)hydrogenation processre necessary during the reaction,
and can lead to different NHsurface species and surface hydrogen [17]. Further
surface hydrogen is of special interest. As for ynamidation reactions on XDs
containing catalysts, a Mars van Krevelen type ethanism [57] is proposed which
includes oxygen vacancy formation. As discusseth@nprevious section, the oxygen
vacancy formation energies are large and therefeupporting processes, e.g.,
formation and desorption of surface OH an®®Hbecome important.

In the first part, the results for H, NHx =0,..,4), and NO adsorption at the perfect
V,05(010) surface are presented, followed by adsorppimperties of the reduced
surface. Finally, Nkl adsorption, that is generally accepted to be nit&li step of the
SCR reaction [17], is discussed in detail for digf@ scenarios comparing theoretical
and experimental findings.

Analogous to the vacancy formation energy, as wsllfor the definition of the
adsorption energ\Eaqs the total energy of the relaxed surface cludfgf(Cluster), is
used as a reference in order to account for theterwartifacts. Thus, the adsorption
energies are defined by total energy differencdslbsvs:

Eadix) = Etotr(CllJSter'X.) - Etot(x) - Etotr(CllJSter)- (5-1)

The cluster models that are used to describe tifereht surface sites of the perfect
surface, as well as the reducegD¥{010) surface, are discussed in Chapter 4.
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5.1 Adsorption of H, NH, (x =0,...,4), and NO at the perfect®(010)
surface

The V,05(010) surface layer contains six different oxyged ¢he vanadium sites. The
O(1) site is located sub-surface and is coverethkyanadium oxygen plane, hence it
is not directly accessibl@herefore, only the five oxygen sites O(1), O(2)2'Q O(3),
and O(3), as well as the vanadium site, have lmersidered as possible adsorption
sites at the perfect)XDs(010) surface (Figure 4.1). The results obtainedHe different
adsorbates are discussed in detail in the followseugion.

5.1.1 Hydrogen adsorption at the perfeciO4(010) surface

Hydrogen can bind at all five oxygen sites formgugface OH groups, denoted O(n)H.
On the other hand, no adsorption at the vanadium was observed. Figure 5.1
visualizes the resulting equilibrium geometries fdifferent surface sites. The
geometric, energetic, and electronic results ofdfleulations are listed in Table 5.1.
All O(n)H groups have a similar O-H bond length0o®7 - 0.98 A. As a result of the
O(n)H bond formation, the corresponding V-O(n) et weakened and elongated.
For the different sites and bonds, this elongatian vary between 0.15 A and 0.26 A
(Table 5.1). The O(1)H group is tilted towards tpposite O(1), by an angle of 72°
with respect to the surface normal, the (010) &¥i€D(1)-H angle 113°). Also, the
O(2)H and the O(3)H groups are tilted, but in tl@®1) and the (001) direction
respectively. The bending angles of 45° and 41%araller compared to what has been
found for the O(1)H group (Figure 5.1).
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Table 5.1: Hydrogen adsorption at the perfect,;O4010) surface.
Distances between the participating oxygen atom thwed neighboring

vanadium sitesd(V-O), and distances between the oxygen and the

hydrogen atomg(O-H) (in [A]), atom chargesy of corresponding atoms
(in atomic units, [au]), for the substrate clustevgth and without
hydrogen adsorbed, and adsorption energies of atdwirogen,Eags

(in [eV]).
oy | o@ o) | or o@) Vv
d(V-0) 159 1.81 1.90 N
1.81 1.90
2.02
Sgﬁgg‘:e 40) -0.62 -0.94 -1.08
qv) 2.14 2.10 213 -
2.10 213
2.15
d0-H) 098 | 098 098] 098 097
d(V-0) 177 | 197 200 | 205 205 -
197 200 | 205 205
217 228
H qH) 060 | 060 059 060 059
adsorbed  A(O) 093 | -115  -112| -120 -1.14
q(OH) 033 | -055 -053| -0.60 -0.55
qv) 210 | 203 204 | 205 205 -
203 204 | 205 205
208  2.06
= 264 | 276  -262| 252  -2.36
O@3")H
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Figure 5.1: Equilibrium geometries of hydrogen adsorbed & perfect
resulting O(n)H groups are labeledcadingly.
Vanadium centers are shown by large yellow bakygen centers by red
balls and hydrogen centers by small blue balls.f&er atoms that are

V,05(010) surface,

included in the optimization are emphasized witddshg.
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The O(2’) and O(3’) sites are located between tapnadyl groups that are sticking out
of the surface. Adsorption at these sites indueegel displacements of neighboring
atoms (see Figures 5.2 and 5.3). The O(2’) atoeffitets pulled out by 1.12 A. The

neighboring vanadyl groups VO(1) also move upwatts is accompanied by an

opening of the surface around the O(2’) site. Th&/ Mistance after adsorption,

d(V-V) = 3.95 A, is 0.50 A larger in comparison teetsurface cluster. The opening is
more dramatic for the vanadyl oxygen. The O(1)-Qiiktance increases by 1.24 A,
This structure is quite different from the configtions of hydrogen adsorbed at the
O(2) sites, but the V-O bond lengths of both strtes — which connect the neighboring
vanadium atoms with their five surrounding oxygesighbors — differ by less than

0.03 A.

IIII
i
(100) \;

Figure 5.2: Equilibrium geometry of hydrogen adsorbed at th@ gite

of the perfect ¥05(010) surface. Vanadium centers are shown by large
yellow balls, oxygen centers by red balls, adsorhgdrogen by small
blue balls and saturating hydrogen by small briginay balls. Surface
atom positions before adsorption are indicated Ijtevballs.

The relaxation induced by hydrogen adsorption at @(3’) site follows the same
pattern, but the atom displacements are smallee. tOuhe hydrogen adsorption, the
O(3) oxygen moves upwards by 0.89 A and the V-V @&ft)-O(1) distances of the
neighboring vanadyl groups increase by 0.37 A a88 8, respectively. Also, the V-O
bond lengths of the three neighboring vanadium atane very similar for an O(3")H
and an O(3)H group. Except for the long V-O(3")tdige that differs by 0.11 A
(Table 5.1), the differences between the otheresponding V-O bond lengths for the
O(3)H and the O(3)H structures are smaller thar8B &0 The resulting more open
structures make the O(2’) and the O(3’) sites \meliessible for a hydrogen atom, and
the OH groups that are formed have similar bondgtles) as found in the previous
cases (Table 5.1).
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(100) \/

Figure 5.3: Equilibrium geometries of hydrogen adsorbed at @@’)

site of the perfect XD5(010) surface. Vanadium centers are shown by
large yellow balls, oxygen centers by red ballssatled hydrogen by
small blue balls and saturating hydrogen by smalglit gray balls.
Surface atom positions before adsorption are indiddy white balls.

The adsorption energies of atomic hydrogen witlpeesto atomic hydrogen in gas
phase as reference are large at all five adsorptien. The strongest binding was found
at the O(2) site,Exgs=-2.76 €V, and the weakest binding at the O(3tg,s
Eags=-2.36 eV (Table 5.1). Although hydrogen adsanptat the O(2") and the O(3)
sites is accompanied by large displacements, théilgum geometries have similar
local geometric properties, as found for hydrogdsoabed at the corresponding O(2)
and O(3) sites (indicated by the V-O bond lengththe neighboring vanadium atoms),
yielding comparable adsorption energies.

In all cases, the hydrogen atom transfers a charghe oxygen atom, which then
becomes more negatively charged (Table 5.1). Thegehof the resulting O(n)H group
is negative, but it is less negatively charged cameg to the oxygen site before
adsorption. The excess negative charge is disttbaimong the neighboring atoms,
resulting in a slight reduction of the surface.

Previous theoretical studies have investigated dgehm adsorption at the perfect
V,05(010) surface. These studies considered cluste2@3%8, 137] as well as

periodic surface models [160, 165]. All studiesrfduhat hydrogen can form bonds
with the O(1), O(2), and O(3) sites, but not withiaamadium site which is confirmed by
the present calculations. The geometries of addohyelrogen that are proposed in
these studies are also consistent with the preseeults. OH groups that are formed by
adsorption at the different oxygen sites have albdength between 0.97 A and 1.05 A,
where as a result of the O-H bond, the V-O bondthéadjacent vanadium atoms
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become weaker, with V-O distances elongated. A @ispn of the adsorption
energies found in five different studies, includitng present, is shown in Table 5.2.
The different hydrogen adsorption energies, comgigehe O(1), O(2), and O(3) sites,
vary between -1.86 eV and -3.04 eV. Obviously, thaation of adsorption energies
between different oxygen sites decreases if mamsiare considered in the geometry
optimization (Table 5.2). For periodic calculatidghat include all atoms of the unit cell
in the optimization, the variation of the bindingeegy for hydrogen adsorption at the
0(1), O(2), and O(3) sites is only 0.2 eV [160,1§bable 5.2). The adsorption
energies obtained in this study using cluster n®dglee very well with the results of
Yin et al.’s study using periodic modelsH,4s< 0.18 eV) [165].

Table 5.2: Comparison of theoretical results for the adsorptenergy,
Eags Of atomic hydrogen at different surface oxygeessiof the perfect
V,05(010) surface (in [eV]).

Method O(1) 0(2) 0(2) 0(3) 0(3)
DFT (BLYP, periodic)*®® -2.70 -2.61 - -2.57
MSINDO (large clusterf® -2.65 -2.05 -- -1.86
DFT (RPBE, clusterf® 13" -2.34 -2.21 -0.54 -1.88 -0.76
DFT (RPBE, clusterf” -2.64 -2.37 - -1.91
DFT (PW91, periodic}” -3.04 -2.96 -- -2.88
DFT (RPBE, clusterfj"s "o -2.64 -2.76 -2.63 -2.52 -2.36

Most of the studies did not include adsorption bt tO(2') and the O(3)
sites [24, 68, 160, 165]. This is motivated by fibet that both sites are located between
two neighboring vanadyl O(1) sitebat are exposed at the surface and, therefores mor
likely react with the hydrogen atom before it cgp@ach the O(2’) or O(3’) sites.
Cluster studies considering these sites found fstgnitly smaller adsorption energies
compared to the other oxygen sites [23, 137]. és¢hstudies, a¥Os;1H1, cluster was
used to model the surface, and all atoms excepgh&©OH group were kept fixed in the
geometry optimization (one study also considerd¢akedion of the opposite O(1) atom
for the special case of adsorption at the O(1)[24§).
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In contrast to previous investigations of clusteodels [23, 24, 137], in the present
work various clusters for the different adsorptsites are used, and larger flexible
areas around the adsorption site are taken intouatdsee Section 4.1.2). As shown
for adsorption at the O(1), O(2), and the O(3)ssitbe primary relaxation causes an
elongation of the V-O bonds. The geometries arg senilar the studies [23, 24, 137]
that considered less atoms in accounting for serfataxation effects. Nevertheless, a
larger degree of freedom in the surface geomeagddo larger adsorption energies, as
well as smaller differences between the adsorptioergies at different oxygen sites.
The present results for hydrogen adsorption at YOd8d O(3’) oxygen sites that are
located between two adjacent vanadyl oxygens, rddiignificantly from the findings
in [23, 137]. This can be explained by the facttthasorption at these sites is
accompanied by large atom displacements. Therefoneodel system that includes
surface relaxation is necessary. The present egtems the model clusters revealed
much larger adsorption energies. From an energeiict of view, adsorption at the
0O(2) and at the O(3’) sites is comparable to apgson at the remaining surface
oxygen sites. However, both oxygen sites are |lachstween two vanadyl oxygen sites
which most likely react with the hydrogen atom, afwithermore, adsorption is
accompanied by large surface atom displacements. ifitlicates that the adsorption
process at these sites may be accompanied by elo@nggrs. Possible adsorption paths
that start with an O(1)H group to form O(2’)H or3H groups have been calculated
and yield large energy barriers (> 1.1 eV), as will be discussed in detail in
Chapter 6.

5.1.2 NHy, (x =0,1,2), adsorption at the perfectO¢(010) surface

Experimental and theoretical studies that focudNela adsorption on vanadia surfaces
provide no structural or energetic details of JN¢t = 0,1,2) adsorption. However,
infrared (IR) spectroscopy studies performed oy titania supported s, and
titania supported W@V ,0s [26] show indications for the existence of surfddd,
species after ammonia adsorption, that have beeafiro@d by nuclear magnetic
resonance (NMR) studies performed on titania supdovanadia catalysts [64]. It is
claimed that the ability to dehydrogenate ]\dthd form NH may be important for the
catalytic performance in the SCR reaction [26]néte deeper insight in the surface
dehydrogenation properties of ammonia, and thezefioe knowledge of the relative
stability of the different Nklsurface species on the catalyst surface, is n@gess

The adsorbates N, NH and BHre grouped together because they have similar
adsorption properties, as will be discussed ifdhewing section. The results obtained
for adsorption at the perfect,®@s(010) surface are summarized in Table 5.3 and the
equilibrium structures are presented in Figures 5.4.
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Table 5.3: NHy, (x = 0,1,2) adsorption at the perfectO4(010) surface.
Distances between the participating oxygen atom thwed neighboring
vanadium sites,d(V-O), and distances between the surface and the

adsorbate, d(O-NH,) or d(V-NH,) (in[A]), atom charges,q of

corresponding atoms (in atomic units, [au]), far Hubstrate clusters, with
and without NH adsorbed, and adsorption energiggs (in [eV]).

0(1) 0(2) 0(2) 0])) 0(3) \%
d(v-0) 1.59 1.81 1.90 -
1.81 1.90
substrate 2.02
cluster g(0) -0.62 -0.94 -1.08 -
) 2.14 2.10 2.13 2.14
2.10 2.13
2.15
d(O-N) 1.21 1.30 1.28 1.32 -- --
d(v-0) 1.84 2.04 2.03 2.14 -- --
2.05 2.35 2.14
2.34
N q(N) 0.36 0.16 0.25 0.19 -- -
adsorbed ¢(O) -0.64 -0.69 -0.67 -0.79 - --
q(V) 2.08 2.00 2.00 2.05 -- -
2.00 1.94 2.05
2.07
o(ON) -0.28 053  -0.42 -0.60 - -
Eads -1.54 -1.09 -0.53| -0.51 - -
d(O-NH) 1.30 1.36 -- 1.44 -- -
d(v-0) 1.73 1.97 -- 2.02 -- -
1.98 2.02
2.19
NH q(NH) 0.27 0.12 - 0.03 -- -
adsorbed ¢(O) -0.60 -0.78 -- -0.83 -- --
q(V) 2.08 2.01 -- 2.05 -- -
2.08 2.05
2.07
0(ONH) -0.33 -0.66 -- -0.80 -- -
Eags -0.95 -0.76 - -0.06 - -
d(O-NH,)/d(V-NH,) 1.40 1.45 - 1.47 - 2.75
dv.o 1.75 1.94 -- 2.06 -- --
1.96 2.07
2.21
NH, o(NH,) 0.41 0.29 - 0.30 - 0.06
adsorbed ¢(O) -0.61 -0.78 -- -0.80 - --
q(V) 2.09 2.07 -- 2.08 -- 2.16
2.03 2.06
2.07
0(ONH,) -0.20 -0.48 - -0.51 -- -
Eads -0.46 -0.74 - -0.16 - -0.12
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Figure 5.4: Equilibrium geometries of nitrogen adsorbed at perfect
V,05(010) surface, resulting O(n)N groups are labeledcadingly.
Vanadium centers are shown by large yellow bakygen centers by red
balls, and nitrogen centers by green balls. Surfatoens that are included
in the optimization are emphasized with shading.

Figure 5.5: Equilibrium geometries of NH adsorbed at the perfec
V,05(010) surface. Vanadium centers are shown by largjiow balls,
oxygen centers by red balls, nitrogen centers leggiballs, and hydrogen
centers by small blue balls. Surface atoms that iaauded in the
optimization are emphasized with shading.
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Figure 5.6 Equilibrium geometries of NHadsorbed at the perfect
V>05(010) surface. Vanadium centers are shown by lamgjéeow balls,
oxygen centers by red balls, nitrogen centers leggballs, and hydrogen
centers by small blue balls. Surface atoms that aduded in the
optimization are emphasized with shading.

All three adsorbates N, NH, and Mkdsorb at the O(1), O(2), and the O(3) sites,
where the nitrogen atom forms the bond with thegexyatom. The O(1)N group
generated by nitrogen adsorption stands almosghipras evidenced by the small tilt
angle of 10° with respect to the surface normak T{1)-N bond length of 1.21 A is
close to the bond length of gaseous NO, 1.15 AJ[{Bi§ure 5.4). The geometry found
for NH adsorbed at the O(1) site is very similantbat has been found for nitrogen
adsorption. The corresponding atom positions ofsilméace cluster atoms, as well as
the nitrogen atom of the two equilibrium structyrdifer by less than 0.10 A. The
additional hydrogen atom points towards the oppdSifl) site with the NH bond bent
by an angle of 83° with respect to the surface mbiifigure 5.5). Nk also adsorbs on
top of the O(1) site, but the resulting O(1)-N bdedilted more strongly (36° with
respect to the (010) direction). One hydrogen poiatvards the opposite O(1) site, as
found for NH adsorption, and the other one pointsnty towards the (001) direction
(Figure 5.6).

Nitrogen adsorbed at the O(2) site binds uprightagnof the O(2) site at a distance of
1.30 A (Figure 5.4). The adsorbed NH on top of @@) site does not stand upright,
instead it is bent along the (100) direction whtae O(2)-N bond forms an angle of 8°
and the N-H bond an angle of 66° on the opposte along the (010) direction with
respect to the surface normal (Figure 5.5). Thengty of NH, adsorbed at the O(2)
site resembles the geometry of NH binding at thddgong oxygen site (Figure 5.6).
NH, sits on top of the O(2) site, with the O(2)-N bdmeht by 8°, and the two N-H
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bonds bent by 71° with respect to the surface nbrimaontrast to NH, the hydrogen
is not pointing directly into the (100) directionstead the NK scissor formed by the
two hydrogen atoms is opened to yield an angleDéf 1

Due to O(3) bond formation with the nitrogen ataime corresponding O(3) site is
shifted out of the surface by 0.80 Az(= 0.75 A). This large displacement is also
reflected in the enlarged distances between thg €M@ and its vanadium neighbors
(Table 5.4). The O(3)N unit that is formed is bamay from the O(1) double row with
respect to the surface normal by 25° (Figure 9\¥H. adsorbs at the O(3) site in a
geometry with the O(3)-N bond (1.44 A) twisted b§° 2with respect to the surface
normal, the (010) direction, pointing away from the&ighboring vanadyl oxygen. The
hydrogen atom points towards the O(1) sithe O(3) oxygen gets drawn out of the
surface by 0.59 AAz = 0.58 A) (Figure 5.5). After adsorption of WHas found for the
previous cases, the O(3) oxygen gets drawn outeosurface by 0.55 Asg = 0.52 A).
The O(3)-N bond is tilted away from the surfacemalr by 24°. One hydrogen is
oriented towards the O(1) site and the other onesrds the neighboring O(2) sites
(Figure 5.6).

Nitrogen can adsorb also at the O(2’) site. Theldgwm geometry is reminiscent to
what was found for hydrogen adsorption at the O¢#t§. Due to the adsorption, the
0O(2’) oxygen gets pulled outward by 1.52 A; thimezompanied by upward movement
of the two neighboring vanadyl, VO(1) units. In #goh, the V-V distance opens by
0.73 A and the O(1)-O(1) distance by 1.78 A (Figh®. In contrast, with hydrogen
adsorption the O(2’)N does not sit symmetricallytween the two neighboring
vanadium atoms. The short and long V-O(2’) distaneee 2.03 A and 2.35A
respectively. No adsorption at the O(2’) site whsearved for NH and NHand none of
the three adsorbates, nitrogen, NH, or.N¢&n stabilize near the O(3’) site.

As can be seen in Table 5.3, the O-N bond lengtnghe@ smallest for adsorption at the
O(1) site, and largest at the O(2) site. The O-${attices increase somewhat going from
nitrogen to NH to NH. For all cases, the NH bond lengths are betweed A.and
1.05 A.

The NH, molecule is the first (following the order of thahapter) that can stabilize in

the neighborhood of the vanadium atom. Nidsorbs at a distance of 2.75 A with its
nitrogen atom pointing towards the vanadium sitee molecule is oriented along the
(100) direction with both hydrogen atoms pointing of the surface, see Figure 5.6.

The adsorption energies for NHx =0,1,2), are smaller compared to hydrogen
(Table 5.3). Comparing the adsorption energiesHerdifferent adsorbates at the most
favorable  adsorption site, EN)=-1.54eV, Ey{NH)=-0.95eV, and
Eadad{NH) =-0.74 eV, shows that adding hydrogen atoms itcogen weakens the
binding to the surface.
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The atom charges show that the adsorbate always Insgative charge, but the
resulting O-NH group is positively charged compared to the cpuading oxygen site
before adsorption, inducing a slight reduction bg tneighboring surface atoms
(Table 5.3). NH that adsorbs on top of the vanadium site, stasliat a distance of
2.75 A with small adsorption energies. The wealrattion with the surface is also
represented by the small changes in the atom chafghe adsorbed molecule and the
vanadium atom.

5.1.3 Ammonia adsorption at the perfect®4(010) surface

NH3; adsorption has been studied extensively, bothrétieally and experimentally. A
detailed comparison of experimental findings anebtbktical results can be found in
Section 5.3. The theoretical work includes perioDET calculations using a GGA
functional (BLYP) [70] and cluster models [68, 9], employing a GGA-hybrid
functional (B3LYP) [69, 71], as well as semi-emgali methods (MSINDO) [68]. The
results show no [69, 71] or only weak [68, 70] amimcdsorption on top of vanadium
site of the perfect ¥05(010) surface.

The present calculations confirm the earlier ras@8, 70]. The only adsorption site
for ammonia on the perfect,@s(010) surface that has been found is on top of bare
vanadium atoms, as shown in Figure 5.7. Howeverthis configuration the binding
distance to the surface(V-N) = 2.70 A, is rather large, yielding a smatlsarption
energy, B4s=-0.25eV, and very small changes in the atomrggsa induced by
adsorption £g(NHz) = 0.08 au).

Figure 5.7: Equilibrium geometries of NfHadsorbed at the perfect
V,05(010) surface. Vanadium centers are shown by lamgjow balls,
oxygen centers by red balls, nitrogen centers leggrballs and hydrogen
centers by small blue balls. Surface atoms that aduded in the
optimization are emphasized with shading.
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5.1.4 NH,4 adsorption at the perfect®s(010) surface

Surface NH has also been studied theoretically [67-72] angegrentally [25, 62].
How this relates to the present work is discusseddetail in Section 5.3. The
adsorption of NH at the perfect ¥05(010) surface is different from the previous cases.
Due to its geometry, the molecule binds with itdimgen atoms to the surface. Further,
the adsorption energies are significantly largengared to findings for the previous
adsorbates, as will be discussed in the followex. t

Table 5.4: NH, adsorption at the perfect,85(010) surface. Distances
between the participating oxygen atom and the i@ighg vanadium
sites,d(V-O), and distances between the closest surfaggesxatoms and
the hydrogen from the NfHmolecule,d(O-NHg) (in [A]), atom chargesy
of corresponding atoms (in atomic units, [au]), floe substrate clusters,
with and without NH adsorbed, and adsorption energiggs(in [eV]).

o) | 2x0@)| 0@ o@)| v
dV-0) 159 | 1.81 1.90 -
1.81 1.90
2.02
substrate ) 062 | -0.94 -1.08 -
cluster
qv) 214 | 211 2.13 2.14
211 213
2.15
dO-NHg) 181 | 179 | 156 164 | 181
228 208 215 | 182
dV-0) 163 | 185 | 195 196 | -
1.61 195  1.96
205  2.07
ot GNH) 088 | 089 | o084 087 086
40) 074 | -1.03 | -1.13  -1.13
0.71
qv) 210 | 206 | 205 208 | 2.06
210 | 206 | 206 208
209  2.05
Eae 390 | -357 | 327 -323] -3.38
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Figure 5.8 Equilibrium geometries of NHadsorbed at the perfect
V>05(010) surface. Vanadium centers are shown by lamgjéeow balls,
oxygen centers by red balls, nitrogen centers leggrballs and hydrogen
centers by small blue balls. Surface atoms that aduded in the
optimization are emphasized with shading.

Near the O(1) sites, Nf-hdsorbs over a square formed by four O(1) sitébeo¥anadyl
double rows, which contrasts with forming a bondhwbne vanadyl oxygen (see
Figure 5.8). Thus, a different cluster model than d& single O(1) site is used, the
V14042H14 cluster, as discussed in Section 4.1.2. Figuredsh8ws that the two
hydrogen atoms of adsorbed INHre pointing towards oxygen atoms of neighboring
vanadyl rows,d(O(1)-H) = 1.81 A, one into the (001) directiod(O(1)-H) = 2.28 A,
and the fourth sticks out of the surface in theDjdirection. The rearrangements of the
surface atoms due to adsorption are small, asadteticby the atom position shifts,
Ar < 0.06 A.

NH; can interact simultaneously with two adjacent ¢ind oxygen sites, in a
symmetric arrangement. In order to provide an emlaint description for both O(2)
sites, the ¥,O4:H14 Cluster is also used (Section 4.1.2). Niits between the two O(2)
sites, with one of its hydrogen pointing towardsteaf these sites|(O(2)-H) = 1.79 A
(see Figure 5.8). Analogous to adsorption on tofnefO(1) sites, the adsorption at the
O(2) sites induces only minor atom position shaftshe surfaceAr < 0.09 A).

For NH, adsorption at the O(3) site, the definition of @tem as an adsorption site is
meaningful. In contrast to previous cases, themeoxygen-hydrogen distance that is
significantly shorter than the others: the O(3)4stahce d(O(3)-H) = 1.56 A. It is also

shorter than the O-H distances found in previowsegaf adsorption at the O(1) and
O(2) sites. The stronger interaction of one hydnogéh the surface is also reflected in
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the slight elongation of the H-N bond of the hydnghat interacts with the O(3) site
(1.09 A vs. 1.03 A, 1.02 A). The adsorbed moledelens towards the O(2) valley
forming one relatively short O(2)-H distana{O(2)-H) = 2.08 A. The surface atom
displacements induced by Niddsorption at the O(3) site are smaller than 8.14

No binding of NH has been found at the O(2’) site. A geometry ogition resulted
in the same configuration as blddsorbed on top of the O(1) double row. But,s,NH
can stabilize near the O(3’) site. The same recocisbn pattern is similar to the one
found for hydrogen adsorption at the O(3’) site ewehdue to the adsorption, the O(3’)
oxygen moves out of the surface and the neighborartadyl groups open. This is
reasonable because only the hydrogen atom, anthaoivhole molecule, has to be
squeezed between the two adjacent vanadyl oxygensabf the surface. However, the
V-V opening by 0.19 A due to adsorption, and thd)@®(1) opening by 0.67 A, are
smaller than for hydrogen adsorption. The remaindiethe adsorbed NHleans
towards the open valley between the vanadyl roverd it is oriented in a way that
establishes three relatively short O-H bonds toQ(®) site,d(O(3")-H) = 1.64 A, and
the two neighboring O(1) siteg(O(1)-H) = 2.15 A.

NH, stabilizes near the vanadium site in a geometrgravlits hydrogen atoms point
towards oxygen sites yielding three relatively $iofH distances to the neighboring
O(1) sites,d(O(1)-H) =1.81 A and 1.82 A, and the O(2) sit¥D(2) H) =2.36 A.
These distances are comparable to what has berd fouadsorption near the oxygen
sites. Consistent with the previous cases, onlynumsplacements of the surface atoms
are found 4r < 0.07 A).

All adsorption energies are very large (see Tablg iSthe free NH radical is taken as
reference. The strongest binding was found on fajmned O(1) ridge, and the weakest
binding at the O(3) and O(3’) sites. These adsomp@nergies have to be interpreted
with caution, because the adsorption of ansdplecies from a gas phase is a process
that is very unlikely to happen on the real catasysface, since NfHdoes not appear in

a gas phase. However other processes, such asildgbgton of ammonia at already
existing surface OH groups, can create ;Nddirface species yielding significantly
smaller adsorption energies, as will be discusséukeaend of this section.

After adsorption, the NiHmolecule is highly positively charged. As evideshdeom
Table 5.4, the amounts of charges vary only skghith the different adsorption sites
between 0.84 au at the O(3) and 0.89 au at the Sli2)The strong positive charge, the
large O-H bond distances, and the small displactsneh the surface atoms, in
combination with the large binding energies, intBckarge ionic contributions to the
binding.

Surface NH species can also be created by ammonia adsorgtiafready existing
surface OH groups. In catalytic chemistry, surf&ae groups are usually called
Brgnsted acid sites. They are defined as acid ¢ites can act as both electron
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acceptors and proton donors. Total energies olatdorethe clusters presenting surface
NH4, as identified above, can be used to calculatditnding energyE,q{NH3/OH) of
NH; at surface OH sites. Here the new reference anitef adsorbate-substrate
separation must be the sum of total energy of thiéase cluster, with the attached
hydrogen atom, and the total energy of thesMtblecule. Thus, the adsorption energy
E.a{NH3/OH) is given by:

EagdNH3/OH) = Eo{ (Cluster-NH,) - Eyt(NH3) — Eqof (Cluster-H). (5.2)

The numerical results are presented in Table 5sbalkeady suggested by the strong
binding found for NH on the surface, the adsorption energigg NHz/OH) of NH; at
OH groups are significantly larger than for NEdsorption at the perfect,8s(010)
surface Eag{NH3) =-0.25). The adsorption energies vary betweeB88-6V at the
O(2)H site, and up to -1.40 eV at the O(1)H sithisTstrongly indicates that surface
OH groups can favor ammonia adsorption.

Table 5.5: Adsorption energieEaqdNH3/OH) of ammonia at surface OH
groups of the ¥O5(010) surface, forming surface NKin [eV]).

Eass [€V] 0(1) O(1) 02 ©0@@) 0B 0@d) v

NH at

Brgnsted site -1.40 . -0.88 - -0.89 -1.01

5.1.5 NO adsorption at the perfect®s(010) surface

In agreement with previous theoretical [68, 71] angberimental [17] studies, nitric
oxide, NO, is found to interact weakly with thefswe. The present results find NO to
stabilize either near the vanadyl ridge, or on ¢dghe valley, at approximately 3 A
distance from the nearest surface atoms, see Fag@irdhe adsorption energy near the
O(1) ridge is -0.28 eV and the NO molecule is pesiy charged (0.27 au). Both the
adsorption energy, &&= -0.20 eV, and the amount of positive charge axdated by
the NO molecule (0.14 au) are slightly smaller @ Ntabilizes on top of the valley.
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NO on top of O(2) valley NO on top of O(1) ridge

Figure 5.9: Equilibrium geometries of nitric oxide adsorbedla perfect
V>05(010) surface. Vanadium centers are shown by lamgjéeow balls,
oxygen centers by red balls, and nitrogen centgrgreen balls. Surface
atoms that are included in the optimization are kagized using shading.

5.2 Adsorption of H, NH, (x =0,...,4), and NO at the reducegO¢(010)
surface

As discussed in Section 4.2, the oxygen vacancstais serve as models for a reduced
surface. In addition to surface vacancy sites OQ(2), O(2’), O(3), and O(3),
adsorption at the vanadium atom above the subemidaygen vacancy O(13) can
also be considered. This will become importantambination with vacancy diffusion
processes. The different adsorbates, atomic hydrdgel, (x =0,...,4), and NO, can
be divided into three classes, based on their ptdsarproperties near oxygen vacancy
sites of the YO5(010) surface. The first class, consisting of atoimydrogen, atomic
nitrogen, NH, NH, and NO, adsorbs by substituting the missing oryateall surface
vacancy sites (substitutional adsorption). The sécahe NH molecule, results in
substitutional adsorption only at the O(1) vacarsye, and can induce vacancy
diffusion at other sites. The third, the Nrlolecule, always adsorbs near vacancy sites,
avoiding substitution due to its size. The restdtsadsorption at the reduced surface
are summarized in Table 5.6a and Table 5.6b.



Table 5.6a: H, N, NH and NH adsorption at the reduced,®5(010)
surface near oxygen vacancy sites. Atom chagggshe vanadium atoms
next to the vacancy site (for O(3)site alsoq of sub-surface O(1) atom
from lower layer) and the adsorbates (in atomid¢syrjau]), largest atom
position shifts with respect to the relaxed surfabtaster, Arnay (for
O(1)ac and O(1')ac Sites additional the vertical shift of vanadiunorat
Az(V)) (in [A]), and adsorption energi&sgs(in [eV]).

O(l)vac O(z)vac 0(2,)vac 0(3)V3C 0(3,)vac O(l,)vac
q\Vv) 2.17 2.10 2.13 2.14
2.10 2.13
cluster 215
q(0) -0.63 -- -- --
q\Vv) 2.07 1.94 1.86 1.82
1.94 1.86
vac. 1.94
cluster o(0) -0.87 -- - -
Al max 0.98 0.43 0.16 0.52
AZ(V) -0.98 -- -- 0.20
q(H) -0.25 -0.44 -0.46 -0.21
qVv) 1.97 1.99 1.97 1.95
1.99 1.97
H 2.04
adsorbed  (O) -0.69 -- - -
AF max 0.28 0.12 0.13 0.61
AZ(V) -0.28 -- -- 0.61
Eads -1.41 -2.59 -2.60 -2.08
a(N) -0.46 -0.74 -0.95 -0.51
qVv) 1.95 2.03 2.06 1.95
2.03 2.06
N 2.10
adsorbed  (O) -0.64 -- - -
AF max 0.10 0.24 0.10 0.83
AZ(V) -0.05 -- -- 0.82
Eads -2.17 -4.10 -3.81 -2.72
g(NH) -0.45 -0.70 -0.70 -0.83 -0.80 -0.44
qVv) 2.06 2.05 2.05 2.08 2.06 2.06
2.06 2.05 2.08 2.06
NH 2.08 2.06
adsorbed  (O) -0.63 -- -- - -- --
AF max 0.02 0.07 0.67 0.11 0.44 0.93
AZ(V) 0.01 -- -- -- -- 0.92
Eads -3.16 -4.92 -4.48 -4.58 -4.45 -3.5§
d(NH,) -0.25 -0.42 -0.44 -0.42 -0.40 -0.23
qVv) 2.09 2.04 2.01 2.06 2.00 2.06
2.04 2.01 2.07 2.00
NH, 2.06 2.07
adsorbed  (O) -0.65 -- -- - -- --
AF max 0.07 0.14 0.81 0.33 0.73 0.97
AZ(V) -0.07 -- -- -- -- 0.97
Eags -2.25 -3.90 -3.35 -2.93 -3.02 -2.84
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Table 5.6b: NHz, NH;, and NO adsorption at the reducedOy010)
surface near oxygen vacancy sites. Atom chagggshe vanadium atoms
next to the vacancy site (for O(3)site alsoq of sub-surface O(1) atom
from lower layer) and the adsorbates (in atomidsyrjau]), largest atom
position shifts with respect to the relaxed surfabtaster, Aryay (for
O(1)ac and O(1')ac Sites additional the vertical shift of vanadiunorat
Az(V)) (in [A]), and adsorption energi&sgs(in [eV]).

O(l)vac O(z)vac 0(2,)V3C 0(3)V3C 0(3,)V3C O(l,)vac
q\v) 2.17 2.10 2.13 2.14
2.10 2.13
cluster 215
q(0) -0.63 -- -- --
a\Vv) 2.07 1.94 1.86 1.82
1.94 1.86
vac. 1.94
cluster o(0) -0.87 -- - -
Al max 0.98 0.43 0.16 0.52
AZ(V) -0.97 -- -- 0.20
g(NH3) 0.19 -- -- -- 0.08 0.22
qVv) 2.03 -- -- -- 1.86 1.92
1.86
NH, 1.99
adsorbed  (O) -0.85 - - - - -
AF max 0.79 -- -- -- 0.29 0.63
AZ(V) -0.79 -- -- -- -- 0.62
Eads -0.87 | =O(1")vac -- —0(1")vac -0.31 -1.24
A(NH,) 0.85 0.85 0.87 0.83 0.88 0.87
qVv) 2.05 1.92 1.95 1.84 1.84 1.82
1.96 1.95 1.84 1.84
NH, 1.85 1.96
adsorbed  (O) -0.86 -- -- - -- --
AF max 0.99 0.45 0.45 0.44 0.29 0.19
AZ(V) -0.99 -- -- -- -- 0.19
Eads -3.25 -2.83 -3.47 -3.20 -3.67 -2.84
q(NO) -0.32 -0.66 -0.65 -0.72 -0.67 -0.3
qVv) 2.01 2.04 1.98 2.04 1.98 1.93
2.04 2.06 2.04 1.98
NO 2.06 2.06
adsorbed  (O) -0.67 -- -- - -- --
AF max 0.15 0.15 0.97 0.43 0.65 0.83
AZ(V) -0.14 -- -- -- -- 0.82
Eads -1.00 -1.96 -1.59 -1.11 -0.87 -1.34
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5.2.1 Substitutional adsorption near oxygen vacancy sitése \,O5(010) surface

The five different adsorbates, H, N, NH, BHand NO, are quite similar in their
adsorption properties. These atoms or moleculestisute the missing oxygen atom at
all surface vacancy sites. Here ‘substitute’ metiag adsorption occurs at that the
position of the missing oxygen atom. As a resukpehding on the adsorbate,
geometric and electronic properties of the peréecface are partly recovered. For the
sub-surface oxygen vacancy O(4;) adsorption at the vanadium atom above the
vacancy site is considered.

As discussed in Section 4.2, after removing an erygtom from the O(1) site of the
V,05(010) surface, creating a vacancy Q{d xhe vanadium atom next to the vacancy
forms a new bond with the vanadyl of the underlyWh€s layer. This bond formation
is accompanied by a downward movement of the vanaditom byAz(V) = 0.98 A,
with respect to the surface cluster. Both the @iax due to the O(J) formation, as
well as the relaxation after adsorption at the @Q{Ejte, are dominated by the vertical
shift of the vanadium atom. Here all five adsorbatan form strong bonds with the
vanadium atom at the vacancy site. As a resulty#@(1) bond that was formed with
the vanadyl oxygen of the second layer during theawmcy formation is weakened, and
the vanadium atom moves back in the direction ®fottiginal position at the perfect
surface (see Figure 5.10). Table 5.6a and Table bsBs the largest atom position
shifts Armax, and the vertical shifts of the vanadium atoafV) with respect to the
surface cluster. The vertical shift is the largetr hydrogen adsorption
(Az(V = -0.28 A), and the smallest for NH adsorptidmatt pulls the vanadium atom
back in its original vertical position.
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Figure 5.10: Equilibrium geometries of the O(4) and H,
NHy, (x =0,1,2), and NO adsorbed at this vacancg.shhe surface is cut
at the V-O(3) bond pointing towards the viewer takenthe vanadium
position more visible (O(3) pointing towards theewer is missing).
Vanadium centers are shown by large yellow bakygen centers by red
balls, nitrogen centers by green balls, hydrogentees by small blue
balls and missing oxygen at vacancy site is inéiddty a small black dot.
Surface atoms that are included in the optimizato® emphasized with
shading.

The removal of the bridging oxygen at the O(2) sit¢the \L05(010) surface creates a
vacancy O(2) and the surface opens around the vacancy sieediBtance between
the two neighboring vanadium atoms increases by A.{Section 4.2). When either H,
NHy, (x =0,1,2), or NO adsorbs at this vacancy site,neighboring vanadium atoms
shift back close to their original position at therfect surface, hence, towards the
O(2)/ac Site, see Figure 5.11. This also applies for tierosurface atoms, which after
adsorption, arrange in positions closer to thosthefperfect surfaceyrmnax< 0.24 A,
compared to the vacancy clustar s = 0.43 A).
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Figure 5.11: Equilibrium geometries of the O() and H,
NHy, (x =0,1,2), and NO adsorbed at this vacancy. 8f@nadium centers
are shown by large yellow balls, oxygen centersda balls, nitrogen
centers by green balls, hydrogen centers by snhad balls and missing
oxygen at vacancy site is indicated by a small lbldet. Surface atoms
that are included in the optimization are emphaszgh shading.

Formation of an O(3) vacancy causes only minorraegements of the neighboring
atoms (see Section 4.2), and atom positions 0D{33,,. cluster and the surface cluster
differ by less than 0.16 A. After substitutionalsadption, large changes in surface
atom positions have been found only for Ntd NO adsorption, witAr e = 0.33 A
and 0.43 A, caused by a tilt of the two neighborragadyl groups pointing inside the
surface towards each other (Figure 5.12). Howefggrall five adsorbates, the V-O
bond lengths of the vanadium atoms next to the g(8ite with its oxygen neighbors
differ by less than 0.07 A to those of the per&aface.
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Figure 5.12: Equilibrium geometries of the O(3) and H,
NHy, (x=0,1,2), and NO adsorbed near the Qf3)site. Vanadium
centers are shown by large yellow balls, oxygenterenby red balls,
nitrogen centers by green balls, hydrogen centgrsrball blue balls and
missing oxygen at vacancy site is indicated by allsptack dot. Surface
atoms that are included in the optimization are bagized with shading.

Considering adsorption at the O(2") vacancies, {hydrogen and nitrogen stabilize
in the same equilibrium geometry as found for apison at the O(2) site. This can
be understood by the the inversion symmetry of diingle-layer model cluster. The
calculated equilibrium geometries of NH, Bldnd NO adsorbed at the O(Re)site
show similarities to the geometry of hydrogen abledrat the O(2’) site of the perfect
surface (see Section 5.1.1). The two vanadyl gragjacent to the O(g) site open
up. The corresponding O(1)-O(1) distances incrdnsd.02 A, 1.26 A, and 1.13 A,
after adsorption of NH, Nl and NO, respectively. The three molecules canthise
open space to adsorb at the vacancy site, wheyesthmstitute for the missing oxygen
atom. The resulting distances between the vanadioms next to the O(2}: site, and
the neighboring oxygen atoms, differ by less th&@®® from the corresponding V-O
distances in the surface cluster. The hydrogen @itmin™NH and NH (oxygen for NO)
point outwards at the surface. In contrast to NH &H,, which are positioned
symmetrically, the geometry of adsorbed NO is shgdistorted (Figure 5.13).
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Figure 5.13: Equilibrium geometries of the O(Z) and H,
NHy, (x=0,1,2), and NO adsorbed near the OfR’)site. Vanadium
centers are shown by large yellow balls, oxygenterenby red balls,
nitrogen centers by green balls, hydrogen centgrsrball blue balls and
missing oxygen at vacancy site is indicated by allsptack dot. Surface
atoms that are included in the optimization are bagized with shading.

Adsorption at O(3Ysc sites is similar to adsorption at the O{g)site. As described
above, hydrogen and nitrogen stabilize in the saqelibrium geometry as found for
adsorption at the O(R). site. The two VO(1) groups next to the O(&site open up,
after adsorption of NH, Ni and NO, with O(1)-O(1) distances increasing 414,
1.61 A, and 1.40 A, respectively (Figure 5.14). Towal geometries are comparable to
the corresponding surface cluster, since V-O bendths of the neighboring vanadium
atoms differ by less than 0.05 A.
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Figure 5.14: Equilibrium geometries of the O(3) and H,
NHy, (x=0,1,2), and NO adsorbed near the Of3)site. Vanadium
centers are shown by large yellow balls, oxygenterenby red balls,
nitrogen centers by green balls, hydrogen centgrsrball blue balls and
missing oxygen at vacancy site is indicated by allsntack dot. Surface
atoms that are included in the optimization are bagized with shading.

Both oxygen vacancies, the O2dand the O(3). are located between two O(1)
oxygen that stick out of the surface. It has beamd that hydrogen, nitrogen, and NH
can alternatively stabilize at these vanadyl oxgg@fl) next to the vacancy site. Both
the geometry and adsorption energi{is< 0.16 eV) are close to what has been found
for adsorption at the O(1) site of the perfegD%010) surface.

While the (sub-surface) vanadyl position O(1’) avered by the surface, and therefore
not directly accessible, the opposite site of ta@adium atom (with respect to the
missing oxygen) next to the O(1’) vacancy, OflL)is directly accessible at the
surface. Atomic hydrogen, NH(x = 0,1,2), and NO can adsorb at this opposde.s
Due to the adsorption, the vanadium atom near (18 @acancy, which already sticks
out from the surface, moves even more outwardsKepee 5.15). Therefore, the atom
position shifts (with respect to the surface clgstgetting even larger after adsorption
at the O(1)ac This effect is weakest for hydrogen and stronfmsthe adsorbed NH
molecule (Tables 5.6a and 5.6b). However, the Vi€ladces between the vanadium
atoms that are considered in the geometry optimizatsee Section 4.2), and their
oxygen neighbors are close to the correspondingrdiss in the surface cluster. The
largest deviations from the V-O bond lengths ofsbdace cluster have been found for
adsorbed hydrogenAd(V-0) <0.14 A, and the smallest for NH adsorption at
Ad(V-0) <0.06 A.
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Figure 5.15. Equilibrium geometries of the O(Ja) and H,
NHy, (x =0,1,2), and NO adsorbed at this vacancy. Sitee surface is cut
at the V-O(3) bond pointing towards the viewer take the vanadium
position more visible. (O(3) pointing towards théewer missing).
Vanadium centers are shown by large yellow bakygen centers by red
balls, nitrogen centers by green balls, hydrogentees by small blue
balls and missing oxygen at vacancy sites by a sergll black ball.
Surface atoms that are included in the optimizato® emphasized with
shading.

The adsorption energies of H, NHx = 0,1,2), and NO show that for all considered
oxygen vacancy sites, NH adsorbs the strongestNfDdthe weakestThe binding
energies evaluated for atomic nitrogen and the, Ntélecule are between those of
atomic hydrogen and NH (Tables 5.6a and 5.Bbjther, it can be seen that hydrogen
adsorption at the oxygen sites of the perfegD010) is preferable (Table 5.1).
However, the adsorption energies found foryNi{ = 0,1,2), and NO at the reduced
V,05(010) surface, are significantly larger than at peefect surface. The binding to
the surface at different sites also correlates withvacancy formation energies. It is
larger for O(2).c and O(3),c (large vacancy formation energy) compared to t{i8L
(smallest formation energy). The adsorption ensrgiethe vacancy sites close to the
vanadyl oxygen O(2))c and O(3)a, as well as on top of the O({a) site, are
intermediate. The only exception is nitric oxidattadsorbs the weakest at the Q3)
site, instead of the O(L) site.
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The electronic rearrangement due to substituticaddorption near the O(4) is
unique. In contrast to the other vacancies, a bsrfdrmed with the vanadyl oxygen
from the lower layer after removal of the O(1) ogpg The reduction of the vanadium
atom induced by the vacancy formation is, to adaggtent, compensated for by the
bond formed with the lower layer where the subazefoxygen accumulates negative
charge (-0.87 au), and thus becomes reduced, (et#0i54.2.1). Adsorption of H,
NHy, (x =0,1,2), or NO at the vacancy site weakemsuvanadium bond formed with
the vanadyl oxygen from the lower layer. This Ofit¢ becomes re-oxidized, resulting
in an atom charge after adsorption between -0.6N&liadsorption) and -0.69 au (H
adsorption). This is very close to what has beemdofor the atom charge of this O(1)
site in the surface cluster before vacancy fornmai0.63 au). On the other hand, the
vanadium atom now interacts with the adsorbing atommolecule that itself
accumulates negative charge. The adsorption indaleadge of the vanadium’s atom
charge is a combination of the reduction causethbybreaking of the bond with the
O(1) atom from the lower layer, and the oxidati@used by the bond formation with
the adsorbate. As a result, the adsorption of N&éH [dH, which interact the strongest
with the vanadium atom does not affect its atonrgdalhe bonds formed with H, N,
and NO cannot compensate for the missing bond thighoxygen, and the vanadium
atom is more strongly reduced after adsorption i@sb.6a and 5.6b).

The electronic rearrangements caused by adsorpganthe O(2). O(2'ac O(3)ac
O(3’)vac and O(1')4c Sites are consistent. The recovery of the surdacsters geometry,
or at least the local binding situation, as ithe tase for the O(2"), O(3’) and O(1"), is
accompanied by a partial recovery of the initialuetion state of the vanadium atoms
near the vacancy site. This is illustrated in Tab&a and Table 5.6b by the atom
charges of the adsorbate, that can accumulateinegaiarges, causing an oxidation of
the surface atoms.

5.2.2 Ammonia adsorption near oxygen vacancy sites oWv@(010) surface

Ammonia is found to adsorb substitutionally onlythagé O(1).c site without further
reconstructing. It has been found that the presehtdH; near other vacancy sites can
induce vacancy diffusion processes, resulting iaddifferent stable configurations for
the reduced %0s5(010) surface, as shown in Figure 5.16.
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0O(1),..NH,

Figure 5.16: Equilibrium geometries of NHadsorbed at the reduced
V,05(010) surface. Vanadium centers are shown by lamjéeow balls,
oxygen centers by red balls, nitrogen centers leggiballs, and hydrogen
centers by small blue balls. Surface atoms that aduded in the
optimization are emphasized with shading.

The O(1)4c sites provide enough space for Nid adsorb in a similar way, as discussed
above for substitutional adsorption. Ammonia bidd®ctly at the vanadium site at a
distance of 2.21 A where it substitutes for thesinig oxygen atom. In contrast to
hydrogen, NH (x =0,1,2) and NO, its ability to relax the V-O-hfidge between
adjacent ¥Os layers formed by the O(1) vacancy is much weaklkis is reflected in a
vertical shift of the vanadium atomz(V) = -0.79 A, that is larger in comparison with
the effects of adsorbates discussed above.

The vacancy sites created by the removal of O(Z)(@) oxygen do not allow N4to
adsorb substitutionally. Instead, the ammonia bt&si on top of a neighboring
vanadium atom. This is accompanied by oxygen (vagardiffusion near the
adsorption site. The NHmolecule close to the O(R) or O(3),4c disturbs the surface in
a way that the sub-surface O(1’) oxygen diffusde the corresponding O(2) or O(3)
vacancy site. This has also been tested for thg,£(&ing a two-layer cluster model.
Since this is the result of geometry optimizatisterting with NH positioned in the
vicinity of O(2) or O(3) vacancy sites, these psxare accompanied by no or very
small energy barriers. In fact, Section 4.3 diseasgacancy diffusion of the O(g)
into the O(1')ac Whose barrier is very small. Thus, Blapproaching towards O¢2) or
O(3)ac leads to ammonia being adsorbed at a vanadium,atdth an O(1')ac
underneath, see Figure 5.16.
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NH3; adsorbs at the vanadium site above the sub-suvizancy O(1), at a distance
of 2.10 A. As found for substitutional adsorptithe vanadium atom at the adsorption
site moves outward from the surfacez(V) = 0.62 A). Analogous to what has been
found for substitutional adsorption, the V-O distes between the vanadium atoms
considered in the geometry optimization (see Sectid.1l) and their oxygen
neighbors, are very close to the corresponding Wi€bances in the perfect surface
cluster (differences smaller than 0.13 A). A statwefiguration of NH sitting on top

of the vanadium atom next to the O(3’) vacancy bhesn identified. The resulting
geometry is similar to ammonia adsorbed at thet&/ i the perfect ¥Os(010) surface.
No stable configuration of N¢ht the O(2'), site has been found.

The adsorption energies for NHire smaller compared to NHadsorption at the
vacancy sites. In addition, the energies for adsmrpnear the O(1). site,
Eags=-0.87 eV, and near the O(ky site, Eags=-1.24 eV, are larger compared to
ammonia adsorption at the perfect surface. Thd stable configuration near the O(3’)
vacancy is both geometrically, but also energdyicalose to adsorption at the
vanadium site of the perfect surfaBgys=-0.31 eV.

In contrast to the previous cases, ;\N&ktcumulates positive charge. The adsorption
induced changes in the adsorbate and surface dtanges are smaller compared to
findings for adsorption of atomic hydrogen, RQNKk =0,1,2), and NO (see
Tables 5.6a and 5.6b).

5.2.3 NH4 adsorption near oxygen vacancy sites of th@s(010) surface

Ammonium, NH, differs from the other adsorbates, not only widspect to its
adsorption properties at the perfect, but alsdhatreduced surface. NHan interact
with the surface only via its hydrogen atoms anaisll sites, too large to fit into the
vacancies. This is illustrated in Figure 5.17, whisketches out the different
configurations of N adsorbed at the reduced®4(010) surface. It shows that the
NH,4 adsorbate does not interact directly with the dama atoms next to the vacancy
site.

Most of the configurations can be related to canfigjons at the perfect,@5(010)
surface. Close to the O(d9 O(2'vac and O(3')xc sites, NH adsorbs at the O(1) ridge.
At the O(1)ac and the O(3) sites, the molecule stabilizes in the valley, aglso
found for the O(2) site of the perfect surface. Hdsorbate geometry found close to
the O(2)4c site has no counterpart at the perfect surfaceafsshe seen in Figure 5.17,
the molecule binds towards two opposite O(3) sitéss is possible since the distortion
of the surface near the O¢2) site reduces the distance between the O(3) oxygen
neighbors.
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Figure 5.17: Equilibrium geometries of NHadsorbed at the reduced
V,05(010) surface. Vanadium centers are shown by largjiow balls,
oxygen centers by red balls, nitrogen centers lggballs, and hydrogen
centers by small blue balls. Surface atoms that iaauded in the
optimization are emphasized with shading.

The NH, surface species near vacancy sites are highlyiyygi charged. Hence they
reduce the surface atoms as already found for ptigorat the perfect ¥05(010)
surface. NH does not interact with the vanadium atoms, andcas be seen in
Table 5.6b, there are only small changes for tbenatharges of the vanadium atoms
next to the vacancy sites after N&tsorption.

For all stable configurations close to the vacasitys, the adsorption energy is found
to be smaller compared with those for the corredpansites at the perfect surface.
The NH, adsorption depends on the ability of the surfacactept negative charge and
thus the formation of surface NH Obviously, this is not favored by surface
pre-reduction, as it is the case for the oxygeramayg formation.
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5.3 Ammonia adsorption at XD5(010) surface, theory and experiment

This section compares the present results for ananadsorption at the X05(010)
surface with previous theoretical studies. Aftes tlthe experimental results of NH
adsorption will be discussed. Further, it will lewn how the results of this work, and
especially the consideration of reduced adsorpsies, can help to interpret the
experimental findings.

The adsorption of NE at the perfect ¥05(010) surface, and surface OH groups
(Brgnsted acid sites), has already been studied th®poretically [67-72]. The
corresponding adsorption energies are presentédute 5.7.

Table 5.7: Comparison of different theoretical results for raomia
adsorption at the perfect,®¥5(010) surface and at O(1)H groups forming
surface NH, adsorption energia.qs (in [eV]). If no energy is quoted, no
adsorption was observed.

Method Eaa(NH3) Eaq(NHz/O(1)H)

DFT (BP, \; clusterf? - -1.08

DFT (BLYP, periodicf™ -0.10 -1.19
MSINDO (large clusterf® -0.33 -0.87

DFT (B3LYP, V,/V; cluster)®” - -1.14/-1.37
DFT (B3LYP, V, cluster)®” - -1.24

DFT (B3LYP, Vo/V¢/V1q cluster)™ - -0.60/-1.11/-1.23
DFT (RPBE, \4, cluster)"s "o -0.26 -1.40

Ammonia was found to interact only weakly with therfect \bO5(010) surface. Only
two studies find a stable configuration of Nedsorbed at the vanadium site [68, 70].
They report that, in agreement with the presertystiNH; adsorbs at a relatively large
distance to the surface (2.28 A [70] and 2.54 A)[68ith very small adsorption
energies.

All theoretical studies agree that ammonia bindsngfly with surface OH groups,
Bransted sites, yielding surface WNH where adsorption at a O(1)H group being
energetically the most favorable [67-72]. The M#ia of the different adsorption
energies presented in Table 5.7 is quite large€)8 Considering only the adsorption
energies that have been calculated with DFT empipyGGA or GGA-hybrid
functionals and used reasonably large clustergoogic models, yield a much smaller
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variation for adsorption energies of 0.2 eV. Mosdt the researchers [67-70, 72]
proposed a geometry with NHbn top of the O(1) ridge with two hydrogen atoms
pointing toward two O(1) oxygen atoms identified time present calculations as a
saddle point (see Section 6.2). The structure fanrtle present work is in agreement
with the work of Yuan et al. [71], where NIBits on top of a square of four O(1) sites,
with three hydrogen atoms pointing at the surfamed one pointing to the top
(Section 5.1.4). The incorrect prediction of Natisorption can be explained by the fact
that the underlying PES is very flat, thus the gpalfifferences are very small. This
will be discussed in detail in Section 6.2. On ttieer hand, two studies [69, 72], used
only very small clusters @,Hy, that do not present a square of four neighboring
vanadyl oxygen sites.

In contrast to previous theoretical studies, thesent surface model is extended by
including the reduced surface sites. The vanaditomanext to an oxygen vacancy
representing a Lewis acid site becomes more rea¢s®e Section 5.2.2) compared to
the perfect surface. The resulting adsorption easrgf NH; at the O(1)c and the
O(1')vac Sites are -0.87 eV and -1.24 eV, respectively,caecomparable to those at
surface OH groups (Brgnsted acid sites).

The experimental identification of surface spe@ésr ammonia adsorption on oxide
surfaces is mainly based on interpretation of neda(IR) spectroscopy data. An
extensive experimental study of ammonia adsorptan different stages of
dehydroxylation on various oxide surfaces suggestesk different kinds of adsorbed
ammonia species [167]:

() Ammonia can bind via one of its hydrogen atoms tolwaa surface oxygen
atom (or oxygen of a surface hydroxyl group).

(i) The nitrogen atom of ammonia can form a bond vhth iydrogen atom of a
surface hydroxyl group (Brgnsted acid site). Itpsssible that during the
adsorption, the proton is transferred, forming acefNH" species.

(i) Adsorbed NH, the so calledcoordinated ammoniabinds with the nitrogen
atom to the electron-deficient metal atom centem(is acid site).

Further, Tsyganenko et al. [167] claim that, iniadd, dehydrogenation of adsorbed
NH; can take place resulting in surface N NH and OH species.

The assignment of the different surface specidsaged on fundamental IR bands of
ammonia, amine groups and ammonium ions as listedReference [167]. Most
important for the analysis of NHadsorption at the XDs(010) surface are the
symmetric and asymmetric N-H bending modgsand §,s of NH; and NH". The
symmetric bending mod& of NHs at 950 crit [167] is the famous ‘umbrella mode’,
in which the nitrogen atom oscillates through thkenp of the three hydrogen atoms. If
NH3 adsorbs at a Lewis acid site (iii), the interactwith the nitrogen atom causes a
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shift in the umbrella mode towards higher energiéerefore, this mode can be used
not only to identify adsorbed NjHbut the amount of the shift is also an indicatiothe
strength of the Lewis acid-base interaction. Tharasetric bending mode of Nibs
has an energy of 1628 ¢hiil67]. Surface N can be detected by the symmetric
bending modegs at 1680 crit, and the asymmetric mod&s at 1400 crit. The N-H
stretching modes are not as useful for distingaghietween different surface species,
because Nk NH,", as well as Nkispecies, contain various modes in the energy megio
between 3040 cthand 3400 ci [167].

Infrared studies of the interaction of adsorbed ama with the \Os(010)
surface [25, 26] found two different surface spgciH; adsorbed at Brgnsted acid
sites (i) and NH adsorbed at Lewis acid sites (iii). The first pafrfTable 5.8 lists the
measured values that have been interpreted a& #rald,s modes of surface NHand
NH.". The umbrella mode of adsorbed Nid shifted by 300 cihto higher energies,
indicating strong interactions with the surface. rtker, the study by
Belokopytov et al. [25], as well as that of Rantisle [26], consider the adsorbed NH
species to be more stable since after heating @p sdmple to 393°K [25] or
423°K [26], the modes assigned to Nidisappeared, while those assigned to ammonia
remained visible. Most of the experimental workZ][Xand references therein), was
performed on supported,®s and \LOs containing mixed-metal oxide catalysts, rather
than on pure YOs material. However, the general findings, as disedsabove, are
rather similar. In addition to IR studies, NMR erpeents [64] that have been
performed for NH adsorption at titania supported vanadia catalkystsd confirm the
existence of NWland NH;" surface species.

To compare the experimental and theoretical finglingoration spectra for the different
adsorbed Nk species were calculated. Table 5.8 shows a cosgraaf experimental
results [25, 26], as well as the previous [69, 1&8] present theoretical results. Beside
the most stable configuration at the perfect saféloe two vacancy sites that are also
found to interact strongly with Nithe O(1),c and the O(1),, are considered. As
seen for the Niibending modes, the calculated frequencies foNtHg species at the
perfect, and at the reduced®(010) surface, are very similar and in close agergm
with the experiments. Thus, the theoretical IR spesupport the assignment of these
bands to NH species, but no conclusions as to a preferenca ¢ertain adsorption site
can be drawn.
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Table 5.8: Measured and calculated wave numbers for vibratadnNH;
and NH,* species in gas phase and at th®010) surface (in [cif).

Modes 85 NH; 845 NH3 8s NH," 82 NH,"
Experiment
gas phasg®” 950 1628 1680 1400
V,05(010) ! 1260 1620 -- 1425
V,05(010)°! 1249 1605 1680 1425
Calculated
V,05(010)M68! - - 1663 1483
V,05(010) - - 1528 1392
Present work
gas phase 1066 1639 1703 1450
1640 1704 1451
1452
clean \405(010) 1111 1628 1669 1350
1635 1694 1439
1510
reduced YO5(010) near O(1)c 1232 1616 1659 1336
1649 1692 1446
1505
reduced YO5(010) above O(1)c 1226 1614 1679 1345
1619 1698 1461
1530

The asymmetric bending mode of BlIso undergoes only minor changes due to
adsorption. It can be assigned to the weakly a@sbspecies at the perfect surface, as
well as to NH adsorbed at the reduced vanadium sites neaxQéhd O(1'),. sites.
The symmetric umbrella mode shifts towards higheergies, because of the
interaction with the Lewis site. The calculatiodsoapredict a shift in the umbrella
mode for adsorbed N4 Most importantly, NH adsorbed at the perfect,®s(010)
surface interacts weakly with the vanadium atond, thre shift in the resulting band at
1066 cn' is too low in energy. In contrast, for the two sigs adsorbed at the reduced
sites, the shifts are larger and the IR bands,282 tm' and 1226 cm for NHs
adsorbed at O(J). and O(1'),c respectively, are in extremely close agreemertt e
experiments.

Comparing theoretical and experimental results shthat the existence of a strongly
adsorbed N species can be confirmed. However, no surfaceiepeonsistent with
adsorbed ammonia and clearly identified by expenimieas been found in theoretical
studies at the perfect,@5(010) surface. Theoretical results can not exglanfact that
adsorbed ammonia is more stable than surfacg’ ,Ntdbr can they explain the large
shift of the NH umbrella mode that has been found in experiment2a].
Considering reduced surface sites, as modeled &wdmadium center close to an
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O(1)ac Or an O(1')4c site, could offer a possible explanation. Ammoadsorbed at
these reduced vanadium sites yields larger adsorptergies compared to the perfect
surface. These energies are comparable to whdtdesfound for ammonia adsorption
at Brgnsted acid sites. In addition NHurface species near the reduced vanadium
atoms show a strong shift of the umbrella modesuggested by experiments [25, 26].



6 Diffusion of adsorbates at the VOs5(010)
surface

In this chapter, the results for diffusion propestat the perfect XD5(010) surface are
presented. Diffusion processes are important dimeg are implicitly involved in many
surface reactions. For example, reactions thaovola Langmuir-Hinshelwood type
mechanism [169] involve adsorbate diffusion proesssA surface that provides
different adsorption sites may allow a moleculénitally bind not at the reactive site,
but to diffuse to this site instead. In some cassa;tion sites may not be immediately
accessible, but can be created through a combmatioadsorption and diffusion
processes.

Considering the SCR reaction, the diffusion prdperof hydrogen are relevant for the
water formation at the catalyst surface [17]. Fartihydrogen with its small mass can
diffuse more easily compared to other adsorbateadtlition, the diffusion of Nidwill

be discussed. This is an interesting example stnadsorbs at the X¥Ds(010) surface
with strong electrostatic binding contributions. tdover, hydrogen and NHshow
large binding energies on the surface, implying thesorption and re-adsorption is
hindered. However, since for both adsorbates, tmgliny energies at different
adsorption sites are comparable, small diffusiomriéd® are possible. Therefore,
explicit knowledge of diffusion paths and barrier;eeded to describe reaction details.

The cluster models that have been used to dedtwbsurface diffusion processes may
need to be different from the ones that have besd un the previous chapter to
investigate the adsorption properties (similar &cubsed for vacancy diffusion in
Section 4.3). This is necessary because the chistar well as the atoms that are
considered in order to take surface relaxation extoount, have to provide a good
description for initial and final states and, a #ame time, for the diffusion path itself.
Depending on the specific diffusion process, it rhaynecessary consider more atoms
to describe the surface relaxation, or even tolaigger clusters. Different models can
result in slightly different adsorption energiesmpared to the results of Chapter 5.
These deviations and the details of the model etssised to model surface diffusion
are discussed in Appendix C.
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6.1 Hydrogen diffusion and #0 formation at the perfect ,X@5(010)
surface

The surface behavior of hydrogen is of specialregiesince hydrogen is involved in
many catalytic reactions. The present results sthavhydrogen can adsorb at all five
surface oxygen sites with similar binding energibs.order to better understand
(de)hydrogenation reactions of NHwhich are important steps of the SCR
reaction [17], it is interesting to examine whetheydrogen is anchored to the
adsorption sites or whether it can also be mobiecatalytic processes like the
oxidation of hydrocarbons [150] or the reductionrN$d with NH; [17], water is one of
the reaction products. It has been shown experaigrihat water can be formed with
participation of surface oxygen from the cataly§,[50]. In a Langmuir-Hinshelwood
type reaction this will also require diffusion afssorbed hydrogen.

6.1.1 Hydrogen diffusion at the ¥Ds(010) surface

It has been shown in Section 5.1.1 that hydrogemaiastabilize at vanadium sites.
Hence, possible diffusion steps connect differentgen sites. Figure 6.1 shows the
perfect \LO5(010) surface and all hydrogen diffusion steps i@red in this study.
Based on its geometric properties, thgOy010) surface can be divided into three
different regions which characterize correspondiogthe diffusion energy barriers.
These regions are the vanadyl double rows desgrithie O(1) ridge, the O(2) valley
between the double rows, and the transition regeiween ridge and valley. Numerical
results for the diffusion barriers obtained in tkuerk are listed in Table 6.1. In the
following, the corresponding diffusion paths wi# biscussed in detail.
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(001)

(100)

Figure 6.1: Hydrogen diffusion steps at the perfecOy010) surface.
Vanadium centers are shown by large yellow bakygen centers by red
balls, and oxygen centers connected by diffusiepssby magenta balls.

Table 6.1: The energy difference between initial and finatesta and

O(1) ridge

0O(2)
«transition—

valley

the energy barrierEpar? for hydrogen diffusion between different
oxygen sites at the 05(010) surface layer (in [eV]).

Diffusion step Eqitt Eparr — Epar’ —
O(1) < O(1)
in (001) direction 0.00 043 0.43
(i) ridge
: O(1) < O(1)
region in (100) direction 0.00 0.16 0.16
0O(1)« 0(2) 0.07 1.14 1.08
" 0o(1)« 0(3) 0.25 1.25 1.00
i
transition 0(3) <« 0(3) -0.19 1.34 1.52
region
O(1)« O(3) 0.11 1.20 1.09
(iii) valley 0(3)«+ 0O(2) -0.20 0.64 0.83
region
0(2) < 0(2) 0.00 0.80 0.80
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6.1.1.1Hydrogen diffusion on the vanadyl ridge

Two diffusion processes between neighboring O(1gssat the vanadyl ridge are
possible: diffusion between O(1) neighbors alorfip1 direction) or perpendicular to
the ridge ((100) direction). Both processes arditi@ely similar. The VO(1) group
with the vanadyl oxygen can tilt easily in all ditens. This is exactly what happens
during the hydrogen transfer. In the transitiontesteonfiguration, the two oxygen
atoms tilt towards each other and a planar O-H-4i@gkris formed (Figure 6.2). In both
cases, the O-O distance is shortened from 3.63 444 A (for (001) diffusion), and
from 3.07 A to 2.43 A (for (100) diffusion), witré hydrogen atom sitting in the
middle. For diffusion parallel to the vanadyl rowise hydrogen also rotates about the
(010) axis by about 90° which consumes very ligteergy and does not affect the
overall diffusion energetics. This means that iadtef breaking a separate OH bond,
the hydrogen transfer can be established via thd-@-bridge formation at the
transition state. Because the vanadyl oxygen ataraseasy to tilt, the resulting
diffusion barriersEpar< 0.43 eV, are very small compared to the adsormirgies at
the O(1) siteEagdO(1)) = -2.64 eV, (Table 6.1 and Table 5.1). A & shown for the
remaining diffusion steps, the formation of an G@Hbridge configuration at the
transition state is a general characteristic ofrbgdn diffusion. Hence, the mobility of
the participating oxygen determines the diffusioergy barriers to a large extent.

Alternatively to diffusion between O(1) sites, hgden can also transfer to the O(2’)
site. In contrast to the two previous symmetridusifon paths, here the O-H-O bridge
that is formed at the transition state is asymretrth corresponding O(1)-H and
0(2")-H distancesd(O(1)-H) = 1.22 A andi(O(2)-H) = 1.33 A (Figure 6.2). Moreover,
the bridge is not planar but bent by an angle ¢t 43e O(2’) site is less mobile
compared to O(1) oxygen vyielding larger energy ibesr Bar = 1.14 eV
(O(1) — O(2) and Ea? = 1.08 eV (O(2')— O(1)). This indicates that hydrogen will
more likely diffuse along the O(1) sites. Furthese results are interesting in regards
to hydrogen adsorption at the O(2’) site itselftHé hydrogen is adsorbing at the O(1)
site beforehand, it has to overcome quite a largeidr to reach the O(2’) site.
However, the barrier for the reverse procegs s also large, hindering the immediate
transformation back into an O(1)H group if hydrogeaches the O(2’) site.

Under the vanadyl oxygen rows, hydrogen can difustsveen the O(2’) and the O(3’)
sites. It was not possible to evaluate a convediffdsion path that directly connects
these two sites.
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O(1) to O(1) in (001) direction

T — — "  —

(o}
A[ [P ) .
initial state transition state final state
(100)

O(1) to O(1) in (100) direction

N _ . : .
TTEO) initial state transition state final state

0(1) to O(2))

1 L

transition state final state

Figure 6.2: Initial, transition and final states for hydrogeliffusion at the
O(1) ridge region. Vanadium centers are shown kgdayellow balls,
oxygen centers by red balls, and hydrogen centessiiall blue balls.
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6.1.1.2Hydrogen diffusion between ridge and valley

Two different diffusion paths for hydrogen transfesm the O(1) ridge into the O(2)
valley between adjacent O(1) double rows have leasidered. First, diffusion from
the O(1) to the O(3’) site, and in a subsequenp, sie the O(3) site in the valley.
Alternatively, hydrogen can rotate and diffuse dilyeto the O(3) site (Figure 6.1).

In the two-step path at the beginning, hydrogefudés from the O(1) to the O(3’) site.
The O(3’) oxygen is coordinated to three vanaditoma and thus is less flexible than
O(1). Further, the geometry of hydrogen adsorbethatO(3’) site includes strong
relaxation of atom neighbors. The O(3’) oxygen giwvn out of the surface and the
neighboring vanadyl groups open with respect tcheatber (see Section 5.1.1). As
before, hydrogen diffusion results in the two maptting oxygen atoms forming an
O-H-O bridge at the transition state, with simi@H distances like those found for
hydrogen diffusion between O(1) site0(1)-H) = 1.24 A and(O(3’)-H) = 1.28 A.
The bridge formed by the two OH bonds is bent by @igure 6.3). The energy
barriers Bar = 1.25 eV and g = 1.00 eV, are comparable to what has been found
for diffusion between the O(1) and the O(2’) sitalfjle 6.1). To complete the transition
between ridge and valley, a second diffusion sgepdcessary where the hydrogen
diffuses from the O(3’) to the O(3) site (Figure)6.The process follows the same
pattern found for the previous steps, i.e., themadion of an O-H-O bridge
configuration at the transition state (Figure 6.@jth corresponding O(3’)-H and
O(3)-H distancesj(O(3)-H) = 1.24 A eV anal(O(3)-H) = 1.23 A, and a bend angle of
51°. The evaluated energy barriers..£= 1.34 eV and g = 1.52 eV, are the largest
that have been found for the different diffusiorepst (Table 6.1). This can be
understood as a combination of three effects. ,Fieth participating oxygen atoms are
coordinated to three vanadium atoms, second, thiégewation of hydrogen adsorbed
at O(3’) is accompanied by large atom displacememtd third, the hydrogen atom has
to be transferred along the densest part of thetary

Considering adsorption at the O(3’) site, this lesbows that if the hydrogen reacts
beforehand with the more exposed neighboring O(X)(@) sites, it has to overcome
large barriers to reach the O(3’) site. This intBeathat the O(3’) sites may not be
easily accessible to hydrogen adsorption. Howegstag to the stability of O(3)H
groups, it has been found that the energy barf@erdiffusion from the O(3’) atom to
the neighboring oxygen sites are large as well.
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0O(1) to O(3")

th _ AU
transition state final state
(100)

0(3") to O(3)

(001)

.o initial state transition state final state

O(1) to O(3)

(001)

T—» initial state transition state final state
(100)

Figure 6.3: Initial, transition and final states for hydrogefiffusion steps
connecting the O(1) ridge with the O(2) valley. ®dinm centers are
shown by large yellow balls, oxygen centers byballs, and hydrogen
centers by small blue balls.

The diffusion process from O(1) to O(3) can be dixd into two parts, although it
contains only one transition state, see Figuref@r8t, the hydrogen atom rotates about
the (010) axis until it points in the directiontbe O(3) site. This motion requires only
minimal energy. The second part of this diffusidepsis similar to the previous
diffusion steps, with an O-H-O bridge formed at thensition state. There the O-H
distances ard(O(1)-H) = 1.25 A andi(O(3)-H) = 1.28 A. The two OH bonds form an
angle 37°. The diffusion barriers,,& = 1.20 eV and k.= 1.09 eV are slightly
smaller than for the diffusion path via the O(3tes
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6.1.1.3Hydrogen diffusion in the valley

The O(2) valley contains bridging oxygen in its isgrand O(3) oxygen at the border
(Figure 6.1). There, two diffusion steps have beemsidered. First, hydrogen transfer
from the O(3) site to the O(2) site, and secondjrdgen transfer between two
neighboring O(2) sites.

The diffusion from the O(3) to the O(2) site pradeeover an O(3)-H-O(2) bridge
(see Figure 6.4). with distanceO(3)-H) = 1.24 A andd(O(2)-H) = 1.25 A. The
energy barriers, & = 0.64 eV and g~ = 0.83 eV are significantly smaller compared
to the other diffusion steps that involve triplyocdinated oxygen.

0(3) to 0(2)

(001)
) initial state transition state final state
0(2) to O(2)
.
T—» initial state ' transition state final state

(100)

Figure 6.4: Initial, transition and final states for hydrogeiiffusion steps
in the O(2) valley. Vanadium centers are shown drgd yellow balls,
oxygen centers by red balls, and hydrogen centessiiall blue balls.

The transition state for the hydrogen transfer betwtwo bridging oxygen atoms is a
straight symmetric O(2)-H-O(2) bridge configuratieith the hydrogen atom sitting in
the middle (Figure 6.4). The O-O distance getstehed from 3.49 A to 2.53 A. The
energy barriers, &?=0.80 eV are larger than for O(1) to O(1) diffusi which
indicates that the distortion of the participati@(2) atoms during the diffusion
consumes more energy than the tilt of the VO(1upso
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In conclusion, all diffusion steps for hydrogenthée \,05(010) surface follow the
same pattern. The hydrogen transfer occurs viadtbom of an O-H-O bridge at the
transition state. In all cases, the O-H distandethis bridge are between 1.2 A and
1.3 A. All barriers are significantly smaller inroparison to the hydrogen adsorption
energies, see Table 6.1 and Table 5.1. The siggedliffusion barriers depends on the
flexibility of the oxygen atoms that are involvethis flexibility directly correlates
with the density of the crystal structure. Thug thffusion can be grouped into three
regions: the O(1) ridges, the O(2) valleys, andtthrsition region connecting the two.
At the ridges, the O(1) oxygen is very flexible athdis easy to tilt. Therefore, the
diffusion barriers are very small, with values beén 0.16 eV and 0.43 eV. For
diffusion through the transition region betweengadand valley, the surface has to
distort much more, due to the denser packing ofgeryand vanadium atoms. As a
result, the diffusion barriers in the transitiogioen are higher than on the ridge. In the
valley region between the ridges, the formatioranfO-H-O bridge results in more
costly distortions during the diffusion process eamed with ridge diffusion.
Therefore, the diffusion barriers are larger coradawith barriers for ridge diffusion.
However, they are smaller than for diffusion in trensition region.

6.1.2 H,O formation at the ¥05(010) surface

For many oxidation reactions on Y©@ontaining catalysts, a Mars van Krevelen type
mechanism [57] is proposed which includes oxygercamay formation and
re-oxidation by molecular oxygen. This is also tase for the selective catalytic
reduction (SCR) of NO by ammonia. Here water cafobmed also with oxygen from
the catalyst surface as shown by isotopic labedituglies [49, 50]. Since hydrogen is
rather mobile at the surface the question arisestiveln two neighboring hydrogen
atoms can form a surface water species that fuddsorbs from the surface.

The simulations of surface,B formation start with two hydrogen atoms adsorhed
neighboring O(1) oxygen sites (Figure 6.5). Sinoe water desorption results in an
oxygen vacancy, it is necessary for the simulationgse a vanadium oxide substrate
cluster, which includes two physical layers. Fodedailed description for the cluster
model used to describe the surfac®Hormation, see Appendix C.

The energy barriers for the reaction HO(1) + HGLH,O(1) + O(1) are shown in

Table 6.2. Surface water is 0.07 eV more stable thva neighboring OH groups at the
surface. The water formation by hydrogen diffusitom an OH group to the

neighboring OH group is similar to diffusion betwevo O(1) sites discussed in the
previous section. Analogously, in the transiticaietconfiguration, an O-H-O bridge is
formed. The corresponding O(1)-O(1) distance is7 A4 and the O(1)-H distances
amount to 1.15 A and 1.33 A, respectively, where smaller distance refers to the
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oxygen atom that loses the hydrogen atom. The dvafor surface water formation
Eparr @amounts to 0.34 eV, which is close to what hasibfeend for the diffusion
energy barriers along the O(1) ridge.

Table 6.2: The energy difference between initial and finatesta and
the energy barrier&pa? for H,O formation from two adjacent O(1)H
groups and kD desorption energy Egir) at the \AO5(010) surface layer

(in [eV]).
H,0 formation / desorption Egitr Epar — Epar —
2 x O(1)H+ H,O(1) + O(1) -0.07 0.34 0.41
HO(1) « HZOgas phaset O(1)ac 0.44 -- -

Another interesting aspect of the surface watemédion is the relaxation of the
neighboring atoms. As discussed in Section 5.drdgen adsorption is accompanied
by an elongation of the V-O(1) bond, but this afffeithe position of the vanadium atom
itself only slightly. By adding another hydrogenomat to the O(1)H group, the
connected V-O(1) bond is weakened further as iteécaby the bond length,
d(V-O(1)) =1.81 A in the initial state (two neighttrog O(1)H groups), and
d(V-O(1)) = 2.29 A in the final state (surface®{1) group). As a result of this bond
weakening, the vanadium atom couples with the ldyiag O(1) oxygen atom, and
moves towards the second layer. The distance t®(ti¢ of the lower layer reduces
from d(V-O(1)second layer = 2.88 A (initial state) tod(V-O(1)second layr= 1.93 A (final
state). This is similar to what has been foundtier O(1) vacancy formation, where as
a result of the missing O(1) oxygen, the conneetathdium atom forms a bond with
the O(1) site of the lower layer, see Section 4.2.1

The coupling is also apparent in the atom chargéefanadyl oxygen from the lower
layer. For the configuration with two separate ®{fyoups, it is -0.64 au, thus, almost
the same as found for vanadyl oxygen in the pedegtal, -0.62 au, (see Table 4.4).
Transferring the hydrogen causes an increase ohdéigative charge of the vanadyl
oxygen from the lower layer under the surfac®Ho -0.84 au, which is close to the
findings for the corresponding oxygen atom in trecancy cluster, -0.87 au (see
Table 4.5).
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transition state

final state

Figure 6.5: Initial, transition and final state for KD formation.
Vanadium centers are shown by large yellow bakygen centers by red
balls, hydrogen centers by small blue balls, antirsdion hydrogen by
small light gray balls.

When surface water is formed, it can either disstecinto two OH groups or desorb
from the surface, leading to an O(1) vacancy. Taeiér for dissociation, 0.41 eV, is
close to the calculated desorption energy of sarfaater, 0.44 eV, (see Table 6.2).
Thus, from an energetic perspective, both proceasedikely to occur. Further, the
surface water desorption energy is found to beifstgntly smaller compared with the
vacancy formation energy obtained for the O(1) €Eg'(O(1)) = 4.98 eV (see
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Table 4.5). Obviously, pre-adsorbed hydrogen fogrsarface OH and # groups can
facilitate vacancy formation successively.

Surface water formation has also been investighyeBfu and colleagues as part of a
theoretical study of propane oxidative dehydrogendtL70]. They found that surface
water formation is a barrier-free process and ti@tdesorption energy of surface water
is 0.56 eV. The energy barriers found for hydrogkffusion, water formation and
desorption at the O(1) ridges in this work are vesathan 0.44 eV. Despite these
differences, both results lead to the same cormiudihe weak energy barriers support
water formation. This could explain that water fednwith surface oxygen of the
catalyst is observed during the SCR reaction [89, 5

6.2 NH, diffusion at the perfect X05(010) surface

NH4 can bind at many different surface sites, withilyaiarge adsorption energies as
discussed earlier in Section 5.1.4. Thereforeudiffn via desorption and re-adsorption
seems unfavorable. Similar to adsorbed hydrogenatsorption energies at different
sites of the YO5(010) surface are in the same range such that élmmnergetic point
of view, diffusion may be easy. Again, the surfae@ be divided into three different
regions: (i) the O(1) ridge, (ii) the O(2) valleand (iii) the transition region connecting
ridge and valley. The different diffusion steps sidered in this work are shown in
Figure 6.6. The corresponding diffusion energy ibesrare listed in Table 6.3. The
cluster models used for NHiiffusion are discussed in Appendix C.

Table 6.3: The energy difference between initial and finatesta; and
the energy barriefBpa?, for NH, diffusion between different adsorption
sites at the ¥O5(010) surface layer (in [eV]).

Diffusion step Eqitr Epar — Epar’ —
() ridge O(1) < O(1) tumble 0.00 0.17 0.17
region O(1) < O(1) twist 0.001 0.002 0.001
(i)
transition O(1)«~V 0.26 0.30 0.04
region
(i valley V < 0(2) 0.07 0.14 0.07
region 0(2) = 0(2) 0.00 0.10 0.10
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Figure 6.6. NH; diffusion steps at the perfect,(3%(010) surface.
Vanadium centers are shown by large yellow and exycenters by red
balls.

6.2.1 NH, diffusion on the vanadyl ridge

The optimized diffusion paths for NHndicate a fairly simple mechanism. Here, two
diffusion steps are necessary to describe diffusiomg the vanadyl double rows. In
the first step, N tumbles — with its two hydrogen atoms pointing éo8s two vanadyl
oxygen — from one square of vanadyl oxygen to therp see Figure 6.7. The energy
barrier for tumbling to the next O(1) square iswsmall, B, = 0.17 eV. Interestingly,
the geometry of the transition state, with the,NiH top of two vanadyl oxygen sites, is
exactly the configuration declared the minimum N, adsorption on top of the O(1)
site by various theoretical studies (see Secti8h 3.0 enable tumbling into the next
O(1) square, the NHmolecule has to be rotated (twisted) by 60°. Téaiachieved by
two 30° rotations (see Figure 6.8). As seen in @&dB, the corresponding rotation
barrier is almost zero. Thus, the combined tumbisttpropagation results in a overall
energy barrier of only 0.17 eV for diffusion alotige O(1) ridge, which has to be
compared with the strong adsorption energy of,Nitl the surface amounting to
-3.90 eV.
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Figure 6.7: Initial, transition and final state for NH
balls, oxygen centers by red balls,

nitrogen centaey green balls, and

hydrogen centers by small blue balls.
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Figure 6.8: Initial, transition and final state for NHtwist

along the O(1) ridge. Vanadium centers are showialye yellow balls,
oxygen centers by red balls, nitrogen centers leggiballs, and hydrogen

centers by small blue balls.
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6.2.2 NH, diffusion between ridge and valley

Instead of tumbling towards the neighboring squalmng the O(1) ridge, it is also
possible to tumble into the valley (Figure 6.9).mhling between the O(1) square to
the V site yields barriers of,E = 0.30 eV and f* = 0.04 eV.

top view along (010) side view along (100)

(001) H_ N ) .. |
= N °
| (100) final state (100)G—T

Figure 6.9: Initial, transition and final state for NHdiffusion step from

the O(1) to the V site. Vanadium centers are shoylarge yellow balls,

oxygen centers by red balls, nitrogen centers leggialls, and hydrogen
centers by small blue balls.
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6.2.3 NH, diffusion in the valley

Here, two possible diffusion paths have been ifiedtiThe NH, molecule can diffuse
directly along the bridging O(2) rows, and it cafiuse from the V site to O(2) site.

The optimized path for direct diffusion betweendging O(2) species is shown in
Figure 6.10. It can be described by a tumble-twistion analogous to that found for
ridge diffusion. NH tumbles from two O(2) on top of one O(2) combingith a
simultaneous twist of 30°. This is followed by Ntdimbling down to the other side of
the O(2), combined with another 30° twist to corineith the next two O(2) atoms.
The calculated energy barrier for this diffusioapsis very weak, ;= 0.1 eV.

top view along (010) side view along (100)

O ©, ©

(100)

T—o (001) final state (001) < |

Figure 6.10: Initial, transition and final state for NHdiffusion step from
2x0(2) to the next 2xO(2) site. Vanadium centers sitown by large
yellow balls, oxygen centers by red balls, nitrogenters by green balls,
and hydrogen centers by small blue balls.
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Diffusion of NH; from vanadium near the ridge to O(2) in the valisyshown in
Figure 6.11. Here, the molecule twists and movesatds the O(2) oxygen in a
combined step. In agreement with previous diffusébeps, the energy barriers that
must be overcome are rather weakg£= 0.14 eV and k.7 = 0.07 eV (Table 6.3).
Thus, combining diffusion steps V site O(2) site and O(2) site»> V site, it is
possible to move the NHnolecule through, as well as along the valley.

top view along (010) side view along (100)

initial state

sition state

(001)

— — p— ;.—
L ‘g = \_._ I
| (100) final state (100)'—T

Figure 6.11: Initial, transition and final state for NHdiffusion step from
the V to the 2xO(2) site. Vanadium centers are shasing large yellow
balls, oxygen centers by red balls, nitrogen centey green balls and
hydrogen centers by small blue balls.

In conclusion, NH interacts via its hydrogen atoms with the oxygeéoms of the
V,05(010) surface, where it can move in a way that gmes bonding to several
oxygen sites, see Figures 6.7 - 6.11. Therefoeerdhulting barriers calculated for lNH
diffusion are always found to be low. The adsorNét} species acts like a magnet on a
refrigerator, being highly mobile on the surfacet at the same time binding strongly.



7 (De)hydrogenation of NH, (x =0,...,4) at the
V,05(010) surface

Experiments on the SCR reaction clearly detect ;NBhd NH, surface
species [17, 25, 26] and find indications of thesence of Nk species [26, 64]. The
resulting different reaction mechanisms that a@ppsed by experimentalists include
(de)hydrogenation steps [17]. Further, it is impott to consider how
(de)hydrogenation affects the relative stabilitytbé different NH surface species.
Therefore, in this chapter the (de)hydrogenatiorNbi; in the gas phase and at the
V,05(010) surface will be discussed, where in additionthe perfect surface the
presence of reduced surface sites is consideretk e base our discussion on
Born-Haber cycles.

7.1 The Born-Haber cycle

The Born-Haber cycle was introduced 1919 by MaxnBand Fritz Haber [27] as a
gedanken experiment to analyze reaction enerdias. based on Hess’s law which
states that the enthalpy of a chemical procesadspendent of the path connecting
initial and final states. The idea is to constraiciosed process by connecting adequate
thermodynamic quantities. If all quantities but cam®@ known for this process, the
unknown quantity can be expressed using the rengiones. Thus the Born-Haber
cycle enables the evaluation of quantities that nhey difficult to access by
experimental techniques. This approach has beeelyviged, for example to describe
electron affinities in crystals [27], which canroe measured directly.

7.2 Energetics for (de)hydrogenation of Nt the \MO5(010) surface

In the present work, a Born-Haber cycle processsed to describe reaction energies,
Er, of NHy, (de)hydrogenation at the,®5(010) surface. These quantities are important
for understanding catalytic reactions, such asS8& of NQ by ammonia [17] (see
Chapter 2) or the Sohio process to produce actyllenjl71], since in both reactions,
NH; (de)hydrogenation steps may appear. Further, ¢kagive stability of different
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NHy surface species can help to explain experimessllts [17, 26, 172], indicating
that NH,, NHs, or NH, are reactive surface species participating in ¢hgalytic
process. Moreover, surface nitrogen could be forimethe dehydrogenation of NH
This could open an alternative reaction channelterdirect conversion of NHnto
surface HO and N thereby reducing the selectivity of the desireatt®on

The Born-Haber cycle defined for the dehydrogematieaction on the surface is
illustrated in Figure 7.1. The alternative reactjeth proceeds via desorption of the
NHx molecule, dehydrogenation of Nkh the gas phase, and re-adsorption of,NH
and the hydrogen atom at the surface. For hydragenahe same cycle has to be
executed in the reverse direction. As a re&gtat the surface can be expressed by the
adsorption energies of NHNH,.; and hydrogen at the ;X5(010) surface, and the
binding energies of Nk, with hydrogen in gas phase. Note that in conttast
adsorption energies, binding energies are podiygveonvention. Thus,

ER(NHX - NHx-1+H)surface: - EadiNHx) + Ebind(NHx-llH)"' EadiNHx-l) + Ead{H)-
(7.1)

All adsorption energies necessary have been eealwatd presented in Chapter 5. It is
assumed that adsorption takes place at the emmlijetmost favorable site, and the
corresponding adsorption energy is used to evalhateeaction energy. The required
hydrogen binding energies in the gas phase aréneltfrom corresponding gas phase
dehydrogenation energies, with - in a first apphoaatomic hydrogen as a reference
after dissociation. Calculated and experimentaleslare listed in Table 7.1.

dehydrogenation

' Ebind(NHx-1| H)
@ o

-E,,(NH,) re-adsorption
desorption E,s(NH, )| E, . (H)

Figure 7.1: Born-Haber cycle for dehydrogenation reactionNdl at the
surface. The dehydrogenation reaction energy onsthiéace, g, can be
expressed by summing up the adsorption and bindmegrgies of the
alternative path. (Note that in contrast to adsaoptenergies, binding
energies of a bound state are positive by conveptio
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Table 7.1: Calculated and experimental dehydrogenation ereEjgigefor
H, and NH, (x =1,...,4) (in [eV]) with atomic hydrogen (ga®gse H)
and molecular hydrogen (gas phasg lised as reference.

Dehydrogenation atomic H as reference Y% Klas reference
energyEgr
in gas phase Calculated Measured [173, 174] Calculated

H, — H+H 4.57 4,53 2.29
NH, — NHz + H 0.14 - -2.15

NH; — NH, + H 4.77 4.77™ 2.49

NH, — NH + H 4.20 4.087 1.92

NH— N+H 3.71 3.287 1.43

While reaction energielSsg can be easily calculated by applying the Born-Halyele,
the reactions include many processes that are Iombws from values oEgr. NHy
species as well as hydrogen adsorb at differentfacair sites. Therefore, the
(de)hydrogenation reaction includes diffusion peses and hence diffusion barriers. In
addition, a barrier must be overcome to break omfthe H-NH.; bond. Thus, the
reaction energyEr defined by equation (7.1) represents the limiticgse of a
barrier-free reaction. Reactions with a correspoegdeaction energir that is either
negative (exothermic reaction) or only slightly piee (mild endothermic reaction) are
much more likely than processes withEqnthat is highly positive. However, it should
be noted that all reactions with promisigg values may still be hindered by large
diffusion and reaction barriers.

7.2.1 Gas phase reactions

The measured and calculated binding energies of, & 0,...,3) with atomic
hydrogen are listed in Table 7.1. The binding ep@&fgammonia and atomic hydrogen,
Epind(NH3|H) = 0.14 eV, is very small, implying that ks only slightly energetically
favored over separated NH H. In contrast to this, the binding energieNoNH, and
NH, with atomic hydrogen are very large, 3.71€%,ind(NHx =01 4H) < 4.77 eV. Here
atomic hydrogen is considered as a reference @ifteociation. However, this does not
account for the gas phase experiment. Atomic hyatiag very reactive, and if no other
intermediate is considered, it forms molecular bgén, H. Thus, a more realistic
model can be established by defining the reactiargyEr with respect to a reservoir
of molecular hydrogen H
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This gas phase reaction enekgyis defined in equation (7.2),
ER(N Hx - NHx-1+1/2H2)gas-phasE Ebind(N Hx-llH) - 1ED(H2). (7-2)

whereEp(Hy) = 4.57 eV is the calculated dissociation enerfjynolecular hydrogen.
The resulting dehydrogenation energies for the plhase reaction are listed in
Table 7.1. Considering Has hydrogen reservoir, ammonia becomes the maklest
species. Both processes, the Ni/drogenation to form Nk as well as the NH
dehydrogenation forming NH-%2H, (and subsequent dehydrogenation steps), are
highly endothermic.

7.2.2 Reactions at the X05(010) surface

Two different scenarios for the (de)hydrogenatieaction were studied, reaction at the
perfect and at the reduced@®(010) surface. As discussed in Section 4.2, thaaedl
surface is modeled by the presence of oxygen vasnahere four different vacancy
sites have been considered for the (de)hydrogenatidhe present study. These are
vacancy sites O(Jg O(2)ae O(Blae and the sub-surface vanadyl vacancy site,
O(1')vae representing the reduced vanadium site aboveabancy. For employing the
Born-Haber cycle, it is assumed that the adsorldteays stabilizes at the most
favorable binding site that is available. Furthieis assumed that the adsorption sites of
the perfect surface are also present on the redsioéace.

Table 7.2: Reaction energies,Er of dehydrogenation steps for
NH; — N + 4H reaction at the perfect and the reducgds{010) surface,
the latter being represented by different oxygecaway sites (in [eV]).
Energies are evaluated by employing the Born-Habgrle using
adsorption and hydrogen binding energies. Adsampgites of the perfect
surface are assumed to be available at reduceatcssras well.

Dehydrogenation at perfect near O(1),,c near O(1)y,c hnear O(2),,c near O(3)ac

energyEg V,05(010) at V,05(010) at V,05010) atV,05(010) at V,05(010)
NH; — NH; + H 1.03 0.41 0.04 1.03 1.03
NHz; — NH, + H 152 0.63 0.41 -1.63 -0.66
NH, — NH + H 1.23 0.53 0.70 0.42 -0.21
NH — N+ H 0.36 1.94 1.81 1.77 1.72
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The reaction energie&g, for the perfect YO5(010) surface are shown in Table 7.2.
Obviously, Er for all (de)hydrogenation steps is significantbyver compared to the
gas phase reaction, see also Figure 7.2. HoweVerdeAydrogenation steps are
endothermic, and a significant amount of energstils necessary for these reactions.
One important difference from the gas phase readtiahat, as a result of the very
strong surface binding of the NHadsorbate, on the surface NHMecomes the
energetically most favorable species. This is ireagent with experimental findings
of surface NH after ammonia adsorption at the,(4(010) surface [17] (see
Section 5.3).

6 |- gas phase_|

s _ V,0, _

— 5 /perfect .

2 [ “O(1)yee |
= gas phase N vae

> 2 __ ~ 0(1 )vac _-

g I _

= - V.0, ~0@3),.0 |

uJ - / vac —

o I T i anl ~0(2),,

[ Ol1)yee~ i

- perfect and 7

oL _

“ L 0(2’3)\/&0 -

NH, NH, NH, NH N

Figure 7.2: Energies of NK (x =0,...,4) (de)hydrogenation reaction in
gas phase (blue), at the perfectOg(010) surface (black), and at the
reduced YOs5(010) surface near O(J (red) / O(1')ac (dashed purple) /
O(2)ac (green) / O(3)c (dashed light green) sites (in [eV]). Energies are
evaluated by employing the Born-Haber cycle usidgogption and gas
phase binding energies. Adsorption sites of thefepersurface are
assumed to be present at reduced surfaces. Th@yewatue of NH is
shifted to the zero of the energy axis (black sguar

Furthermore, the (de)hydrogenation reaction engkgidor the reaction at the reduced
V,05(010) surface near O(h), O(1')vao O(2lae and O(3). Sites are presented in
Table 7.2 and Figure 7.2. As hydrogen adsorpti@nergetically most favorable at the
0O(2) site of the perfect surface (see Chapter 8) as mentioned above, the adsorption
sites of the perfect surface are also assumed avdiéable at the reduced surface, the
hydrogen adsorption energy at the O(2) site eniarsthe (de)hydrogenation
Born-Haber cycle process near vacancy sites as well
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As a consequence, the change of the (de)hydrogenatiergieskr, when comparing
the perfect and the reduced®4(010) surface, is determined only by the changdef
NHx and NH.; adsorption energies, thus the differert;g{NHx.1) - EagdNHy), see
equation (7.1). Therefore, if the presence of tlheancy site results in an energy
difference that is weaker or more negative withpees to the perfect surface, then
dehydrogenation is supported and vice versa.

Close to vacancy sites O(d) or O(1')ae NHz has a larger adsorption energy
compared to adsorption at the perfect surface. MeweNH, preferably binds to
adsorption sites of the perfect surface. This ikg@ashift in adsorption energies
stabilizes separated NHblus hydrogen with respect to surface JNkesulting in the
lowering of the dehydrogenation energy of NHrhe reaction energies for the
dehydrogenation steps NH> NH,+ H and NH — NH + H are decreased in the
presence of O(J). and O(1)ac 0Xygen vacancies as well. In contrast, Hefor the
reaction NH— N + H is significantly larger than at the perfe¢tOs(010) surface
(Table 7.2), thus, avoiding direct nitrogen forroati

Both NH, and NH adsorbates prefer binding to the perfect surfates sover
adsorption near O(2) or O(3)ac Sites. Thus, the dehydrogenation reaction enefgy o
NH,4 at a surface considering additional Q{2pr O(3)4c Sites is the same as at the
perfect surface (Table 7.2). Similar to findings fiee reaction near O(4) or O(1' \ac
sites,Er for the dehydrogenation processessNHNH,; + H and NH — NH + H are
lowered. The effect of lowering the dehydrogenaeoergy is larger in comparison to
the vanadyl oxygen vacancies, thus certain dehyh@igon reaction steps even
become exothermic, see Table 7.2 and FigureSirilar to what has been found for
the dehydrogenation reaction near Q{1dr O(1')4c Sites, the last dehydrogenation
step, NH— N + H, is highly endothermic.

In conclusion, NH formation and dehydrogenation of IH both highly endothermic
in the gas phase — are significantly facilitatedlis presence of the,®5(010) surface.
This effect becomes stronger if reduced surfa@s site included. Close to OfR)and
O(3)vac sites, NH dehydrogenation to NHeven becomes exothermic. The impact of
the presence of O(g) and O(3)4 Sites on the formation of surface NENd NH, as
depicted by the Born-Haber cycle, has to be inetear carefully. These vacancies can
easily be transformed into the more stable subasarfD(1’) vacancy, see Section 4.3.
The barriers for these processes can be very sasadhown explicitly for the O(g)
site (Section 4.3), and the interaction with adateb such as ammonia can induce
vacancy diffusion, as findings in Section 5.2.2igate. The relative instability of these
sites brings into question the importance of th2)@(and O(3)4 sites under reaction
conditions. At the perfect as well as at the redu¢gOs(010) surface, the complete
NH; dehydrogenation to form surface nitrogen includesast on large endothermic
step that hinders the undesired conversion of Ntd surface OH groups and nitrogen.



8 Selective catalytic reduction of nitric oxide by
ammonia at vanadium oxide surfaces

In this chapter the selective catalytic reductiB&R) of NO in the presence of Nin
vanadium oxide surfaces will be discussed. A gdnetaduction of the SCR reaction
and an overview of experimental and theoreticadifigs can be found also in
Chapter 2. Here, ammonia adsorption, (de)hydrogamasurface water formation,
surface reduction, and diffusion processes at tbe satalyst are found to contribute
elementary steps that have been discussed in thpt€h 4 - 7. Based on these results,
two possible reaction mechanisms at different serfsites can be suggested in which
the reaction paths will be examined in detail.

Various reaction mechanisms considering differatérmediates have been proposed
in the literature [17] (and references therein)sé&@hon mass spectroscopic data o NH
reacting with NO on vanadium oxide catalysts, wsi@émide (NHNO) was
identified [175], which suggests that nitrosamideikey intermediate in the reaction.
Ramis et al., presented a ‘amide-nitrosamide’ tgpechanism [62] that involves the
formation of NBHNO. Theoretical investigations showed that the treacof NO and
NH: in the gas phase produces &hd HO via the intermediate NMNO [176, 177].
Moreover, most of the theoretical studies invesingathe SCR reaction at ;s
surfaces, as well as TiOsupported YOs surfaces, find NBENO to be the
intermediate [67, 69, 71, 76, 168Jherefore, here we focus on possible SCR reaction
mechanisms with nitrosamide as the key intermediate

The SCR reaction via NWNIO formation can be divided into four parts: (ig¢thnitial
adsorption of NH and NO, (ii) the NENO formation, (iii) the diffusion to an active
site for the NHNO decomposition, and (iv) the NNO decomposition into Nand
H,O. As shown in previous studies, the decomposiibNH,NO, step (iv), can be
performed at Brgnsted acid sites (OH groups) of\tp®s(010) surface [67, 69] with
relatively low barriers of about 0.6 eV (see SetBo4). This indicates that barriers
connected with the NJ#O formation and diffusion represent crucial caialgteps.
Steps (i)-(iii) have been investigated in this stathd will be discussed in detail in the
following pages. The N)NO decomposition itself, step (iv), was not consedein the
present work since it has been investigated by imaependent studies [67, 69],
yielding results that are in very good agreemerdweler, in order to provide a
comprehensive picture, their results for the deamsitpn will be summarized in
Section 8.4.
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8.1 Preliminary considerations for modeling the SCRctiea based on
the initial ammonia adsorption.

There is common agreement that during the SCRiosacdsorbed ammonia reacts
with gaseous or weakly adsorbed NO [17]. Thus,atigorption of ammonia may be
considered the initial reaction step, and the guswor site defines the active catalytic
site for the reaction with nitric oxide [17]. Assdussed in Section 5.3, experimental
work [25, 26] suggests two types of strongly bimgdiammonia species on the
V,05(010) surface: Nkladsorbed at OH groups (Brgnsted acid sites) fayraiaurface
NH;" species, and NHadsorbed at vanadium atom centers (Lewis acids)site
Therefore, two possible active sites for the SCRctien are proposed [17], either
Brognsted or Lewis acid sites. It is still an ongpitebate, whether in experiment one
- or possibly both sites — are involved in the SE&ction.

So far, theoretical studies on the Nadsorption and SCR reaction at thgOy010)
surface find only that ammonia binds strongly t@msted acid sites, but not to Lewis
acid sites of the perfect surface [67-72]. Themfonost studies focus on Brgnsted acid
site based reaction mechanism [67, 69, 71, 168}. <udy considered the reaction near
Lewis acid sites, but found it to be unfavorablg][7The adsorption of ammonia at
various surface sites is also investigated in tlesgnt study, as discussed in Chapter 5.
Here, in contrast to previous theoretical studé&s{2], not only the adsorption at
various sites of the perfect surface and surfaceg@idps, but also reduced vanadium
sites, as represented by the vanadium atoms nextytgen vacancies, are investigated.
The results show that reduced vanadium atom ceptevide more reactive Lewis acid
sites compared to the vanadium atom at the pedadnace, yielding NK binding
energies that are comparable to adsorption at thedBed acid site. This could give a
possible explanation for the experimental findirfstwo strongly adsorbed surface
species mentioned above [25, 26]. As discussedettidh 5.3, this interpretation is
substantiated by the fact that the experimentabuatl (IR) bands [25, 26] used to
identify ammonia near Lewis acid sites could beadpced by ammonia adsorbed at
vanadium sites of the reduced surface, but notrbnania adsorbed at the vanadium
sites of the perfect surface. Therefore in theofelhg, the more reactive Lewis acid
sites of the reduced surface are considered favad.acid based reaction mechanism.
In summary, two SCR reaction mechanisms will besgméed. One with initial NH
adsorption and N} formation at Brensted acid sites [67, 69, 71, 168)d an
‘amide-nitrosamide’ type mechanism, as proposedRlaynis et al. [62], with initial
NH3; adsorption and dehydrogenation at Lewis acid .sifBlsese two reaction
mechanisms are investigated at th#€®y010) surface, and for two additional catalyst
surface models, that are introduced in the follgvgection. This is followed by a
discussion of the individual reaction steps for tiM® reaction mechanisms, also
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emphasizing the differences obtained for the tleetalyst models, and how the results
relate to previous theoretical studies.

8.2 Surface and particle models

Two model systems differing in the type of catalggbstrate, are investigated: the
V,05(010) surface and silica supported vanadium pagiclhe surface is modeled by
a V10031H12 cluster, as introduced in Section 4.1.2. Heretwe central vanadyl units,
and the connecting bridging oxygen, are considéiedble in order to account for
surface relaxation. The silica supported vanadiuxden particles are models for
vanadium oxide catalysts supported on SBA-15. SBAsla well-ordered hexagonal
mesoporous silica structure [178, 179], that haseghinterest as support material for
catalysts. Vanadia supported on SBA-15 is activéhenSCR reaction [180] and it is
well characterized [181], hence it can serve as adah catalyst simulating high
performance catalysts. Sauer et al. [161] introduacdusters that are similar to
1-octahydrosilasesquioxane, in which silicon at@resreplaced by vanadyl groups to
describe SBA-15 supported vanadia catalyst surfalesse clusters have been used
very successfully as model structures for theaseésanulations to interpret NEXAFS
data [182] of such catalysts. There, a combinatibrarious substitutions of silicon
atoms by one or more vanadyl groups was used [18#)e present study, we focus on
a supported vanadyl dimer obtained by replacing heghboring silicon atoms by
vanadyls, which results in a,8isO14Hs cluster, where all atoms are considered
flexible, see Figure 8.1

In addition to the surface model and the silicapsufed particle, a small XDgHg
cluster, referring to a vanadium oxide dimer cut @f the perfect surface, is
considered. Analogous to the surface model, the ¢emtral vanadyl units and the
connecting bridging oxygen are flexible in orderattcount for surface relaxation. The
small \;, cluster also used in previous studies [69, 78],1&presents only the near
proximity to the reaction site, and can give intimas about if and how the catalytic
properties change in the presence of an extendétswor the silica support.

All model clusters are shown in Figure 8.1. The rBted acid site is modeled by an
OH group at the vanadyl oxygen O(1) due to the tiaat the O(1) hydroxyl group has
been found to be the most reactive forNtdsorption. The Lewis acid site is modeled
by a reduced vanadium site represented by theecysafter removal of the O(1)
oxygen atom, yielding an O(1) vacancy.
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Breonsted acid site Lewis acid site

__—(100)
V10031H12'H V10030H12
Bransted acid site Lewis acid site

SiO,VO,
particle
V,Si O, Hs-H
Bransted acid site
small V,0, | \ﬁ_ﬂ |
cluster | | #{ &R |
FTe
\\.L; o PR
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Figure 8.1: The three different catalyst modelge®3:H1> cluster (surface
model), ¥SikO14Hs particle, and small ¥OgHg cluster. Vanadium centers
are shown by large yellow balls, oxygen centersréy balls, silica
centers by dark gray balls, and hydrogen centersrbgll light gray balls.
The active, Brgnsted (left), and Lewis (right) asits are indicated with
dark orange shading.
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8.3 Initial adsorption, nitrosamide (NNO) formation, and diffusion
near Brgnsted and Lewis acid sites

8.3.1 Reaction near Brgnsted acid sites

In this section, all relevant reaction steps antrinediates for the reaction near
Brgnsted acid sites, as represented by a surfabgl@foup, are discussed on the basis
of a detailed description of specific reaction gafbr the \{oOs;H;1» surface model
cluster. This is followed by a comparison with tleaction paths obtained for the
V,SisO14He particle and the MOgHg cluster. At the end of the section, the resules ar
compared with previous theoretical studies invesingg the SCR reaction
Intermediates and transition states of nitrosarfod@ation and desorption are labeled
(B1) to B6), and illustrated in Figure 8.3. The correspondiagction energies are
presented in Table 8.1 and Figure 8.2.

Table 8.1: Energies for intermediates and transition states the
calculated SCR reaction path near Brgnsted a@d ag represented by an
O(1)H group at the surface model,(83:H1> cluster), the silica supported
VO particle (\bSigO14Hs), and the small YOs cluster (\VuOgHsg) (in [eV]).
The energy zero is set to be the sum of the tatatgees of the cluster
with an hydrogen atom attached at the O(1) sitd,tae molecules N
and NO in gas phase.

. V,05(010) V,SigO14H¢ V,0gHg
Reaction Step surface model particle cluster
(i) NHz and NO B1 + (NH;)gas+ (NOyas 0.00 0.00 0.00
adsorption B2 + (NOas -1.36 -0.86 -0.81
B3 -1.51 -1.01 -1.05
(i) NHNG B4™ 0.01 0.26 0.35
formation
B5 -0.66 -0.52 -0.41
(iii) NH.NO B6 + (NHINO)gas -0.08 -0.11 -0.15
desorption and
re-adsorption B7 -0.57 -0.57 -0.61
(iv) NH,NO i i )
decomposition B8 + (Nb)gas*+ (H20)gas 2.57 2.60 2.64
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Energy [eV]

Reaction path

Figure 8.2: Energies for intermediates and transition states the
calculated SCR reaction path near Brgnsted acidssitf the different
catalyst models: surface model blue trianglesSi014Hs particle black
squares, and XgHg cluster red diamonds (in [eV]). The energy zero is
set to be the sum of the total energies of thderlwgth an hydrogen atom
attached at the O(1) site, and the molecules Aittl NO in gas phase.

The starting point is the catalyst surface withydrbgen atom attached at the O(1) site,
forming a surface O(1)H group (Bregnsted acid sits), represented by the cluster
models shown to the left of Figure 8.1. N&hd NO are assumed to be in gas phase.
The sum of the total energies of the cluster wiykdrogen adsorbed at the vanadyl
oxygen, and the isolated molecules, is set asdfesence B1) for the energy zero in
Table 8.1.

The first reaction step is the adsorption of Nitithe catalyst surface. When adsorption
occurs at an OH group, surface NHs formed which sits on top of four O(1) oxygen
atoms B2) (see also Section 5.1.4). The adsorption enefdyHy binding to surface
OH is as large as -1.36 eV, while the NO molecsilassumed to be still in gas phase.
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+(NO) B2 + (NO)

B1 + (NH,)

gas

B6 + (NH,NO)

gas

Figure 8.3: Intermediates and transition states for a pathtlid SCR
reaction near Brgnsted acid sites of the surfaceehd/anadium centers
are shown by large yellow balls, oxygen centersda balls, nitrogen
centers by green balls, hydrogen centers by smhié tballs, and
saturation hydrogen by small light gray balls.
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Nitric oxide that approaches the surface ,NbIrms a weakly bound, N-NO pre-
cursor state §3), with a slightly tilted NO adsorbate that binds twp of the NH
molecule with a distance of 2.16 A between theogién atom of NO and the hydrogen
atom of NH. The adsorption energy of NO binding to NHs very small,
EagdNO/NHy) = -0.15 eV. Due to the weak interaction of NO aN#i,;, different
energetically similar geometric configurations éxiNevertheless,B3) provides an
intermediate that includes all reactants. It carubed as a starting point to locate the
reaction path and transition states of the intevachetween adsorbed ammonia and
nitric oxide coming from gas phase. Including NGluances the multiplicity of the
system. The surface cluster with the attached lygdrdhas an unpaired electron, and
the electronic ground state of the cluster is abtkiu By adding the closed shell
molecule NH, the multiplicity of the ground state is not atied. Adsorption of NO,
with its unpaired electron, results in an even nembf electrons for the system.
Similar to what has been found for oxygen vacan®estion 4.2.1.2), the multiplicity
is not known. For all further intermediates, theresponding local minima on the
potential energy surface (PES) for multiplicity fida3 have been calculated. In all
cases, the triplet state was found to be favorabémergy. Therefore, the reaction will
be discussed for the potential energy surfaceeelit multiplicity 3.

The reaction of the weakly adsorbed NO with théaser NH, is the crucial step for the
NH,NO formation at the Brgnsted acid si®3(— B4'> — B5). When NO and Nyl
react, the surface NHlehydrogenates to NHhat can form a nitrogen-nitrogen bond
with NO. The two hydrogen atoms that get separftad the adsorbed NHmMolecule
get transferred to adjacent O(1) sites providethkycatalyst surface. At the end of this
process, NBNO is formed.

Interestingly, no stable intermediate configuratioould be found after the first
dehydrogenation of NH Instead, the reaction path goes further uphiénergy along
the PES towards the second dehydrogenation step,Fgpire 8.2. As shown in
Figure 8.3, for the geometry of the transitionei@4'>), one hydrogen is already fully
separated and has formed a distinct O(1)H group tie surface oxygen. This is
reflected in the O(1)-H bond distance of 0.98 A ighhis the same O-H distance as
found for isolated surface OH groups (see hydragiorption in Section 5.1.1).

Subsequently, another hydrogen atom gets trandfdéroen the remaining Ngto a
nearby surface O(1) site. Simultaneously, the gegratom of the NgFlbecomes more
reactive while losing the hydrogen atom, and thergmg NH species can react with
the NO molecule. At the transition state, the tramsig hydrogen atom is located
between the nitrogen of the NMidnd the O(1) site of the surface. As shown bytiee
distances, the bridge formed between the surfad¢ &¢m, the transferring hydrogen
atom and the nitrogen atom of the Népecies, O(1)-H-NH(Figure 8.3), the hydrogen
is not fully transferred, d(O(1)-H) = 1.19 A,d(H-NH,) = 1.32 A). Further, the bond
that is formed between the nitrogen atoms of emgrdNH and the NO molecule,
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d(NH-NO) =1.57 A, is not fully developed, as it is DA larger than the
corresponding distance in the isolated NB© molecule. The barrier for this process is
very large, Epar(B3 — B5) = 1.52 eV. Once the hydrogen atom is transfertad,
NH,NO intermediate can form along the reaction patimggaownhill in energy. The
nitrosamide swings around until the local minimuBb) is reached. At this stable
geometry, the NO part of the NNO molecule points towards the two OH groups of
the catalyst surface and the Nplart points towards the neighboring O(1) site ikat
not covered by a hydrogen atom (Figure 8.3). Thidfiguration B5) is stabilized, with
respect to the transition state, by -0.67 eV. Aliio no stable intermediate has been
found along the double-dehydrogenation step, th® B&ween the first and the second
hydrogen abstraction is very flat. Thus insteadmointermediate state, one could refer
to an intermediate plateau.

In order to get decomposed intg &hd HO, the nitrosamide has to reach an active site
for the decomposition. It has been shown that a@a®©(1)H group with an adjacent
O(1) site, as represented by the surface O(1)Hpgiouthe intermediateB({l), the
decomposition reaction occurs with fairly small myyebarriers [67, 69]. This will be
discussed detailed in Section 8.4.

After the double-dehydrogenation both O(1) sitesavered with hydrogen. However,
the surface model (Figure 8.1) provides not onlp,tlwut six neighboring vanadyl
oxygen sites. Interestingly, as shown in Figure &fer the NHNO formation B4),
NH2NO rotates towards one of the neighboring O(1ssiémd stabilizes on top of one
O(1)H group and the neighboring O(1) si&5). Therefore, it can be decomposed
directly. Alternatively, NHNO can diffuse to another Brgnsted acid site. Apeup
boundary for the corresponding diffusion energyribarcan be determined by the
process of desorption and re-adsorption. Desorpgsalts in the catalyst surface with
two neighboring O(1)H groups and nitrosamide in tp@s phase Bf). In the
subsequent re-adsorption step, the;NE can adsorb at an isolated Brgnsted acid site
(B7).

The decomposition NJNO into N, and HO was not considered in the present work.
However, the energy of the resulting product of thaction, i.e., the catalyst surface
with two OH groups and the,Nand HO molecules in gas phasB8), is included in
Table 8.1, showing that the decomposition of néro&le is highly exothermic.

8.3.1.1Comparison of the different catalyst models

A comparison between the surface model, th8idD14Hs particle, and the MDgHg
cluster, shows that the reaction path for the;Nl®l formation is similar for all three
systems. The corresponding intermediates and tramstates are shown in Table 8.1
and Figure 8.2, and the illustrations of the cqroesling reaction paths can be found in
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Appendix D. Similar to what has been found for thaction at the surface model, no
stable intermediate could be identified after thetaction of the first hydrogen atom.
The nitrosamide is formed in a double dehydrogenastep B3 — B4'> — B5),
where the transition stat®4'>) occurs during the transfer of the second hydrogen
atom. The adsorption energy of hlHt the O(1)H site, resulting in NFn the top of a
square formed by four O(1) sites at the surfaceahasl 0.5 eV larger compared to the
particle and the small cluster, which provide oy vanadyl sites. The availability of
only two vanadyl oxygen sites at the particle ahd small cluster also affects the
decomposition of NENO into N, and HO. After the double-dehydrogenation, both
vanadyl sites are covered with hydrogen. Therefaralirect decomposition is not
possible. Alternatively, either one hydrogen ataffudes to another oxygen site, or the
decomposition takes place at a different site, wherthe present study, the latter is
considered by the corresponding energies for désarB6) and re-adsorptionBg).
Nevertheless, for all three catalyst models, tihgelst energy barrier was found for the
double-dehydrogenation step yielding comparable ridrar energies,
1.27 eV<Epa(B3 — B5) < 1.52 eV.

8.3.1.2Comparison with previous theoretical studies

Previous DFT cluster studies using GGA-hybrid fiowals have already investigated
the reaction near Brgnsted acid sites [67, 69188]. These studies include hydrogen
saturated, vanadyl dimer clusters [69, 168] andelarclusters (¥OzoH10) [67, 71].
Although the details of the reaction paths varg, therall statements agree with those
in the present study.

The reaction path proposed by Yuan et al. [71] teegke the Brgnsted acid site based
reaction mechanism presented in this work. Thdistapoint is a surface cluster that
provides an O(1)H group (Brgnsted acid site), Nt and NO in the gas phasgl).
Ammonia adsorbs at this OH group and forms surfdele” (B2). At (B2), the two
reaction paths split. A precursor state correspundd B3) has not been considered.
Instead, the nitric oxide interacts directly withet surface Ni. Yuan proposes
NH3NOH as an intermediate, where the NO molecule sopsedés nitrogen atom
between one N-H bond of the surface NHrom this intermediate, NiNO is formed
by a double-dehydrogenation step. First, hydrogem fthe NH part of the molecule
gets transferred to the surface, followed by thdrbgen on the NOH side of the
NH3NOH intermediate. After the double-dehydrogenatidhe resulting NEHNO
stabilizes at the surface in a similar configunatias represented bBg) in this study
where the two different reaction paths convergee Torresponding energies are
presented in Table 8.2. Two other studies thatstigated the SCR reaction at the
Brgnsted acid site of the,®@5(010) surface [67, 69] present similar reactiorhpdab
those found in [71]. In contrast to the latter [7thlese two studies [67, 69], could not
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evaluate transition states. Instead, the missirapsttion states were described
approximately, where the energy barriers seem twvbeestimated (Table 8.2).

Table 8.2 Energies for intermediates and transition stdi@s the
calculated SCR reaction path near Brgnsted acéd $itr different SCR
reaction paths, as presented in literature andotesent work (in [eV]).
The energy zero is set to be the sum of the tatatgees of the cluster
with an hydrogen atom attached at the O(1) site tardmolecules Nk
and NO in gas phase.

Reaction Step Soyer | Anstrom ©7 | Yuan "V This work
Model cluster \OgH-H V,404eH11-H VOooH11-H V,0qHg-H  V1003:H1>-H
start 0.00 0.00 0.00 (B1) 0.00 0.00
(NH2)ads 1.24 1.14 111 | B2 081 -1.36
TS ~0.67 ~0.04 0.00 --
intermediate -0.10 -0.26 -0.02 -
TS ~0.70 ~0.50 0.38 (B3j 0.35 0.01
(NHNO),qe 0.61 -0.90 045 | (B5 041 -0.66

The reaction path via the formation of an JNlDH intermediate differs from the path
found in the present study, but the two reactiothgadhare some important details.
Both mechanisms include a double-dehydrogenatiep. $iowever, in contrast to the
path presented in the previous section,,N8 forms in a two-step process with an
additional reaction intermediate, NROH on the surface [71]. Dividing the process
into two steps yields smaller individual energyrleas, as can be seen in Table 8.2.
However, the NBENOH intermediate is stabilized by only -0.02 eVdahe question
arises whether this represents a truly stablernradrate configuration. Combining the
two energy barriers into a single BY¥O formation step results in an energy barrier of
1.48 eV, thus comparable to the findings in thespné work.

In addition to theoretical studies of the SCR neschear Brgnsted acid sites of the
perfect \LOs(010) surface [67, 69, 71, 168], one study invesdg the NBENO
formation near the Brgnsted acid site of Ji€upported YOs catalyst surface [76]
(using periodic surface models and a GGA functipn@his study focused on the
individual energy barrier of the reaction step forgaNH,NO directly from a surface
NO-NH; species after the first dehydrogenation step, ahthined a barrier of
0.8 eV [76]. This relatively small barrier may béshaading, as it does not include the
energy necessary to form the NO-Nebmplex starting from adsorbed hEnd NO in
gas phase.
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8.3.2 Reaction near Lewis acid sites

In this section, all relevant reaction steps andrimediates for the reaction near Lewis
acid sites as represented by the (reduced) vanadiam near an O(1) vacancy are
discussed on the basis of a detailed descriptiospekific reaction paths for the
V10031H12 surface model cluster. This is followed by a corgm with the reaction
paths obtained for the ;8isO14H¢ particle and the MOgHg cluster. At the end of the

section, the results are compared with previousr#ieal studiesAll intermediates

and transition states of the reaction path areléab@¢1) to (L12), and illustrated in
Figures 8.5 - 8.7. The corresponding reaction eegrgre presented in Table 8.3 and

Figure 8.4.

Table 8.3: Energies for intermediates and transition states the
calculated SCR reaction path near Lewis acid srggsresented by the
vanadium site next to an O(1) vacancy at the sarfaodel (MoOs1H12
cluster), the silica supported Y(article (\,SisO14Hg), and the small
V.05 cluster (MOgHg) (in [eV]). The energy zero is set to be the sim o
the total energies of the cluster with an hydrogémm attached at the
O(1) site and the molecules NENd NO in gas phase.

Reaction Step V205(010) VZS|6Q14H6 V209Hg
surface model particle cluster
(i) NH L1 + (NHz)gas+ (NO)yas 0.00 0.00 0.00
adsorption L2 + (NOyas 152 115 -0.83
L3™ + (NO)yas -0.84 -0.36 app. -0.01
L4 + (NOyas -0.92 -0.87 -0.53
L5 -1.04 -0.94 -0.61
L5.1™ - -0.91 -
(i) NHNG 5 5 . 11.94 -
formation
L6™ -0.52 -1.01 -0.15
L7 -0.92 -1.12 -0.65
L8™ -0.79 -1.03 -0.49
L9 -1.23 -1.13 -0.67
TS
(iia) NH,NO  L10 -0.37 - -
diffusion L11 0.42 . .
(iiib) NH,NO - L12 + (NHNO)gas 0.08 -0.08 0.29
desorption and
re-adsorption L13 -0.41 -0.54 -0.16
(V) NFENO ) 14 4 (ND)gas + (H:O)qas 2.41 2,57 2.20

decomposition
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Energy [eV]

Reaction path

Figure 8.4: Energies for intermediates and transition states the
calculated SCR reaction path near Lewis acid sibésthe different
catalyst models: surface model blue trianglesSi0;3Hg particle black
squares, and/,0OgHg cluster red diamonds (in [eV]). The energy zero is
set to be the sum of the total energies of thderlwgth an hydrogen atom
attached at the O(1) site and the molecules Bittl NO in gas phase.

The starting point is a catalyst that providesdbgve reaction site, represented by the
(reduced) vanadium atom at an O(1) vacancy sitshawn in the cluster model at the
upper right of Figure 8.1. The molecules N&hd NO are assumed to be in gas phase.
The sum of the total energies of the vacancy dlustd the isolated molecules is set to
be the referencelLl) for the energy zero. For the vacancy clusterdiasussed in
Section 4.2), the electronic triplet state is entoglly favorable over the singlet state.
This holds also for the intermediatd?] and (4), where the corresponding local
minima on the PES for multiplicity 1 and 3 haveibealculated.

Adsorption of NH at the catalyst surface is the first step. Atltbavis acid site, Nkl
stabilizes on top of the reduced vanadium atomstguking the missing O(1) oxygen
atom (see Section 5.2.2) and NO is assumed talbenglas phasel(2). The distance
between the nitrogen center of the ammonia and/géinadium center is 2.09 A. One
hydrogen atom of the adsorbed Npbints towards the adjacent O(1) site (Figure.8.5)
The adsorption energy of Nkt the reduced vanadium site is -1.52 eV.
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(010)

Figure 8.5: Intermediates and transition states for SCR reactsteps
(L1) — (L4) (initial NH3 adsorption and dehydrogenation) near Lewis
acid sites of the surface model. Vanadium centeesshown by large
yellow balls, oxygen centers by red balls, nitrogenters by green balls,
hydrogen centers by small blue balls, and saturatigdrogen by small
light gray balls.

The next reaction stefpZ — L3™> — L4) is the dehydrogenation of adsorbed NHi
agreement with the ‘amide-nitrosamide’ SCR reactieathanism, as proposed in [62].
This reaction leads to an O(1)H group andNddisorbed at the vacancy site. The
hydrogen atom pointing towards the opposite O(tg) isi transferred to this oxygen. In
contrast to what has been found for the hydrogamster between two surface oxygen
sites, here the transition state3{°) found for dehydrogenation is located at the ehd o
this hydrogen transfer. The distance between th&) Gite, and the transferring
hydrogen atom in the transition statéQ(1)-H) = 0.98 A, is exactly what has been
found for isolated surface OH groups, hence ilatstg that the O(1)H bond is already
formed. On the other side, the distance betweemitnegen atom of the remaining
NH, species, and the transferring hydrogéH.-H) = 2.42 A, is already rather large,
indicating that this bond is substantially weaken&sl discussed in Section 5.2.1, NH
can interact more strongly with the vanadium atdrantammonia. Already in the
transition statel(3"), the distance between the vanadium center andittogien atom
of the emerging Nb d(V-NH,) =1.86 A is reduced by 0.23 A, with respect to
adsorbed ammonid.2). The energy barrier for dehydrogenation is 0.48Next, the
adsorbed NH species rotates about the V-N axis (close to @#®)( direction of the
V.05 surface), forming the intermediate4() that is energetically very close to the
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transition state, since it is stabilized by onlyo®eV. This is also reflected in the bond
lengths of the O(1)-H bonal(O(1)-H) = 0.98 A, as well as the vanadium-Nbbnd,
d(V-NHy) = 1.84 A, in the intermediate state4]. Both are very close to what has been
found for the transition stateg ™).

The energy barrier for the dehydrogenation of;Nidsorbed near the vacancy site is
significantly smaller compared to the dehydrogematieaction energy evaluated for
the perfect surfacBgr(NH; — NH, + H) = 1.52 eV and discussed in Chapter 7. There,
an analysis of the dehydrogenation energetics shitvats dehydrogenation is less
endothermic on the reduced surface when comparidting perfect surface. Thus, the
calculated energy barrier confirms that the dehgenation of NH is supported by a
reduction of the surface and reduction not onlypsuis the initial adsorption but it also
the dehydrogenation of ammonia.

Nitric oxide adsorbs near the MNHsurface species and binds rather weakly in a
precursor statelL§) (Figure 8.6), analogous to what was found for risction at the
Brgnsted acid siteB@). The nitric oxide molecule stabilizes with thérogen center of
the NO pointing towards the hydrogen center ofNlk& adsorbate which points away
from the O(1) double row, with a distance d{NO-NH,) = 2.39 A. The adsorption
energy of NO close to the surface NI rather smallE,g{NO/NH,) =-0.12 eV. In
contrast to the reaction at the Brgnsted acid $ite,added NO, with its unpaired
electron, leads to an odd number of electrons atmlilet electronic ground state.

Instead of direct reaction of NO with the nitroggom of the adsorbed NHNH,NO is
formed in two steps. First, the nitric oxide mollecinteracts with the Npladsorbate
and the adjacent vanadium atom simultaneoukly - L6 — L7). Second, the
intermediate NENO is formed (7 — L8 — L9). The nitrosamide formation via two
steps is illustrated by the three distances betwleeMNO and the NHadsorbates and
the vanadium atond(NO-NH,), d(V-NO) andd(V-NHy). Going from [5) to (L9), the
nitric oxide forms a bond with the vanadium, ashaslwith the NH adsorbate. This is
accompanied by a constant weakening of the vanatlidimbond.

In the transition state_6 ") both distancesj(NO-NH,) 1.88 A andd(V-NO) = 2.37 A,
indicate an interaction with the NO molecule. Aseault, the bond between Nind
the vanadium is weakened, atf@/-NH,) = 2.00 A is elongated by 0.16 A compared to
(L5). Going beyond the transition state produces thenmgdiate configurationL({)
with NH, and NO co-adsorbed at the reduced vanadium atbenng&wly formed bonds
between the two adsorbate§NO-NH,) = 1.47 A, and between NO and the surface
vanadium,d(V-NO) = 1.85 A, are strengthened, where NHoves further away from
the vanadium atomg(V-NH,) = 2.14 A. The energy barrier fronLg) to (L7) is
0.52 eV, and the intermediate configuratib@) is stabilized by -0.40 eV with respect
to the transition staté.6).
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L7 L8™s

Figure 8.6: Intermediates and transition states for SCR reactsteps
(L5) — (L9) (reaction with NO and NMNO formation) near Lewis acid
sites of the surface model. Vanadium centers aogvshby large yellow
balls, oxygen centers by red balls, nitrogen centby green balls,
hydrogen centers by small blue balls, and saturatigdrogen by small
light gray balls.

After co-adsorption of NO next to NHat the vanadium site, NNO can be formed
easily in the second stef,7(— L8 — L9). The NO molecule pushes its nitrogen
atom between the vanadium and the,Nidsorbate. In the transition stat8{°), only
minor changes have been found for the bonds inegINO,d(NO-NH,) = 1.47 A and
d(V-NO) = 1.87 A, but a noticeable increase in thistahce between the surface and
NH,, d(V-NH;) = 2.57 A. The barrier for this process is veryaim0.13 eV. In the
resulting intermediate configurationq), NH,NO binds with the nitrogen atom next to
the oxygen atom pointing towards the vanadium atbhe NO-NH bond length,
d(NO-NH,) = 1.40 A, is very close to the corresponding afise in the gas phase
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molecule,d(NO-NHy)gas prase= 1.35 A. Due to the strong interaction between &A@
NH,, the nitrogen bond towards the surface is alsoitide |bit weakened,
d(V-NO) = 1.96 A, and following the trend of the et steps, the NiHmolecule gets
further pushed away from the surfacg(V-NH,) =2.95A. The intermediate is
stabilized by -0.44 eV with respect to steg ().

L11 L12 + (NH,NO)

gas

Figure 8.7: Intermediates and transition states for SCR reactsteps
(L9) — (L11) (NH:NO diffusion and desorption) near Lewis acid sités
the surface model. Vanadium centers are shown tge Igellow balls,
oxygen centers by red balls, nitrogen centers Begrballs, hydrogen
centers by small blue balls, and saturation hydroggg small light gray
balls.

NH2NO does not directly equilibrate on top of an aethte for the decomposition after
formation at the Lewis acid sit¢g), as is found for the reaction at the Brgnsted sit
(B5). Therefore, an additional diffusion step towatde active site for the NiMO
decomposition (9 — L10™ — L11) is necessary. There the bonds between the
nitrogen atom and the vanadium center break, thecule moves upwards and orients
its oxygen atom towards the OH group, with one bgdn of the molecules pointing
towards the neighboring O(1) site (see Figure &g diffusion energy barrier for this
process is 0.86 eV. The resulting intermedidt#l] is stabilized by -0.05 eV with
respect to the transition statelQ'). Alternatively, nitrosamide can reach an active
site for decomposition by desorption and re-adsmmpil9 — L12 — L13). The
corresponding desorption energy leading thbl2), Ep(NH,NO)=1.31¢eV, Iis
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significantly larger compared to findings at thegBsted acid sites. After desorption,
NH,NO can be re-adsorbed at an O(1)H grduisj.

The decomposition of NJNO into N, and HO is a highly exothermic process, as
shown by the corresponding energyloi4), listed in Table 8.3.

8.3.2.1Comparison of the different catalyst models

The energies of the reaction paths near Lewis siteg for the different catalyst models
are shown in Figure 8.4. The reaction path foundte reaction at the Lewis acid site
of the \.SisO14Hs particle shows an additional intermediate thagnergetically very
stable, resulting in two co-adsorbed intermediaksg the reaction path for the
particle. The additional intermediates and traasittates are shown in Figure 8.8. A
complete illustration of the reaction paths at plaeticle and the small cluster model is
presented in Appendix D.

Figure 8.8: Additional intermediates and transition states tloe reaction
path near Lewis acid sites of theS§O;4Hs particle. Vanadium centers
are shown by large yellow balls, oxygen centergda balls, nitrogen
centers by green balls, silicon centers by darkygtaydrogen centers by
small blue balls, and saturation hydrogen by srhght gray balls.
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At the particle the reaction paths found for thdtiah ammonia adsorption,
dehydrogenation, and precursor formation with aitkide (1 — L5) are similar to
those found for the surface model. Ammonia adsatltkse reduced vanadium site2|
and gets dehydrogenated2(— L3™ — L4). In a next step, NO can stabilize in a
weakly bound pre-cursor state pointing with itgagen towards the hydrogen of the
adsorbed NK (L5). The vanadium atom, as incorporated in th8iy014He cluster, is
more exposed compared with that of thg€0y(010) surface structure. Therefore, from
the pre-cursor staté.), the NO molecule can react with the vanadium si@iding a
direct interaction with the adsorbed blkholecule. Both adsorbates can form a strong
bond with the vanadium atom, resulting in a weakgnof the V-O(2) bond of
vanadium atom with the adjacent bridging oxygenisTleads to the additional
intermediate I(5.2), where the V-O(2) bond is brokemi(V-O(2)) = 3.49 A. The
vanadium bonds with both molecules are strongndisated by the bond distances
d(V-NO) = 1.75 A andd(V-NH,) = 1.85 A. In contrast to the co-adsorbed interiated
as found for the surface model, the separation éetwWNO and NHis rather large,
d(NO-NH,) = 2.77 A. The transition stat€5.1™) is located at an early stage of the
NO interaction with the vanadium atom. This carseen by the large distance between
NO and the vanadium sitel(V-NO) = 2.87 A, and the V-O(2) distance that isyon
slightly elongatedd(VO(2)) = 1.79 A. Further, the energy barrier tdeaction with
the vanadium site is very smallEy,(L5 — L5.2) =0.03 eV. The additional
intermediate(5.2) is stabilized by -1.03 eV with respect t(1™).

In order to form NHNO, the two adsorbates have to approach each other
(L5.2 - L6™ — L7), where the intermediate_7) is similar to the corresponding
intermediate found for the surface model. The V)O{nd is reestablished
(d(V-O(2)) = 1.86 A), and a triangle is formed betwedO, NH and the vanadium
atom with the distances, d(NO-NH,) =2.17 A, d(V-NO)=1.90 A, and
(V-NH,) = 1.99 A. The barrier for this procesBpa(L5.2 — L6 — L7) = 0.93 eV, is
large and [(7) is stabilized by -0.11 eV with respect t6(). From (7), the reaction
path for the NHNO formation at the silica supported particle ialagous to what has
been found for the surface model. The nitric oxpdehes with its nitrogen in between
the NH, and the vanadium, resulting in BYO binding with the nitrogen of the NO
towards the vanadium atom. From the present resulktannot be concluded that the
additional intermediate that has been located, spexific property of the 35isO14Hs
particle, nor can be found for other Si€upported VQ particles. Therefore, further
studies are needed to clarify this issue.

In contrast to the silica supported particle, thBl,NO formation reaction at the
V,0OgHg cluster follows the same path as described foisthiéace model. It should be
mentioned that no convergence for the transitiatest.3"), for the dehydrogenation
step of ammonia, was obtained. The highest eneogyt pf the calculated MEP is
given as an approximation of the transition stastead.
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Both models, the particle and the small clusterioi® only one O(1) site, therefore, it
is necessary to diffuse to an active site for,N& decomposition into Nand HO.
This process is described by the correspondinggesseof desorption and re-adsorption
at an active site for the decomposition on a dffemparticle (9 — L12 — L13) (see
Table 8.3).

8.3.2.2Comparison with previous theoretical studies

One theoretical study addressed a reaction scemmdo Lewis acid sites of the
V,05(010) surface [71] (performing cluster DFT calcidas using GGA-hybrid
functional). There, in contrast to the present wtubde Lewis acid site of the perfect
surface is considered. Therefore, the sNitehydrogenation is found to be highly
endothermic, and the resulting reaction path isgaieally unfavorable.

Two studies investigated the reaction near Lewisl agites of TiQ supported
VO [75, 76] (periodic DFT [76] and cluster MSINDO [[J5There it was found that
ammonia can bind strongly to the vanadium sitehwibrresponding adsorption
energiesEaq{NH3) = -0.6 eV [76] andEaqdNH3) = -1.3 eV [75]). However, the largest
individual energy barriers obtained for the reattaere as large as 1.3 eV [76] and
1.5 eV [75].

8.4 Nitrosamide (NHNO) decomposition

The final step of the SCR reaction is the JNI® decomposition to yield Nand HO.
This step is not treated explicitly in this workiee it has been studied extensively in
earlier research [67, 69]. There it was found thatdecomposition of NfO can be
achieved at Brgnsted acid sites of thgdM010) surface by a so called ‘push-pull’
mechanism [67, 69].

The active center for this ‘push-pull’ mechanisnm@ the Brgnsted acid site itself, but
it is the combination of a Brgnsted acid site (Oblugp) with a neighboring oxygen site,
O(1)H + O(1) in the case 0of,Ds.

The ‘push-pull’ mechanism helps to transfer a hgéro atom along the NMNO
molecule as follows. The NNO molecule approaches the active site such that on
hydrogen points towards the vanadyl oxygen. Thatlon at the NENO molecule
where the hydrogen should be transferred to, pdaowsards the surface OH group.
Simultaneously, the bare surface oxygen reacts witéh hydrogen atom from the
molecule, forming a new Brgnsted acid site, andBhensted acid site transfers its
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hydrogen to the molecule. Thus, the OH group on dhdace transfers from one
oxygen site to the other, and simultaneously hyelnoget transferred along the
molecule. By combining several of these stepg) tdnd N can be formed by the
reaction,

NH,>NO — trans-HN=NOH— cis-HN=NOH— cis-HN=NO-trans-H— N, + H,O.
(8.1)

The ‘push-pull’ steps and the intermediates, equat8.1), are sketched in Figure 8.9,
where the molecule has to rotate between the diftesteps (Note that Figure 8.9
presents an illustration of the principle as ddssatiin [67, 69] and shows no results of
calculated reaction paths). For this mechanisns important that both participating

oxygen sites have a similar capability to accepd aelease hydrogen, which is

obviously the case for the two O(1) sites.

E
@

NH,NO trans-HN=NOH cis-HN=NOH

cis-HN=NO-trans-H H,O+ N,

Figure 8.9: Sketch of the ‘push-pull’ mechanism of the decaitipa of
NH:NO into N and HO, where the molecule has to rotate between the
different ‘push-pull’ steps. (Note that this illtesion does not represent
calculated structures. Oxygen centers are showneldyballs, nitrogen
centers by green balls, hydrogen centers by smhié tballs, and
saturation hydrogen by small light gray balls.
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The energy barriers obtained for the KD decomposition at the X25(010) surface,
0.62 eV [69] and 0.66 eV [67] are much smaller cared to the energy barriers
calculated for the gas phase decomposition [69, 158, 177], Epar> 1.30 eV and
Epar< 1.85 eV. Moreover, these energy barriers are smé#hllan the energy barriers
found for NHNO formation, see Section 8.3.

The ‘push-pull’ mechanism is not a unique propeityanadium oxide surfaces. It has
been also found for H-form zeolites [183]. The eeite at this H-form zeolite are two
neighboring oxygen sites; one is covered by a hyeincatom, which resembles the two
O(1) sites at the ¥05(010) surface. The active site and the mechanigmat only
very similar, the energy barrier of 0.63 eV is e€lofo the findings for %Os
surface [183] as well.

8.5 Comparison of Brgnsted and Lewis acid site basezharésms

In the previous sections, two alternative mechasi$on the nitrosamide formation, a
Brgnsted acid site based and a Lewis acid sitedbamzhanism are discussed. Near
Bronsted acid sites, NHadsorbs at the surface OH group, yieldingsNHn a next
step, NH" reacts with NO forming NBNO and two surface OH groups by a
double-dehydrogenation step, where in the tramsistate one hydrogen atom is
already fully transferred to the surface (see ad@i3.1). The nitrosamide can easily
diffuse to an active site for the decompositioroiihb and HO. Alternatively on the
extended surface, direct decomposition is possiblas reaction path includes a
double-dehydrogenation step, where N is directly formed in one step uphill along
the PES, resulting in large energy barriers found dll three catalyst models
(1.27 eV<Epar< 1.52 eV). This raises the question of whetherradtéve reaction
paths and mechanisms are important.

The Brgnsted acid site based mechanism is favorgdpievious theoretical
studies [67, 69, 71, 168]. This is due to the fheit at the perfect ¥5(010) surface,
theoretical studies only predict the very stable;Nbpecies, but no strongly bound
ammonia species [67-72] (see Section 5.3). Onealpesalternative is presented by the
present study. As discussed in Section 5.3, amnamsarbed at Lewis acid sites of the
reduced ¥Os5(010) surface can give a possible explanation timngly adsorbed N
surface species found in experiment [25, 26]. Tioeee in contrast to a previous
theoretical study [71], the Lewis acid site basegtii@nism can occur near a reduced
vanadium atom. There, the adsorbed;Nétfms a bond with the reduced vanadium
where it gets dehydrogenated. The remaining. Npkcies reacts with NO, forming
NH2NO in two steps; first, NO co-adsorbs next to Nil the vanadium site, and then
pushes itself between the Mlddsorbate and the vanadium atom (for reactiomet t
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V,Sis0O14Hs particle, the NENO formation is a three-step process, see SectibA.®).
The resulting NENO is bound with one nitrogen atom towards the Iseadgid site, and
therefore in a final step has to diffuse towards &letive site for decomposition (see
Section 8.3.2).

It has been found that for this reaction mechanishe energy barriers,
0.86 eV< Epar< 1.05 eV, are smaller compared to the reaction Beamsted acid sites.
Further, the largest barriers are at the begin(iids dehydrogenation), and at the end
of the NHNO formation (desorption or diffusion). In partien| the energy barrier
which has to be overcome by gas phase or weaklgrlagid NO to form a stable
intermediate in the middle of the reaction path,30.8V<Ep,r<0.52 €V, is
significantly smaller compared the Brgnsted adiel sased mechanism.

In conclusion, none of the two reaction scenariesgnted here can be excluded based
on the present data. However, considering theiceaat the more reactive Lewis acid
sites of the reducedXd5(010) surface suggests a competitive reaction nmesmathat
supports an ‘amide-nitrosamide’ type of mechanismpraposed by Ramis et al. [62]



9 Conclusions

The focus of the present work is the selectivelgttareduction (SCR) process. It was
invented in the United States in the late 1950%tove nitric oxides from waste gas,
which is also called DeNOxing [28]. In the SCR it&at NO, molecular oxygen, and
ammonia react to form molecular nitrogen and waléris reaction is of great
importance as the majority of DeNOxing applicatibmsstationary sources in industry
employ the SCR process. The standard catalystsindustrial applications are
TiO2-supported YOs-WO3 and TiQ-supported YOs-MO3 [31-36]. It is assumed that
vanadium oxide species provide the active siteea®ving WLOs from the catalysts
reduces the activity and selectivity significantBd]. Various reaction mechanisms
considering different intermediates have been megoin literature, see [17] and
references therein. However, the detailed reactienhanism has not yet been clarified
and further experimental and theoretical effores meeded to understand the reaction
details and how the catalyst operates.

In the present study the catalyst surface is aedlyfollowed by an investigation of
basic surface processes such as adsorption, diffuand dehydrogenation. Then two
reaction scenarios involving different active sigge discussed in detail. The detailed
structural properties of the catalysts are unknawerefore, a model catalyst, the well
characterized ¥0s(010) surface [11] is studied instead. We model sheface by
clusters that are cut out of the®5(010) layer with the dangling bonds saturated by
hydrogen atoms. In order to validate these modedtets we show that the geometric,
energetic, and electronic properties are in goodeegent with previous
theoretical [11, 23, 24, 129] and experimental issifiL21, 130, 138-141].

For catalytic reactions, such as, the SCR reatiéon29], in anology with the
oxidative dehydrogenation (ODH) of hydrocarbons51#46, 148-151], a Mars and
van Krevelen mechanism [57] was suggested wheredtayst surface gets reduced
and oxygen vacancies are formed. Therefore, intiaddio the perfect surface, here the
reduced VOs5(010) surface, modeled by the presence of oxygetan@es, is
investigated. Besides the oxygen vacancies on tface O(1l)ae O(2)ae O(2hvao
O(3)ac and O(3)an the vacancy created by the removal of the vanagygen that
points sub-surface, O(1). are considered; the latter has not been mentioned
previous theoretical studies. Although O(1’) oxygemot directly accessible from the
surface O(1’) vacancies could be created by accaogipg processes, such as oxygen
vacancy diffusion. We find that the vanadium nemjisbnext to the vacancy are
reduced after the oxygen removal. Including surfeelaxation allows the vanadium
neighbors of the vacancies to interact more styongh the remaining oxygen sites of
the surrounding. This results in a lowering of teduction of these vanadium atoms
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and a lowering of the vacancy formation energidss Effect is most pronounced for
the O(1) vacancy, where the neighboring vanadivomatan form a bond with the
O(1) atom from the %Os(010) layer underneath the vacancy, yielding aadile
relaxation energy of -1.28 eV. In general the vagaformation energies are rather
large for all vacancy sites, 4.98 e\Es'(O) < 6.44 eV. Hence, it is difficult to remove
oxygen atoms by themselves from the surface anducent processes are necessary
to facilitate the vacancy formation, e.g., oxygenambining to @ or the formation of
surface OH, HO [137], or CQ [24].

Not only the vacancy formation but also the mopildf vacancies may become
important as it affects the catalyst ability to yde lattice oxygen. Moreover,
sub-surface vacancies as the Qgl’tould be generated by the diffusion of surface
vacancies. In the present work transition states @mresponding energy barriers for
selected vacancy diffusion steps are evaluatedeireral including surface relaxation
in the transition state calculations yields muchaken diffusion energy barriers
compared to previous investigation that used meaghs to estimated the diffusion
energy barriers [137]. We show that Qf2ktan be easily annihilated by O(ldas the
corresponding diffusion energy barrier of 0.08 eWery small. Thus, O(1’) vacancies
can be created by such a diffusion processes dndwstace oxygen gets transferred to
the surface. The experimental characterizatiorxgfijen vacancies of XDs is difficult.
Besides the existence of O(1) vacancies [123, 156], that were identified by theory
to be the energetically most favorable ones, al§®) @acancies [141, 152], or O(3)
vacancies [141] were proposed. The present requkstion the importance of O(2)
vacancies because they show that on $@10) surface O(2) vacancies are not only
energetically unfavorable compared to vanadyl orygacancies but also easy to
annihilate.

Based on the surface models established beforejnwestigate adsorption of H,
NHy, (x=0,...,4), and NO at perfect and reducey010) surfaces. On the perfect
surface, atomic hydrogen stabilizes on top of thkygen sites yielding large adsorption
energies (-2.36 ExgdH) <-2.76). In previous studies, hydrogen adsorpticihe O(2’)
and the O(3’) sites that are located between tvighbering vanadyl oxygen was either
not considered [24, 68, 160, 165] or significarsiyaller adsorption energies compared
to the other oxygen sites [23, 137] were found.cdémtrast, the present calculations
yield adsorption energies that are comparable éoother oxygen sites. This is due to
the fact that the present cluster models includtace relaxation to a larger extend. N,
NH, and NH are found to bind favorably at oxygen sites of sheface, with largest
adsorption energies for nitrogen -1.54 eV and ssalfor NH, -0.74 eV. Ammonia
and NO show only weak interaction with the perfaatface. In contrast, adsorption of
NH; yields the largest adsorption energies (-ZIq{NH4) <-3.90) and highly
positively charged Ni surface species.
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Our results for adsorption at the reduced surfém@vsthat except for hydrogen and
NH4, adsorption at reduced surface sites is enerdgtifavorable compared to
adsorption at the perfect surface. In most of #hees the adsorbate substituts for the
missing oxygen atom and as a result the geometidic edectronic properties of the
perfect surface are partly recovered.

The adsorption of Nglat the surface is assumed to be the initial reacitep of the
SCR reaction [17]. Experiments could identify tworface species after ammonia
adsorption, by infrared (IR) spectroscopy experite¢d5, 26]. These are ammonia that
binds with vanadium (Lewis acid site) and surfackl;Nthat results from NEi
adsorption at surface OH groups (Brgnsted acid)siteo far only the presence of
stable NH species at the XD5(010) surface could be validated by theory [67-18].
the present work we demonstrate that, in contmaghe perfect surface, NHan bind
strongly at reduced vanadium sites. Furthermore, simulation of the vibrational
properties show that ammonia adsorbed at reduce@dduam sites yields better
agreement with IR experiments [25, 26] than ammepgxcies at the perfect surface.

After identification of the different adsorptiontes, surface diffusion processes of two
adsorbates, atomic hydrogen and/N&te examined. Hydrogen with its small mass can
diffuse more easily compared with other adsorbdseover, the mobility of OH
groups and further the formation of surface watemf two surface OH groups may
participate in the SCR reaction. DlHs an interesting example as it adsorbs at the
V,05(010) surface with strong electrostatic binding tdbations. We find that
hydrogen diffusing between two oxygen sites, rasallivays in an O-H-O bridge in the
transition state. The bridge formation supports @t¢ bond breaking and making,
yielding diffusion energy barriers that are smallesmpared with a combined
desorption and adsorption process. The individegjtt of the energy barriers depends
on the mobility of the oxygen atoms that are ineolvDiffusion between the fairly
mobile O(1) sites results in small diffusion enetggrriers, where the energy barriers
for diffusion steps including the more highly comated O(2) and O(3) sites are larger.
Further we show that the energy necessary to forthdesorb surface water, starting
from two neighboring O(1)H groups, are smaller tbadd eV. Thus, the formation and
desorption of surface water facilitates the formatiof surface oxygen vacancies
substantially. This could also provide an explamafor the results of isotopic labeling
studies [49, 50], showing that a fraction of thetevdormed during the SCR reaction
includes oxygen from the catalyst surface.

Ammonia (de)hydrogenation steps appear in mogteféaction mechanisms that were
suggested for the SCR reaction [17] (see SectibdR.The (de)hydrogenation reaction
energies of Nk at the perfect as well as the reduce®3(010) surface are calculated
employing a Born-Haber cycle [27] that is basedHoand NH adsorption energies and
gas phase binding energies. The results demonghatteon the surface NHs very
stable, in agreement with experiments [25, 26]. @dkbydrogenation of NHis also
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favored by the presence of the surface and it umdothat surface reduction further
supports the dehydrogenation of ammonia.

After the discussion of the basic surface processe€hapters 3 -7, two reaction
schemes for the NWMO formation involving different active sites, Bisdad and Lewis
acid sites, of the catalyst surface are examinet campared. As mentioned above,
ammonia binding near Lewis acid sites of the reduserface results in adsorption
energies and vibrational properties that are inebetgreement with experiments than
for the perfect surface. Therefore, the reducethsarmodel is used for the Lewis acid
based reaction scheme. Both mechanism are investider three surface models, in
addition to the YOs5(010) surface model, we consider a smalDyHs cluster and a
silica supported YSisO14Hs particle as alternative catalyst models illustrgthow the
presence of an extended surface or an oxide suifloences the reaction.

For the reaction near Brgnsted acid sites, we fordall three catalyst models that
NH.NO is formed by a double-dehydrogenation stephis gtep weakly bound NO has
to overcome a large energy barrier (1.27<€M,,,<1.52 eV) before a stable
intermediate can be formed, thus, raising the dquesif whether alternative reaction
paths and mechanisms are important. In contrast pjeevious theoretical study [71],
the Lewis acid site based mechanism is simulatethetreduced vanadium oxide
surface. Here the energy barriers for the reactioar Lewis acid sites
(0.86 eV<Epar<1.05 eV) are found to be smaller compared with rémction near
Bregnsted acid sites. The largest barriers of tlaetien path as found near Lewis acid
sites occur at the beginning (MNHehydrogenation), and at the end of the,N&
formation (desorption or diffusion). Further the esyy barriers that involved
intermediate formation with NO from the gas phase faund to amount to only
0.03 eV< Epar<0.52 eV and are, thus, much smaller compared théthreaction path
near the Brgnsted acid site.

In summary, reaction near Lewis acid sites of tkéuced surface can provide an
alternative reaction mechanism that is comparablehe Brgnsted acid site based
mechanism. So far the latter was clearly favorethleypretical studies [67, 69, 71, 168]
of the NHNO formation at the ¥05(010) surface. However, it is still unclear which
mechanism is favorable and whether Brgnsted-, Lamd sites, or combinations of
both are active in the SCR reaction.



Appendices

A. Correlation energy of the Perdew-Burke-Ernzerhaotfional

As discussed in Section 3.1.4, the widely-used @eBurke-Ernzerhof (PBE)
generalized gradient approximation (GGA) functio®dl, 97, 98] is the outcome of
efforts to reproduce the properties of the Perdeanrg©1 (PW91) functional [95, 96]
while minimizing the number of parameters usecdhm functional. This is achieved by
constructing the PBE functional considering onlpsh seven conditions that were
identified to be energetically significant. The bange part has been presented in
Section 3.1.4. In the following, the definition tife PBE correlation energy will be
shown. A detailed derivation and discussion whicluld exceed the scope of this work
can be found in the original work by Perdew e{@d, 97, 98].

The correlation energy is divided into the LDA ahd gradient patt™ ==

ESA(p, (1), p, (1) = [d (o) M (r, )+ HPPE (.0 1) }) (A.2)

wherers is the Wigner-Seitz radius agdhe relative spin polarization.

rs = G ”P(L)Jg (A.2)

_(6,0-p, ()
p(r)

As for the enhancement factor (see Section 3.4."9duced gradient is also used here,

7 (A.3)

(= |De()

(A.4)
2kspp(r)
which measures the change of the dengity) in the scale of the local Thomas-Fermi

1

screening length/ks, wherek, = [ﬁjz with i—n being the local Fermi wavelength.
T

F
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Based on specific conditions explained in [94,98], Perdew et al. determined their
PBE gradient contribution™®F to the correlation energy, yielding

PBE _ B 1+ At®
H _yqiln{1+ yt L+ At2+A2t4H (A.5)
with
g — ghom -1
A:;{exr{ﬁ}_l} (A6)

and the spin scaling factor
1 2 2
=3 (11¢)4la-0) a7

The parameters are set $o=0.031 andp =0.066725 such that the conditions
from [94, 97, 98] are fulfilled.



B. Computational details and basis set definitions

As discussed in Chapter 3, the Born-Oppenheimeroappation [81] that decouples
the electronic and nuclear motions of the systerapislied. Here, nuclei are treated
classically and density functional theory (DFT)employed to solve the electronic
problem (see Section 3.1). The resulting total giesrdefine the Born-Oppenheimer
potential energy surface (PES). The results preddmtre are obtained using the StoBe
DFT package [18] to calculate the total energiesianestigate the corresponding PES.
The important computational details will be presenbelow.

The Kohn-Sham DFT scheme [83] that is presentefeiction 3.1 is implemented in
StoBe [18]. It can be summarized by equations {3.8222a) and (3.22b) repeated
here:

(_%A"'Vs,o([)jﬂ oD =&@o(r), &< <... (3.22)
V(1) =Vo(r) + [dr' |’/: °_(£r|) +Vy o (Po31) (3.22a)
Po(D) = Y |00’ (3.22b)

Since in the Kohn-Sham equations the local extegon&ntial,vs(p(r);r), is a function

of the electron density itself (3.22a), they hawebe solved self consistently in an

iterative procedure. An initial estimate for theaton density is used to calculate the
local external potential with equation (3.22a)alnext step, the equation (3.22) can be
solved yielding the Kohn-Sham orbitajs that generate a new density with equation
(3.22b). This density is used as input for the n&tation. The procedure is repeated
until self consistency is achieved, i.e., until théerence between the input and the
resulting density of an iteration step is beloweatain convergence threshold. In the
present calculations, the convergence criterisearéo be 18 H (= 2.7211x108 eV) for

the total energy and f0e/Bohf (= 6.7483x10 e/A3) for the electron density.

In the StoBe code [18] the Kohn-Sham orbitakgg(r), are expanded as a linear
combination of analytic basis functiogswith expansion coefficients,

G 0(r) = cix,(r). (B.1)
U
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Thus the operators in equation (3.22) can be repted by matrices leading to a
nonlinear coupled eigenvalue problem,

Z(HnI(QI)_EiSnI)CiI =0 (B.2)
with the Kohn-Sham Hamiltonian matrix,
Hon(G1) = <xn -84 (0) xm> ®:3
and the overlap matrix
Sam = [A3r X0 (D) X (1) - (B.4).

While the functiong, refer to a fixed basis set only the expansionfenehtsc, need
to be varied to solve the eigenvalue problem. Theeethe quality of the solution
strongly depends on the choice of basis functiovisich is always a compromise
between accuracy, computational cost, and transfiya

A prominent approach is to construct the basis ftorear combinations of atomic
orbitals (LCAQO), whereas in the early days of quamtchemistry, Slater type
orbitals [184] (STO) were initially used as basiadtions:

sSTQZ.n,l,mr,8,¢)=ar" e ' Y"6, 9, (B.5)

wherea is a normalization factot, is the screened charge of the nuatel, andm are
the quantum numbers, arl" (6, ¢) being spherical harmonics. These functions have

the correct asymptotic form for atomic orbitals mgee atom origin and for very large
distances from the origin. However, STO’s have dmadvantage that most of the
required integrals have to be solved numericallizeréfore, often Gaussian type
orbitals (GTO) are used instead. It has been shthah with GTO’s in Cartesian
coordinates, i.e.,

GTO(r,a,n,R) = (x-R)™(y-R)™ (z-R)™ "1 e 7 ®* (B.6)

many of the required integrals can be solved aitaljy which makes their calculation
highly efficient [185, 186]. In order to combineethadvantage of STO’s and the
efficient integration for GTO'’s, so-called Gauss@mtraction are used:

Xu(r) =) «,GTO(r,a;,n,R) . (B.7)

Here a contraction of GTO’s, as represented byficosits x; and e, is defined such
that the contraction approximates a favorable fongte.g., STO. Thus, the resulting
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basis set includes more analytic functions. Howethas is outweighed by the faster
integration properties of GTO’s. Further, it hagmehown that it is expedient to use
auxiliary basis sets for the expansion of the ebect density and the
exchange-correlation potential (XCP), since it dgoithe necessity to calculate
expensive four-center integrals [187]. The orb#tad the auxiliary basis sets with the
corresponding coefficients that have been usedis work are listed in the Tables
B.1 - B.7 at the end of this section.

In the Kohm-Sham scheme [83], an external poter{alr);r) is introduced (3.22a),
such that the solution for a system of non-inténgcelectrons yields the same density
as the system of interacting electrons (see Se8tibB). There the complexity of the
many-particle problem is condensed in the exchamogeslation potential,.. A crucial
task in applying the Kohn-Sham scheme is to findsdg functionals that provide a
good approximation of the exchange-correlation gnésee Section 3.1.4). The StoBe
package [18] provides various exchange-correldtimationals. In the present work, a
variation of the Perdew-Burke-Ernzerhof (PBE) [94, 98] functional is used, the
RPBE functional, introduced by Hammer et al. [10t].is known to significantly
improve the description of the chemisorption eresgif atomic and molecular bonding
to surfaces [101].

As already stated in Section 3.2, an evaluatiotheffull multi-dimensional PES is not
possible for computational reasons. However, aeregions of the Born-Oppenheimer
potential energy surface (PES) are of special ésterthe minima, minimum energy
paths (MEP) that connect these minima, and thelsgomints of the MEP’s. These
points and paths can be located by applying efficaptimization algorithms. In the
present work, the Broyden-Fletcher-Goldfarb-Shan®FGS) optimization
scheme [103-106] (see Section 3.2.1) is used w $table structures that are local
minima of the PES. The BFGS scheme relies on dirder partial derivatives, and a
detailed derivation of the gradients used in StoR8] can be found in [188]. The
convergence criterion for a relaxed structure ist g8 be 10 H/Bohr
(=5.1422x10° eV/A) for the maximum force acting on an atom. discussed in
Sections 3.2.2 and 3.2.3, transition states haveen bdocated with the
NEB [21, 108, 109] or the dimer [22] scheme. Thleeconvergence criterion for force
is set to be 16 H/Bohr (=5.1422x18 eV/A). As both methods (NEB and dimer) rely
on the forces, but not second order partial dexigas it is possible that converged
geometries results in a local minimum instead oftransition state. Therefore
vibrational properties of each transition state e@akculated to confirm the transition
state character by the presence of an imaginarguémcy. In StoBe [18], the
vibrational properties are evaluated based on amdwic approximation as
implemented by C. Friedrich. A detailed discussian be found in [24].
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B1.Basis set tabulation

The details of basis sets that are used in theeptesork are listed below in the
Tables B.1 - B.7. Table B.1 can be read as folloWse notation for orbital basis is
(Ns Mos,..., Tks / Mp, Mopyeeey Np / Mg, og,..., Nua), Where K, L, and M refer to the number
of s-, p-, and, d- type Gaussian contractions w@smdy. The individual entries,;n
indicate how many primitive GTO’s are used for thpecific contraction (see
Table B.1). This means for example, that vanadisiaheiscribed by six s-, three p-, and
two d- type Gaussian contractions. Where the frdlype contraction contains six
GTO’s, and the second three GTO'’s, and so on. ©tetion for the auxiliary basis sets
IS (Nsccoy Nspd(coy Nsxc) Nspd(xc)- Here, Bepy is the number of s-type GTO’s used to fit
the charge density (CD), angyficpyis the number of s-, p- and d- type GTO'’s (sharing
the same exponent)sic), Nspaxc) are defined similar tosgp)y Nspacoy but refer to
GTO’s used to fit the exchange-correlation poténtia

Table B.1: Overview of the orbital and the auxiliary basisssesed for
the different elements (see text).

Atom Orbital basis Aucxiliary basis
v (63321/531/41) (5,5;5,5)
Si (6321/521/1) (5,4:5,4)
o) (7111/411/1) (4,3:4,3)
N (7111/411/1) (4,3:4,3)
H (3111/111) (3,1;3,1)
terminal H (311/1) (3,1;3,1)

In the Tables B.2 - B.7, the basis set contractionghe different elements are listed.
This includes the contraction coefficients,and the exponential coefficients, of the
Gaussian contractions used for the orbital bagi¢see equations (B.6) and (B.7)), as
well as the exponential coefficients, of the GTO’s used in the auxiliary basis for the
electron density, and the auxiliary basis for tkehange-correlation potential (XPC).
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Table B.2: Basis set contraction of the vanadium atom (sdg. te

Orbital basis Densjty
basis
a K I a
49145.2580000 0.00170490 S 42600.000
7366.10090000 0.01306850 8500.000
1669.95980000 0.06540440 2120.000
468.43959000 0.22592860 532.000
150.82100000 0.47044030 133.000
51.25277600 0.36702730 s,p.d 42.000
99.48018000 -0.10271690 8.320
11.21326400 0.60769800 2.080
4.47782520 0.46607310 0.520
7.99133500 -0.21478090 0.130
1.24681580 0.71090440 XPC basis
0.48739340 0.41627090 I o
0.69088900 -0.14902600 S 14100.000
0.09698660 0.63308970 2830.000
0.03676400 1.00000000 707.000
595.12707000 0.00915890 177.000
140.00397000 0.06796570 44.000
43.94137700 0.25889920 s,p.d 14.00
15.52695200 0.50501160 2.800
5.59921580 0.34734430 0.690
2.88927230 0.31914860 0.170
1.09088840 0.55183650 0.043
0.39812970 0.25524260
0.09510000 1.00000000
16.22047300 0.06163860
4.25474240 0.26686080
1.26177140 0.48444430
0.33151450 0.51113550
0.06400000 1.00000000
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Table B.3: Basis set contraction of the silicon atom (seé) tex

Orbital basis Densjty
basis
| a K I o
S 17268.57700000 0.00179740 S 9830.000
2586.65090000 0.01379700 1966.000
585.63641000 0.06878070 492.000
163.77364000 0.23525080 123.000
52.26702800 0.47661940 30.720
17.54168100 0.35077260 s,p.d 9.600
35.12413900 -0.09021370 1.920
3.56542270 0.57225480 0.480
1.25914740 0.50455370 0.120
1.94701440 -0.15083520 XPC basis
0.23675730 0.67455940 I o
0.08589660 1.00000000 S 3277.000
159.68174000 0.01239320 655.000
37.25817200 0.08508000 164.000
11.43825300 0.29055130 41.000
3.82783360 0.49855880 10.000
1.26790030 0.33256240 s,p.d 3.200
0.53440950 0.22643690 0.640
0.18290310 0.55530350 0.160
0.06178730 1.00000000 0.040
0.45000000 1.00000000
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Table B.4: Basis set contraction of the oxygen atom (seg.text

Orbital basis Densjty
basis
| a K I o
10814.40200000 0.00078090 S 2000.000
1623.75320000 0.00601020 400.000
370.18274000 0.03052220 100.000
104.97475000 0.11400890 25.000
33.98442200 0.30195740 s,p.d 7.800
11.98431200 0.45711070 1.560
4.38597040 0.24324780 0.390
S 10.63003400 1.00000000 XPC basis
S 0.93985260 1.00000000 I a
S 0.27662130 1.00000000 S 667.000
p 61.54421800 0.00662380 133.000
14.27619400 0.04646420 33.300
4.33176790 0.17442290 8.300
1.47660430 0.36661150 s,p.d 2.600
p 0.49598570 1.00000000 0.520
p 0.15448360 1.00000000 0.130
d 0.80000000 1.00000000
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Table B.5: Basis set contraction of the nitrogen atom (seB.te

Orbital basis Densjty
basis
| a K I o
S 8104.17610000 0.00079690 S 1640.000
1217.31380000 0.00612890 328.000
277.73993000 0.03104710 82.000
78.84759800 0.11536820 20.500
25.53716100 0.30257380 s,p.d 6.400
9.00457110 0.45579130 1.280
3.28352780 0.24302080 0.320
S 7.84935730 1.00000000 XPC basis
S 0.68622390 1.00000000 I a
S 0.20350260 1.00000000 S 550.000
p 49.01460800 0.00590070 110.000
11.31667100 0.04164440 27.000
3.40340530 0.16102490 6.830
1.16111070 0.35835380 s,p.d 2.100
p 0.39533580 1.00000000 0.430
p 0.12689810 1.00000000 0.110
d 0.70000000 1.00000000
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Table B.6: Basis set contraction of the hydrogen atom (sdg. te

Orbital basis Densjty
basis
| a K I o
S 33.86500000 0.02549380 S 45.000
5.09479000 0.19037300 7.500
1.15879000 0.85216100 0.300
S 0.32584000 1.00000000 s,p.d 1.500
S 0.10274100 1.00000000 XPC basis
S 0.03600000 1.00000000 I a
p 3.00000000 1.00000000 S 15.000
p 0.75000000 1.00000000 2.500
p 0.18750000 1.00000000 0.100
s,p.d 0.500

Table B.7: Basis set contraction of the terminal hydrogematsee text).

Orbital basis Dens_ity
basis
I o K I a
S 50.99917800 0.00966050 S 45.000
7.48321810 0.07372890 7.500
1.77746760 0.29585810 0.300
S 0.51932950 1.00000000 s,p.d 1.500
0.15411000 1.00000000 XPC basis
0.75000000 1.00000000 I o
S 15.000
2.500
0.100
s,p.d 0.500




C. Cluster models for diffusion calculations

For the simulation of diffusion processes at th#€©3010) surface, such as vacancy,
hydrogen, or NH diffusion, additional surface cluster models areated. This is
motivated by the fact that for the calculation adiiusion path and the corresponding
energy barrier the model cluster has to simultaskyodescribe initial and final states,
as well as the connecting path itself. To avoideedffects, larger clusters may be
needed and larger areas have to be considered gethmetry optimization in order to
account for the surface relaxation. In the follogyirthe different diffusion cluster
models will be discussed.

C1l.vVacancy diffusion clusters

Table C.1 lists cluster correction energi®s, and vacancy formation energiég(O),

as obtained for the diffusion cluster models. Tditel indicate how the description of
the oxygen vacancy compares to the results pres@mt8ection 4.2. In addition, the
corresponding diffusion barriers that are alreadgubssed in Section 4.3 are repeated.

Table C.1: Cluster correction enerdy.or and oxygen vacancy formation
energyEp{(0) as well as the diffusion energy barrigg, for oxygen
vacancy diffusion at the X05(010) surface layer (in [eV]).The indices 1, 2
refer to the left, right vacancy of each pair.

Ecorr Ep'(0) Ep(0)  Ebar'—  Epar’ <

O(1)vac < O(2")vac -0.15 4.82 6.22 ~1.40 ~0.00
O(1)vac <> O(2\vac -0.23 5.69 6.54 0.93 0.08
O(1)vac < O(3)vac -0.22 5.87 6.31 1.38 0.94
OBhac > O@hee | -0.36 6.30 6.34 0.61 0.57
O(B)vac < O(3")vac -0.27 6.14 6.14 0.44 0.44

The cluster models for vacancy diffusion will besaissed following the order of
Table C.1. In general, the vacancy formation emsrgbtained for the diffusion models
are in good agreement with the results presentdalole 4.5, with deviations that are
smaller than 0.22 eV.
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The cluster used for the diffusion step betweenQlik),,c and the O(2}). site is the
same \{2040H2o cluster as used for modeling the O(1) vacancyt(@ed.2), but more
atoms have been considered in the geometry optilmzaas shown in Figure C.1,
yielding a slightly larger cluster correction engf -0.15 eV compared to the O¢%)
cluster modelEcor = -0.07 eV.

Figure C.1: Cluster model,¥,O40H2o, for vacancy diffusion step
O(Q)acto O(2')ac (Mmarked byx). Vanadium centers are shown by large
yellow balls, oxygen centers by red balls, and snballs refer to
hydrogen centers. Sections that have been considerde flexible are
emphasized with shading

The model used to describe the Qf')ontains the same¥O3;H;1, surface cluster
that is used for the O(@) site, plus an additional XDgHg unit to account for
interactions with the second layer (see Sectiorlfl.2bviously, this model also
provides an accurate description of the O(2) vagaand is therefore used to model
this diffusion process between the O3 and the O(2) site.

For the diffusion step between the O(l/)and the O(3}),. site, the same surface
cluster model as for the O(33 sites is used (see Section 4.2).
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Furthermore, a MOs:H14 cluster models the XDs(010) surface for the diffusion
between the O(3). and the O(2) site, where a central,@;¢ unit accounts for surface
relaxation, see Figure C.2.

001

Figure C.2: Cluster model, MO4H4, for vacancy diffusion step
O(3)acto O(2)ac (marked byx). Vanadium centers are shown by large
yellow balls, oxygen centers by red balls, and snballs refer to
hydrogen centers. Sections that have been considerde flexible are
emphasized with shading.

For the last diffusion step in Table C.1, betweanQ{3).,c and the adjacent O(33)}
site a M ¢Os3H24 Cluster is used (Figure C.3). The nearest and meattest neighbors of
both the O(3)c and the O(3) sites are considered in order to account for sarfa
relaxation. The vacancy formation energy(€&(3)) = 6.14 eV differs only by 0.04 eV
from the corresponding energy obtained for the EmaV/,14046H2, cluster (see
Table 4.5).
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001

Figure C.3: Cluster model, MOs:H,4 for vacancy diffusion step
O(3)acto O(3')ac (Mmarked byx). Vanadium centers are shown by large
yellow balls, oxygen centers by red balls, and snballs refer to
hydrogen centers. Sections that have been considerbe flexible are
emphasized with shading.

C2.Hydrogen diffusion clusters

Cluster correction energi€s,r and hydrogen adsorption energigg{H) obtained for
the diffusion clusters are listed in Table C.2. Th#er indicate how the surface
hydrogen as described by the diffusion models coegpwith the surface models used
in Section 5.1.1 (see Table 5.1). In addition,dabeesponding diffusion energy barriers
that are already discussed in Section 6.1.1 aesateq.
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Table C.2: Cluster correction energ¥c,r and hydrogen adsorption
energiesE.qs(H) as well as the diffusion energy barrieEs.? for
hydrogen diffusion between oxygen sites at thgO(010) surface
(in [eV]). The indices 1, 2 refer to the left, righxygen site of each pair.

Ecor Eass(H)  Eas’(H)  Epar' =  Epar” —

O(1) - O(1) (001) | -0.31 -2.74 -2.74 0.43 0.43
O(1) - O(1) (100) | -0.18 -2.69 -2.69 0.16 0.16
O(1) « 0O(2) -0.18 -2.69 -2.62 1.14 1.08
O(1) « 0O(3) -0.22 -2.61 -2.36 1.25 1.00
0O(3) « 0(3) -0.35 -2.35 -2.54 1.34 1.52
O(1) « 0O(3) -0.22 -2.63 -2.52 1.20 1.09
0O(3) < 0(2) -0.55 -2.63 -2.83 0.64 0.83
0(2) < 0(2) -0.31 -2.81 -2.81 0.80 0.80

In general, the hydrogen adsorption energies obdafar the diffusion model clusters
are in good agreement with the results presentecChapter 5 (Table 5.1), with
deviations that are smaller than 0.11 eV.

For the hydrogen diffusion step between two O(figssalong the (001) direction, and
for the diffusion step between two neighboring O&fes, the ViO4.H14 cluster
considering relaxation of central region defined thye nearest and next nearest
neighbors of the two central O(2) sites is usedis T the same cluster that was
discussed in Section 4.1.2 for modeling the adsmrpat two neighboring O(2) sites
(see Figure 4.3 and 4.4)

The cluster model as defined for a single O(2) isitesed for the hydrogen diffusion
step between two O(1) sites along the (100) dwectand the diffusion between the
O(1) and the O(2’) sites (see Figures 4.3 and 4dj.the diffusion step between the
O(1) and the O(3’) sites, as well as the diffusstep between the O(1) and the O(3)
sites, the cluster model as defined for the O{@ss0f the perfect surface has been used
(see Section 4.1.2).

Two new cluster models are created for hydrogefusidn between the O(3) and the

0O(3) sites, as well as diffusion between the G2l the O(3) sites. They are presented
in Figure C.4 and Figure C.5, respectively. As banseen in Table C.2, although the
cluster correction energies are rather large, Wordgen adsorption energies are in
excellent agreement with the findings presenteSeaation 5.1.1.
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(100)

(001)

Figure C.4: Cluster model, YO4H2,, for hydrogen diffusion step:
0O(3) « O(3’) (oxygen sites marked kY. Vanadium centers are shown by
large yellow balls, oxygen centers by red ballsgd amall balls refer to
hydrogen centers. Sections that have been consider®e flexible are
emphasized with shading.

(100)
4

(001)

Figure C.5: Cluster model, VO4H14, for hydrogen diffusion step:
0O(2) « O(3) (oxygen sites marked ky Vanadium centers are shown by
large yellow balls, oxygen centers by red ballsgd amall balls refer to
hydrogen centers. Sections that have been considerbe flexible are
emphasized with shading.
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In addition to hydrogen diffusion also the watemfation and desorption is discussed
in Chapter 6. As can bee seen Section 6.1.2 ggpemt are two neighboring O(1)H

groups at the surface. Therefore a cluster modek&ded that includes relaxation of
the next-nearest neighbors of the two neighboriagadyl sites. Furthermore, after
water desorption an O(1) vacancy is formed. Heitces important to consider the

interaction with vanadyl oxygen from the lower lays well (see Section 4.2.1). As
can be seen in Figure C.1 the cluster that is usedescribe the oxygen vacancy
diffusion between the O(L) and the O(2). fulfills these requirements and therefore
is used as a surface model for the surface wateraition and diffusion.

C3.NH, diffusion clusters

Table C.3 lists cluster correction energi®s, and NH, adsorption energielS,q{NH.)
as obtained for the diffusion clusters, and theesponding diffusion barriers that are
already discussed in Section 6.2 are repeated.

Table C.3: Cluster correction energicor and NH, adsorption energies
Eaa“(NH,) as well as the diffusion energy barrieEg.? for NH,
diffusion between different sites at theQ4(010) surface (in [eV]). The
indices 1, 2 refer to the left, right adsorptiote if each pair.

Ecor Eass’(NHz)  Eag’(NHs)  Epar' =  Epar”
O(1) « O(1) tumble -0.58 -3.70 -3.70 0.17 0.17
O(1) « O(1) twist -0.17 -3.90 -3.90 0.0002 0.001
V 14045H 20 Cluster with large relaxation area (Fig. C.7)
O(1)~V -3.78 -3.52 0.30 0.04
V o 0(2) -0.96 -3.51 -3.45 0.14 0.07
0(2) & 0(2) -3.45 -3.45 0.10 0.10
V 14045H 50 cluster with small relaxation area (Fig. C.8)
O0(1)«~V -3.69 -3.39 0.34 0.04
V « 0(2) 012 -3.39 -3.36 0.08 0.05
0(2) & 0(2) -3.36 -3.36 0.08 0.08

The diffusion path for the tumbling over two neighing O(1) sites was calculated
using an V{¢Os1H1» cluster, where the six neighboring vanadyl groaps considered
flexible to account for surface relaxation, seeuFegC.6.
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(100)

=(001)

Figure C.6. Cluster model, 0OsHi,, for NH, diffusion step:
O(1) « O(1) tumble. Vanadium centers are shown by laejew balls,

oxygen centers by red balls, and small balls reétehydrogen centers.
Sections that have been considered to be flexitdeeaphasized with
shading.

The second part of the tumble-twist diffusion pdkie twist of the NH molecule (see
Section 6.2.1), is calculated on the same modsttelas used for NHadsorption on
top of four neighboring O(1) sites (see Figuresah8 4.4).

In order to model the surface for the diffusionpstdetween the O(1) ridge and the
valley, as well as diffusion steps in the vallelye tV14045H20 cluster as shown in
Figure C.7 is used. Since NHhk interacting with many surface atoms simultarsg§ou
(see Section 5.1.4), 34 atoms where considereck tihekible in order to account for
surface relaxation (Figure C.7, large relaxatiogagr This yields a cluster correction
energy of -0.96 eV. In order to verify that everthé cluster correction energy is large,
this surface model provides reasonable results,diffasion paths have been also
calculated using a constrained model. There, oglgxation of the 13 surface oxygen
atoms is considered (see Figure C.8, small relaxadrea), resulting in a relaxation
energy of only -0.12 eV. As can be seen in Tab& e adsorption energies obtained
with these two cluster models vary by less tharB@\XL and the diffusion energy
barriers by less than 0.06 eV.



179

(001)
r

=(100)

Figure C.7: Cluster model, YO4sHz0, for NH;, diffusion steps: O(13-V,

V - 0O(2) and O(2)~ O(2) including large area of relaxation. Vanadium
centers are shown by large yellow balls, oxygenersrby red balls, and
small balls refer to hydrogen centers. Sections tizve been considered
to be flexible are emphasized with shading.

(001)
y

={100)

Figure C.8: Cluster model, ¥Ou4sH2o, for NH, diffusion steps: O(13-V,

V & 0(2) and O(2)~0(2) including a small area of relaxation.
Vanadium centers are shown by large yellow bakygen centers by red
balls, and small balls refer to hydrogen centersct®ns that have been
considered to be flexible are emphasized with sitadi



D. SCR reaction path at the particle and the smatditefu

All SCR reaction paths calculated for the reactiain the \sSigO14He particle,
simulating a local section of the VSBA-15 catalyst, and at the smalQHsg cluster
are presented below.

D1.SCR reaction at Brgnsted acid site

In general, the intermediates and transition stiethe reaction at the Brgnsted sites
of the particle (Figure D.1) and the small clugteéigure D.2) are consistent with the
findings for the surface model (see Section 8.3N; adsorbs at the surface OH
group, yielding NH" (B2), which further reacts with NO to form a weaklytinal
precursor intermediateBB). Next, NHNO is formed by a double-dehydrogenation
step. In the transition statB4'>), one hydrogen is fully transformed, and the sdcon
hydrogen is located between the surface O(1) sitk the emerging N species.
Simultaneously, the nitrogen atom of the NO molecstarts to interact with the
nitrogen atom of the emerging NH30ing beyond the transition sta®@4({®) results in
NH2NO being adsorbed at the catalyst surf&®.(
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B6 + (NH,NO)

gas

Figure D.1: Intermediates and transition states for the patithe SCR
reaction near Brgnsted acid sites of thgSkO,4Hg particle. Vanadium
centers are shown by large yellow balls, oxygenterenby red balls,
nitrogen centers by green balls, silicon centersdayk gray, hydrogen
centers by small blue balls, and saturation hydroggg small light gray

balls.
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B6 + (NH,NO

)gas

Figure D.2: Intermediates and transition states for the patithe SCR
reaction path near Brgnsted acid sites of th@®gs cluster. Vanadium
centers are shown by large yellow balls, oxygenterenby red balls,
nitrogen centers by green balls, hydrogen centgrsrball blue balls, and
saturation hydrogen by small light gray balls.

In contrast to the surface model, the particle #red small cluster only provide two
vanadyl oxygen sites. Therefore, the surface, Bipecies that is formed at these model
clusters after ammonia adsorptid2} has a different geometry where the Npbints
with two hydrogen atoms towards the two O(1) sitEgyures D.1 and D.2). The
difference in geometry is also accompanied by @&eable drop in adsorption energy
by 0.5 eV compared to the surface model (Table 8h¢ lack of additional vanadyl
sites also affects the intermediate, after theos#tmide formationB5) and further
decomposition into Nand HO. At the surface model, the molecule swings around
such that it stabilizes on top of one of the OHugo and the neighboring O(1) site
(Figure 8.2), which represent an active site fazomeposition. On the particle and the
small cluster, the adsorbed B¥YD stabilizes on top of the two OH groups with M@
part pointing towards the hydrogen atoms. Sinceh bO{1) sites are covered by
hydrogen and no other O(1) site is available, meatidecomposition as proposed for
the surface model is possible.
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D2.SCR reaction at Lewis acid site

The reaction steps identified for MNMO formation at the surface model are shown
below. Ammonia adsorbs at the reduced vanadium @), where it gets
dehydrogenatedLB). The remaining Nk species reacts with NO, from a weakly
adsorbed intermediate.§). The NHNO formation occurs via two steps, where first
NO co-adsorbs next to NHat the vanadium sitd.7) and then pushes itself between
the NH adsorbate and the vanadium atd@)(

In the case of reaction at theSiO14Hs particle, the NENO formation is a three-step
process, since the NO can dock towards the mone wgeadium site, avoiding a direct
interaction with the adsorbed NMhholecule [5.2) (see Section 8.3.2). An interesting
difference was found for the transition state af tiH; dehydrogenationL@ ™). As
discussed in Section 8.3.2, on the extended sunfaodel the hydrogen is already
transferred in the transition state, as indicated the corresponding distances,
d(NH,-H) = 2.42 A andd(O(1)-H) = 0.98 A. At the particle surface in thartsition
state geometry LR™), a bridge is formed between MHhydrogen, and O(1),
d(NH,-H) = 1.63 A andd(H-O(1)) = 1.07 A (Figure D.3). This does not rgadiffect
the energy barrier for dehydrogenation (Table &8j,the resulting intermediate3)

is stabilized by -0.51 eV with respect t®(®), compared to only -0.08 eV as found for
the surface model. However, besides the additiamakmediate, the reaction path
found for the particle is similar to the reactioatlp as found for the surface model
(Figures D.3 and D.4). As can be seen in Figurésad D.6, the reaction path found
for the NHNO formation at the small XDgHg cluster mimics in all steps the path as
found for the surface model.

For both models, the particle and the small clssteitrosamide desorption and
re-adsorption at a Brgnsted site has been condidereeach the active site for
decomposition into Nand HO.
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Figure D.3: Intermediates and transition states for SCR reactsteps
(L1) — (L4) (initial NH3 adsorption and dehydrogenation) near Lewis
acid sites of the »50:4Hs particle. Vanadium centers are shown by
large yellow balls, oxygen centers by red ball$;agien centers by green
balls, silicon centers by dark gray, hydrogen centey small blue balls,
and saturation hydrogen by small light gray balls.
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L12 + (NH,NO)

Figure D.4: Intermediates and transition states for SCR reactsteps
(L5) — (L12) (reaction with NO, NENO formation and desorption) near
Lewis acid sites of the,;8014He particle. Vanadium centers are shown
by large yellow balls, oxygen centers by red balisrogen centers by
green balls, silicon centers by dark gray, hydrogenters by small blue
balls, and saturation hydrogen by small light gizafls.
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L1+ (NHS)gas + (NO)

gas

L3200 TS 4 (NO)

L4 + (NO)

gas gas

Figure D.5: Intermediates and transition states for SCR reactsteps
(L1) — (L4) (initial NH3 adsorption and dehydrogenation) near Lewis
acid sites of the XgHs cluster. Vanadium centers are shown by large
yellow balls, oxygen centers by red balls, nitrogenters by green balls,
hydrogen centers by small blue balls, and saturatigdrogen by small
light gray balls.
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L9 L12 + (NH,NO)

gas

Figure D.6: Intermediates and transition states for SCR reactsteps
(L5) — (L12) (reaction with NO, NENO formation and desorption) near
Lewis acid sites of the,@gHg cluster. Vanadium centers are shown by
large yellow balls, oxygen centers by red ball$;agien centers by green
balls, hydrogen centers by small blue balls, antlrsdion hydrogen by
small light gray balls.



Abstract

The Selective Catalytic Reduction (SCR) of Ny NH; is one of the most effective N@eduction
processes. It is widely employed in units of indastscale where vanadium based metal oxides,, VO
act as catalysts. The SCR reaction has been stedfmelimentally in great detail. However, details o
the reaction mechanism at an atomic scale are wstiler debate. Ammonia adsorption, NH
(de)hydrogenation, reaction with NO, surface wédtemation, and diffusion processes at the ,VO
catalyst are found to contribute elementary sté@g [In this work these elementary steps of the SCR
reaction are examined in theoretical studies apphdensity functional theory (DFT) together with
gradient corrected functionals (cluster code St[iB4). The VQ, catalyst substrate is modeled by
clusters that are cut out from the idealDy(010) surface with the peripheral oxygen bondsrastd by
hydrogen atoms. A Mars and van Krevelen mechanisthyhere the catalyst surface gets reduced and
oxygen vacancies are formed, was proposed for R $eaction [17]. In this work, geometric,
energetic, and electronic properties of the perfed the reduced )05(010) surface as well as the
diffusion of oxygen vacancies will be discussed.

Based on surface cluster models the adsorption, dfiH, (x = 0,...,4), and NO at the perfect and the
reduced surface are studied. It is found thatdgbebates can stabilize at the surface and th&ipétor,
hydrogen and NE adsorption at the reduced surface sites is nareréble. In order do understand the
surface mobility of adsorbates, diffusion properid H and NH at the \AO5(010) surface are discussed,
presenting detailed reaction paths and correspgretiergy barriers. Hydrogen with its small mass can
diffuse more easily compared to other adsorbateshgdrogen diffusion may participate in the water
formation during the SCR reaction. Ni4 an interesting example as it adsorbs at t}@;(010) surface
with strong electrostatic binding contributions.

The reaction mechanism that have been suggestetiaftes for the SCR process [17] include either
hydrogenation or dehydrogenation of NH herefore, a Born-Haber cycle is applied to daleuthe
(de)hydrogenation reaction energies, at the cdtalygace, based on surface adsorption and ga® phas
binding energies. It is shown that the surface etigpboth the hydrogenation and the dehydrogenation
of NH; and that surface reduction lowers the energiesldblydrogenation even more. In experiment the
adsorption of ammonia has been identified as thialineaction step of the SCR reaction. Basedhmn t
analysis of infrared (IR) data where two strongis@rbed NH species at the )D5(010) surface have
been found [17]. In contrast, theoretical studiesld verify only one adsorption site so far. In the
present work, two active sites for Nidsorption are identified which can explain th@erkmental
results. First, NHlis found to bind with the ¥05(010) surface in the presence of OH groups (Branste
acid sites) where it can form a rather stable serfdH,” species. Second, NHan bind at vanadium
centers of lower coordination (Lewis acid sites)pasvided by the reduced surface. (Vanadium sites a
the perfect surface do not serve as adsorptios fiteammonia, in agreement with previous work.)
Accordingly, the initial NH adsorption leads to two different SCR scenariosre/tall reaction steps can
be described by corresponding reaction paths atedniediates as is discussed in detail. In addition,
silica supported vanadia particles are considesedatalysts by corresponding clusters, yieldingequi
similar results compared with those of the extendgos(010) system.
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Zusammenfassung

Die selektive katalytische Reduktion (SelectiveaBaic Reduction, SCR) von N@urch Ammoniak ist
einer der effizientesten Prozesse um Stickoxideeduzieren. Diese Technik wird haufig in Anlagemvo
industriellem MalRstab angewendet, wobei Katalysstoauf Vanadiumoxidbasis, VO eingesetzt
werden. Obwohl die SCR-Reaktion in einer Vielzabhwexperimentellen Arbeiten untersucht wurde,
sind die mikroskopischen Details der Reaktionsdbldiach wie vor nicht vollends verstanden. Diese
schlieRen die Adsorption und (De)Hydrierung vonNHie Reaktion mit NO sowie die Bildung von
Wasser und Diffusionsprozesse an der,¥atalysatoroberflache als elementare Reaktiongsehr
ein[17]. In der Arbeit werden die elementaren 8thr der SCR-Reaktion mit Hife von
dichtefunktionaltheoretischen (DFT) Methoden unt&nwendung der generalisierten Gradienten-
naherung (Cluster Code StoBe [18]) untersucht.

Als Modell fur die Oberflache des \(dKatalysatorsubstrats dienen Cluster, die aus dealén
V,05(010) Oberflache herausgeschnitten und deren paEeptBauerstoffbindungen mit atomaren
Wasserstoff abgesattigt werden. Fir die SCR-Reaklid] wurde ein Mars-van-Krevelen-Mechanismus
vorgeschlagen [57], bei dem die Katalysatoroben#aaeduziert und Sauerstoffleerstellen gebildet
werden. Zunéchst werden daher die geometrischemgetischen und elektronischen Eigenschaften der
perfekten und der reduzierten®(010) Oberflache untersucht.

Im Anschluss wird die Adsorption von H, NHx =0,...,4) und NO an den Clustermodellen fur die
perfekte und die reduzierte Oberflache diskutiérs. zeigt sich, dass aufer fir H und JNidie
Adsorption an der reduzierten Oberflache verglictmeit Adsorption an der perfekten Oberflache
energetisch gunstiger ist. Um die Mobilitat der éudmte besser zu verstehen, werden die
Diffusionseigenschaften von atomaren Wasserstofid uDberflachen-Ng genauer untersucht.
Wasserstoff mit seiner kleinen Masse kann leichté#ffundieren. Zuséatzlich kdnnen seine
Diffusionseigenschaften wichtig fur das Verstandmsr Bildung von Oberflachenwasser sein.
Andererseits ist Nl aufgrund der starken elektrostatischen Beitrage Adsorption an der
V,05(010)-Oberflache besonders interessant.

Die am haufigsten vorgeschlagenen Reaktionsmeahenisir die SCR-Reaktion [17] beinhalten als
Reaktionsschritte entweder die Hydrierung odekaydrierung von Nkl Mit Hilfe eines Born-Haber-
Kreisprozesses kann die Reaktionsenergie fir d&Hidrierung an der Katalysatoroberflache durch
Adsorptions- und Gasphasenbindungsenergien bestinmetrden. Durch die Prasenz der
Katalysatoroberflache wird sowohl die Hydrierung auch die Dehydrierung erleichtert. Fir die
Dehydrierung wird dieser Effekt durch Reduktion @dyerflache weiter verstarkt. In Experimenten zur
SCR-Reaktion wurde die Adsorption von Ammoniak dés erste Reaktionsschritt identifiziert. Die
Analyse von Infrarot-(IR)-Daten nach Adsorption vdiH; an der Os(010)-Oberflaiche zeigt die
Existenz von zwei stark adsorbierte Oberflacherispd27]. In Gegensatz dazu konnte in theoretischen
Untersuchungen nur eine stark gebundene Speziedeauperfekten YOs(010)-Oberflache gefunden
werden. Die vorliegende Arbeit schlagt zwei untbisdliche reaktive Adsorptionspléatze vor, anhand
derer die experimentellen Daten erklart werden kénnZum einem kann NHan Oberflachen-
OH-Gruppen (Brgnsted-Saureplatze) adsorbieren tatdlless Oberflachen-NA bilden. Zum anderen
kann NH mit niedriger koordinierten Vanadiumatomen (LeB#&udreplatze), wie man sie auf der
reduzierten Oberflache findet, reagieren. (Vanaditome der perfekten Oberflache kénnen keine starke
Bindung mit NH eingehen wie schon in frilheren Arbeiten gezeigtdey Als Ergebnis fiihrt die
NHs-Adsorption an zwei unterschiedlichen Platzen zeizwnterschiedlichen SCR Reaktionsszenarien,
deren Reaktionspfade und Intermediate im Detaiptmehen werden. Zuletzt wird die Reaktion fir
Vanadiumoxidpartikel auf Silikatsubstrat untersudbie sich hieraus ergebenden Reaktionspfade sind
ahnlich zu denen an der®5(010)-Oberflache.
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