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Chapter 1

Introduction

A common objective in many technical fields and economy is to find a control variable that
commands a dynamic system to a desired output.

Optimal control theory describes strategies for maximizing a performance measure or min-
imizing a cost function as the state of a dynamic system evolves. The goal is to find a time-
dependent control variable that drives the considered dynamical system from its initial to its
final state and, at the same time, that optimizes the performance function. This requires
choosing the optimum among a set of possible solutions. The resulting dynamics of the state
of the system is an optimal trajectory. Examples include the trajectory of a climbing aircraft
which requires a minimal quantity of fuel or an optimal financial investment strategy. Opti-
mal control theory (OCT) as mathematical theory dates back to the late 1950s, starting with
Pontryagin’s maximum principle [1].

In physics and chemistry, due to techniques recently developed in the shaping of laser fields
[2], the control of chemical reactions became possible. Typical problems include the search
for the optimal laser pulse that selects one of several possible chemical reaction pathways
e.g. selectively breaks a bond leaving the rest of the molecule intact. For example, starting
with a molecule ABC one can obtain two sets of reaction products AB + C and A + BC,
and the question therefore is how one can drive the system into only one of these two possible
reaction channels. If one irradiates the molecule with a field which oscillates with the resonance
frequency of the bond one wants to break, the energy of the field is rapidly redistributed to the
rest of the molecule, so that selectivity is lost. Studies of the response of polyatomic molecules
in response to laser fields have been given in [3, 4]. Another very general question is how one
can excite a molecule or an atom into a desired state.

It is clear that the physical laws governing the processes described in the previous para-
graph are the laws of quantum mechanics. Therefore, a formulation of OCT for quantum
mechanics would allow to invert the formulation of such problems, i.e., one searches for the
appropriate laser field that achieves a given objective. The theoretical formulation of OCT in
quantum mechanics has started in the 1980s. The work of Huang, Tarn, Clark [5] considers a
general formulation of the complete controllability1 problem of quantum dynamics and gives
sufficient conditions for complete control. Pierce et al. [6] have given an existence proof for
the control variable in a system with localized states and a discrete spectrum. The proof has
been generalized in [7] to systems with both continuous and discrete parts of the spectrum

1Complete controllability implies that the norm of the difference between the final state reached with the
optimal control field and the target state can be made arbitrarily small, in the space of admissible fields
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spectrum.
Tannor, Kosloff and Rice [8, 9] suggested a “pump-dump” technique to control the selectiv-

ity of chemical reactions. The first, “pump” pulse induces a vertical transition of the molecule
into an excited Born-Oppenheimer-state surface, where the wave packet moves freely for a
while. The second, “dump” pulse induces a vertical transition back to the ground state sur-
face, according to the Franck-Condon principle. Depending on when and where on this surface
the projection from the excited state ends, the molecule may go into one or the other reaction
channel or remain intact. In ref. [10] the “pump-dump” technique is improved by optimizing
the shapes of the “pump” and “dump” pulses.

Judson and Rabitz [11] suggested a closed loop algorithm to shape the optimal pulse that
excites specific molecular states. Evolutionary algorithms are global optimization methods
based on concepts from biological evolution. The properties of a laser pulse are coded in
a “gene” which can be uniquely decoded to give the laser pulse. A performance function is
defined to discriminate between individuals. From the initial population of pulses one chooses
the individuals with best performance, mutates and combines their genes, obtains a new
population and repeats the procedure. Evolutionary algorithms have been used in experiment
to optimize population transfer from the ground to the first excited state [12], to control
chemical reactions [13, 14] and selectively dissociate molecular bonds [15].

Tannor et al. [16] formulate the goal of optimization as a functional maximization and
give an iterative method for solving the resulting variational equations, which guarantees the
systematic increase of this functional. The solution of the optimal problem presented by
Tannor et al. is based on the work of Krotov [17]. Similar algorithms are proposed by Rabitz
et al. [18, 19]. A more general form of the iterative algorithm has been given by Maday and
Turinici [20]. A non iterative method for the optimization of the same functional has been
given in [21].

All the methods described so far have in common the goal to find the optimal laser field that
optimizes the output of a quantum system at the end of the time interval. The path followed
by the quantum mechanical system to reach the desired final state remains undetermined.

There is an application of OCT which attempts to control time averaged quantities, for
example the time averaged population of a given state [22]. Nevertheless, the method is
applicable only in a simple (two-level) system. There also exists a general formulation for
OCT of time-dependent targets [23], but no method to solve the resulting equations has been
given.

Apart from optimal control theory, there are also other methods to control the output
of a quantum mechanical system. In the local control theory described in [24, 25, 26] one
can determine a field which guarantees the monotonic increase of a “performance index”.
Nevertheless, there is no guarantee that one obtains an optimal field, i.e. that one reaches an
maximum of the performance index with respect to the control field at the end of the time
interval.

A very elegant method to control the trajectory of a system, namely tracking control,
is proposed in ref. [27, 28, 29]. In this case, for an arbitrary time-dependent function f(t)
and a given operator O one desires to find the external control field such that the solution
of the Schrödinger equation Ψ with this field satisfies 〈Ψ|Ô|Ψ〉 = f(t). In this case the time
dependence of the observable one desires to control is used to exactly invert the Schrödinger
equation. The analytical solution gives the exact dependence between the field that solves the
problem and the imposed function f(t). It is a non-iterative method, therefore it is computa-
tionally inexpensive. The disadvantage of this method is that the exact field may experience
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singularities, if the prescribed trajectory is not well posed, i.e. the prescribed trajectory can-
not be reached in the space of admissible control fields. Furthermore, the derivation of this
method strictly relies on the dipole approximation.

The goal of this diploma thesis is to find a general formulation of OCT that allows the
control of the system not only at the final time, but also at each time within the control
interval. If the path which the system takes to reach the final state, is undetermined, there
will be many fields that are able to drive the system into this state. By imposing one trajectory
for the whole time interval, the optimal control field has less degrees of freedom.

The starting point of this thesis will be the result of Zhu and Rabitz [19], where a method
has been developed to determine the optimal field that maximizes the expectation of a positive
definite operator at the end of the time interval. In chapter 2 we extend this formulation to
the control of time averaged expectation value of a positive definite operator. The method is
a general one and can be applied to systems more complex that the two level atom.

Following [19] we express the goal of optimization in the mathematical form of of functional
maximization and derive optimal control equations. In chapter 4 we present an iterative
method to solve these equations. For this method we prove the monotonic convergence of the
cost functional. One of these control equations has the form of an inhomogeneous Schrödinger
equation.

Our objective is to control the system at every time, and not only to use the time depen-
dence of an observable in order to maximize its expectation value at the final state. We also
do not desire only to maximize the time averaged expectation value of an operator, but also to
control the trajectory followed by the system. We start, as in the tracking formulation, with an
arbitrary function f(t) and a given operator Ô. First, we construct an “artificial” normalized
time-dependent function ϕ which satisfies 〈ϕ|Ô|ϕ〉 = f(t). Note that for ϕ we do not impose
the constraint that it must satisfy the Schrödinger equation. Then we construct a projection
operator on this function ϕ(t). The maximization of the time averaged expectation value of
this operator is then equivalent to finding that control field which maximizes at all times the
overlap of the artificial function ϕ with the solution Ψ of the Schrödinger equation with the
control field. We also search for the field that drives the time-dependent wave-function of the
quantum mechanical system as closely as possible to the artificial function. Consequently,
the expectation value of the given operator Ô follows the imposed function f(t) as closely as
possible.

A time-dependent wave-function contains all the information about the quantum system
so that, by controlling it, we can control the time evolution of all observables. Nevertheless
for finding the artificial function ϕ physical intuition is needed. In chapter 5 we consider the
control of the occupation number of a given state and the time-dependent dipole moment
as examples. Using this approach, we are able not only to maximize the time averaged
expectation value of an operator, but also to impose the time dependence of the observable.

Apart from this application, one can use the formalism we develop in chapters 2, 3 and 4
to control a time-dependent electronic density as one can see in section 6.2.2.

Atomic units are a convenient system of units used in atomic physics, in particular for
describing the properties of electrons. Therefore, for the calculations used in this theses we
will use atomic units exclusively, for which the conversion to SI is given in appendix A.
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Chapter 2

Time dependent continuous control of

a quantum mechanical system

In the past, optimal control theory has been used to find the optimal laser pulse that brings
a quantum system from an initial state A at t = 0 to a desired final state B at t = T , but the
path followed by the system between 0 and T remained uncontrolled. We will refer to it as
traditional optimal control. There are cases, e.g., the control of the time-dependent population
in a specific state, where it is desirable to control this path. Another class of examples are
problems one desires to bring a quantum system from a point A in space to point B under
the restriction that one avoids a certain area in real space e.g. conical intersections.

The process of high harmonic generation1 is also a process where the intensities of the
harmonics depend not only on the initial and final state of the system but also on the state
of the system at each time t ∈ [0, T ].

In this chapter we extend the optimal control theory to control a quantum system not
only at the final time T but also at every intermediate time t ∈ [0, T ]. We formulate the
optimization goal in the form of a functional which has to be maximized, and then derive the
necessary condition for a maximum of this functional.

2.1 Formulation of the control problem

In this section we will formulate the problem of continuous time-dependent control of a single
quantum-mechanical particle whose evolution is governed by the non-relativistic Schrödinger
equation

i
∂

∂t
Ψ(x, t) = ĤΨ(x, t), (2.1)

Ĥ = Ĥ0 − µ̂E(t), (2.2)

Ĥ0 = T̂ + V̂ , (2.3)

In this thesis we will study systems like the two-level atom and the 1D hydrogen atom.
T̂ = −∇2

2 is the kinetic energy operator, V̂ the potential of the nucleus (for the hydrogen
atom see section 6.1.3), and µ̂ = qx the dipole moment operator. q is the charge of the

1When an atom is exposed to an intense laser field, it responds in a nonlinear way and radiates the harmonics
of the incident laser frequency.
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particle and E is the external electric field which, for example, can be realized with a laser
beam.

For Ĥ we use the dipole approximation of the Hamilton operator in an electromagnetic
field (see Appendix B). In the dipole approximation we consider that the radiation field is
uniform in the space occupied by the atom. This approximation is valid for radiation with wave
lengths much larger than the dimension of the atom, which we will assume in the examples
used in this thesis.

So far, studies of quantum control problems in the literature (for example [19]) have
mostly focused on finding the optimal time-dependent field which brings the system from
initial state A to a state B at final time T irrespective of the path taken during the evolution.
Mathematically this can be expressed as a maximization problem of the functional

J1[Ψ(T )] = 〈Ψ(T )|Ô|Ψ(T )〉, (2.4)

〈Ψ(T )|Ô|Ψ(T )〉 ≥ 0 ∀Ψ, (2.5)

where for the positive definite operator Ô has been chosen to be a projection operator on the
desired final state or a local operator like δ(x − r(t)).

The maximization of the functional (2.4) has been successfully used to drive the quantum
system into the desired final state at the end of the time interval T . If we want to control the
system not only at T but also at intermediate points in time τ1 < τ2 < . . . T we define a new
functional, namely J1[Ψ(t)] = J1[Ψ(τ1)]+J1[Ψ(τ2)]+ · · ·+J1[Ψ(T )] that has to be maximized.
Since t is a continuous variable, we can replace the sum with an integral

J1[Ψ(t)] =
1

T

∫ T

0
dt 〈Ψ(t)|Ôt|Ψ(t)〉. (2.6)

The normalization factor 1/T makes the maximal value of the functional independent on the
length of the time interval T and gives to J1 the interpretation of time averaged expectation
value.

Following [19] we choose the time-dependent operator to be hermitian Ôt = Ô+
t and

positive semi-definite, i.e.,

〈Ψ(t)|Ôt|Ψ(t)〉 ≥ 0, ∀ Ψ. (2.7)

At this point we rewrite this operator to include traditional optimal control in our formulation

Ôt = Ô
(1)
t + 2Tδ(t− T )Ô

(2)
t . (2.8)

Both operators Ô
(1)
t and Ô

(2)
t are hermitian. For Ô

(1)
t = 0 and Ô

(2)
t = Ô the functional

of equation (2.6) reduces to equation (2.4). The restriction to the optimization of positive
definite operators will be crucial for the proof of convergence of the algorithm for finding the
optimal field.

Optimizing J1 may possibly lead to fields with very high, or even infinite total intensity.
In order to avoid these strong fields, we include an additional term in the functional which
penalizes the total energy of the field

J2[E,α] = −α
∫ T

0
dt E2(t). (2.9)
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Here α is a positive parameter that weights this part of the functional against J1. To keep J2

dimensionless α must have the dimension of ǫ0c/~.
With the above formulation the problem reads as following: find the laser pulse that

maximizes the difference between the time averaged overlap (2.6) and total intensity of the
field. This goal sounds a little ambiguous, since J1 separately is in fact what we want to
maximize, but we will see later in this chapter that J2 has a fundamental importance for the
optimal control equations we will derive.

The wave function and the control field are connected through the time-dependent Schrödinger
equation (2.1). We multiply this equation with a time- and space-dependent complex function
χ(x, t), integrate over space and time and obtain like in [18] a third functional

J3[E(t),Ψ(x, t), χ(x, t)] = 2ℑ
∫ T

0
dt

∫ ∞

−∞
dx χ∗(x, t)

(
i∂t − Ĥ

)
Ψ(x, t) =

= 2ℑ
∫ T

0
dt
〈
χ(t)

∣∣∣
(
i∂t − Ĥ

)∣∣∣Ψ(t)
〉

=

= 2ℜ
∫ T

0
dt
〈
χ(t)

∣∣∣
(
∂t + iĤ

)∣∣∣Ψ(t)
〉
. (2.10)

By adding J3 to the functional, we include the constraint that Ψ satisfies the Schrödinger
equation explicitly. Therefore we can treat Ψ and E as independent variables. The constraint
is included as twice the imaginary part in order to make the functional symmetric in Ψ and
Ψ∗. The function χ plays the role of a Lagrange multiplier.

The Lagrange functional has the form

L[Ψ, E, χ, α] = J1 + J2 − J3 =

=
1

T

∫ T

0
dt 〈Ψ(t)|Ôt|Ψ(t)〉 − α

∫ T

0
dt E2(t)−

− 2ℑ
∫ T

0
dt
〈
χ(t)

∣∣∣
(
i∂t − Ĥ

)∣∣∣Ψ(x)
〉
. (2.11)

The search for the maximum of J1 + J2 under the constraint that Ψ fulfills the Schrödinger
equation becomes an unrestricted search for the maximum of L.

2.2 Derivation of the control equations

By setting the variation of the Lagrange functional with respect to χ, E and Ψ to 0 gives the
necessary conditions for an local extremum of L. Note that these equations are consistent not
only with the global maximum but also with any local extremum (maximum, minimum or even
saddle point). In chapter 4 we will give a method to solve these equations which guarantees
that the solution is consistent with a (local) maximum. We follow in the derivation of the
control equations [30] and generalize it for the functional L.

2.2.1 Variation with respect to the wave function

The variation of Ψ is independent from the variation of Ψ∗2, and we should take the variation
of the Lagrange functional with respect to both of them. Due to the symmetry of the Lagrange

2Ψ is a complex function, it has two independent components ℜΨ and ℑΨ and one should vary L with
respect to both of them. This is equivalent with varying L with respect to Ψ and Ψ∗.
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functional with respect to Ψ and Ψ∗ this leads to the same equations for Ψ∗ and Ψ.
We consider the system at t = 0 to be fixed in the initial state Ψ(x, 0) = φ(x). It follows

that the variation δΨ(0)
δΨ(τ) must vanish. The variation of J1 gives

δJ1

δΨ(y, τ)
=

1

T

∫ T

0
dt

∫ ∞

−∞
dx
(
Ô

(1)
t Ψ(x, t)

)∗ δΨ(x, t)

δΨ(y, τ)
+

∫ ∞

−∞
dx
(
Ô

(2)
T Ψ(x, T )

)∗ δΨ(x, T )

δΨ(y, τ)
=

=

(
1

T
Ô(1)

τ Ψ(y, τ)

)∗

+
(
Ô

(2)
T Ψ(y, T )

)∗
δ(τ − T ). (2.12)

We transform J3 with the help of a partial integration, and using the fact that Ĥ is hermitian
∫ T

0
dt
〈
χ(t)

∣∣∣
(
i∂t − Ĥ

)∣∣∣Ψ(t)
〉

=

∫ T

0
dt
(
〈χ(t) |i∂t|Ψ(t)〉+

〈
χ(t)

∣∣∣−Ĥ
∣∣∣Ψ(t)

〉)
=

=

∫ ∞

−∞
dx

∫ T

0
dt χ∗(t)i∂tΨ(t) +

∫ T

0
dt
〈
−Ĥχ(t)

∣∣∣Ψ(t)
〉

=

= i〈χ(t)|Ψ(t)〉|T0 +

∫ T

0
dt
〈(

i∂t − Ĥ
)
χ(t)

∣∣∣Ψ(t)
〉
, (2.13)

and then do a variation of J3 with respect to Ψ

δJ3

δΨ(y, τ)
= −i δ

δΨ(y, τ)

∫ T

0
dt
(〈
χ(t)

∣∣∣
(
i∂t − Ĥ

) ∣∣∣Ψ(t)
〉
−
〈(

i∂t − Ĥ
)

Ψ(t)
∣∣∣χ(t)

〉)
=

= −i δ

δΨ(y, τ)

(∫ T

0
dt
〈(

i∂t − Ĥ
)
χ(t)

∣∣∣Ψ(t)
〉

+ i〈χ(t)|Ψ(t)〉|T0
)

=

= −i
((
i∂τ − Ĥ

)
χ(y, τ)

)∗
+ χ∗(y, T )δ(T − τ). (2.14)

δΨ(x,0)
δΨ(y,τ) = 0, thus only the boundary term at T remains. Since Ψ and Ψ∗ are independent

variables, the variation of
〈(
i∂t − Ĥ

)
Ψ(t)

∣∣χ(t)
〉

with respect to Ψ is zero.

J2 does not depend on Ψ. Setting the variation of L with respect to Ψ to zero gives

−i
((
i∂τ − Ĥ

)
χ(y, τ)

)∗
+ (χ∗(y, T )δ(T − τ)) =

1

T

(
Ô(1)

τ Ψ(y, τ)
)∗

+
(
Ô

(2)
T Ψ(y, T )

)∗
δ(τ − T ). (2.15)

Due to the symmetry of the Lagrange functional we obtain the complex conjugate of equation
(2.15) after varying L with respect to Ψ∗

i
(
i∂t − Ĥ

)
χ(x, t) + χ(x, T )δ(T − t) =

1

T
Ô

(1)
t Ψ(x, t) + Ô

(2)
T Ψ(x, T )δ(t − T ). (2.16)

In the following we show how one can transform (2.16) to a differential equation with boundary
condition. We state: if one requires the Lagrange multiplier χ(x, t) to be a continuous function
at every time t (including t = T ), the solution χ(x, t) of equation (2.16) is unique. Equation
(2.16) becomes equivalent to two other equations, which can be obtained by setting the terms
which contain δ(T − τ) and those which do not to zero separately. This yields

(
i∂τ − Ĥ

)
χ(y, τ) = − i

T
Ô

(1)
t Ψ(y, τ) (2.17)

χ(y, T ) = Ô
(2)
T Ψ(y, T ). (2.18)
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To show how equation (2.16) can be transformed to equations (2.17) and (2.18) we integrate
(2.16)

lim
κ→0

∫ T+κ

T−κ
dt
(
i∂t − Ĥ

)
χ(x, t) +

i

T
Ô

(1)
t Ψ(x, t) =

lim
κ→0

∫ T+κ

T−κ
dt i

(
χ(x, t)− Ô(2)

t Ψ(x, t)
)
δ(t− T ). (2.19)

The left-hand side of (2.19) is zero because χ is a continuous function so that the integrand is
also a continuous function and the length of the integration interval goes to zero. Performing
the integration then yields equation (2.18). (2.17) is satisfied for every t 6= T because the δ
terms vanish. From (2.18) and (2.16) follows that (2.17) must be satisfied for every t.

The Lagrange multiplier χ satisfies an inhomogeneous Schrödinger equation (2.17) with
initial condition (2.18), therefore it is uniquely determined.

2.2.2 Variation with respect to the field

The variation of J2 with respect to E gives

δJ2

δE(τ)
= − δ

δE(τ)
α

∫ T

0
dtE2(t) = −2αE(τ). (2.20)

Due to the dipole approximation we can explicitly write the dependence on E(t) in the Hamil-
ton operator, i.e. in J3

δJ3

δE(τ)
=

δ

δE(τ)
2ℑ
∫ T

0
dt
〈
χ(t)

∣∣∣
(
i∂t − Ĥ

)∣∣∣Ψ(t)
〉

=

=
δ

δE(τ)
2ℑ
∫ T

0
dt 〈χ(t) |µ̂E(t)|Ψ(t)〉 =

= 2ℑ 〈χ(τ) |µ̂|Ψ(τ)〉 . (2.21)

Setting the variation of L with respect to E to zero gives the field equation

αE(τ) = −ℑ〈χ(τ)|µ̂|Ψ(τ)〉 (2.22)

The left-hand side results from the functional J2. Without J2 we would obtain

ℑ〈χ(τ)|µ̂|Ψ(τ)〉 = 0 (2.23)

so that no field can be determined.

2.2.3 Variation with respect to Lagrange multiplier

Similar to the variation with respect to Ψ we do not have to take the variation of the Lagrange
functional with respect to χ∗ because L is symmetric in χ and χ∗ and we would obtain the
same equation.

δJ3

δχ(y, τ)
= −i δ

δχ(y, τ)

∫ T

0
dt
[〈
χ(t)|

(
i∂t − Ĥ

) ∣∣∣Ψ(t)
〉
−
〈(

i∂t − Ĥ
)

Ψ(t)
∣∣∣χ(t)

〉]
=

= i
δ

δχ(y, τ)

∫ T

0
dt
〈(

i∂t − Ĥ
)

Ψ(t)
∣∣∣χ(t)

〉
=

= i
((
i∂t − Ĥ

)
Ψ(y, τ)

)∗
= 0 (2.24)
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By construction the variation with respect to the Lagrange multiplier gives the Schrödinger
equation for Ψ, the constraint on Ψ we wanted to enforce

The variation of L with respect to χ∗ gives

−i
((
i∂t − Ĥ

)
Ψ(y, τ)

)
= 0. (2.25)

2.2.4 Final set of optimal control equations equations

To summarize, the necessary conditions for a local extremum of the functional L is given by
the following system of coupled integro-differential equations

(
i∂t − Ĥ

)
χ(x, t) = − i

T
Ô

(1)
t Ψ(x, t), (2.26)

χ(x, T ) = Ô
(2)
T Ψ(x, T ), (2.27)(

i∂t − Ĥ
)

Ψ(x, t) = 0, (2.28)

Ψ(x, 0) = φ(x), (2.29)

E(t) = − 1

α
ℑ〈χ(t)|µ̂|Ψ(t)〉, (2.30)

were φ(x) is the initial state of the system.
The inhomogeneous Schrödinger equation for the Lagrange multiplier is a direct conse-

quence of the target functional J1, which depends on the trajectory followed by the system
(i.e. Ψ(x, t)) and not only on the final state.

The field equation (2.30) has a very simple form due to the dipole approximation. With-
out the dipole approximation one obtains a second order differential equation for the vector
potential (see Appendix C).

The coupled set of equations (2.26), (2.28) and (2.30) must be solved iteratively. This is
mainly due to the fact that we have to deal with a two point boundary value problem. The
wave function has an initial condition, while the Lagrange multiplier has a final condition. A
possible method to solve these equations is: solve (2.28) using a known field E(t), solve (2.26)
using E(t) and the solution of (2.28), and in the end calculate a new field using (2.30). In
practice, we will use a more complicated iterative scheme (see chapter 4), which also guarantees
the convergence to a local maximum. If we had equation (2.23) instead of equation (2.30),
such an iterative scheme would not be applicable.

2.2.5 α: Lagrange multiplier or penalty factor?

There is another way to formulate the problem such that the goal of the optimization becomes
clearer. If we do not require to minimize the total intensity of the laser field, but want to
find the laser pulse that has a predetermined intensity and maximizes J1, we can rewrite J2

in form of a constraint. We search for the optimal pulse in the subspace of pulses with a fixed
energy I0. The constraint is then expressed as

J̃2 = −α
(∫ T

0
dt E2(t)− I0

)
. (2.31)

The Lagrange functional is

L̃[α,E,Ψ, χ] = J1 + J̃2 − J3, (2.32)
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where α is now a Lagrange multiplier. We express the necessary conditions for an extremum
of L̃ in the form of a system of equations

(
i∂t − Ĥ

)
χ(x, t) = − i

T
Ô

(1)
t Ψ(x, t) , χ(x, T ) = Ô

(2)
T Ψ(x, T ), (2.33)

(
i∂t − Ĥ

)
Ψ(x, t) = 0 , Ψ(x, 0) = φ(x), (2.34)

αE(τ) = −ℑ〈χ(τ)|µ̂|Ψ(τ)〉 (2.35)
∫ T

0
dt E2(t) = I0 (2.36)

This is a system of four coupled differential and integral equations with unknown α, E(t),
Ψ(x, t) and χ(x, t). For a given α the first three equations of this system restate the necessary
conditions for an extremum of the functional L[E,Ψ, χ] of functional (2.11) which we derived
in section 2.2.4.

To solve the system of equations (2.33)-(2.36) we start by solving equations (2.33), (2.34)
and (2.35) for a fixed value of α. Suppose we have found a method to solve this three and
also that the solution (E, Ψ, χ) is compatible with a maximum of the Lagrange functional
L[E,Ψ, χ] = J1 + J2 − J3 (one possible algorithm that serves this purpose will be presented
in chapter 4). In this case, we can determine the optimal field E and its total intensity I,
which is a function of α: I(α). The iterative method presented in chapter 4 only finds a local
maximum of L, which also depends on the initial guess for the field, therefore I = I(α,Eguess).
But for the discussion here, we consider Eguess fixed, and consider only the dependence of I
on α.

Furthermore, we find the root of the function f(α) = I(α)− I0 using the following scheme

αinit. guess −→ α −→ solve (2.33), (2.34),(2.35)

↑ ↓ (2.37)

I(α) =
∫ T
0 E2(t)dt ←−−−−−−−−−−−−−−−(E,Ψ, χ)α

We start with an initial guess for the Lagrange multiplier α and solve equations (2.33), (2.34)
and (2.35) to obtain E, Ψ and χ. We then calculate the total intensity of the laser field and
compare it with the target value I0. Depending on I(α) we determine a new α (see section
5.3.3). The whole process is iterated until we find α0 such that I(α0) = I0 and thus equation
(2.36) is also satisfied. With the iteration (2.37) we can solve the system (2.33) - (2.36). The
solution (α, E, Ψ, χ) is consistent with an extremum (maximum, minimum or saddle point)
of the functional L̃ = J1 + J̃2 − J3.

In every step of the iteration (2.37) the solution (E, Ψ, χ) corresponds to a maximum of
the functional L[E,Ψ, χ] = L̃[α,E,Ψ, χ]−αI0 for a given α, i.e. we maximize L̃ with respect
to E, Ψ, χ. The outer loop finds the extremum of L̃[α,E,Ψ, χ] with respect to α, which can
be either a minimum or a maximum. In section 5.3.3 we show a simple implementation of the
iterative scheme (2.37).

For α = 0, J1 + J2− J3 reduces to J1− J3, so that the field for which J1 + J2− J3 reaches
its absolute maximum is the same as the field which absolute maximizes J1 − J3. In other
words

lim
α→0

I(α) = I1, (2.38)
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where I1 is the intensity of the field which maximizes J1−J3 separately. In practice we cannot
use α = 0 due to equation 2.23. In the case α → ∞, for every field E(t) 6= 0 the functional
(J1 + J2 − J3)[E] has the value −∞. Only for E(t) = 0 the functional (J1 + J2 − J3)[E] has
a positive value, so that the absolute maximum of (J1 + J2 − J3)[E] is reached for E(t) = 0.
Therefore

lim
α→∞

I(α) = 0. (2.39)
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Chapter 3

Inhomogeneous Schrödinger equation

3.1 Formal solution

In order to find the optimal field which maximizes the target functional J1 + J2 under the
constraint that the wave function satisfies the Schrödinger equation, we have to solve the
system of coupled differential equations (2.26), (2.28) and (2.30). The solution of (2.30) can
be achieved by integration once we know χ and Ψ. In this chapter we present the solution of the
equations (2.26) and (2.28). We briefly restate the solution of the homogeneous Schrödinger
equation (2.28). We rewrite the wave function

Ψ(x, t) = Û t
t0Ψ(x, t0), (3.1)

where Ψ(x, t0) is the initial state at time t0 and Û t
t0 is the time evolution operator. Using this

ansatz for Ψ(x, t) in the Schrödinger equation (2.28) we obtain

(
d

dt
Û t

t0 + iĤtÛ
t
t0

)
Ψ(x, t0) = 0. (3.2)

Since this equation must be satisfied for every Ψ(x, t0), we conclude that the evolution operator
must satisfy the equation

d

dt
Û t

t0 = −iĤtÛ
t
t0 , (3.3)

with initial condition

Û t0
t0 = Î , (3.4)

where Î is the identity operator. The solution of (3.3) can formally be written as [31]

Û t
t0 = Î +

∫ t

t0

dτ(−iĤτ ) +

∫ t

t0

dτ

∫ τ

t0

dτ ′(−iĤτ )(−iĤτ ′)

+

∫ t

t0

dτ

∫ τ

t0

dτ ′
∫ τ ′

t0

dτ
′′
(−iĤτ )(−iĤτ ′)(−iĤτ

′′ ) + . . .

= T exp

[∫ t

t0

dτ(−iĤτ )

]
(3.5)
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where T is the time ordering operator. Therefore the solution of the Schrödinger equation is

Ψ(x, t) = T exp

[∫ t

t0

dτ(−iĤτ )

]
Ψ(x, t0). (3.6)

The evolution operator Û t
t0 has the following properties

Û t
t0 =

(
Û t0

t

)−1
(unitary) (3.7)

Û t
t0 = Û t

t1Û
t1
t0 (group property). (3.8)

Using the group property of the time evolution operator we can write

Ψ(t+ ∆t) = U t+∆t
t Ψ(t) (3.9)

Ψ(t+ 2∆t) = U t+2∆t
t Ψ(t) = U t+2∆t

t+∆t U
t+∆t
t Ψ(t)

= U t+2∆t
t+∆t Ψ(t+ ∆t). (3.10)

From equations (3.9) and (3.10) we can see that we can propagate the solution of the Schrödinger
equation, using the infinitesimal time evolution operator.

The solution of (2.26) contains an additional complication since the differential equation
is inhomogeneous. Using the solution of the homogeneous Schrödinger equation that we just
derived we try to find the formal solution of the inhomogeneous equation:

d

dt
χ(x, t) = −iĤχ(x, t) + f(x, t). (3.11)

In analogy to (3.1) we suppose there is an “evolution” operator for χ as well, so that we can
write:

χ(x, t) = Ŵ t
t0χ(x, t0). (3.12)

As in the case of the homogeneous equation we use this ansatz in (3.11) and obtain for the

operator Ŵ t
t0 the equation:

d

dt
Ŵ t

t0 = −iĤtŴ
t
t0 + Ât, (3.13)

with the initial condition:

Ŵ t0
t0 = Î , (3.14)

and Ât=Î
f(x,t)
χ(x,t0) , for χ(x, t0) 6= 0. The solution of equation (3.13), (see [32, 33]) is

Ŵ t
t0 = Û t

t0 +

∫ t

t0

dτ Û t
τ Âτ . (3.15)

To show this we make the ansatz

Ŵ t
t0 = Û t

t0Ẑt. (3.16)
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The time derivative of Ŵ t
t0 then becomes

d

dt
Ŵ t

t0 = −iĤtŴ
t
t0 + Û t

t0

d

dt
Ẑt, (3.17)

where we used (3.3) for the derivative of Û t
t0 . A comparison with equation (3.13) yields

d

dt
Ẑt =

[
Û t

t0

]−1
Ât. (3.18)

Integration from t0 to t of the previous equation gives

Ẑt − Ẑt0 =

∫ t

t0

dτ
[
Û τ

t0

]−1
Âτ =

∫ t

t0

dτÛ t0
τ Âτ , (3.19)

where we used (3.7). From the initial conditions for Û t0
τ and Ŵ t

t0 we can conclude that Ẑt0 = Î.
Therefore we get

Ẑt = Î +

∫ t

t0

dτÛ t0
τ Âτ . (3.20)

We insert this expression in (3.16) and obtain

Ŵ t
t0 = Û t

t0 +

∫ t

t0

dτ Û t
t0Û

t0
τ︸ ︷︷ ︸

bU t
τ

Âτ . (3.21)

If we study the properties of this operator we see that it does not have the group property

Ŵ t
t1Ŵ

t1
t0 =

(
Û t

t1 +

∫ t

t1

dτ Û t
τ Âτ

)(
Û t1

t0 +

∫ t1

t0

dτ Û t1
τ Âτ

)

= Û t
t1 Û

t1
t0︸ ︷︷ ︸

bU t
t0

+Û t
t1

∫ t1

t0

dτ Û t1
τ Âτ +

∫ t

t1

dτ Û t
τ Âτ Û

t1
t0

+

∫ t

t1

dτ Û t
τ Âτ

∫ t1

t0

dτ ′ Û t1
τ ′ Âτ ′

= Û t
t0 +

∫ t1

t0

dτ Û t
t1 Û

t1
τ︸ ︷︷ ︸

bU t
τ

Âτ +

∫ t

t1

dτ Û t
τ Âτ +

∫ t

t1

dτ Û t
τ Âτ

(
Û t1

t0 − Î +

∫ t1

t0

dτ ′ Û t1
τ ′ Âτ ′

)

= Ŵ t
t0 +

∫ t

t1

dτ Û t
τ Âτ

(
Ŵ t1

t0 − Î
)

6= Ŵ t
t0 (3.22)

therefore it cannot be used as the infinitesimal evolution operator of the inhomogeneous equa-
tion to propagate χ. But using equations (3.12) and (3.15) we can write the formal solution
of the inhomogeneous equation

χ(x, t) = Ŵ t
t0χ(x, t0) =

(
Û t

t0 +

∫ t

t0

dτ Û t
τ Âτ

)
χ(x, t0)

= Û t
t0χ(x, t0) +

∫ t

t0

dτ Û t
τ Î
f(x, τ)

χ(x, t0)
χ(x, t0)

= Û t
t0χ(x, t0)︸ ︷︷ ︸

χhom

+

∫ t

t0

dτ Û t
τf(x, τ)

︸ ︷︷ ︸
χinh

. (3.23)
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We observe, by simply inserting this solution in the inhomogeneous Schrödinger equation
and using equation (3.3), that it satisfies equation (3.11) also for the case χ(x, t0) = 0. As
expected, the solution is the sum of the general solution of the homogeneous equation χhom

and a particular solution of the inhomogeneous one χinh. The inhomogeneous solution has
the initial condition χinh(x, t0) = 0 and is independent of the initial state.

Now we show that it is possible to calculate χ(x, t+∆t) using χ(x, t), even if the operator

Ŵ t
t0 does not have the group property. We use the solution (3.23)

χinh(x, t+ ∆t) =

∫ t+∆t

t0

dτ Û t+∆t
τ f(x, τ) =

∫ t

t0

dτ Û t+∆t
τ f(x, τ) +

∫ t+∆t

t
dτ Û t+∆t

τ f(x, τ)

= Û t+∆t
t

(∫ t

t0

dτ Û t
τf(x, τ) +

∫ t+∆t

t
dτ Û t

τf(x, τ)

)

= Û t+∆t
t

(
χinh(x, t) +

∫ t+∆t

t
dτ Û t

τf(x, τ)

)
. (3.24)

For the homogeneous part of the solution we have:

χhom(x, t+ ∆t) = Û t+∆t
t χhom(x, t). (3.25)

Adding the two components we obtain for χ:

χ(x, t+ ∆t) = Û t+∆t
t

(
χ(x, t) +

∫ t+∆t

t
dτ Û t

τf(x, τ)

)
. (3.26)

As we see, even if the operator Ŵ t
t0 does not have the group property, we can propagate the

Lagrange multiplier in a manner similar to the propagation of the wave function.
In practice, to propagate the solution of the Schrödinger equation, we need an approxi-

mation for the infinitesimal time evolution operator Û t+∆t
t . This will be discussed in chapters

5 and 6. It is crucial that for the approximation of Û t+∆t
t we only need to know the time-

dependent field ǫ at time t.

3.2 Analytical solution for a simple inhomogeneity

One method to test equation (3.23) is to compare the numerical and the analytical solution of
(3.11). For a particular type of inhomogeneity, f(x, t) = f̃(t)Ψ(x, t), if one knows the solution
of the homogeneous equation

∂

∂t
Ψ(x, t) = −iĤΨ(x, t), (3.27)

one can find the analytical solution of the inhomogeneous equation

∂

∂t
χ(x, t) = −iĤχ(x, t) + f̃(t)Ψ(x, t). (3.28)

We make the ansatz χ(x, t) = Ψ(x, t)c(t) for χ(x, t) in equation (3.28). This leads to the
following equation for c(t):

c(t)
∂

∂t
Ψ(x, t) + Ψ(x, t)

∂

∂t
c(t) = c(t)

(
−iĤ

)
Ψ(x, t) + f̃(t)Ψ(x, t). (3.29)
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Using equation (3.27) for Ψ(x, t) this reduces to

Ψ(x, t)
∂

∂t
c(t) = f̃(t)Ψ(x, t), (3.30)

from which we can conclude that

∂

∂t
c(t) = f̃(t). (3.31)

Integration of equation (3.31) finally results in

c(t) =

∫ t

t0

dτ f̃(τ) + ct0 . (3.32)

If one knows the homogeneous solution Ψ, then the solution for χ is

χ(x, t) = Ψ(x, t)

(∫ t

t0

dτ f̃(τ) + ct0

)
. (3.33)

The constant ct0 is determined from the initial condition for χ(x, t)

χ(x, t0) = Ψ(x, t0)ct0 . (3.34)

Therefore, we know the solution of the inhomogeneous equation (3.28) once we have solved
the homogeneous Schrödinger equation (3.27). Two examples of systems where one can solve
the homogeneous Schrödinger equation exactly are given in Appendix D.
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Chapter 4

Iterative algorithm for the solution of

the optimal control equations

We have to solve the system of coupled differential equations

(
i∂t − Ĥ

)
χ(x, t) = − i

T
Ô

(1)
t Ψ(x, t), (4.1)

χ(x, T ) = Ô
(2)
T Ψ(x, T ), (4.2)

(
i∂t − Ĥ

)
Ψ(x, t) = 0, (4.3)

Ψ(x, 0) = φ(x), (4.4)

E(t) = − 1

α
ℑ〈χ(t)|µ̂|Ψ(t)〉, (4.5)

In the previous chapter we have shown that one can construct the solution of (4.1) and
(4.3) step by step, but for this one needs a starting point. We can propagate (4.3) forward,
taking as starting point Ψ(x, 0), where the wave function is analytically known (see (4.4)),
and (4.1) backward, taking as starting point χ(x, T ) according to equation (4.2). To solve
the equation for the Lagrange multiplier χ we need the field E(t) and also the wave function
Ψ(x, t),∀t ∈ [0, T ], due to the inhomogeneity. Furthermore, the field E(t) , which we need for
the propagation of Ψ and χ, itself depends on Ψ and χ via equation (4.5). In conclusion, we
cannot solve these three equations with only one propagation, so that we need an iterative
scheme.

The purpose of this chapter is to show how one can deal with the coupling of the equations.
We assume that we can determine the exact solution of the Schrödinger equation (homoge-
neous and inhomogeneous) for every time, once E(t) is given for all times and the boundary
conditions Ψ(x, 0) and χ(x, T ) are known. Methods to approximate the infinitesimal time
evolution operator will be discussed separately for the two systems studied in this thesis (two
level atom and 1D hydrogen). For now, we suppose we can solve equations (4.1) and (4.3)
exactly.

In the first section we present an iteration algorithm similar to the one used in [19] and
[20]. Then we show that this iteration must converge to a local maximum of the functional L
(2.11). In the last part of this chapter we discuss a more general form of L and the convergence
of the algorithm for this generalized functional.
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4.1 Iterative scheme

Schematically, we can represent the iteration as follows

Step 0. Ψ1(0)
E1−→ Ψ1(T ) (4.6)

Step k. χk(T)
eEk, Ψk−→ χk(0) (4.7)

Ψk+1(0)
Ek+1−→ Ψk+1(T ) (4.8)

We start with an initial guess field E1(t) and propagate the solution of (4.3) starting with
the initial condition (4.4). χ is known at T , therefore we start to propagate the solution of
(4.1) backwards using the initial condition (4.2), Ψ(x, t) calculated in the previous step and
the new field Ẽk(t). (4.7) is equivalent to solving

(
i∂t − H̃k

)
χk(x, t) = − i

T
Ô

(1)
t Ψk(x, t), (4.9)

χk(x, T ) = Ô
(2)
T Ψk(x, T ). (4.10)

where

H̃k = Ĥ0 − µ̂Ẽk(t), (4.11)

Ẽk(t) = (1− η)Ek(t)− η

α
ℑ〈χk(t)|µ̂|Ψk(t)〉 (4.12)

and Ĥ0 is the field-free Hamiltonian. Here we have again a self-consistency problem in the
sense that χk depends on Ẽk and the field Ẽk depends on the Lagrange multiplier χk.

In the chapters 5 and 6 we give a method to approximate the infinitesimal time evolution
operator needed in equation (3.26). In this approximation to calculate Û t−∆t

t we need to know
the field Ẽk only at time t. Therefore we can propagate χk and at the same time calculate
the field needed for the propagation.

χk(x, t)
(b)−→ χk(x, t−∆t)

(a)ց ր (b′) (4.13)

Ẽk(t)

For (a) we use equation (4.12) and for (b) and (b′) we use (3.26). The method is called
immediate feedback [16]. Nevertheless, for the rest of the proof we assume that we can solve
the Schrödiger equation (4.9) with the field given in (4.12) exactly.

We propagate Ψk+1 forward and at the same time calculate the field needed for propaga-
tion. (4.8) is equivalent to solving

(
i∂t − Ĥk+1

)
Ψk+1(x, t) = 0, (4.14)

Ψk+1(x, 0) = φ(x). (4.15)

where phi(x) is the initial state wave-function of the quantum mechanical system and

Ĥk+1 = Ĥ0 − µ̂Ek+1(t), (4.16)

Ek+1(t) = (1− γ)Ẽk(t)−
γ

α
ℑ〈χk(t)|µ̂|Ψk+1(t)〉 (4.17)
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In writing the equations for the field (4.12) and (4.17) we follow [20]. Similar to [20] we will
see in the next section that for our proof of convergence it is necessary that both parameters
γ and η have values in interval [0, 2].

For the proof of convergence we assume that we can solve equations (4.14) and (4.17)
exactly, in one propagation. In practice we use immediate feedback.

4.2 Proof of convergence for the iterative scheme

For the iteration described in the previous section we will now demonstrate that in every
iteration step the functional must increase its value. This is an important feature because
the control equations are compatible not only with a maximum but also with a minimum of
the functional. Since the Lagrange functional has an upper bound, namely the value 1 for
the case that Ô(1) is a projection operator on a time dependent wave-function or δ(x− r(t)),
this implies that the algorithm converges to a solution of the system of coupled differential
equations. The solution corresponds thus to a local maximum. Depending on the initial guess
for the field, the iteration can end in different local maxima.

In each iteration step we solve (2.26) and (2.28) therefore, the value of the functional J3

is zero. The difference in L between iteration step k + 1 and k is thus

δLk+1,k = J1[Ψk+1] + J2[Ψk+1]− J1[Ψk]− J2[Ψk]. (4.18)

Using for J1 and J2 the expressions (2.6) and (2.9) we obtain

δLk+1,k =

∫ T

0
dt
( 1

T
〈Ψk+1(t)|Ôt|Ψk+1(t)〉 −

1

T
〈Ψk(t)|Ôt|Ψk(t)〉

− α
(
E2

k+1(t)− E2
k(t)

) )
. (4.19)

With the short-hand notation δΨk+1,k(x, t) = Ψk+1(x, t) − Ψk(x, t) we can rewrite equation
(4.19) as

δLk+1,k =

∫ T

0
dt
( 1

T
〈Ψk(t)|Ôt|δΨk+1,k(t)〉+

1

T
〈δΨk+1,k(t)|Ôt|Ψk(t)〉

+
1

T
〈δΨk+1,k(t)|Ôt|δΨk+1,k(t)〉 − α

(
E2

k+1(t)−E2
k(t)

) )

=

∫ T

0
dt
( 1

T
2ℜ〈Ψk(t)|Ôt|δΨk+1,k(t)〉

+
1

T
〈δΨk+1,k(t)|Ôt|δΨk+1,k(t)〉 − α

(
E2

k+1(t)−E2
k(t)

) )
. (4.20)

We define

Ak+1,k :=

∫ T

0
dt

1

T
〈δΨk+1,k(t)|Ôt|δΨk+1,k(t)〉 ≥ 0, (4.21)

which follows from the fact that Ôt is positive semi-definite. Ak+1,k is the first contribution
to δLk+1,k that can only be positive or zero. We write the difference in L as

δLk+1,k = Ak+1,k +

∫ T

0
dt
( 1

T
2ℜ〈Ψk(t)|Ôt|δΨk+1,k(t)〉

− α
(
E2

k+1(t)− E2
k(t)

) )
. (4.22)
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Now we want to transform the first term of the integrand. First we use the hermiticity of
Ô and bring the operator to the other side. After that we use equations (4.9) and (4.10) to
obtain
∫ T

0
dt

1

T
〈Ψk(t)|Ôt|δΨk+1,k(t)〉 =

∫ T

0
dt

1

T
〈ÔtΨk(t)|δΨk+1,k(t)〉

=

∫ T

0
dt

1

T
〈Ô(1)

t Ψk(t)|δΨk+1,k(t)〉+ 〈Ô(2)
T Ψk(T )|δΨk+1,k(T )〉

=

∫ T

0
dt〈i

(
i∂t − H̃k

)
χk(t)|δΨk+1,k(t)〉

+ 〈χ(T )|δΨk+1,k(T )〉. (4.23)

Making a partial integration and using the hermiticity of H̃k we can transform the first term
on the right-hand side into

−i
∫ T

0
dt〈
(
i∂t − H̃k

)
χk(t)|δΨk+1,k(t)〉 = −i

∫ T

0
dt〈χk(t)|

(
i∂t − H̃k

)
δΨk+1,k(t)〉 −

− 〈χk(t)|δΨk+1,k(t)〉|T0︸ ︷︷ ︸
〈χk(T )|δΨk+1,k(T )〉

. (4.24)

Here we used the fact that, due the initial condition Ψk(x, 0) = Ψk+1(x, 0) = φ(x), only the
boundary term at T contributes. In equation (4.23) we only have the real part of equation
(4.24). Using ℜ(−i(a+ ib)) = b = ℑ(a+ ib) we can rewrite the first part of the integrand in
(4.23) as
∫ T

0
dt2ℜ〈Ψk(t)|Ôt|δΨk+1,k(t)〉 =

∫ T

0
dt2ℜ

(
−i〈χk(t)|

(
i∂t − H̃k

)
δΨk+1,k(t)〉

)

−2ℜ〈χk(T )|δΨk+1,k(T )〉+ 2ℜ〈χk(T )|δΨk+1,k(T )〉︸ ︷︷ ︸
0

=

∫ T

0
dt2ℑ

(
〈χk(t)|

(
i∂t − H̃k

)
δΨk+1,k(t)〉

)
. (4.25)

The remaining boundary term and a similar one coming from Ô2 cancel each other. Plugging
the results above into δLk+1,k yields

δLk+1,k = Ak,k+1 +

∫ T

0
dt
(
− α

(
E2

k+1(t)− E2
k(t)

)

+ 2ℑ〈χk(t)|
(
i∂t − H̃k

)
δΨk+1,k(t)〉

)
. (4.26)

In the next step we use the Schrödinger equation (4.14) for k and k + 1 and we replace the
terms i∂tΨj(x, t) by ĤjΨj(x, t), j = k, k + 1

(
i∂t − H̃k

)
δΨk+1,k(x, t) =

(
i∂t − H̃k

)
(Ψk+1(x, t)−Ψk(x, t)) = (4.27)

=
(
Ĥk+1 − H̃k

)
Ψk+1(x, t)−

(
Ĥk − H̃k

)
Ψk(x, t) =

= −
(
Ek+1(t)− Ẽk(t)

)
µ̂(x)Ψk+1(x, t)

+
(
Ek(t)− Ẽk(t)

)
µ̂(x)Ψk(x, t). (4.28)
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As we can see from equations (4.11) and (4.16) the Hamilton operators above differ only in the
term µ̂E(t), so that the difference reduces to a difference of the electric fields. Consequently,
the change in the Lagrange functional becomes

δLk+1,k = Ak,k+1 +

∫ T

0
dt

(
− α

(
E2

k+1(t)− E2
k(t)

)

− 2ℑ〈χk(t)|µ̂|Ψk+1(t)〉(Ek+1(t)− Ẽk(t))

+ 2ℑ〈χk(t)|µ̂|Ψk(t)〉(Ek(t)− Ẽk(t))

)
. (4.29)

In order to replace the imaginary parts in equation (4.29) we transform equations (4.12) and
(4.17) into

ℑ〈χk|µ̂|Ψk+1〉 = −
(
Ek+1 − (1− γ)Ẽk

) α
γ
, (4.30)

ℑ〈χk|µ̂|Ψk〉 = −
(
Ẽk − (1− η)Ek

) α
η
, (4.31)

and, after regrouping the terms we obtain the final expression for the difference between the
Lagrange functional in two consecutive iteration steps

δLk+1,k = Ak,k+1 +

∫ T

0
dt α

[
(Ek(t)− Ẽk(t))

2

(
2

η
− 1

)

+ (Ek+1(t)− Ẽk(t))
2

(
2

γ
− 1

)]
. (4.32)

As we can see all terms in equation(4.32) are either zero or positive under the conditions that
0 ≤ γ ≤ 2, 0 ≤ η ≤ 2 and α ≥ 0. As in ref. [19] this iteration converges monotonically and
quadratically in terms of the field deviations between two iterations. In this case we made a
couple of assumptions.

1. The proof holds true only if both the homogeneous and the inhomogeneous Schrödinger
equations (2.28) and (2.26) are solved exactly in each time step. Therefore one expects the
method to be sensitive to numerical errors. For the effect of numerical errors see Appendix F.

2. α is hold constant during the iteration. If one tries to change its value between two
iterations, it is not possible to construct the squared deviations of the field and the proof given
here breaks down. α can also be a time dependent positive function (see ref. [34])

3. Since the method is not a global one, the convergence is guaranteed only to a local
maximum. Therefore the calculations should be repeated with different initial guesses for the
field. Since we know the upper bound of the functional for some operators, the quality of the
maximum can be judged directly.

4.3 Proof of convergence for a more general functional

In this section we generalize the proof of convergence given in section (4.2) to functionals of
the form

J1 =
1

T

∫ T

0
dt 〈Ψ(t)|Ô(1)

t |Ψ(t)〉n + 〈Ψ(T )|Ô(2)|Ψ(T )〉
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where n > 1, n ∈ N. The operator is still positive definite. Note that the term depending only

on Ψ(T ) remains unchanged. Again, the operators Ô
(1)
t and Ô(2) are assumed to be hermitian

and positive semidefinite. The equation for the Lagrange multiplier then has the form

(i∂t −H)χ(x, t) = − 1

T
ni〈Ψ(t)|Ô(1)

t |Ψ(t)〉n−1Ô
(1)
t Ψ(x, t) (4.33)

χ(x, T ) = Ô(2)Ψ(x, T ) (4.34)

We start by calculating the difference δLk+1,k

δLk+1,k =

∫ T

0
dt
( 1

T
〈Ψk+1(t)|Ô(1)

t |Ψk+1(t)〉n︸ ︷︷ ︸
an

− 1

T
〈Ψk(t)|Ô(1)

t |Ψk(t)〉n︸ ︷︷ ︸
bn

+ α [Ek(t)]
2 − α [Ek+1(t)]

2
)

+ 〈Ψk+1(T )|Ô(2)|Ψk+1(T )〉 − 〈Ψk(T )|Ô(2)|Ψk(T )〉. (4.35)

Since the operator Ô(1) is positive semi-definite and hermitian the expectation values

〈Ψk+1(t)|Ô(1)
t |Ψk+1(t)〉 and 〈Ψk(t)|Ô(1)

t |Ψk(t)〉 are two real positive numbers. We rename

a(t) = 〈Ψk+1(t)|Ô(1)
t |Ψk+1(t)〉 and b(t) = 〈Ψk(t)|Ô(1)

t |Ψk(t)〉 and, using

an − bn = nbn−1(a− b) + an + (n− 1)bn − nbn−1a, (4.36)

we obtain

δLk+1,k =

∫ T

0
dt

(
A(t) + α [Ek(t)]

2 − α [Ek+1(t)]
2

+ n
1

T
〈Ψk(t)|Ô(1)

t |Ψk(t)〉n−1

×
(
〈Ψk+1(t)|Ô(1)

t |Ψk+1(t)〉 − 〈Ψk(t)|Ô(1)
t |Ψk(t)〉

))

+ 〈Ψk+1(T )|Ô(2)|Ψk+1(T )〉 − 〈Ψk(T )|Ô(2)|Ψk(T )〉 (4.37)

with

A(t) = an(t) + (n− 1)bn(t)− nbn−1(t)a(t). (4.38)

One can show (see Appendix G) that A(t) is positive or zero. Therefore, we have separated the
first positive contribution in δLk+1,k and can now transform the difference 〈Ψk+1(t)|Ô(j)|Ψk+1(t)〉−
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〈Ψk(t)|Ô(j)|Ψk(t)〉, j = 1, 2 as in the last section. We can rewrite equation (4.37) as

δLk+1,k =

∫ T

0
dt
(
A(t) + α [Ek(t)]

2 − α [Ek+1(t)]
2

+ n〈Ψk(t)|Ô(1)
t |Ψk(t)〉n−1

(
〈δΨk+1,k(t)|Ô(1)

t |δΨk+1,k(t)〉

+ 2ℜ〈Ψk(t)|Ô(1)
t |δΨk+1,k(t)〉

)

+ 〈δΨk+1,k(T )|Ô(2)|δΨk+1,k(T )〉+ 2ℜ〈Ψk(T )|Ô(2)|δΨk+1,k(T )〉 (4.39)

δLk+1,k = C +

∫ T

0
dt
(
A(t) +B(t) + α [Ek(t)]

2 − α [Ek+1(t)]
2

+ n〈Ψk(t)|Ô(1)
t |Ψk(t)〉n−12ℜ〈Ψk(t)|Ô(1)

t |δΨk+1,k(t)〉
)

+ 2ℜ〈Ψk(T )|Ô(2)|δΨk+1,k(T )〉 (4.40)

where

B(t) = n〈Ψk(t)|Ô(1)
t |Ψk(t)〉n−1〈δΨk+1,k(t)|Ô(1)

t |δΨk+1,k(t)〉 ≥ 0 (4.41)

C = 〈δΨk+1,k(T )|Ô(2)|δΨk+1,k(T )〉 ≥ 0 (4.42)

The remaining terms n〈Ψk(t)|Ô(1)
t |Ψk(t)〉n−12ℜ〈Ψk(t)|Ô(1)

t |δΨk+1,k(t)〉 and

2ℜ〈Ψk(T )|Ô(2)|δΨk+1,k(T )〉 can be transformed using the inhomogeneous Schrödinger equa-
tion (4.33) with initial condition (4.34) for χ which yields

δLk+1,k = C +

∫ T

0
dt
(
A(t) +B(t) + α [Ek(t)]

2 − α [Ek+1(t)]
2

+ 2ℜ〈−
(
∂t + iH̃k

)
χ(t)|δΨk+1,k(t)〉

)
+ 2ℜ〈χk(T )|δΨk+1,k(T )〉. (4.43)

Partial integration results in

δLk+1,k = C +

∫ T

0
dt
(
A(t) +B(t) + α [Ek(t)]

2 − α [Ek+1(t)]
2

+ 2ℜ〈χ(t)|
(
∂t + iH̃k

)
|δΨk+1,k(t)〉

)

− 2ℜ〈χ(t)|δΨk+1,k(t)〉|T0 + 2ℜ〈χ(T )|δΨk+1,k(T )〉 (4.44)

δΨk+1,k(x, 0) = 0 since the initial state for the wave function is fixed, so that only the boundary
term at T contributes. Therefore the last two terms cancel each other and we have

δLk+1,k = C +

∫ T

0
dt
(
A(t) +B(t) + α [Ek(t)]

2 − α [Ek+1(t)]
2

+ 2ℜ〈χ(t)|
(
∂t + iH̃k

)
|δΨk+1,k(t)〉

)
(4.45)

(4.45) is similar to (4.26) and the proof of convergence from this point on is identical to the
proof in the previous section. In the end one obtains expression (4.32) where Ak+1,k is replaced

by C +
∫ t
0 dt(A(t) +B(t)).
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Chapter 5

Time dependent optimal control of a

two-level system

As a first application of the optimization algorithm presented in the previous chapters we con-
sider a two-level atom. Although no such atom exists, many interactions with electromagnetic
fields involve only two of the levels of an atom. The two-level system has many applications
in physics from spin models, to the micro-maser [35] and quantum computers [36]. In the so-
called rotating wave approximation (RWA) see ref. [37, 38] and appendix E the Schrödinger
equation may be solved exactly.

In this chapter we use the two level system to test the algorithm presented in chapter
4. We discuss the role of the penalty factor α and also give an practical implementation of
the scheme suggested in section 2.2.5. As the positive semi-definite operator of chapter 2 we
here choose a projection operator onto the two eigenstates, which may be used to define time-
dependent occupation numbers. We then give the time evolution of these occupation numbers
and let the algorithm find the optimal pulse which drives the system along this trajectory.

Using RWA we can calculate the time dependence of the occupation numbers of the two
levels for a given laser field. In this chapter we address the inverse question of what shape
does the external field have, in order to obtain a certain time evolution of the population of
the two levels. As a last example we suggest a method to control the time dependent dipole
moment.

5.1 Control equations for the two-level system

The field-free Hamilton operator of a two level system has only two eigenstates: |0〉 and |1〉.
The corresponding energies are ω0 and ω1. Therefore, one can express every wave function as
Ψ(t) = Ψ0(t)|0〉+ Ψ1(t)|1〉. Thus also the function

∂tΨ(t) + iĤΨ(t) (5.1)

consists only in a linear combination of the eigenstates of the field-free Hamiltonian. Since
in the functional J3 we have the scalar product of the Lagrange multiplier χ with a function
from the vector space of the two states |0〉 and |1〉, it follows that only the projection of χ onto
this space is relevant. Therefore we can define χ also as a linear combination of the states |0〉
and |1〉: χ(t) = χ0(t)|0〉 + χ1(t)|1〉. The Hamiltonian with laser field can be represented as a
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2×2 matrix [37]

Ĥ = Ĥ0 − µ̂E(t) =

(
ω0 −E(t)µ00 −E(t)µ01

−E(t)µ10 ω1 − E(t)µ11

)
, (5.2)

where µij = 〈i|µ̂|j〉 is the dipole matrix element. The optimal control equations (2.26)-(2.30)
are

d

dt

(
χ0(t)
χ1(t)

)
= −i

(
ω0 − E(t)µ00 −E(t)µ01

−E(t)µ10 ω1 −E(t)µ11

)(
χ0(t)
χ1(t)

)
− 1

T
Ô

(1)
t

(
Ψ0(t)
Ψ1(t)

)
, (5.3)

(
χ0(T )
χ1(T )

)
= Ô

(2)
T

(
Ψ0(T )
Ψ1(T )

)
, (5.4)

d

dt

(
Ψ0(t)
Ψ1(t)

)
= −i

(
ω0 − E(t)µ00 −E(t)µ01

−E(t)µ10 ω1 −E(t)µ11

)(
Ψ0(t)
Ψ1(t)

)
, (5.5)

(
Ψ0(0)
Ψ1(0)

)
=

(
φ0

φ1

)
, (5.6)

E(t) = − 1

α
ℑ(Ψ0χ

∗
0µ00 + Ψ1χ

∗
0µ01 + Ψ0χ

∗
1µ10 + Ψ1χ

∗
1µ11). (5.7)

5.2 Numerical setup

To solve the control equations we first perform a transformation of variable. We introduce
new variables Ψ̃i(t) = Ψi(t)e

iωit and χ̃i(t) = χi(t)e
iωit, i = 1, 2 and obtain from equations

(5.5) and (5.6)

d

dt

(
Ψ̃0(t)

Ψ̃1(t)

)
= −i

(
−E(t)µ00 −E(t)µ01e

iω01t

−E(t)µ10e
−iω01t −E(t)µ11

)

︸ ︷︷ ︸
eH

(
Ψ̃0(t)

Ψ̃1(t)

)
, (5.8)

(
Ψ̃0(0)

Ψ̃1(0)

)
=

(
φ0

φ1

)
, (5.9)

with ω01 = ω0 − ω1. We write the operators Ô(i), i = 1, 2 as 2× 2 matrices

Ô(i) =

(
O

(i)
00 O

(i)
01

O
(i)
10 O

(i)
11

)
. (5.10)

The inhomogeneous Schrödinger equation (5.3) becomes

d

dt

(
χ̃0(t)
χ̃1(t)

)
=
−i
~

(
−E(t)µ00 −E(t)µ01e

iω01t

−E(t)µ10e
−iω01t −E(t)µ11

)(
χ̃0(t)
χ̃1(t)

)

− 1

T

(
O

(1)
00 O

(1)
01 e

iω01t

O
(1)
10 e

−iω01t O
(1)
11

)(
Ψ̃0(t)

Ψ̃1(t)

)
, (5.11)

with the initial condition

(
χ̃0(T )
χ̃1(T )

)
=

(
O

(2)
00 O

(2)
01 e

iω01t

O
(2)
10 e

−iω01t O
(2)
11

)(
Ψ̃0(T )

Ψ̃1(T )

)
. (5.12)
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Furthermore, the field equation (5.7) transforms to

E(t) = − 1

α
ℑ(Ψ̃0χ̃

∗
0µ00 + Ψ̃1χ̃

∗
0µ01e

iω01t + Ψ̃0χ̃
∗
1µ10e

−iω01t + Ψ̃1χ̃
∗
1µ11). (5.13)

For the dipole operator µ̂ we chose µ00 = µ11 = 0 so that the transformed Hamilton matrix is
given by

H̃ =

(
0 −E(t)µ01e

iω01t

−E(t)µ10e
−iω01t 0

)
. (5.14)

It has the following eigenvalues

λ1 = −|E(t)µ01| = −λ, (5.15)

λ2 = |E(t)µ01| = λ, (5.16)

due to the hermiticiy of µ̂ i.e. µ01 = µ∗10. The corresponding eigenvectors are

~u1 =
1√
2

(
E(t)µ01eiω01t

|E(t)µ01|

1

)
=

1√
2

(
σ(E(t))µ01eiω01t

|µ01|

1

)
, (5.17)

~u2 =
1√
2

(
−E(t)µ01eiω01t

|E(t)µ01|

1

)
=

1√
2

(
−σ(E(t))µ01eiω01t

|µ01|

1

)
, (5.18)

where σ is the sign function

σ(x) =

{
1 x ≥ 0

−1 x < 0
. (5.19)

To solve the Schrödinger equations1 (homogeneous and inhomogeneous) we use (3.6) and
(3.23). For the propagation of the Schrödinger equation we need an approximation for the
time evolution operator. If we neglect the time ordering operator and use the simplest ap-
proximation for the time integral we have

Ũ t+∆t
t = T exp

[∫ t+∆t

t
dτ(−iH̃τ )

]
≈ exp

[
−i∆tH̃t

]
. (5.20)

We see that for the approximation of Ũ t+∆t
t we need to know the field E only at time t.

Therefore, we can use the immediate feedback mentioned in section 4.1. The infinitesimal
evolution operator is

Ũ t+∆t
t ≈ exp

[
−i∆tH̃t

]
=

(
u11 u21

u12 u22

)(
e−i∆tλ1 0

0 e−i∆tλ2

)(
u∗11 u∗12
u∗21 u∗22

)

=

(
u11 u21

u12 u22

)(
e−i∆tλ1u∗11 e−i∆tλ1u∗12
e−i∆tλ2u∗21 e−i∆tλ2u∗22

)

=

(
e−i∆tλ1 |u11|2 + e−i∆tλ2 |u21|2 e−i∆tλ1u11u

∗
12 + e−i∆tλ2u21u

∗
22

e−i∆tλ1u12u
∗
11 + e−i∆tλ2u22u

∗
21 e−i∆tλ1 |u12|2 + e−i∆tλ2 |u22|2

)
, (5.21)

1For the transformed equations there is also a time evolution operator with the same properties (group
property etc.) as the one for the initial equations.
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where uj1 and uj2 are the elements of the eigenvector ~uj , j = 1, 2. We observe that the
eigenvectors of the Hamiltonian satisfy the relations

u11 = −u21, (5.22)

u12 = u22, (5.23)

as well as

|u11|2 = |u21|2 = |u12|2 = |u22|2 = 1/2. (5.24)

Using equation (5.22)-(5.24) the exponentials appearing in the matrix elements of Ũ t+∆t
t can

be rewritten as

e−i∆tλ1 + e−i∆tλ2 = ei∆tλ + ei∆tλ = 2cos(∆tλ), (5.25)

e−i∆tλ1 − e−i∆tλ2 = ei∆tλ − e−i∆tλ = 2i sin(∆tλ). (5.26)

The time evolution operator Ũ t+∆t
t therefore reduces to

Ũ t+∆t
t =

(
cos(∆tλ) u11u

∗
122i sin(∆tλ)

u12u
∗
112i sin(∆tλ) cos(∆tλ)

)
=

=

(
cos(∆t|E(t)µ01|) iµ̂01eiω01t

|µ̂01|
σ(E(t)) sin(∆t|E(t)µ01|)

iµ̂∗
01e−iω01t

|µ̂01|
σ(E(t)) sin(∆t|E(t)µ01|) cos(∆t|E(t)µ01|)

)
. (5.27)

Time step and penalty factor

In a large number of tests we found that 0.01 a.u. is an acceptable value for the time step
∆t, as long as the amplitude of the field remains below the value of 0.05 a.u.. For stronger
fields one should use smaller time steps in order to get reasonable results for the field. Since
a smaller penalty factor leads to stronger fields, one also has to adjust the time steps to the
value of α.

5.3 Results

We have introduced the operator Ô(2) to establish the link between optimal control of time-
dependent targets and traditional optimal control. For the rest of this thesis we will set it to
zero. This yields (see equation (2.27))

χ(T ) = 0. (5.28)

χ is not normalized. If we consider equation (2.26) and also the results from section 3.2 we
see that the norm of χ need not be constant. Thus χ need not remain zero for all times even
if it satisfies equation (5.28). From equations (5.28) and (2.30) it follows that E(T ) = 0. To
compute the results in this section we use the iterative scheme presented in section 4.1 using

η = γ = 1. (5.29)

For the initial state of the wave-function we choose

Ψ(0) = |0〉 (5.30)
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As time-dependent operator Ô
(1)
t we choose a projection operator on a time-dependent function

Φ

Ô
(1)
t = |Φ(t)〉〈Φ(t)| =

(
|Φ0(t)|2 Φ0(t)Φ1(t)

∗

Φ1(t)Φ0(t)
∗ |Φ1(t)|2

)
. (5.31)

Ô
(1)
t is therefore positive semi-definite and hermitian, so that we can use all previously derived

formulas. Using this operator, the goal of optimization process is that the wave-function Ψ
becomes identical with the target Φ. Thus, the maximal value of the Lagrange functional

is unity. Thus the maximization of the time averaged expectation value of Ô
(1)
t becomes

equivalent to the inversion of the Schrödinger equation, i.e., for a given function Φ we find the
field E(t) so that

i∂tΨ = (Ĥ0 − eµ̂E)Ψ(t), (5.32)

so that the calculated wave-function Ψ comes as close as possible to the target Φ in the space
of admissible fields

Ψ ≈ Φ. (5.33)

A target wave-function is not a quantity one can measure in experiment. But it can be used to
control the expectation value of operators that are not necessarily positive definite. Suppose
one desires to find the optimal field E so that the solution Ψ of the Schrödinger equation with
this field satisfies

〈Ψ(t)|Â|Ψ(t)〉 = S(t), (5.34)

where S(t) is a given time-dependent function and Â is the operator of an observable. Starting
with the function S(t), we can construct an “artificial” wave-function Φ that is normalized and
satisfies

〈Φ(t)|Â|Φ(t)〉 = S(t). (5.35)

Then we invert the Schrödinger equation i.e. we find the field E and the wave-function Ψ for
which equation (5.32) is satisfied, and the overlap integral J1 is maximal. Consequently

〈Ψ(t)|Â|Ψ(t)〉 ≈ S(t). (5.36)

We can summarize this procedure as

S(t)
(a)−→ Φ(t)

(b)−→ E(t),Ψ ≈ Φ, (5.37)

where for step (b) we use the optimization of the expectation value of operator Ô from equation
(5.31). For step (a) one must use physical intuition.

The time-dependent target wave-function Φ can be described as a linear combination
of the two eigenstates with time-dependent coefficients Φ(t) = Φ0(t)|0〉 + Φ1(t)|1〉. At the
beginning of each section we will specify which functions we choose for Φ0(t) and Φ1(t). The
inhomogeneous part of equation (5.11) becomes

− 1

T

(
|Φ0(t)|2Ψ̃0 + Φ0(t)Φ1(t)

∗Ψ̃1e
iω01t

Φ1(t)Φ0(t)
∗Ψ̃0e

−iω01t + |Φ1(t)|2Ψ̃1

)
. (5.38)
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If we define Φ̃i(t) = Φi(t)e
iωit we can rewrite this inhomogeneity

− 1

T

(
Φ̃0

Φ̃1

)
(Ψ̃0(t)Φ̃

∗
0(t) + Φ̃1(t)

∗Ψ̃1(t)). (5.39)

We observe that

〈Ψ(t)|Φ(t)〉 = Ψ0(t)
∗Φ0(t) + Ψ1(t)

∗Φ1(t)

= Ψ̃0(t)
∗Φ̃0(t) + Ψ̃1(t)

∗Φ̃1(t)

= 〈Ψ̃(t)|Φ̃(t)〉. (5.40)

In the next sections we will use as target the transformed wave-function Φ̃. The energies ω0

and ω1 enter the formalism not directly but only through their difference ω01.

5.3.1 Test of optimization process

In this section we test step (b) of scheme (5.37). To see how close the inversion process comes
to the true solution of the problem, we use a function Φ for which we know the field E(t).
We want to test the convergence of the algorithm (see chapter 4) and the focus here is the
relevance of the penalty factor α. As one can see, the functional which we want to maximize
has two competing components J1 and J2.

L[Ψ, E, χ] = J1 + J2 − J3 =

=
1

T

∫ T

0
dt 〈Ψ(t)|Ôt|Ψ(t)〉 − α

∫ T

0
dt E2(t)−

− 2ℑ
∫ T

0
dt
〈
χ(t)

∣∣∣
(
i∂t − Ĥ

)∣∣∣Ψ(x)
〉
. (5.41)

On the one hand we want to maximize the overlap of the wave-function with a time-dependent
target in J1. To achieve this we need an external field E(t). On the other hand, there is a
part of the functional (J2) that reaches its maximum in the absence of an external field. In
this section we want to check how the competition between the two parts of the functional L
influences the results. Since the penalty factor α weighs the second term with respect to the
first one we examine the results for different values of α.

As a target state Φ(t) we choose the solution of the Schrödinger equation with the field

Etarget(t) =
π

|µ01|T
sin(ω01 · (T − t)) (5.42)

The field is chosen such that Etarget(T ) = 0. The amplitude π
|µ01|T

, is chosen such that at

least in the RWA2(see also appendix E), the system will experience a complete transfer of
population from |0〉 to |1〉. To start the iteration we choose the same field as initial guess
Eguess(t) = π

|µ01|T
sin(ω01 · (t − T )), which means that we start at the absolute maximum of

the functional J1. We perform the same calculation with different penalty factors α = 0.01,
0.1, 1, 10 and 100 and 20 iterations in each calculation. Table 5.1 gives the other parameters.
The results of the calculations are shown in figure 5.1 and 5.2.

2In the RWA the population oscillates between the two levels like sin2(ΩRt/2) with the Rabi frequency
ΩR = A|µ01|. For the system to make the complete transition from |0〉 to |1〉 in the time interval T , under
the influence of a field with the resonance frequency the relation ΩRT = π must be satisfied. This leads to
A = π

|µ01|T
.
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Figure 5.1: J1 for different values of α
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Figure 5.2: J1 + J2 for different values of α’s

As expected, J1 in loop 0 has its maximum value 1.0. It decreases in the next iteration
steps, and this decrease is larger for larger values of the penalty factor α. The value of the
functional J1 + J2 grows, as expected from the convergence proof (see chapter 4). Therefore
J2 grows, and its increase over-compensates the decrease of J1. The increase of J2 means that
the total intensity of the external field decreases.

For larger values of α, the functional J2 plays a more important role in J1 + J2, and the
algorithm converges to fields with smaller energy. Consequently, the overlap with the target is
smaller. For small α the functional J2 is less important, and the maximum of J1 +J2 is closer
to the one of J1. For α→ 0 we expect the optimal field to converge to the target generating
field Etarget, because in this case we have to maximize only J1 (see equation (2.38)). In
practice we cannot solve the problem with α = 0 because we obtain a singular optimal control
problem (see equation (2.23)), but we can use very small values of α.

µ01 ∆t ω01 T

1 0.001 0.4 1000

Table 5.1: Parameters for the test of optimization
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Figure 5.3: Optimal field and time dependence of population of the two levels after 230
iterations for α=100, 10, 1, 0.1 from top to bottom.
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Figure 5.4: Envelope of the field for different α’s. The plot summarizes figure 5.3

In figure 5.3 one can see that the optimal field satisfies E(T ) = 0. Furthermore, the
envelope of the field is also zero at t = T and one can see that the intensity of the optimal
field is being reduced at the end of the time interval. We found this behavior in all the
calculations performed in the two-level system, so it seems to be independent of the type of
the problem.

As expected, the deviation of the optimal field from the target generating field increases
for increasing value of the penalty factors. We also see that α = 0.1 is small enough for the
time averaged overlap of the calculated wave-function with the target (functional J1) to be
larger than 99.9% (see Fig. 5.1). For α small enough we can come arbitrarily close to the
absolute maximum of J1, which is 1.0. For larger values of α the optimal field does not have
the energy that is necessary for the wave-function to follow the target.

In figure 5.3 one can see that the optimal field has the structure

E(t) = A(t) sin(ω01 · t). (5.43)

This describes a harmonic oscillation with the resonance frequency ω01 multiplied with a time-
depending envelope. We extract the envelope function from the results for E(t) at the end of
the calculation. They are plotted in figure 5.4 for different values of α. The envelope of the
field obtained after the optimization can be fitted to a curve of the type

A(t) =
π

T
(1− exp(−(T − t) · β)) (5.44)

where β is the parameter to be fitted and we can see that

lim
β→∞

π

T
(1− exp(−(T − t) · β)) =

π

T
. (5.45)

For β large enough we therefore retrieve the target generating field. The values of β for
different values of α are given in the table 5.2. We also see that the agreement of the fitted
curve with the calculated envelope is better for small values of α.

Now we parameterize the field with respect to β. The functional J1 + J2 depends on an
infinite number of variables, i.e. E(t) at each t. By parameterizing the field the functional
J1 + J2 reduces to a function of β, which is simple to visualize. It can be written as

(J1 + J2)[α, β] =

∫ t

0
dt
(
|〈Ψ(t)|Φ(t)〉|2 − αE2

β(t)
)
. (5.46)
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α β SSR 3

0.01 0.227993 7.70464·10−12

0.1 0.0697594 1.19946 ·10−9

1 0.0222404 9.47338 ·10−10

10 0.00698218 1.03182 ·10−9

100 0.00171991 2.55678 ·10−7 0 0.05 0.1 0.15 0.2 0.25
β

0

10

20

30

40

50

60

70

80

90

100

α

Table 5.2: The parameter β for different penalty factors and the error SSR

where Ψ(t) is the solution of the time-dependent Schrödinger equation with the external field
Eβ(t) = π

T (1− exp(−(T − t) · β)) sin(ω01t). The functional J1(β) reaches its maximum for
β → ∞. In figure 5.5 one can see the plot of the functional (J1 + J2)(α, β), where the
dependence on the function E has been reduced to the dependence on only one parameter
β. Here, each value of β complete determines a field Eβ(t). On this surface, the functional
evaluated with the initial guess field used in the previous calculations is represented for each
α as the point β →∞ as one can deduce from equation (5.45). We see that for growing values
of α the distance between this point and the point where the functional reaches its maximum
with respect to β (given by the dotted blue line) grows.
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Figure 5.5: The functional (J1 + J2)(β)

3SSR = sum of the squared differences (residuals) between the input data points and the function values,
evaluated at the same places.
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5.3.2 Control of the time-dependent population

In the previous section we used as target a wave-function about which we already knew that
it is the solution of the time-dependent Schrödinger equation. In this section we define as
target an “artificial” wave-function and study the optimal field. In this case we cannot be
certain that there is an optimal field so that the overlap functional J1 is 1, i.e. if the guessed
wave-function is actually a physical wave-function which can be obtained as solution of some
time-dependent Schrödinger equation. We study the dependence of the maximum of J1 and
J1 + J2 on α. We also investigate the influence of α on the number of iterations needed to
achieve convergence.

For the components of the target wave-function we choose two time-dependent wave-
functions

Φ̃1(t) =

√√√√exp

(
−
(
t− T

4

)2

2
(

T
20

)2

)
+ exp

(
−
(
t− 2T

3

)2

2
(

T
10

)2

)
(5.47)

Φ̃0(t) =

√
1− Φ̃2

1(t) (5.48)

The target wave-function is normalized and at times t = 0 and t = T in the state |1〉. The
observable we want to control is the occupation number of one of state |0〉. Using this specific
target we wan to demonstrate that we can precisely control the trajectory followed by the
population, also if the system executes many transitions between the two states. With our
approach we can not only maximize the population of level |1〉, but also determine on which
path the system executes the transition from |0〉 to |1〉, and if necessary, invert the process,
or repeat it in a different time interval. To demonstrate this we have chosen four consequent
transitions between the two levels, which must be executed in different times. The parameters
used are given in table 5.3.2. We start with the initial guess

µ01 ∆t ω01 T

1 0.01 0.4 2000

Table 5.3: Parameters for the control of population

Eguess(t) = −10−4 (5.49)

and let the algorithm iterate until δLk,k−1 ≤ 10−8.
In figure 5.6 one can see the value of the functional J1 versus the number iterations for

different values of α. For each value of α we extract the maximum value reached by J1 and
J1 + J2 and also the total number of iterations needed to achieve convergence. In figure 5.7
(a) we observe that for smaller α the functionals J1 and J1 + J2 converge to larger values. As
mentioned before, a small value of α allows a large total energy for the optimal field. A field
with larger energy is then able to drive the system closer to the prescribed path and thus the
value of the overlap functional J1 becomes larger. At the same time, a small value of α makes
the quantity we have to subtract from J1, namely J2 smaller, even if the intensity of the field
is large. Therefore also J1 + J2 becomes larger for smaller values of the penalty factor.

In figure 5.7 (b) we see that the total number of iterations grows with decreasing α, thus
we obtain better results (larger value of the functional J1 + J2) at the cost of considerably
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Figure 5.6: Evolution of J1 during the iteration for different values of α
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Figure 5.7: Maximal value of functionals J1 and J1 + J2 (b) and final number of iterations as
function of the penalty factor α

larger number of iterations. We can understand this behavior if we look at the initial guess
field, which is very small (≈ 0). The “distance” between this initial guess field and the optimal
field is simply the total intensity of the optimal field. For a large value of α, the optimal field
has a small intensity. Thus, the initial guess is “closer” to the optimal field for large values
of α. For small values of the penalty factor, the optimal field is stronger i.e. it differs more
from the initial guess and more iterations are needed to find it. Coming back to the figure
5.2 we can see the inverse behavior. In that case we have started with the target generating
field as initial guess, so that for very small values of α the initial guess was very close to
the optimal field, and the functional J1 + J2 converged very fast. For larger values of α the
optimal field (see figure 5.3, uppermost row) differs considerably from the initial guess, and
the convergence is slower. In conclusion, the total number of iterations gives a measure for
the “distance” between the initial guess field Eguess and the field for which the functional has
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Figure 5.8: Optimal field E(t) (top) and |Φ0(t)|2, |Φ1(t)|2, |Ψ0(t)|2 and |Ψ1(t)|2 (bottom) for
α = 0.1

A very important result of this section can be seen in figure 5.8. Comparing the squared
absolute value of the two components of the target and the calculated wave-function, we can
see that the prescribed path is followed very closely by the optimized wave-function. The
overlap of the target and calculated wave-function, averaged over the whole time interval
reaches a value larger than 99% (see figure 5.6, the curve for α = 0.1). Thus, even if we
constructed an “artificial” target, with no guarantee that it satisfies the Schrödinger equation,
the algorithm finds a wave-function that is very close to the target.

Another point of interest is the shape of the external field. We can see in figure 5.8 that
the prescribed wave-function experiences four transitions: from state |0〉 to state |1〉 in 500
a.u. and back in roughly the same time, and than again from |0〉 to |1〉 and back, but in a
longer time interval. We observe that the maximal amplitude reached by the optimal field is
larger in the first part and also its envelope is steeper than in the second part.

In our simulations, turning down the field leaves the population of each level unchanged
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Figure 5.9: The envelope of the field for several penalty factors α

for indefinite time. We can easily see this if we analyze the infinitesimal time evolution
operator Ũ t+∆t

t in equation (5.27). For E(t) = 0 it becomes the identity matrix. This has the
consequence that for vanishing external field every state will be conserved. In figure 5.8 we see
that at the points where the time derivative of the prescribed population becomes zero, the
envelope of the field goes through zero. This behavior is conserved for larger penalty factors
as can be seen in figure 5.9.

5.3.3 Optimal field of a prescribed intensity

We have shown in section 2.2.5 how one can, at least in principle, search for the field that
maximizes J1 in the subspace of fields with a given intensity I0. In chapter 4 we have given
an iterative method to solve equations (2.33), (2.34) and (2.35) for a given positive parameter
α. In this section we give a practical implementation of the scheme (2.37).

We want to determine the Lagrange multiplier α so that equation (2.36) is satisfied. For
this we need some knowledge about the function I(α). Keeping in mind the results from
section 5.3.1 we make the assumption that I(α) is a monotonically decreasing function of
α. To make this plausible consider α2 ≥ α1. The functional J2[α2], that penalizes the total
intensity, weighs more than J2[α1], so that the field that maximizes (J1 +J2)[α2] has a smaller
total intensity than the one that optimizes (J1 + J2)[α1].

We calculate a target wave-function Φ(t) as the solution of the Schrödinger equation with
the external field

Etarget(t) = A sin(ω01 · t) =
π

Tµ01
sin(ω01 · t), (5.50)

which is the same as the one used for the test in section 5.3.1. The parameters are now

µ01 ∆t ω01 T

1 0.01 0.4 400
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Figure 5.10: I/I1 (a) J1 + J2 (b) and the final number of loops (c)

We scanned an interval α ∈ [0.1, 300] with steps of 1; for each value of α we started the
iteration described in section 4, using Eguess(t) = 10−6 as initial guess field. The algorithm
was adjusted to iterate until the difference in L between two consecutive loops was smaller
than 10−7.

Figure 5.10 (a) confirms equations (2.38) and (2.39) and also the assumption that I(α)
is a monotonically decreasing function. I1 is the intensity of the target generating field, i.e.
the field that maximizes J1 separately. From this considerations we conclude that it is not
possible to find a field with total intensity that is larger than I1.

For J1 +J2 (figure 5.10 (b)) and the total number of iterations (figure 5.10 (c)) we observe
the same dependence on α as in section 5.3.2.

We use this information to find the root of the function

f(α) = I(α) − I0

in the interval [a, b], where a and b are chosen such that f(a) > 0 and f(b) < 0. We use
the bisection method: by evaluating the function in the middle of an interval and replacing
whichever boundary has the same sign, the bisection method can halve the size of the interval
in each iteration and eventually find the root up to the desired accuracy ε.
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The prescribed intensity is chosen to be

I0 = ξ

∫ T

0
dt

(
π

Tµ01
sin(ω01 · t)

)2

= ξI1 (5.51)

ξ a b ε

0.5 0 500 10−7

Table 5.4: Parameters for the bisection method

As initial guess for α we choose 0.5.
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Figure 5.11: Ratio I/I0 of the intensity of the calculated field and the intensity of the field
which maximizes J1 (a), α (b) |Ψi(t)|2, |Φi(t)|2 (i = 0, 1)(d) and time-dependence of the
optimal field (d) for α = 21.163

In figure 5.11 (a) we see that the intensity converges to the desired value I0. The penalty
factor converges (see figure 5.11 (b)) after 20 loops with a precision of 10−7 to the value
α = 21.163. In figure 5.11 (c) and (d) are shown the optimal field with the prescribed
intensity and the target and calculated population of the two levels.
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We repeated the same calculation with another initial guess for the field (with constant
envelope A = 2π/T |µ01|) and the Lagrange multiplier α converged to the same value as in the
previous case.

For “traditional” optimal control theory the problem consists of finding the field that drives
the system into the desired final state at T , but the trajectory followed by the system remains
undetermined. This is the reason why there is usually more than one field that optimizes the
target. If we give the trajectory that has to be followed by the system, the problem has much
less degrees of freedom an therefore the flexibility that different field achieves the same task
is much more restricted.

5.3.4 Targets with discontinuities

Until now we used as target wave-function either the solution of the Schrödinger equation for
a known field or a continuous normalized function. In the previous section we have seen that
also for the “artificial” function the algorithm finds a field that drives the system along the
prescribed trajectory, very close to the time-dependent target. For this wave-function it was
unclear if there is a field E(t) so that Φ satisfies the time-dependent Schrödinger equation.
This finding motivated following computer experiment. We want to test the ability of the
algorithm in finding an optimal field for a discontinuous target and we analyze how close we
can come to discontinuous targets.

We choose discontinuous functions for the coefficients of the two states Φ0 and Φ1, or
functions with a discontinuous first time derivative. wave-functions discontinuous in the time
do not satisfy the Schrödinger equation. Thus we can illustrate an important feature of the
method presented in chapters 2, 3 and 4. Even if it does not find the exact solution of the
problem (J1 cannot reach the value 1.0), this method has the ability to find the solution that
lies close to the desired target and satisfies the Schrödinger equation with a non-singular field.
This is important, because in most cases one does not know if the goal (J1 = 1) of the optimal
control problem can be achieved to 100%.

In cases where the target is ill-posed an alternative approach such as tracking control would
fail (see appendix H and also ref.[27]). Such a method is able to find the exact solution of a
well posed problem, but has to deal with singularities in the case of ill-posed problems.

We present an example where the exact field calculated with the tracking method (see
appendix H) would contain singularities, but where our optimal control finds continuous and
finite fields that drive the system as close as possible, in the space of available solutions of the
Schrödinger equation, to the target.

We know (see [27]) that for an operator Ôt we can impose a time-dependent trajectory
S(t) and calculate the exact field that drives the system along the given trajectory so that

〈Ψ(t)|Ô(t)|Ψ(t)〉 = S(t). (5.52)

is satisfied. The exact field will depend on the time derivatives of the given trajectory as one
can see in appendix H, so for trajectories discontinuous in time it will contain singularities.

42



Target with the first time derivative discontinuous

We choose as target wave-function

Φ̃1(t) =





√
2t
T t ∈ [0, T/2]√
t−T/2
T/2 t ∈ (T/2, T ]

(5.53)

Φ̃0(t) =

√
1− Φ̃2

1(t) (5.54)

The time derivatives of |Φ̃2
i (t)| (i = 0, 1) have a discontinuity at t = T/2 (see figure 5.12 (a)).
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Figure 5.12: |Φi(t)|2 and |Ψi(t)|2, i = 0, 1 (a), functional J1 + J2 (b), optimal field E(t) (c)
and its Fourier transform (d)

The initial guess field is Eguess(t) = 0.
In figure 5.12 (b) one can see that the functional J1 + J2 converges to a value larger than

99%. Since J1 ≥ J1 +J2, we conclude that also the time averaged overlap of the wave-function
with the target reaches a value larger than 99%. The algorithm is therefore able to find a field
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µ01 ∆t ω01 T α

1 0.01 0.4 1000 0.05

Table 5.5: Parameters for the calculation of the triangular target

that optimizes the overlap to this high accuracy even in the case of a target wave-function
with discontinuous time derivative.

The evolution of the functional J1 + J2 over the number of iterations is typical for this
kind of optimal control, and we found it in almost all calculations. We see at the beginning a
strong enhancement from 0.5 to 0.9 over less than 3000 iterations. For the last 10% it takes
approximatively 14000 iterations. In this very simple system it was possible to compute such
a large number of iterations and to let the algorithm converge until the functional deviation
in J1 + J2 between two consecutive loops was smaller than 10−7.

The optimal field (figure 5.12 (c)) oscillates mainly with the resonance frequency ω01 as one
can see from its Fourier transform (figure 5.12 (d)). The dotted lines represent the constant
envelope of a field with resonance frequency and amplitude 2π/T |µ01|, which is strong enough
to induce the two transitions |0〉 → |1〉 and |1〉 → |0〉 in the time T . Now if we evaluate

I =

∫ T

0
dtE2(t) (5.55)

for the optimal field and for the field with the RWA amplitude 2π/T |µ01| we obtain the ratio

Ioptimal

IRWA
≈ 90% (5.56)

The results from [30] suggest that the optimal laser pulse that drives the system from state
|0〉 to state |1〉 and back in time T has a constant envelope and the amplitude 2π/T |µ01|.
Therefore it is surprising that another field, with smaller intensity achieves the same task. We
can clarify this if we zoom in figure 5.12 (a) at time t = T/2 and t = T , see figure 5.13. We
see that the wave-function does not reach 100% overlap with state |1〉 respectively |0〉. We
suppose that the field that achieves this task must have an energy larger than IRWA. In this
example we can recognize the influence of the term J2, which does not allow large values for
the total intensity of the field.

Step-like target

As target function we choose

Φ̃1(t) =
1

N

N∑

n=1

Θ(t− τn), (5.57)

Φ̃0(t) =

√
1− Φ̃2

1(t), (5.58)

τn =
nT

N
. (5.59)

Φ̃0(t), Φ̃1(t) and consequently |Φ̃0(t)|2 and |Φ̃1(t)|2 have discontinuities at τn as one can see in
figure 5.14 (a). The initial guess field is Eguess(t) = 0. In this example we choose the length
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Figure 5.13: |Φ1(t)|2 and |Ψ1(t)|2 at in the middle (a) and at the end of the time interval (a)

µ01 ∆t ω01 T α

1 0.01 0.4 500 0.05

Table 5.6: Parameters for calculation with the step-like target

of the time interval T to be half of the one used in the previous example, because now we are
only interested in the transition |0〉 −→ |1〉.

We observe in figure 5.14 (b) a similar convergence behavior of J1 + J2 as in the previous
example, figure 5.12 (b). Nevertheless, in this case a larger number of iterations is needed to
achieve convergence. This is due to the more demanding task, and we can see in figure 5.14
(a) that the imposed trajectory is not followed as close by as in the previous example.

At the points where |Φ̃0(t)|2 becomes discontinuous, the field has intense pulses (see figure
5.14 (c)) consisting of only few oscillations with the resonance frequency (see figure 5.14
(d)). The dotted line represents the RWA amplitude π/T |µ01| of the pulse that maximizes
the overlap with state |1〉 at time T . At the discontinuity points the exact field (calculated
using the Ehrenfest theorem, see Appendix H and [27]) would have δ-peaks. The field that
maximizes J1 +J2 cannot have singularities, because the total intensity is penalized by J2 and
cannot become infinite.

The population curves in figure 5.14 (a) do not match 100%, the calculated population is
washed out at the discontinuity points of the target. For larger values of the penalty factor
we notice that the broadening of the steps of the calculated population is more pronounced
(see figure 5.15 (a)), the width of the envelope of the pulses is larger and the maximum peak
lower (b).

Optimal control does not find the exact solution of the problem (5.52). But the approxi-
mate solution we are able to find with this method does not have singularities and consequently
is more realistic from a physical point of view. This is a consequence of including the term
J2 in the functional, which penalizes the total intensity and thus excludes singularities in the
electric field.
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5.3.5 Control of the time-dependent dipole moment

In the previous examples we have shown how one can optimize the overlap of the wave-function
with a time-dependent target. For this purpose we constructed “artificial” normalized wave-
functions, without knowing for sure that they satisfy a Schrödinger equation. According to
scheme 5.37 this corresponds to step (b). As we explained at the beginning of section 5.3, in
most cases one is not interested in the time-dependent wave-function, but in the time evolution
of an observable. If this observable has only positive values, we can insert it into the functional
J1. However, for the observable µ̂ this is not the case. In this section we want to control the
time-dependent dipole moment. The dipole operator is not positive definite so we cannot use
it in the formulation of chapter 2. We translate our goal into the form of the optimization of
a time-dependent wave-function, which corresponds to step (a) of scheme 5.37. We have to
choose this wave-function such that the expectation value of the dipole operator calculated
with this function has the desired properties. The expectation value of the dipole moment
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Figure 5.14: |Φ0(t)|2, |Φ1(t)|2,|Ψ0(t)|2 and |Ψ1(t)|2 (a), value of functional J1+J2 (b), optimal
field E(t) (c) and its Fourier transform (d)
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Figure 5.15: |Φ0(t)|2 and |Ψ0(t)|2 (a), optimal field (b) for different values of the penalty factor
α

operator in the two-level system is

〈Φ|µ̂|Φ〉 = 2ℜ(Φ∗
0Φ1µ01) (5.60)

= 2ℜ(Φ̃∗
0Φ̃1µ01e

iω01t), (5.61)

where µ00 = µ11 = 0.
We define a target function with the goal to obtain a dipole moment that oscillates with

the first, nth and (n-2)th harmonic of the frequency Ω

Φ1(t) = ρ(t), (5.62)

Φ0(t) =
√

1− ρ2(t), (5.63)

ρ(t) = A sin(Ω · t)
(

1 +
A

2
sin((n− 1)Ω · t)

)
. (5.64)

In contrast to the previous sections we have chosen the wave-function Φ, and not Φ̃ to be real.
The reason for this is that in equation (5.61) the phase eiω01t causes the dipole moment to
oscillate also with the resonance frequency. We want to prevent this and use in equation 5.60
real functions for Φj, j = 0, 1.

µ01 ∆t ω01 T α A Ω n Eguess(t)

1 0.0025 0.6 1000 0.0025 0.5 0.04 11 10−6

Table 5.7: Parameters for optimization of dipole moment

The algorithm reproduces the shape of the target (figure 5.16 (a) and (b)), at a smaller
scale. The optimal field (f) is very strong. To obtain the target dipole moment, one would
need an even stronger field, which could be obtained using a smaller value of the penalty
factor α. At the same time one would need to use a smaller time step ∆t. The first, 9th
and 11th harmonic of the frequency Ω are contained in the Fourier transform of the dipole
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moment (figure 5.16(c)). The same frequencies are present in the Fourier transform of the
field (see figure 5.16(e)). If one would wish to exclude the 9th and 11th harmonic of Ω form
the spectrum of the external field E one should impose a constraint on the frequencies of the
field. A constraint in the Fourier space on the field would imply the knowledge of the field at
all times. Since the iteration form chapter 4 relies on immediate feedback, it is incompatible
with an constraint in the spectral domain.

We have constructed an “artificial” target wave-function, with no guarantee that it satisfies
the Schrödinger equation. In this case the functional J1 + J2 does not reach its maximum
value (figure 5.16(d)), and the convergence is very slow.

In this chapter we have applied on a very simple model the theory developed in chapters
2, 3 and 4. The two-level atom is a good test system, because the infinitesimal time evolution
operator Û t

t0 can be approximated very good. We have considered principle questions, as how
does the parameter α affects the results and how we can find an optimal field with a given
intensity.

We also presented two practical applications: the control of time-dependent occupation
numbers and dipole moment. Here we have translated our goals into the optimization of
wave-functions.
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Chapter 6

Optimal control of a one dimensional

hydrogen atom

Until now we have applied the theory developed in chapters 2, 3 and 4 to a very simple model,
the two-level atom. This has numerical advantages, but remains a limited model. Since the
method is very general, we can apply it to more complicated systems, which are more closely
related to real systems.

We now apply the theory to a simplified, one-dimensional model of the hydrogen atom. We
use the real space representation of the wave function on a numerical grid. The first part of
this chapter is dedicated to the numerical methods used for the computations. In the second
part we present the results obtained for this simplified hydrogen model. We use again the
projection operator to control the time population of two or more eigenstates. Then we apply
the method to an alternative type of operator.

6.1 Solution of the Schrödinger equation on the grid

In this section we present the method used to solve the homogeneous and inhomogeneous
Schrödinger equation and we test it for two simple systems. Then we present the simplified
model for the hydrogen atom, the method we use to obtain it’s eigenstates, and make some
considerations about the parameters to be used.

6.1.1 Split-operator method

To propagate the solution of the Schrödinger equation (2.28) we need an approximation for
the infinitesimal time evolution operator

Û t+∆t
t = T exp

(
−i
∫ t+∆t

t
dt′ Ĥ(t′)

)
. (6.1)

We use the 2nd order Split Operator method [39]: for small time intervals we can write

Û t+∆t
t ≈ exp

(
−i∆tĤ(t)

)
= exp(−i (T̂ + V̂ (t))∆t) (6.2)

Using the expression

e(A+B)∆t = eA∆t/2eB∆teA∆t/2 +O(∆t3), (6.3)
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for A = T̂ and B = V , equation (6.2) becomes

Û t+∆t
t ≈ exp

(
− i

2
T̂ ∆t

)
exp

(
−i V̂ (x, t)∆t

)
exp

(
(− i

2
T̂ ∆t

)
+O(∆t3). (6.4)

Using (6.4) and T̂ = −∇2/2, equation (3.9) becomes

Ψ(x, t+ ∆t) = exp

(
−∆t

4i
∇2

)
exp (−i∆tV (x, t)) exp

(
−∆t

4i
∇2

)
Ψ(x, t). (6.5)

Writing

T̂Ψ(x, t) = −1

2
∇2Ψ(x, t), (6.6)

we can use for Ψ(x, t) the representation in the Fourier space

T̂Ψ(x, t) = −∇
2

2

∫
dk e−ikxΨ(k, t) =

∫
dk e−ikx k

2

2
Ψ(k, t)

= [FT]−1

(
k2

2
· [FT] (Ψ(x, t))

)
, (6.7)

where [FT] denotes the Fourier transform. Using the fact that the kinetic energy operator

T̂ = −∇2/2 and also e−iT̂ /2 is diagonal in momentum space and the potential V (x, t) and its
exponential function are diagonal in the real space, equation (6.5) becomes

Ψ(x, t+ ∆t) = [FT]−1

[
exp

(
∆tk2

4i

)
· [FT]

[
exp (−i∆tV (x, t)) · [FT]−1

(
exp

(
∆tk2

4i

)

· [FT]Ψ(x, t)
)]]

+O((∆t)3). (6.8)

In chapter 3 we have shown that

χ(x, t+ ∆t) = Û t+∆t
t

(
χ(x, t) +

∫ t+∆t

t
dτ Û t

τf(x, τ)

)
. (6.9)

For the time integral we use the simplest approximation
∫ t+∆t

t
dτf(τ) = ∆tf(t) +O(∆t2), (6.10)

so that the approximate solution of the inhomogeneous equation becomes

χ(x, t+ ∆t) ≈ Û t+∆t
t

(
χ(x, t)− ∆t

T
Ô

(1)
t Ψ(x, t)

)
. (6.11)

We can propagate the Lagrange multiplier using the split-operator method for the infinitesimal
time evolution operator

χ(x, t+ ∆t) ≈ exp(− i
2
T̂ ∆t) exp(−i V̂ (x, t)∆t) exp(− i

2
T̂ ∆t) ·

·
(
χ(x, t)− ∆t

T
Ô(1)

τ Ψ(x, τ)

)
+

+ O((∆t)2). (6.12)

The errors of the propagation of Ψ due to split-operator method are of order (∆t)3. For the
propagation of χ the errors are of order (∆t)2 due to the approximation for the time integral.
In the calculations performed in this thesis we found this approximation to be sufficient.
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6.1.2 Test of the numerical solution of the inhomogeneous Schrödinger

equation

In section 3.2 we derived the analytical solution of the inhomogeneous Schrödinger equation
for a particular type of inhomogeneity. Using this result we can test the numerical solution of
the inhomogeneous Schrödinger equation. In appendix D one can find the analytical solution
of the homogeneous Schrödinger equation for the free particle and the harmonic oscillator in
an external field.

Free particle

For the free particle wave-function we choose a Gaussian distribution in momentum space,
with the center at k0 = 0.05 and a width of ∆k = 0.05. We consider an inhomogeneity of the
form Ψ(x, t) i.e. f̃(t) = 1 in equation 3.28 and an initial state χ(x, t0) = 0, so that the norm
of χ(x, t) must grow quadratically with time as one can read in equation (3.33), see figure 6.1
(a). To evaluate the errors we define

∆a(t) =

∫
dx(|χ(x, t)| − |χa(x, t)|)2∫

dx|χa(x, t)|2
, (6.13)

∆r(t) =

∫
dx(ℜχ(x, t)−ℜχa(x, t))

2

∫
dx|χa(x, t)|2

. (6.14)

where χa and χ are the analytical and numerical solution (compare appendix D). We find
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Figure 6.1: ∆a(t) and ∆r(t) The norm of the analytical solution χa (a), ∆a(t) and ∆r(t) (b)
(x ∈ [−500, 500], N = 2048 points, ∆t = 0.01 a.u.)

very good agreement between the analytical and numerical solution. We see in figure 6.1 (b)
that the errors of the real part of the wave function are larger than the errors of the norm,
but both are very small. The phase of the wave-function is more sensitive to numerical errors.
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Harmonic oscillator in an external field

For the harmonic oscillator we choose ω =
√
k =
√

2 and α =
√

2. To analyze the errors we
define

∆n(t) =
|〈χa(t)|χa(t)〉 − 〈χnum(t)|χnum(t)〉|

〈χa(t)|χa(t)〉
. (6.15)

For the inhomogeneity of the Schrödinger equation for χ (3.28) we choose

f(t) = ωinh sin(ωinht), (6.16)

ωinh = 0.1, (6.17)

and as initial state for χ we start with χ(x, 0) = Ψ(x, 0), where the initial state of the wave
function is the ground state of the harmonic oscillator. The external field has the amplitude
A = 0.05 and frequency ω0 = 0.03. Using (3.33) we obtain

χa(x, t) = (2− cos(ωinht))Ψa(x, t). (6.18)

We propagate both the homogeneous and the inhomogeneous equations from t = 0 to t = T
using equation (6.12)on a grid x ∈ [−50, 50] with N = 1024 points. Looking at figure 6.2 we
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Figure 6.2: ∆n(t) for different time steps dt and the norm of the exact χ

can see that the errors are linear in ∆t. This is the consequence of the approximation of the
integral, where we have an error O((∆t)2) in every time step. For the whole time interval we
have n = T/∆t time steps so that the total error of the integral is proportional ∆t.

6.1.3 “Soft” Coulomb potential

The field free Hamiltonian for the hydrogen atom is

Ĥ0 = T̂ + V (~r) (6.19)
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where T̂ is the kinetic energy operator and

V (~r) = − 1√
x2 + y2 + z2

. (6.20)

We consider only a one dimensional model

V (x) = −1

x
, (6.21)

which is less expensive to calculate. To avoid the singularity at x = 0, we approximate the
potential V following [40], with the function

V (x) = − Q√
x2 + a2

. (6.22)

This is a so-called “soft” Coulomb potential (see figure 6.3). The parameters a and Q are
introduced to remove the singularity at x = 0 and to adjust the depth of the potential well.
For the calculations used here Q = a = 1.

Figure 6.3: Potential V(x) of the 1D model for the hydrogen atom. The first few eigenlevels
are drawn to scale with the potential (from [40]).

6.1.4 Ground state of the “soft” Coulomb potential

An arbitrary normalized time dependent wave function can be expressed as a linear combina-
tion of eigenstates of the field free Hamilton operator with time dependent coefficients

Ψ(x, t) =
∞∑

n=0

cn(t)e−iEntψn(x), (6.23)

En < 0 (6.24)

where we may replace t with −it

Ψ(x,−it) =
∞∑

n=0

cn(t)e−Entψn(x). (6.25)
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The eigenenergies of Ĥ0 satisfy the relation E0 < E1 < . . . En, and e−Ent>e−Emt for n < m.
Thus, in imaginary time, the state with the lowest energy suffers less damping than the excited
states. We begin with an arbitrary function and similar to the real time propagation, we use
the split operator method to propagate in imaginary time. Due to the exponential damping
it is necessary to re-normalize the wave function in each step. After a number of steps we
obtain the ground state wave function. To find the first excited state, one subtracts the ground
state component from the initial arbitrary wave function and repeats the whole procedure.
Similarly one can obtain the other excited states.

The advantage of this procedure is that we obtain the eigenstates of the numerical (rather
than the exact) Hamiltonian used for the propagation.

6.1.5 Absorbing boundaries

If one uses strong external fields (for example strong laser pulses) the atom can be ionized. In
this case it is possible that the wave function reaches the boundary of the grid and reenters
the grid form the opposite side due to the Fourier transform that imposes periodic boundary
conditions. One way to avoid this effect is the use of absorbing boundaries [41]. In order to
achieve this we multiply the real space wave function in every time step with a mask M(x),
which falls off from 1 in the last 10% of the grid to zero at the grid boundary.

Ψ(x, t+ ∆t) = [FT]−1

[
exp

(
∆tk2

4i

)
· [FT]

[
M(x) exp (−i∆tV (x, t)) · [FT]−1

(
exp

(
∆tk2

4i

)

· [FT]M(x)Ψ(x, t)
)]]

, (6.26)

where

f(x) =





[
cos
(

π
2

xmin+ξ−x
ξ

)]γ
x ∈ [xmin, xmin + ξ][

cos
(

π
2

x−(xmax−ξ)
ξ

)]γ
x ∈ [xmax − ξ, xmax]

1 x ∈ (xmin + ξ, xmax − ξ)
. (6.27)

The parameter ξ determines the width of the absorption region and γ the slope of the function
in this region. Typical values for these parameters used in the calculations are ξ = (xmax −
xmin)/10 and γ = 0.125. With this choice of γ and ξ the reflection is negligible in the models
we used. The use of the mask function may lead to decrease of the norm, if a part of the
electronic density leaves the grid.

With a grid spacing ∆x, the momentum-space grid is [−pmax, pmax] with pmax = π/∆x.
This value must be larger than the maximum momentum of the electron. The size of the grid
must be large enough to contain the motion of the wave function in the electric field.

With a time step ∆t the maximum representable frequency is ωmax = π/∆t. This value
must be larger than the frequency difference corresponding to the difference between the
maximum energy and the ground state energy. The maximum energy depends again on the
strength and frequency of the field.

6.1.6 Modified iterative scheme

For the propagation of the Lagrange multiplier χk we need to know the wave function Ψk, not
only to compute the field but also for the inhomogeneity. To avoid the storage of Ψk(x, t), we
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propagate it simultaneously with χk. Similarly, to propagate Ψk+1 one needs to know χk in
order to calculate the field, therefore we propagate χk together with Ψk+1. But to propagate
χk one needs again Ψk, thus we need to propagate also Ψk. Thus we must include three more
propagations in the iterative scheme of equations (4.6)-(4.7).

Step 0. Ψ1(0)
E1−→ Ψ1(T )

Step k.
[
Ψk(T )

Ek−→ Ψk(0)
]

χk(T)
eEk, Ψk−→ χk(0)[

χk(0)
eEk, Ψk−→ χk(T )

]

[
Ψk(0)

Ek−→ Ψk(T )
]

Ψk+1(0)
Ek+1−→ Ψk+1(T )

(6.28)

Bold symbols indicate variables that are known analytically from equations (2.27) and (2.29).
The fields used for the propagation are as before given in equations (4.12) and (4.17).

6.2 Results

In this section we use some of the operators used in chapter 5 and, extend the applications of
the projection operator and apply the optimization to the hydrogen atom. Then we study a
local operator, which permits us to control the movement of the electronic density. With this
operator we calculate also the generalized functional of section 4.3.

6.2.1 Projection operator

The operator we use now is

Ô
(1)
t = |Φ(t)〉〈Φ(t)|. (6.29)

Similar to the two-level atom, it may be used to impose the behavior of the time-dependent
occupation numbers of the eigenstates of the field-free Hamiltonian.

The operator Ô(2) is zero, so that the initial state of the Lagrange multiplier is also zero,
χ(x, T ) = 0.

Population control of ground and first excited state

In the following section we use one of the projection operators which we already studied for
the two-level system and transfer it to the present case of the 1D hydrogen atom. We define
the target wave-function as

Φ(x, t) = Φ0(t)|0〉 + Φ1(t)|1〉, (6.30)

Φ0(t) = eiω0tρ, (6.31)

Φ1(t) = eiω1t
√

1− ρ2. (6.32)
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|0〉 and |1〉 here are ground and first excited state of the hydrogen atom in “soft” Coulomb
approximation, respectively. For the absolute value of the time-dependent coefficients Φ0(t)
and Φ1(t) we have chosen the same functions as in section 5.3.4:

ρ(t) =





√
2t
T t ∈ [0, T/2]√
t−T/2
T/2 t ∈ (T/2, T ]

. (6.33)

The algorithm iterated until the difference in δL was smaller than ε.

Grid N α ∆t T Eguess(t) ε

[-500, 500] 2048 1.5 0.01 1500 10−3 10−5

Table 6.1: Parameters for the population control of the first two states of the 1D hydrogen
atom
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Figure 6.4: Target and optimal population of the ground and first excited state (a), optimal
field (b), functional J1 + J2 (c)
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We observe in figure 6.4 that the results are not as good as in the case of the two-level
system. We expect the same structure because no other levels are involved. The optimal field
(b) has, at least in the second half of the time interval a structure similar to corresponding
one of of the two-level system (see figure 6.5 (b)) . In the first half of the time interval there
appears to be little correspondence between the shape of the optimal field calculated in the
two-level system and the one form the hydrogen atom.
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Figure 6.5: Target and optimal population of the ground and first excited state (a), optimal
field (b) calculated in the two-level atom, with α and T given in table 6.1, after 500 iterations.

By comparing the results in the two-level atom and “soft” Coulomb potential one can see
that the numerical errors are larger in the case of the real space calculation. The evolution of
the functional J1 + J2 over iterations in (c) does not have the same smooth shape as in the
two-level system, which probably is also a sign of numerical errors. From experience with the
two-level system we know that the last few percents of the overlap are reached over a very
large number of iterations, which in the present case of a grid calculation, are numerically
much more expensive that in the two-level system. Although after almost 500 iterations the
overlap reaches the value 0.98, the functional still grows monotonic.

Control of population of the first three levels

In the “soft” Coulomb system we have an infinite number of levels, for which we can in
principle do the same type of population control as used in section 5.3. We consider the first
three eigenstates of the field free Hamiltonian and define as target

Φ1(t) =

√
exp

(
−(t− T )2

2(T/σ)2

)
, (6.34)

Φ0(t) =

{√
1− Φ2

1(t) t < T/2

0 t ≥ T/2
, (6.35)

Φ2(t) =

{√
1− Φ2

1(t) t ≥ T/2
0 t < T/2

. (6.36)
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As we know form atom physics the direct transition |0〉 → |2〉 is forbidden. Therefore, we
force the system to use an intermediary state, namely |0〉, since both transitions |0〉 → |1〉 and
|1〉 → |2〉 are permitted.

Grid N α ∆t T Eguess(t) ε σ

[-200, 200] 1024 4 0.005 1200 0 10−7 7

Table 6.2: Parameters for the three level population control of the 1D hydrogen atom

In figure 6.6 one can see the imposed and calculated population of the three considered
eigenstates (a). The absolute value of the calculated time-dependent wave-function|Ψ(x, t)| is
plotted in figure 6.6 (b). Vertical slices of this plot give graphs of Ψ(x) at fixed time, where
Ψ(x) can be decomposed in the three eigenfunctions. In (c), (d) and (e) is plotted |Ψ(x, t)| for
t = 0, T/t, T . At t = 0, Ψ(x) is the ground state, in agreement with (a) where the population
of |0〉 has the value 1. At t = T/2 Ψ becomes the first excited state and at t = T it is the
second excited state.

The optimal field (figure 6.7 (a)) oscillates in the first half of the time interval with the
resonance frequency ω01 = ω1 − ω0, where ωi is the eigenenergy of state i. In the second part
of the time interval the field oscillates with ω12, the resonance frequency between the first and
second excited states. This was to be expected quantitatively from quantum theory describing
the transitions between quantum states.

The functional converges monotonically as one can see in figure 6.8.

6.2.2 Local operator

A type of operator that can be used only in the real space representation is e.g. an x dependent
function. If we want to control the time-dependent density, we can define as operator

Ô
(1)
t = f(x, t) = Tδ(x− r(t)), (6.37)

By inserting this operator in the functional J1 we obtain

J1 =

∫ T

0
dt n(r(t), t)

n(x, t) = Ψ∗(x, t)Ψ(x, t) (6.38)

in other words we want to maximize the density along the curve r(t).
The dipole moment operator is not a positive definite operator. We can use the operator

in equation (6.37) to control the movement of density. x̂ = µ̂/q, where µ̂ is the dipole moment
operator, mimics this movement of the density, so we can use the operator (6.37) to control the
time-dependent dipole moment. The control of time dependent dipole operator has application
for example in the process of high harmonic generation.

One could apply the the control of operator Ô
(1)
t (equation (6.37)) to transfer the electronic

density of an atom or molecule from a point A on the potential surface to a point B and avoid
a given region on the way from A to B.

In this section we examine if we can use the local operator to control the time dependent
expectation value of x̂. To generate the function r(t) we choose a field

Etarget(t) = A sin(ω · t) exp

(
−(t− T/2)2

2(T/σ)2

)
. (6.39)
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Figure 6.6: Projection of Ψ and Φ on the ground and first two exited states (a), |Psi(x, t)| as
a function of both x and t (b), vertical cuts throught (b) at different times t = 0 (c), t = T/2
(d) and t = T (e)
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Figure 6.7: Optimal field (a) and its Fourier transform (b)
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With this field we solve the Schrödinger equation, calculate the expectation value 〈x〉, and set

r(t) = 〈Ψ(t)|x|Ψ(t)〉. (6.40)

The delta-function is approximated by

δ(x− r(t)) ≈ 4

√
γ

π
e−(x−r(t))2γ . (6.41)

Grid N α ∆t T Eguess(t) ε γ A ω σ

[-500,500] 2048 0.5 0.005 300 10−3 10−6 25 0.03 0.12 6

Table 6.3: Parameters for the optimization of the time-dependent density

In figure 6.9 (a) we see that the expectation value 〈x〉 calculated with the optimal field
follows the target r(t). This is a consequence of the fact that the maximum of the density
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Figure 6.9: Expectation value 〈x〉 with the calculated wave-function and target r(t) (a) and
optimal field (b)
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Figure 6.10: Expectation value of the time-dependent operator 〈Ψ|Ô|Ψ〉 (a) and value func-
tional J1 + J2 (b)

approximatively corresponds to the expectation value of position operator x. We do not obtain
a perfect correspondence between 〈x〉(t) and r(t), but the results confirm our expectation that
〈x〉(t) should mimic r(t). Thus, our method to control the expectation value of x̂ is appropriate
if we want to prescribe the approximative trajectory. The advantage of this approach with
respect to tracking control is that the optimal field remains in the space of admissible control
fields, i.e. has no singularities. Our algorithm is able to produce a physically reasonable field,
given only a time-dependent target function. The optimal field (figure 6.10 (b)) is similar to
the target generating field.

In figure 6.10 (a) one can see the density along the curve r(t), 〈Ψ(t)|Ô(1)
t |Ψ(t)〉, which is

the quantity that we actually optimize. It has maxima at the points where |r(t)| has maxima.
The convergence of the functional (figure 6.9 (a)) shows the same behavior as in the

previous calculations. But in this system we are far from reaching 100%, since this would
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mean that the whole electronic density is concentrated at r(t) at time t. This is also the
reason why we included the factor T in the operator, so that J1 weighs more in comparison
to J3. It follows that the maximal value of the functional J1 + J2 is T . The increase of the
functional is very small, less then 1% of the maximal value which is T . For this calculation we
used a smaller time step than usual, because one needs higher accuracy to obtain a monotonic
convergent functional. The quite small differences in the functional L between two iterative
steps make this more difficult.

Generalized functional

For this particular type of operator we want to compare the results we obtain if we use the
general functional of the form (4.33) instead of functional (2.6). For the power n of the
integrand we choose values between 1 and 5.

Grid N α ∆t T Eguess(t) ε γ A ω σ

[-500,500] 2048 0.5 0.005 300 10−3 10−6 25 0.03 0.12 6

Table 6.4: Parameters for the optimization of the generalized functional
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Figure 6.11: Dipole moment (a) and optimal field (b) for different exponents n

In figure 6.11 we observe that for increasing value of the exponent n the quality of the
results decreases. We can understand this if we consider the values of the integrand in equation
(4.33), which are smaller than one. Therefore, for larger values of the exponent n this will
result in a less favorable weight of J1 against the other parts of the functional.

Double-well

As a final example we want to apply the control of a local operator in a different system. All
the considerations above remain valid if we replace the “soft-Coulomb” potential by a double-
well potential, see fig.6.12 (a). In this system, the ground state density is equally distributed
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Figure 6.12: Double-well potential V (x) = ax4− bx2 + b2/(4a), a = 1 and b = 5, and the first
four eigenenergies (a) and the density of the first four eigenstates (b).

State Energy (a.u.)

ground state 2.114236

1st excited state 2.130888

2nd excited state 5.493239

3rd excited state 6.039324

Table 6.5: Eigenenergies of the first four eigenstates

Grid N α ∆t T Eguess(t) ε γ

[-32,32] 512 10 0.01 250 0 10−3 15

Table 6.6: Parameters for the optimization in the double-well system

in the two wells. The energy difference between the ground and first excited state is small
(compare table 6.5) and the density distributions of the two states are similar (fig.6.12 (b)).

The target r(t) (see fig. 6.13 (a))

r(t) = 3 · exp

(
−(t− T/2)2

2(T/8)2

)
− 1.5

demands to concentrate the density at t = 0 in the left well, to push it into the right well at
t = T/2 and back into the left well at t = T . We choose the ground-state of the double-well
potential as initial state Ψ(x, 0). As one can see in figure 6.13 (c) this goal is achieved very
well for t = T/2 and t = T . For the times when r(t) = 0, i.e. when the goal is to maximize the
density at x = 0, we observe the tunneling from one well to the other, without maximization
of the density at the potential barrier.

The envelope of the optimal field becomes zero at t = T/2, when the density is localized in
the left well, and at t = T , when the density is localized in the right well. Energy is needed to
bring the density from one well to the other, therefore the field has a large amplitude between
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Figure 6.13: Target trajectory r(t) and 〈x〉 (a) optimal field (b) and time-dependent density
(c).

t = 0 and t = T/2 and also in the second half of the time interval, for t ∈ (T/2, T ).
The transfer of density from the left to the right well and back is achieved via the 2nd

excited state, for which the density has large values also near x = 0 (see fig. 6.12 (b)). This
results from fig. 6.14 (a), where one can see an increase of the population of state |2〉 at the
times when r(t) = 0. In the spectrum of the optimal field (fig. 6.14 (b)) one can see a large
peak at the resonance frequency ω02 = E2 − E0.

At the start of the optimisation the goal is to bring the density into the left well as quiqly
as possible. In figure 6.14 (a) we can see an increase in the population of the 1st and 3rd
excited state at the beginning of the time interval. The transition frequency ω03 between
ground state and the 3rd excited state is also visible in the spectral representation of the
optimal field. At the end of the time interval the maximization of the density in the left well
is achieved through a linear combination of the first two eigenstates.

In conclusion, we are able control the time-dependent density of the system without knowl-
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Figure 6.14: Occupation of the first 4 eigenstates (a) and Fourier transform of the optimal
field (b)
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edge of the complete time-dependent wave-function, or even the time dependence of the oc-
cupation numbers of the eigenstates involved in the evolution of the system. It is sufficient to
prescribe a simple time-dependent function r(t) to control the approximate movement of the
time-dependent density.

To summarize, we applied the formalism from chapters 2, 3 and 4 for a local operator,
i.e. a delta-function in real space with time-dependent center r(t). The expectation value of
this operator is the value of the density at position r(t). By maximizing the time-averaged
expectation value of this operator we maximize the density at point r(t) at time t. To control
the trajectory followed by the dipole moment we used the fact that the movement of the
density mimics the time-dependent dipole moment. We have observed that the dipole moment
calculated with the optimal field follows the imposed trajectory r(t), i.e. the method developed
in this section can be used to control the time-dependent density and also the time-dependent
dipole moment.
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Chapter 7

Conclusion

The goal of this diploma thesis was to find a formulation of optimal control theory that makes
it possible to control a quantum system at every point in time i.e., to control not only the
final state but also the trajectory followed by the system. So far, physicists and chemists
have mainly studied problems where one is only interested in the final state of a system, for
example one wants to push the system into a final excited state, or to obtain only one of
different possible sets of reaction products. This is a serious disadvantage in problems where
one wants to favor only one particular of different possible paths that lead the initial to the
final state. The novel formulation of this work makes it possible to selectively avoid or reach
a specific intermediate state at a given time.

In this diploma thesis we have extended the optimal control theory to the control of time
dependent targets, so that we can control the path followed by the system continuously. In
chapter 2 we expressed this goal mathematically in the form of the maximization of a functional
and derived the corresponding control equations. Chapters 3 and 4 were concerned with the
solution of these equations. In chapter 4 we presented an iterative scheme, and for this scheme
we proved the monotonic convergence of the functional to be maximized.

For a very simple (two-level) system we have tested the monotonic convergence of the
iteration presented in chapter 4. We studied the importance of the penalty factor which sets
the weight of the field intensity, for the functional J1 +J2, the optimal field and the number of
iterations. As practical application, we have shown how one can transform the optimization
of a wave-function into the control of time-dependent observables, using an “artificial” wave-
function, that does not necessarily fulfill the Schrödinger equation. As two examples of such
observables we used the occupation number of a level and the time-dependent dipole moment.
We also developed a method which finds the optimal field in the subset of fields with a given
intensity. The method developed in chapters 2, 3 and 4 is general and not restricted to a
two-level system. In chapter 6 we applied this method to a more complicated system, the
hydrogen atom. In this system we are furthermore able to optimize the expectation value
of a local operator. By using a position and time-dependent δ-function as operator, one can
control the movement of the electronic density. Since the expectation value of the operator
x̂ (in this system) mimics the movement of the point of maximal density, we were able to
control the trajectory of the time-dependent dipole moment. By extending the optimization
of a time-dependent density to a two-dimensional system one could apply our method to
problems where one wants to drive the density form an initial point on a potential surface to a
final point, and at the same time, avoid a specific area on the potential surface, e.g. a conical
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intersection of potential surfaces.
In chapters 5 and 6 we made an ansatz for the control of the time-dependent dipole

moment. A possible application is the control of the process of high harmonic generation
(HHG) i.e., the selective enhancement of a harmonic of the laser frequency in the spectrum of
the dipole moment of an irradiated atom. This is crucial for the creation of attosecond laser
pulses where one uses parts of the HHG spectrum to obtain a new coherent soft X-ray source
[42, 43]. We have shown that it is possible to control the time-dependent dipole moment. But
since the search for the optimal field was unrestricted with respect to the spectral domain in
our formulation, the optimal field we found contained some undesired frequencies. Therefore,
it is necessary to be able to restrict the laser field in the spectral domain. A formulation
of optimal control with spectral restriction has already been suggested in [44], but no proof
of convergence has been given for the iterative algorithm. Moreover, as one can see in [27]
and appendix H, we have a one-to-one correspondence between the time-dependent dipole
moment as operator whose expectation value is to be controlled and the external field as
control variable. Therefore by choosing the time-dependent target trajectory for the dipole
moment, one can uniquely determine the field. Therefore, only a “brute-force” restriction on
the spectral representation of the control field is not sufficient to achieve the goal.

In this thesis we derived a novel and very general form of optimal control, namely the
control of the trajectory of a quantum system. A challenge for future work remains the
control of a trajectory with restrictions on the control field in the spectral domain and further
research on the equation H.8.
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Appendix A

Atomic units

Atomic units are convenient units to describe the properties of electrons. The atomic units
have been chosen such that the fundamental electron properties such as mass and charge are
all equal to one atomic unit. Other quantities can be obtained by combining these four basic

Physical significance Symbol Conversion Factor

Electron mass me 1 au = 9.10939 × 10−31 kg

Electron charge e 1 au = 1.60218 × 10−19 C

4π times the 4πǫ0 1 au = 1.11265 × 10−10 F/m
permittivity of free space

Plank’s constant ~ 1 au = 1.05457 × 10−34 J s/rad
divided by 2π

Figure A.1: Basic quantities for the atomic unit system and their SI equivalent

quantities. From the expression for the velocity we can see that the velocity of light has the

Quantity Physical significance Symbol Conversion Factor

Lenght Bohr radius a0 = 4πǫ0~
2/mee

2 1 au = 5.29177 × 10−11 m

Energy Ionisation potential of Eh = e2/4πǫ0a0 1 au = 4.35975 × 10−18 J
the hydrogen atom

Velocity Electron velocity in first v0 = αc 1 au = 2.18769 × 106 m/s
Bohr orbit

Time Time required for the a0/v0 1 au = 2.41889 × 10−17 s
electron in 1st

Bohr orbit
to travel one Bohr radius

Frequency Angular frequency of v0/2πa0 1 au = 6.57968 × 1015 s−1

electron in first Bohr
orbit divided by 2π

Electric Dipole moment of electron d0 = e a0 1 au = 8.47835 × 10−30 Cm
dipole moment in the first Bohr orbit

Electric field Eh/ea0 1 au = 5.14220 × 1011 V/m

Figure A.2: Atomic units

69



value α−1 = 137.035 in atomic units.
The use of atomic units simplifies Schrödinger’s equation. The Hamiltonian for an electron

in the hydrogen atom is

Ĥ = −~
2∇2

2me
+
−e

4πǫ0r
(SI) (A.1)

Ĥ = −∇
2

2
− 1

r
(Atomic units) (A.2)
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Appendix B

Electrons in an external

electromagnetic field

The dynamics of an electron in an electromagnetic field can be described [45] by the Hamil-
tonian

Ĥ =
1

2m

(
~p− q

c
~A
)2
− qφ, (B.1)

where q is the charge, m the mass and ~p the momentum of the electron. ~A and φ are the
vector and scalar potential of the electromagnetic field. This minimum coupling Hamiltonian
reproduces the equation of motion of the electron in an electromagnetic field when substituted
into the classical canonical equations.

∂qi
∂t

=
∂H

∂pi
;
∂pi

∂t
= −∂H

∂qi
, (B.2)

(q1, q2, q3) = ~r ; (p1, p2, p3) = ~p

Plugging (B.1) into (B.2) one finds the Lorenz equation of motion

m
d~v

dt
= q

(
~E +

1

c
~v × ~B

)
. (B.3)

The potentials are determined up to a gauge transformation

~A → ~A′ = ~A+ ~∇χ, (B.4)

φ → φ′ = φ+
1

c
χ̇. (B.5)

where χ(x, t) is an arbitrary scalar function. This transformation does not change the corre-
sponding fields

~E = −1

c
~̇A+ ~∇φ, (B.6)

~B = ~∇× ~A. (B.7)

One can choose χ such that ~∇ · ~A = 0 (Coulomb gauge). The gauge transformed Schrödinger
equation is then given by

i~
∂ψ

∂t
=

[
1

2m

(
−i~~∇− q

c
~A′ +

q

c
~∇χ
)2
− eφ′ + q

c

∂χ

∂t

]
ψ, (B.8)
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which can be rewritten as:

i~
∂

∂t
ψei(q/~c)χ =

[
1

2m

(
−i~~∇− q

c
~A′
)2
− qφ′+

]
ψei(q/~c)χ. (B.9)

In the Coulomb gauge the Maxwell wave equation of the vector potential is

(
∇2 − 1

c2
∂2

∂t2

)
~A = 0, (B.10)

with the solution

~A(~r, t) =
∑

k

~ǫkA0,k cos(~k · ~r − ωkt+ δ), (B.11)

ωk = ck, (B.12)

ei
~k·~r ≃ 1 + ~k · ~r + · · · (B.13)

If we take only the leading order term in the Taylor series above, we obtain for a monochromatic
laser field

~A(t) = ǫzA0 cos(ωkt+ δ) (linear polarized), (B.14)

~A(t) = ǫxA0 cos(ωkt)− ǫyA0 sin(ωkt) (circular polarized). (B.15)

In the Coulomb gauge the Hamiltonian takes the form

H = − ~
2

2m
∇2 + V +

iq~

mc
~A(t) · ~∇+

q2

2mc2
~A2(t). (B.16)

One can define a new transformation of the wave function Ψ = ei(e/~c)~r· ~A(t)ψ. The new variable
Ψ fulfills the equation

i~
∂Ψ(x, t)

∂t
=

[
− ~

2

2m
∇2 + V (x)− q~r · ~E(t)

]
Ψ(x, t), (B.17)

where the term in square brackets is called the length form of the Hamiltonian.
The dipole approximation is valid in the case kr ≪ 1. Since k = 2π/λ, where λ = cT is

the wave length of the electromagnetic radiation, and r = vT is describes the space hat can
be occupied by the wave-function, the validity condition of the dipole approximation becomes

v ≪ c (B.18)

where v is the speed of the electron.
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Appendix C

Optimal control equations without

dipole approximation

We write the Schrödinger equation with the minimum coupling Hamiltonian

i~∂tΨ(x, t) =


T̂ + V (x)︸ ︷︷ ︸

−qφ(x)

+
iq~

mec
A(x, t) · ∂x +

q2

2mec2
A2(x, t)


Ψ(x, t), (C.1)

Ĥ = T̂ + V (x) +
iq~

mec
A(x, t) · ∂x +

q2

2mec2
A2(x, t) (C.2)

and the electric field

E(x, t) = −1

c
Ȧ+ ∂xφ. (C.3)

We construct again the functional L and take the variation with respect to Ψ, χ and E. The
only equation that changes with respect to the ones derived in chapter 2 is the field equation.
Instead of the field E we now have to take the variation of the functional with respect to the
vector potential.

J2 = −α
∫
dx

∫ T

0
dtE2(t) = −α

∫
dx

∫ T

0
dt

(
−1

c
Ȧ(x, t) + ∂xφ(x)

)2

(C.4)

J3 = 2ℜ
∫ T

0
dt
〈
χ(t)

∣∣∣
(
∂t + iĤ

)∣∣∣Ψ(t)
〉

(C.5)

The variation of J2 with respect to A is

δJ2

δA(y, τ)
= 2α

∫
dx

∫ T

0
dt

(
−1

c
Ȧ(x, t) + ∂xφ(x)

)
1

c

δ

δA(y, τ)
Ȧ(x, t)

= 2α

∫
dx

∫ T

0
dt

(
−1

c
Ȧ(x, t) + ∂xφ(x)

)
1

c
δ(x− y)δ̇(t− τ). (C.6)
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After a partial integration we obtain

δJ2

δA(y, τ)
= 2α

∫
dx

[(
−1

c
Ȧ(x, t) + ∂xφ(x)

)
1

c
δ(x − y)δ(t− τ)

]T

0

− 2α

∫
dx

d

dτ

(
−1

c
Ȧ(x, τ) + ∂xφ(x)

)
1

c
δ(x− y)

= 2α

[(
−1

c
Ȧ(y, t) + ∂xφ(y)

)
1

c
δ(t− τ)

]T

0

+
2α

c2
Ä(y, τ). (C.7)

The variation of J3 with respect to A gives

δJ3

δA(y, τ)
= 2ℜ

∫ T

0
dt

〈
χ(t)

∣∣∣∣i
δ

δA(y, τ)

(
iq~

mec
A(t) · ∂x +

q2

2mec2
A2(t)

)∣∣∣∣Ψ(t)

〉

= 2ℜ
∫ T

0
dt

〈
χ(t)

∣∣∣∣i
(
iq~

mec
δ(x − y)δ(t − τ)∂x +

q2

2mec2
2A(x, t)δ(x − y)δ(t− τ)

)∣∣∣∣Ψ(t)

〉

= −2ℜ
(
χ∗(y, τ)∂xΨ(y, τ)

q~

mec
+

iq2

2mec2
2A(y, τ) χ∗(y, τ)Ψ(y, τ)

)
. (C.8)

If we request the vector potential to be a continuous function of time at every point t (0 and
T included), we obtain a 2nd order differential equation with boundary conditions at 0 and T
for Ȧ. To show this we make the same considerations as in the case of the boundary condition
for the Lagrange multiplier χ (see chapter 2). We obtain

2α

c2
Ä(y, τ) = −2ℜ

(
χ∗(y, τ)∂yΨ(y, τ)

q~

mec
+A(y, τ)

iq2

mec2
χ∗(y, τ)Ψ(y, τ)

)
, (C.9)

with boundary conditions

2α

[(
−1

c
Ȧ(y, 0) + ∂yφ(y)

)
1

c

]
= 0, (C.10)

2α

[(
−1

c
Ȧ(y, T ) + ∂yφ(y)

)
1

c

]
= 0. (C.11)

The boundary conditions are equivalent to E(x, 0) = E(x, T ) = 0. In the cases where the
dipole approximation is not valid i.e. when the condition kr ≪ 1 is not fulfilled, one has to
solve equation (C.9) instead of equation (2.30). The solution of (C.9) is more complex than
the solution of (2.30), and due to the fact that (C.9) is a second order differential equation,
it makes immediate feedback, see section 4.1, impossible. In this thesis we will consider the
dipole approximation valid.
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Appendix D

Analytical solution of the Schrödinger

equation

D.1 Free particle

The Schrödinger equation of a free particle has the form

−1

2

∂2

∂x2
Ψ(x, t) = i

∂

∂t
Ψ(x, t). (D.1)

The well known solution is

Ψ(x, t) =
1
4
√
π

√
∆k

1 + it∆2
k

exp

(−ik2
0t+ 2ik0x−∆2

kx
2

2(1 + i∆2
kt)

)
(D.2)

where ∆k is the width of the Gauss wave packet in momentum space. For χ we therefore have

χ(x, t) =

(∫ t

T
dτf(τ) + cT

)
4
√
π

√
∆k

1 + it∆2
k

exp

(−ik2
0t+ 2ik0x−∆2

kx
2

2(1 + i∆2
kt)

)
. (D.3)

D.2 Harmonic oscillator in laser field

Another system we can solve exactly is the harmonic oscillator with frequency ω in a laser
field E(t). The Schrödinger equation has the form

− ~
2

2m

∂2

∂x2
Ψ(x, t) +

(
mω2

2
x2 − E(t)qx

)
Ψ(x, t) = i~

∂Ψ(x, t)

∂t
. (D.4)

The propagator from point y at time t = 0 to point x at time t is given by [46, 47]

K(x, t, y) =
α√

2πi sin(ωt)
exp

[
i

sin(ωt)

(
α2

(
x2 + y2

2
cos(ωt)− xy

)
+
xx0 + yy0

~
+

χ

2α2~2

)]
,(D.5)
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where we introduced the following abbreviations

x0 = −G, (D.6)

y0 = G cos(ωt)− F sin(ωt), (D.7)

χ = G2 cos(ωt)− (FG+ 2H) sin(ωt), (D.8)

G(t) =

∫ t

0
dτE(τ) sin(ωτ), (D.9)

F (t) =

∫ t

0
dτE(τ) cos(ωτ), (D.10)

H(t) =
1

2

∫ t

0
dτE(τ) (cos(ωτ)G(τ) − sin(ωτ)F (τ)) . (D.11)

If Ψ(x, 0) = φ(x), where φ is the ground state of the harmonic oscillator, then the time-
dependent wave-function is

Ψ(x, t) =

(
α2

π

) 1

4
∫
dyK(x, t, y) exp

[
−α

2

2
y2

]
, (D.12)

=
4

√
α2

π
e−iωt/2 exp

[
−α

2

2
(x− x̃0(t))

2 − χ̃(t)

]
. (D.13)

with

χ̃(t) =
i

2~2α2

[
2H + e−iωt(G− iF )(F (cos ω)t+G sin(ωt))

]
, (D.14)

x̃0(t) = −iF + iG

~α2
e−iωt, (D.15)

ω =
√
k, (D.16)

α =

√
mω

~
. (D.17)

For a laser field

E(t) = A · sin(ω0 · t),

we can integrate F, G and H analytically

G(t) = A

(
sin(t (ω0 − ω))

2 (ω0 − ωho)
− sin(t (ω0 + ω))

2 (ω0 + ω)

)
, (D.18)

F (t) = A

(
1

2 (ω0 − ω)
− cos(t (ω0 − ω))

2 (ω0 − ω)
+

1

2 (ω0 + ω)
− cos(t (ω0 + ω))

2 (ω0 + ω)

)
, (D.19)

H(t) =
A2
(
4 cos(tω0) sin(tω)ω3

0 − 4 cos(tω) sin(tω0)ω
2
0ω
)

8ω0(ω2
0 − ω2)2

− A2(sin(2tω0)− 2tω0)ω(ω2
0 − ω2)

8ω0(ω
2
0 − ω2)2

(D.20)
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Appendix E

Rotating wave approximation

We consider a two level atom in an external time-dependent field

E(t) = A cos(ωt), (E.1)

where A is the amplitude and ω the frequency of the field. We write the wave-function as a
linear combination of the two eigenstates of the field free Hamiltonian Ĥ0, Ψ(t) = Ψ0(t)|0〉+
Ψ1(t)|1〉. The Schrödinger equation reads

∂tΨ(t) = −iĤΨ(t), (E.2)

where

Ĥ = Ĥ0 − µ̂E(t), (E.3)

Ĥ0 =

(
ω0 0
0 ω1

)
(E.4)

We consider µ00µ11 = 0, and µ10 = µ∗01, where µab = 〈a|µ̂|b〉. The equations of motion for the
amplitudes Ψ0(t) and Ψ1(t) can be written as

Ψ̇0(t) = −ω0 + iΩRe
−iφ cos(ωt)Ψ0(t), (E.5)

Ψ̇1(t) = −ω1 + iΩRe
iφ cos(ωt)Ψ1(t), (E.6)

where ΩR = |µ01|A is the Rabi frequency and µ01 = |µ01|eiφ. We transform the coefficients
Ψj(t) = Ψ̃je

iωjt, j = 0, 1, The transformed variables satisfy

˙̃
Ψ0(t) = iΩRe

−iφeiω01t cos(ωt)Ψ0(t), (E.7)

˙̃
Ψ1(t) = iΩRe

iφe−iω01t cos(ωt)Ψ1(t), (E.8)

with ω01 = ω0−ω1. The rotating wave approximation consists in ignoring the terms e±(ω+ω01),
i.e. the fast oscillating terms. The motion equations are

˙̃
Ψ0(t) =

iΩR

2
e−iφei(ω01−ω)t, (E.9)

˙̃
Ψ1(t) =

iΩR

2
eiφe−i(ω01−ω)t. (E.10)
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They can be solved and the solution is

Ψ̃0(t) =
(
a1e

iΩRt/2 + a2e
−iΩRt/2

)
ei(ω01−ω)t/2, (E.11)

Ψ̃1(t) =
(
b1e

iΩRt/2 + b2e
−iΩRt/2

)
e−i(ω01−ω)t/2, (E.12)

where aj and bj , j = 1, 2 are integration constants which have to be determined from the
initial conditions.

a1 =
1

2Ω
[(Ω−∆)Ψ̃0(0) + ΩRe

−iφΨ̃1(0)], (E.13)

a2 =
1

2Ω
[(Ω + ∆)Ψ̃0(0) − ΩRe

−iφΨ̃1(0)], (E.14)

b1 =
1

2Ω
[(Ω + ∆)Ψ̃1(0) + ΩRe

iφΨ̃1(0)], (E.15)

b2 =
1

2Ω
[(Ω−∆)Ψ̃1(0) − ΩRe

iφΨ̃1(0)], (E.16)

where

Ω =
√

Ω2
R + ∆2, (E.17)

∆ = ω01 − ω. (E.18)

For Ψ̃0(0) = 1 and ω = ω01 it follows that

|Ψ̃0(t)|2 = sin2

(
ΩRt

2

)
(E.19)

For further details see ref. [37].
Since one can solve equations (E.9) and (E.10) only for fields of the form (E.1), i.e., with

only spectral component, we will use for the calculations in chapter 5 a numerical solution of
the Schrödinger equation.
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Appendix F

Relevance of numerical errors

In some runs we found that the monotonic convergence was violated: this is due to numerical
errors. Suppose that (2.28) and (2.26) are subject to numerical errors which we can write in
the following form:

(
∂

∂t
+ iH̃k

)
χk(x, t) = − 1

T
Ô

(1)
t Ψk(x, t) + δcχk(x, t), (F.1)

(
∂

∂t
+ iĤk

)
Ψk(x, t) = δcΨk(x, t), (F.2)

χk(T ) = Ô
(2)
T Ψk(x, T ) + δcfk(x), (F.3)

Ψk(0) = φ(x) + δcφk(x). (F.4)

Then the variation of the Lagrange functional between two iterations is

δLk+1,k =

∫ T

0
dt
( 1

T
〈δΨk+1,k(t)|Ôt|δΨk+1,k(t)〉

+
2

T
ℜ〈δΨk+1,k(t)|Ô(1)

t |Ψk(t)〉 − α
(
E2

k+1(t)− E2
k(t)

) )

+ 2ℜ 〈Ψk(T )|Ô(2)
T |δΨk+1,k(T )〉︸ ︷︷ ︸

〈χk(T )−δcfk|δΨk+1,k(T )〉

− 2ℜ
∫ T

0
dt〈χ(t)|δcΨk+1(t)− δcΨk(t)〉

︸ ︷︷ ︸
J3

. (F.5)

Since the Schrödinger equation is not fulfilled we have in addition to the previous case also

the contribution from J3. We use the fact that Ô
(1)
t is hermitian and the equation (F.1) and

obtain

1

T

∫ T

0
dt〈Ψk(t)|Ô(1)

t |δΨk+1,k(t)〉 =

−
∫ T

0
dt
〈( ∂

∂t
+ iH̃k

)
χk(t)− δcχk(t)

∣∣∣δΨk+1,k(t)
〉
. (F.6)
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We use a partial integration

1

T

∫ T

0
dt〈Ψk(t)|Ô(1)

t |δΨk+1,k(t)〉 = −〈χk(t)|δΨk+1,k(t)〉|T0

+

∫ T

0
dt
(〈
χk(t)

∣∣∣
(
∂

∂t
+ iH̃k

)
δΨk+1,k(t)

〉

− 〈δcχk(t)|δΨk+1,k(t)〉
)

=

= 〈χk(0)|δcφk+1 − δcφk〉 − 〈χk(T )|δΨk+1,k(T )〉

+

∫ T

0
dt
(〈
χk(t)

∣∣∣
(
∂

∂t
+ iH̃k

)
δΨk+1,k(t)

〉

− 〈δcχk(t)|δΨk+1,k(t)〉. (F.7)

Using the Schrödinger equation (F.2) we get

1

T

∫ T

0
dt〈Ψk(t)|Ô(1)

t |δΨk+1,k(t)〉 = 〈χk(0)|δcφk+1 − δcφk〉 − 〈χk(T )|δΨk+1,k(T )〉

+

∫ T

0
dt

(〈
χk(t)

∣∣∣i
(
H̃k − Ĥk+1

) ∣∣∣Ψk+1(t)
〉

− 〈χk(t)|i
(
H̃k − Ĥk

)
|Ψk(t)〉

+ 〈χk(t)| (δcΨk+1(t)− δcΨk(t))〉

− 〈δcχk(t)|δΨk+1,k(t)〉
)
. (F.8)

We use the fact that two Hamilton operators differ only in the laser fields

1

T

∫ T

0
dt〈Ψk(t)|Ô(1)

t |δΨk+1,k(t)〉 = 〈χk(0)|δcφk+1 − δcφk〉 − 〈χk(T )|δΨk+1,k(T )〉+

+

∫ T

0
dt

(〈
χk(t)

∣∣∣iµ̂
∣∣∣Ψk+1(t)

〉(
Ẽk(t)− Ek+1(t)

)
−

+ 〈χk(t)|iµ̂|Ψk(t)〉
(
Ẽk(t)− E(t)k

)
+

− 〈χk(t)| (δcΨk+1(t)− δcΨk(t))〉 −

− 〈δcχk(t)|δΨk+1,k(t)〉
)
. (F.9)

We use the field equations and regroup the terms containing the fields to squared differences
as before and obtain

δLk+1,k =

∫ T

0
dt

(
〈δΨk+1,k(t)|

1

T
Ôt|δΨk+1,k(t)〉+ α

(
Ek+1(t)− Ẽk(t)

)2
+ α

(
Ek(t)− Ẽk(t)

)2
)

+ 2ℜ
∫ T

0
dt
(
〈χk(t)|(δcΨk+1(t)− δcΨk(t))〉 − 〈χk(t)|(δcΨk+1(t)− δcΨk(t))〉

− 〈δcχk(t)|δΨk+1,k(t)〉
)
− 2ℜ〈χk(T )|δΨk+1,k(T )〉+ 2ℜ〈χk(T )|δΨk+1,k(T )〉

− 〈δcfk|δΨk+1,k(T )〉+ 〈χk(0)|δcφk+1 − δcφk〉. (F.10)
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We use the field equations (4.12) and (4.17) and group the fields

δLk+1,k =

∫ T

0
dt
(
〈δΨk+1,k(t)|

1

T
Ôt|δΨk+1,k(t)〉

+ α

(
2

γ
− 1

)(
Ek+1(t)− Ẽk(t)

)2
+ α

(
2

η
− 1

)(
Ek(t)− Ẽk(t)

)2 )

− 2ℜ
∫ T

0
dt
(
〈δcχk(t)|δΨk+1,k(t)〉

)

− 〈δcfk|δΨk+1,k(T )〉+ 〈χk(0)|δcφk+1 − δcφk〉. (F.11)

The sum of the last three terms in equation (F.11) is not necessarily greater than 0. Therefore,
if the wave-function and the Lagrange multiplier do not satisfy the Schrödinger equation
(homogeneous and inhomogeneous), the proof of convergence does not hold.

In (F.11) we have a time integral over the error term from the inhomogeneous Schrödinger
equation. Since the errors for χ are of the order O(∆t), as we have shown in chapter 6, one
can see that the first error term from δLk+1,k does not explicitly depend on (∆t), and can
become sizable.
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Appendix G

Generalized functional - relations

Consider two real positive numbers a and b and n a positive integer, n > 1 . We have:

an − bn = nbn−1(a− b) + an + (n− 1)bn − nbn−1a (G.1)

We want to show that an + (n − 1)bn − nbn−1a is always positive. For this we define a new
variable δ: a = b+ δ, δ ∈ [−b,∞)
I. case: δ ∈ (0,∞)

an + (n− 1)bn − nbn−1a = (b+ δ)n + (n − 1)bn − nbn−1(b+ δ) =

= bn + nbn−1δ + · · · + nδn−1b+ δn + (n− 1)bn − nbn−1δ =

=
n!

(n− 2)!2!
bn−2δ2 + · · ·+ nδn−1b+ δn ≥ 0 (G.2)

II. case: δ ∈ [−b, 0]

(b+ δ)n + (n− 1)bn − nbn−1(b+ δ) = bn︸︷︷︸
≥0

[(
1 +

δ

b

)n

+ n− 1− n− nδ
b

]
(G.3)

Now we define x = 1 + δ
b , x ∈ [0, 1). We need to show that the function f(x) is positive:

f(x) = xn − nx+ n− 1

The function f has the properties:

f(0) = n− 1 > 0

f(1) = 0

f ′(x) = n (xn−1 − 1)︸ ︷︷ ︸
<0

=⇒ f(x) ∈ [0, n− 1] =⇒ f(y) ≥ 0

Since f ′(x) ≤ 0, the function f must fall monotonically from n− 1 to 0, so it cannot become
negative. In conclusion:

an − bn = nbn−1(a− b) + an + (n− 1)bn − nbn−1a︸ ︷︷ ︸
A≥0

(G.4)
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Appendix H

Tracking control

We consider the dipole approximation of the Hamiltonian

Ĥ = Ĥ0 − µ̂E(t) = −∇
2

2
+ V (x)− µ̂E(t) (H.1)

Given the equation

S(t) = 〈Ψ(t)|Ô|Ψ(t)〉 (H.2)

one can determine [27] the Schrödinger equation (i.e. the laser field) whose solution Ψ satisfies
it. We use the Ehrenfest theorem and obtain

dS(t)

dt
= 〈Ψ(t)|∂Ô

∂t
|Ψ(t)〉 − 〈Ψ(t)|i[Ô, Ĥ]|Ψ(t)〉. (H.3)

It follows

E(t) =
dS(t)

dt + 〈Ψ(t)|i[Ô, Ĥ0]|Ψ(t)〉 − 〈Ψ(t)|∂Ô
∂t |Ψ(t)〉

〈Ψ(t)|i[Ô, µ̂]|Ψ(t)〉
. (H.4)

For [Ô, µ̂] = 0 the denominator is zero for every t. In this case we apply again [27] the
Ehrenfest theorem

d2S(t)

dt2
=

〈
Ψ(t)

∣∣∣∣∣
∂2Ô

∂t2

∣∣∣∣∣Ψ(t)

〉
− 2

〈
Ψ(t)

∣∣∣∣∣i
[
∂Ô

∂t
, Ĥ0

]∣∣∣∣∣Ψ(t)

〉

+ 2

〈
Ψ(t)

∣∣∣∣∣i
[
∂Ô

∂t
, µ̂

]∣∣∣∣∣Ψ(t)

〉
E(t) +

〈
Ψ(t)

∣∣∣i
[
Ô, µ̂

]∣∣∣Ψ(t)
〉 ∂E(t)

∂t

−
〈
Ψ(t)

∣∣∣
[[
Ô, Ĥ0

]
, Ĥ0

]∣∣∣Ψ(t)
〉

+
〈
Ψ(t)

∣∣∣
[[
Ô, Ĥ0

]
, µ̂
]∣∣∣Ψ(t)

〉
E(t)

+
〈
Ψ(t)

∣∣∣
[[
Ô, µ̂

]
, Ĥ0

]∣∣∣Ψ(t)
〉
E(t) −

〈
Ψ(t)

∣∣∣
[[
Ô, µ̂

]
, µ̂
]∣∣∣Ψ(t)

〉
E2(t) (H.5)

The terms containing [Ô, µ̂] = 0 vanish so that

d2S(t)

dt2
=

〈
Ψ(t)

∣∣∣∣∣
∂2Ô

∂t2

∣∣∣∣∣Ψ(t)

〉
− 2

〈
Ψ(t)

∣∣∣∣∣i
[
∂Ô

∂t
, Ĥ0

]∣∣∣∣∣Ψ(t)

〉

+ 2

〈
Ψ(t)

∣∣∣∣∣i
[
∂Ô

∂t
, µ̂

]∣∣∣∣∣Ψ(t)

〉
E(t)

−
〈
Ψ(t)

∣∣∣
[[
Ô, Ĥ0

]
, Ĥ0

]∣∣∣Ψ(t)
〉

+
〈
Ψ(t)

∣∣∣
[[
Ô, Ĥ0

]
, µ̂
]∣∣∣Ψ(t)

〉
E(t) (H.6)
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We rewrite this equation

E(t) =

d2S(t)
dt2
−
〈
Ψ(t)

∣∣∣∂2Ô
∂t2

+ 2i
[

∂Ô
∂t , Ĥ0

]
+
[[
Ô, Ĥ0

]
, Ĥ0

]∣∣∣Ψ(t)
〉

2
〈
Ψ(t)

∣∣∣i
[

∂Ô
∂t , µ̂

]∣∣∣Ψ(t)
〉

+
〈
Ψ(t)

∣∣∣
[[
Ô, Ĥ0

]
, µ̂
]∣∣∣Ψ(t)

〉 (H.7)

For Ô = µ̂ = x this equation becomes

E(t) = −
(
S̈(t) + 〈Ψ(t)|∂xV |Ψ(t)〉

)
(H.8)

which means that the second time derivative of the imposed trajectory determines the field.
In the process of high harmonic generation (HHG) the atom irradiated with a strong laser

field of frequency ω0 responds in a nonlinear way and radiates odd harmonics of ω0. As one
can see in equation (H.8) this is possible only if the term 〈Ψ(t)|∂xV |Ψ(t)〉 compensates the
harmonics in the spectrum of the imposed trajectory S̈(t), otherwise the spectrum of E would
contain more than only ω0. As one can see the type of potential plays a crucial role. It is well
known that in the harmonic oscillator potential, there is no HHG [48]. Therefore, for such
a potential the term 〈Ψ(t)|∂xV |Ψ(t)〉 cannot compensate any harmonic higher than the first
from the spectrum of S̈(t).
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