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The lack of an efficiency increase with increasing Ga content in Cu(In,Ga)Se2 solar

cells has attracted much scientific interest. It has been claimed that the physical

properties of grain boundaries are responsible for this curious effect. Here, we present

an in-depth analysis of electronic potential barriers at grain boundaries (GBs) in

a series of Cu(In,Ga)Se2 (CIGSe) thin films using Kelvin probe force microscopy

(KPFM) measurements, extending our previous study [Sol. Energy Mat. Sol. Cells

103, 86 (2012)]. Here, (i) we show, by comparison with data of the crystal lattice

orientations, that localization of GBs purely from KPFM topography data allows

reliable localization of GBs. (ii) We consider the averaging effect of KPFM due

to long-range electrostatic forces for the analysis of the electronic GB properties to

determine the real potential barrier height for each individual GB; we determine

potential variations ranging from −400 to +400 mV. (iii) We consider the different

physical origin of positive and negative potential barriers and present a quantitative

analysis of the results to determine charge carrier concentration and defect densities

at GBs. From our data and anaylsis we do not observe any systematic variation of

these quantities with the Ga content.
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I. INTRODUCTION

For many semiconductor materials such as Si1–3 or GaAs4–6, it is well known that the

presence of grain boundaries (GBs) is detrimental for the electronic material properties.

The efficiency of solar cells from these materials is typically reduced by the presence of

GBs, due to recombination losses, reduced conductivity, etc. In contrast, solar cells based

on polycrystalline CuIn1−xGaxSe2 (CIGSe) absorber layers reach excellent power conversion

efficiencies above 20%, although a multitudinous number of GBs is present7. Therefore, it

is generally assumed that GBs either exhibit benign electronic properties, or even support

the charge collection process. However, despite intensive research on this phenomenon,

the physical fundamentals underlying the electronic properties of GBs in CIGSe thin films

remain at the heart of controversial discussions8–13.

Another curious finding in CIGSe solar cells is that a decrease in efficiency is found when

increasing the Ga content to obtain band-gap energies larger than ∼1.2eV14,15. However, it

is expected16 that the highest efficiencies are obtained for band-gap energies between 1.1 and

1.4eV. It has been claimed, that the properties of the GBs are connected to this efficiency

drop for high Ga contents17,18. Indeed, significant insight into the GB properties has been

gained from Kelvin probe force microscopy (KPFM) experiments, investigating the electronic

structure around the GBs9,10,17,19,20. While most of the studies have reported a downward

band bending at GBs, leading to a transport barrier for the majority carriers (holes in the

p-type CIGSe materials), recently also upward band bending has been reported21–23.

Considering the physics of semiconductors, the potential variations at GBs have been used

to quantify charge carrier concentrations and defect densities at GBs19. One constraint of

such quantifications is the impact of an averaging effect on measured surface potential values,

caused by the long-range electrostatic force utilized in the KPFM technique24. Due to this,

potential variations with a spatial extent on the order of the tip size or below are measured

with significantly reduced values. Analytical calculations and numerical simulations have

been employed to show that the measured values can be below 20% of the real potential

variations, depending on the size of the measured feature, the geometry of the tip, the tip

apex radius, and the tip-sample distance25–30.

Another critical issue in previous studies has been the localization of GBs, which typically

has been performed by visual inspection of topography and surface potential images of the
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KPFM measurement. Physically correct identification of the GBs requires local diffraction

experiments, as obtained by electron backscatter diffraction (EBSD) in an electron micro-

scope. This technique provides the orientation of the crystal lattice of the grains and permits

to identify the symmetry of GBs (characterized by Σ values31). It was shown that in CIGSe

thin films the majority of GBs are high symmetry twin boundaries (Σ3)32, which presum-

ably do not show any potential variations8,20,33. Thus, a reliable localization of GBs from

KPFM measurements would require EBSD measurements of the same sample areas, which

is difficult and time consuming, and has been reported only once for a single sample33.

Here we present a detailed KPFM investigation of the electronic properties of GBs in

CIGSe using a series of samples with varying Ga content x. KPFM results on the same

samples have revealed up and downward band bending at GBs on the order of ±100 mV22.

Here we extend this study by additional analyses and conclusions. Initially we demonstrate

by comparing EBSD and KPFM data that GB localization from KPFM topography images

can be reliably performed by following three simple criteria. Subsequently, the potential

variations at GBs are evaluated, finding potential barriers for holes (downward band bend-

ing) and for electrons (upward band bending). The different physics of both types of barriers

is discussed and the magnitude of the potential barriers is corrected by considering the av-

eraging effect by means of finite element method (FEM) simulations. Finally, values for

the charge carrier concentration and defect densities at GBs using the full dimensions of

potential barriers are determined.

II. EXPERIMENT

Five CIGSe thin films with [Ga]/([Ga]+[In]) ratios varying from 0 to 1 were grown on

Mo-coated soda-lime glass substrates by similar multi-stage co-evaporation processes inside

the same evaporation chamber34. The growth process leads to a Cu-poor composition of

the samples ([Cu]/([Ga]+[In]) < 1). Reference solar cells were processed by chemical bath

deposition of a CdS buffer-layer and subsequent sputter deposition of an i-ZnO/ZnO:Al

double window layer. Ni/Al grids were used as front contacts. Table I provides an overview

of various thin film and solar-cell device parameters of all samples studied in the present

work.

KPFM measurements were performed in an ultra-high vacuum (UHV) KPFM setup35
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TABLE I. Overview of thin film and solar-cell device parameters of the various CIGSe thin films

studied.

Sample name
[Ga]

[Ga]+[In]
[Cu]

[Ga]+[In]
Thickness

(µm)

VOC (mV) JSC (mA/cm2) Fill fac-

tor (%)

Efficiency

(%)

CIGSe-0 0.00 0.82 2.05 490.1±3.6 36.9±0.7 72.5±1.9 13.1±0.4

CIGSe-33 0.33 0.86 1.72 633.1±4.2 34.3±0.5 69.9±0.5 15.2±0.3

CIGSe-45 0.45 0.82 2.11 673±158 28.5±0.8 74±20 14.1±4.9

CIGSe-76 0.76 0.80 2.00 718±134 13.1±0.6 51±6 4.8±1.0

CIGSe-100 1.00 0.88 1.89 727±18 13.4±0.6 55±3 5.3±0.4

(base pressure <10−10 mbar), using the amplitude modulation technique at the second reso-

nance frequency of the cantilever for detection of the contact potential difference (CPD). The

applied ac voltage was 100 mV. For simultaneous topography measurements, the conven-

tional frequency modulation technique at the fundamental cantilever resonance (f0 ≈75 kHz)

was utilized. All measurements were performed using Pt-Ir-coated Si cantilevers at a tip-

sample distance of z ≈ 10 nm. Absolute work function values were obtained from the CPD

images by calibration measurements on highly oriented pyrolytic graphite.

Prior to the introduction into the UHV environment of the KPFM, all samples were

treated for 2 min in 0.15 M aqueous KCN solution in order to remove surface oxides22. To

prevent the KCN-treated samples from re-oxidation, they were kept in an environment of

deionized water during the transfer into UHV conditions. Directly after introduction into

UHV, all samples were annealed at temperatures of about 130◦C for 30 min to remove

residual water from the surfaces.

The electronic properties of individual GBs were evaluated from KPFM work function

images by extracting line profiles perpendicular to the GBs; ten neighboring lines were

averaged for the analysis of each GB to reduce the noise level.

Scanning electron microscopy (SEM) and EBSD measurements were performed by use

of a LEO GEMINI 1530 SEM, equipped with a field emission gun and a NordlysII-S EBSD

detector from Oxford Instruments HKL. The EBSD patterns were acquired and evaluated

using the Oxford Instruments HKL software package CHANNEL 5.

Three dimensional (3D) finite element method (FEM) simulations were employed to
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simulate the tip-sample interaction in KPFM28,29. By minimizing the electrostatic attraction

between tip and sample the CPD was calculated. More details about the employed FEM

simulations are provided in Ref.30.

III. RESULTS

A. Topography-based localization of grain boundaries

A critical issue in the analysis of the electronic properties of GBs in CIGSe thin films

by KPFM is the correct localization of GBs. Previous studies typically consulted both the

KPFM topography and work function images to determine the position of GBs9,10,17,19. This

approach is clearly limited, as GBs with pronounced electronic properties are preferentially

selected. A physically correct way to localize GBs is the combination of KPFM and EBSD33.

In EBSD the positions of GBs are unambiguously determined by an analysis of the crystal

lattice orientations of all grains. However, combined KPFM and EBSD experiments are

very challenging and time-consuming. Consequently, this method is not suited for extensive

studies in which multiple samples are investigated.

For the analysis presented here a different approach was chosen; only topography images

are consulted for the determination of the positions of GBs22. This approach represents a

good compromise between the combination of KPFM and EBSD mentioned above. On one

hand, it is not affected by the electronic contrast of GBs in KPFM work function images.

Therefore, it promotes the unbiased localization of GBs independent of their electronic

properties. On the other hand, it does not require any additional information not accessible

by KPFM. Therefore, this approach permits a quick evaluation of the experimental data.

The following criteria are applied to localize a GB based on KPFM topography images:

• The GB exhibits a significant change in surface topography with respect to the neigh-

boring grains.

• The shape of the whole grain is perceivable in the topography image.

• If there is any doubt about the origin of a surface feature, it is not considered as GB.

In order to investigate the reliability and the selectivity of this topography-based local-

ization of GBs, this method was compared with GB localization based on EBSD. Fig. 1a
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shows a KPFM topography image of the CIGSe-0 thin film, in which the locations of all

GBs identified according to the above criteria are indicated by numbers ranging from 1 to

25. From the EBSD orientation-distribution map of the identical area (Fig. 1b) GBs can

be localized unambiguously based on the crystalline orientation of the various grains of the

CIGSe thin film33. The identical area of the KPFM measurement was found in the SEM

experiment by using markers on the surface. For the following analysis every contact of two

grains in the EBSD orientation-distribution map is regarded as a GB. The EBSD pattern-

quality map (Fig. 1c) shows GBs as dark lines, where Σ3 GBs are highlighted by red solid

lines.

In Fig. 2 three representative GBs from Fig. 1 are shown separately; their locations are

indicated in Fig. 1a by colored arrows. The non-Σ3 GB (Fig. 2a) exhibiting a distinct topog-

raphy feature is clearly visible in both, the KPFM topography and the Laplace transformed

topography images. Fig. 2b shows a highly symmetric Σ3 GB with a distinct topography

feature, which can be detected in the KPFM topography images. In contrast, the Σ3 GB

shown in Fig. 2c does not exhibit any topography feature. This GB cannot be noticed in

the KPFM topography images. The three GBs depicted in Fig. 2 point out that it is not

possible to detect every single GB present in CIGSe thin films based on KPFM topography

images. However, Fig. 2 also demonstrates that even highly symmetric Σ3 GBs can exhibit
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FIG. 1. 9.0µm × 11.3 µm (a) KPFM topography image, (b) EBSD orientation-distribution map,

(c) EBSD pattern-quality map, and (d) KPFM work function image from an identical area on the

CIGSe-0 thin film. In all images the locations of GBs, as determined from the KPFM topography

image, are marked by numbers ranging from 1 to 25. In (c) Σ3 GBs are highlighted by solid red

lines.
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a change in surface topography sufficient to be localized in corresponding images.

Table II summarizes the results of the analysis by the two GB localization methods.

25 GBs are identified based on the KPFM topography image in Fig. 1a. By comparison

to the EBSD measurements of the same area (Fig. 1b and c) they can be classified into

two categories: (I) Σ3 GBs and (II) non-Σ3 GBs. About 10% of the identified GBs are

classified as Σ3 GBs. All other GBs exhibit non-Σ3 symmetries. It is noteworthy that no

surface features are misinterpreted erroneously as GBs. For comparison, by EBSD-based

localization of GBs 97 GBs are detected within the same surface area. More than 35% of

the GBs exhibit a Σ3 symmetry, all other GBs reveal a non-Σ3 symmetry. The frequency

of detected Σ3 GBs is lower than reported previously32 due to shadowing effects resulting

from the larger surface roughness of the present samples compared with polished surfaces.

From this analysis, we conclude that by a topography-based localization of GBs in CIGSe

KPFM
topography

KPFM
Laplace trans.

EBSD
orientation dist.

EBSD
pattern qual.

S3

(c)

S3

(b)

non- 3S

(a)

FIG. 2. EBSD orientation-distribution and pattern-quality maps as well as KPFM images of

topography and Laplace transformed (d 2z/dx 2+d 2z/dy 2) topography of (a) a non-Σ3 GB with

topography feature, (b) a Σ3 GB with topography feature, and (c) a Σ3 GB without topography

feature. Σ3 GBs are highlighted in the EBSD pattern quality map by solid red lines. The locations

of the GBs are indicated in all images by colored arrows. The locations of the GBs can also be

seen in Fig. 1a.
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TABLE II. Quantity and symmetry (Σ3/non-Σ3) of all identified GBs from the area of the CIGSe-0

thin film shown in Fig. 1, as identified solely based on the KPFM topography and based on the

EBSD orientation distribution map.

KPFM topography EBSD pattern quality

Σ3 3 35

non-Σ3 22 62

thin films, we reliably identify the location of GBs. However, only about 25% of all GBs are

identified, with a preference to non-Σ3 GBs.

B. Electronic properties of grain boundaries in CIGSe

1. Potential variations at grain boundaries

Based on the conclusion given above, we evaluate the measurements of the GB local

potential variations of the five samples from Tab. I. Examplarily, the work function image

of the CIGSe-0 sample is shown in Fig. 1d. Fig. 3a shows the electronic potential barriers

at the GBs, obtained from an analysis of all KPFM work function images. This result is

repeated from Ref.22 and presents the starting point of the evaluations in the following.

Twenty individual GBs are evaluated for each sample. Examplarily, Fig. S136 shows some

extracted line profiles of the work function. A similar variation of potential barrier height

(∆VGB) at GBs, in the range from about -100 to +100 mV, is observed for all samples. More

details about the results shown in Fig. 3a are provided in Ref.22.

The potential barriers observed in Fig. 3a are assigned to be caused by the presence of

charged defect states at GBs17,19,37–40. The excess concentration of charge at a GB changes

the electronic band structure and causes a band bending towards the GBs. The character-

istics of this band bending, i.e., the sign of the potential barrier, depend on the sign of the

net charge which is trapped at the GB. Three cases can be distinguished.

(i) Positive charge trapped at a GB (depletion). If positive charge is trapped at a GB, free

holes (CIGSe is a p-type semiconductor) are repelled from the near GB region. Ionized

acceptors (negatively charged) are left, forming a hole-depleted space charge region (SCR)

that compensates the positive charge at the GB. A downward band bending toward the GB,
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FIG. 3. Electronic potential barriers at GBs in dependence of the Ga content for the CIGSe thin

films of Tab. I, (a) original data from the KPFM measurements, reproduced from Ref.22, and (b)

corrected data considering the averaging effect through the tip of the KPFM. A positive potential

barrier represents an increase in local work function at the GB with respect to the grain surface,

while a negative potential barrier indicates a decreased local work function at the GB. For each

Ga content 20 GBs were evaluated. The number of GBs without a measurable potential barrier is

indicated for each Ga content by the numbers.
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FIG. 4. Schematics of the electronic band diagram in the vicinity of GBs in CIGSe thin films for

(a) a negative and (b) a positive potential barrier. Defect states (arbitrary) at the GB are indicated

by a sequence of small dashes. Below the band diagrams 2-dimensional schematics of the specific

charge compensation mechanisms in the case of a p-type semiconductor (i.e. CIGSe) are shown.

i.e. a negative potential barrier, is induced (Fig. 4a).

The potential distribution across a SCR can be calculated based on the Poisson equation

and the Schottky approximation:

ϵϵ0
∂2VGB(l)

∂l2
= −ρ(l) = −ePnet, (1)

where ϵ is the dielectric permeability of the CIGSe material, ϵ0 is the dielectric constant,

VGB(l) is the potential distribution across the GB, ρ(l) is the charge density across the GB,

l is the position, e is the elemental charge, and Pnet is the net doping density of the p-type

CIGSe material.

Two-time integration of Eq. (1) under consideration of suitable boundary conditions41
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yields an expression for the potential distribution, i.e. the band bending, across the GB42:

VGB(l) =
ePnet

2ϵϵ0
(|l| − w)2. (2)

Here, |l| is defined between 0 and w, where l = 0 is the location of the GB, and w is the

width of the SCR which extends to both sides of the GB.

From this equation a relation between the potential barrier height ∆VGB and the barrier

width w of a GB can be derived:

∆VGB =
ePnet

2ϵϵ0
w2. (3)

For typical38,51,52 charge carrier concentrations in the range of 1015 cm−3 to 1017 cm−3,

and potential variations in the range of 100 to 400mV the SCR width is on the order of 40

to 700nm. These values are well accessible in KPFM measurements.

(ii) Negative charge trapped at a GB (accumulation). If negative charge is trapped at a GB,

free holes are accumulated in the near-GB region and compensate the trapped charge. An

upward band bending towards the GB, i.e. a positive potential barrier, is induced (Fig. 4b).

Considering only the majority carriers (holes) and with an approximation for small potential

barriers, the potential distribution around the GB can be calculated from44:

tanh

(
eVGB(l)

4kBT

)
∼= tanh

(
eVGB(l = 0)

4kBT

)
exp

{
−
√
2

l

LDb

}
, (4)

where LDb =
√

ϵϵ0kBT
e2Pnet

is the Debye-length, and l = 0 is the location of the GB. Fig. 5

shows the calculated potential change to one side of the GB for two different ∆VGB and two

different Pnet. The decay of the potential depends strongly on both, ∆VGB and Pnet and the

decay lengths are somewhat smaller than the Debye lengths for the corresponding carrier

concentrations. The length scale of the potential decay in Fig. 5 is in the range below the

lower limit of the KPFM resolution, preventing an in-depth analysis of the potential barriers

for negatively charged GBs. Furthermore, a simple analysis as in the case of positively

charged GBs by a SCR width is not possible in this case. Extraction of values for the charge

carrier concentration requires a fit to the potential peaks with two free parameters. Due to

the noise level and the limitation in resolution a further analysis of the positive potential

barriers is therefore not conducted. We note already here that experimentally the width

of the GB potential change is similar for negatively and positively charged GBs; for the
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FIG. 5. Potential decay around a negatively charged GB for different potential peaks and charge

carrier concentrations (see legend). The decay length is in the range of or below the spatial

resolution of KPFM.

negatively charged GBs, the averaging effect in KPFM results in a widening of the potential

profile, see Fig. S136 and the discussion in the next section.

(iii) No charges trapped at the GB. The GB is charge neutral20. Since there is no charges, no

band bending results around the GB. This is the case for about 40% of all GBs, as indicated

by the data points on the zero-line in Fig. 3a, where the numbers give the quantity of

respective GBs with no potential variation.

2. True potential barrier heights at grain boundaries

Before a quantification of the GB potential barriers, doping concentrations, and defect

densities can be made, the magnitude of the measured potential barrier heights has to be

corrected by considering the averaging effect of KPFM measurements owing to the long-

range nature of the involved electrostatic forces26,27,30.
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We have shown recently30 that the magnitude of the averaging effect depends on the

various geometry parameters of the experimental setup, namely the geometry of the used

tip, the tip-sample distance, and the size of the detected potential variation43. All cantilevers

used for the present study exhibit a similar tip-geometry45 , and the tip-sample distance is

kept constant at z ≈ 10 nm for all experiments. Consequently, the only geometry parameter

affecting the magnitude of the averaging effect is the width (w) of the potential barriers.

Fig. 6a shows the widths of the potential variation of all electronically active GBs from

Fig. 3a as a function of the Ga content. The widths were simply measured from line profiles

across the grain boundaries, as previously described in Ref.30. A variation of the widths

between ≈ 25 and 125 nm is determined, while no dependence on the Ga content is found.

The variation in widths can be understood, considering the different potential-barrier heights

observed in Fig. 3a. According to Eq. (2) and Eq. (4), different potential-barrier heights

result in different barrier widths46 . We would like to point out that the width of the positive

potential barriers comprises their full extension.

The minimum barrier width of ≈ 25 nm found in the experiments can be explained

considering the radius of the used tips (r ≈ 20 nm); in general, the radius of the tip represents

a lower limit for the spatial resolution of potential variations in KPFM26–28. Smaller potential

variations can still be detected by KPFM; however, their widths appear widened in KPFM

images. For this reason a detailed quantitative evaluation of the positive potential barriers,

which are expected to be lower than the experimental resolution (see Fig. 5) is omitted.

In Fig. 6b, the measured values of the potential-barrier height of the electronically active

GBs from Fig. 3a are plotted against their widths. Additionally, data gathered by means

of FEM simulations are depicted (Fig. 6c). The simulation47 data displays the fraction of

a potential barrier, which is detected in KPFM experiments in dependence of the barrier

width at a fixed tip-sample distance of z = 10 nm (detailed information about the FEM

simulations are provided in Ref.30). By comparison of the experimental data with the sim-

ulation data the fraction of the full potential barrier detected experimentally by KPFM for

every GB is determined. In order to incorporate this averaging effect in the analysis of the

potential barriers, the simulation data is fitted with an analytic function48 . Based on this fit

function the magnitude of the averaging effect is calculated individually for each experimen-

tal potential barrier. The resulting real potential-barrier heights are plotted as a function

of the Ga content for all five samples in Fig. 3b. No change in qualitative information is
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FIG. 6. (a) Potential-barrier widths of the electronically active GBs from Fig. 3a in dependence

of the Ga content. (b) Measured potential-barrier heights of the electronically active GBs as a

function of their width. (c) FEM simulation results representing the fraction of the potential

barriers detected in the KPFM experiments in dependence of the width at a fixed tip-sample

distance of z = 10 nm. Using this curve, the measured potential-barrier heights are converted into

the corrected potential-barrier heights of Fig. 3b.
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noticed when comparing Fig. 3a with b. The main difference between both figures is the

magnitude of the potential barriers. Due to the incorporation of the averaging effect, it is

increased by a factor between 4 and 10, depending on the width of the respective potential

barrier.

3. Doping densities and defect densities

Using the corrected potential-barrier heights of Fig. 3b, we can now continue to analyze

the GBs quantitatively and extract values for the doping and defect densities. As discussed

above, this analysis will only be performed for positively charged GBs.

In Fig. 7a the corrected values of the negative potential-barrier heights of Fig. 3b are

plotted as a function of the square of the corresponding barrier widths. According to Eq. (3),

a linear dependence of the data is expected in the case of a constant doping density Pnet.

However, a linear dependence is not observed in Fig. 7a, which suggests a non-constant

effective doping density within the studied CIGSe thin films, possibly due to variations of

the defect density within the films.

Using Eq. (3) we estimate the doping density Pnet of the CIGSe thin films49 to between

1.5× 1016 cm−3 and 3.6× 1017 cm−3 (Fig. 7a). These numbers are in good agreement with

doping densities of CIGSe thin films reported in the literature38,51,52.

In Fig. 7b the doping densities in the vicinities of the GBs with negative potential barriers

are plotted as a function of the Ga content. For this purpose, Pnet is calculated individually

for each GB via Eq. (3). With these values we calculate the charge per unit area (QSCR)

localized at the SCRs at both sides of a GB11:

QSCR = −2ePnetw. (5)

|QSCR| must be equal to the charge per unit area QGB, which is localized at the GB. Consid-

ering the relation between QGB and the defect density PGB at a GB, QGB = ePGB, Eq. (3)

can be written as:

PGB =

√
8ϵϵ0Pnet∆VGB

e
. (6)

The defect density of each individual GB with negative potential barrier height is calcu-

lated via Eq. (6), and plotted in Fig. 8 in dependence of the Ga content. The defect densities
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PGB range between about 3.1× 1011 cm−2 and 2.1× 1012 cm−2, which is in good agreement

with defect densities at GBs of CIGSe thin films reported in the literature19,38.

IV. DISCUSSION AND CONCLUSION

We have shown that for a topography-based localization of GBs no surface feature is

wrongly misinterpreted as GB, if the strict criteria given in Sec. III A are applied. Lower

symmetry non-Σ3 GBs are preferentially selected over highly symmetric Σ3 GBs by means of

this localization method. Since Σ3 GBs have a lower probability to exhibit charged potential

barriers than non-Σ3 GBs33, an analysis of the electronic properties of GBs based on a GB

localization using KPFM topography images thus overestimates the number of GBs with

electronic potential barriers.

KPFM measurements of potential barriers at GBs in CIGSe thin films are subject to

an averaging effect reducing the measured barrier height. The GB analysis presented in

Sec. III B 1 provides a means to obtain the full height of the potential barriers by considering
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the impact of the averaging effect30. This procedure allows a quantitative comparison of

KPFM results to results obtained by other experimental techniques and to theory.

It is also shown that different charge compensation mechanisms are present in the cases

of negative and positive charges localized at GBs of CIGSe thin films. While (in p-type

semiconductors) positive charge at a GB is compensated by the formation of a space charge

region, negative charge trapped at a GB leads to the accumulation of free holes in the

vicinity of a GB. It is necessary to consider the different charge compensation mechanisms, to

extract physical quantities from the experimental data, i.e. the charge carrier concentration

of the CIGSe thin film and defect densities at GBs. The similar magnitude of the potential

variation at positively and negatively charged GBs could indicate a similar energy level of

the respnsible defect states. However, from our results we cannot determine the nature of

the defect states.

Our analysis gives charge carrier concentrations between 1.5 × 1016 cm−3 and 3.6 ×

1017 cm−3. Variations in defect densities at GBs between 0.3 and 2.1 × 1012 cm−2 are

determined. The presented results did not reveal any dependence of the electronic GB prop-

erties on the Ga content, contrary to claims of a relation between GB potential barriers and

device efficiencies17; we note that in the latter work the samples were rinsed in de-ionized

water to remove Na from the surface, where in our study we cannot exclude that Na dif-

fuses to the surface during the UHV-anneal at 130◦C. The variation of the charge carrier

concentration by one order of magnitude, even within the same sample can be attributed to

variations in the local composition. Qualitative lateral variations in the composition have

been observed by microspot x-ray photoelectron spectroscopy53. Variations in the quasi

Fermi level splitting observed by spatially resolved photoluminescence have also been at-

tributed to variations in the composition54,55. The charge carrier concentration is mainly

connected to the density of Cu vacancies, thus to the [Cu]/([In]+[Ga]) ratio. A systematic

influence on the Ga content was not found in our study, which is to be expected as In and

Ga are isoelectronic.

Finally, we would like to note that the methods and considerations presented here can

be easily transfered to the analysis of GBs in other polycrystalline material systems.
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