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1 Introduction

1.1 The HLA region on chromosome 6

The human leukocyte antigen (HLA) complex or major histocompatibility complex
(MHC) on chromosome 6 is the most important genetic region in the human genome
in relation to infection, autoimmunity and transplantation [77]. It encodes cell-surface
antigen-presenting proteins and many other genes involved in the immune system.
The antigen presenting proteins can be divided into two classes. Class I antigens
(HLA A, B & C) present peptides from inside the cell (including viral peptides if
present). Class II antigens (HLA DR, DP, & DQ) present phagocytosed antigens
from outside of the cell.
Over the past 50 years, the study of the HLA genes and gene products has re-

sulted in important contributions to immunology, population genetics and transplant
medicine. But despite best efforts, more than 100 diseases linked to chromosome
6p [208] remain chief contributors to seriously reduced life quality and global mortal-
ity. Developing countries e.g. suffer from more than 13 million deaths each year
caused by infectious diseases and industrialized countries show rising incidence of
auto-immune diseases affecting currently 4% of the population [32]. The etiopatho-
genesis of these global health threads is often complex (for example, polygenic and
non-Mendelian) and involve genetic, epigenetic and environmental factors [217].
The MHC/HLA complex on chromosome 6p contains the most polymorphic genes

in the genome [138] but it has been difficult to identify the precise genes associated
with infection or autoimmunity, mainly because of the strong linkage disequilibrium
and high gene density over the region [210]. Therefore many studies have either failed
to pinpoint a single gene or suffer from insufficient evidence.

1.2 Inflammatory Bowel Disease

Inflammatory bowel disease (IBD) are relapsing chronic inflammatory disorders of
the gastrointestinal (GI) tract. Although the etiology of IBD is unknown it is
clear that it is a multifactorial disease. As typical complex disorder the interplay
of genetic, environmental and immunological factors is thought to constitute the
pathogenesis [49].
Clinical symptoms of IBD include abdominal pain, diarrhea, weight loss, and
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Figure 1: Inflammatory patterns found in the two major forms of IBD: Crohn’s dis-
ease and ulcerative colitis. Red color exemplarily highlights affected regions. Crohn’s
disease is characterized by discontinuous inflammation of the whole gastrointestinal
tract, while ulcerative colitis is predominantly identified by continuous inflammation
of the colon.

fever [228]. The disease incidence peaks in early adulthood and is rising worldwide,
with a current lifetime prevalence of 0.1-0.5% in Western countries [157,186].
Inflammatory bowel diseases can be subdivided into two major forms based on

clinical, radiologic, endoscopic and pathological criteria [68,155]:
Crohn’s disease is characterized by discontinuous inflammation of the GI tract

with thickened intestinal walls, fissures or fistulae, fibrosis, the presence of gran-
ulomas in all tissue layers, and inflammation affecting all layers of the intestinal
mucosa. Ulcerative Colitis in contrast predominantly affects the colon and is char-
acterized by continuous inflammation mainly found in superficial tissue layers and
ulcers penetrating into the submucosa.
Besides disease-subtype specific aberrations of the immune response it is consid-

ered that general defects of the immune system underlie the diseases. Therefore
the phenotype of patients with IBD often resembles that of patients suffering from
other auto-immune diseases. In detail extra intestinal complications such as joint
disorders (ankylosing spondylitis), skin disorders (erythema nodosum, epidermolysis
bullosa acquisita), hepatobiliary diseases (primary sclerosing cholangitis), and eye
diseases (uveitis) often co-occur with IBD. UC is often associated with ankylosing
spondylitis, arthritis, primary sclerosing cholangitis, and an increased risk of colon
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carcinoma [206], while CD is more often associated with psoriasis and thrombotic
vascular complications [228].

1.2.1 IBD – Genetic factors

There are many studies that support the influence of genetics in IBD, sometimes
affecting one subtype more than the other. IBD is a complex polygenic disease with
differential concordance rates in twins. In CD, monozygotic twins have a concor-
dance rate of 58%, while dizygotic twins have rates similar to siblings. In UC, the
concordance rates are lower than in CD (monozygotic twins, 6-17%; dizygotic twins,
0-5%) [148,207,211]. Further evidence for the genetic component of IBD is reflected in
the nine susceptibility loci that have been identified for IBD, as outlined in Table 2.
Most prominently, variations in CARD15 (IBD1), an innate immunity receptor,

have been strongly associated solely with CD pathogenesis. Homozygotes carrying
two risk mutations have a 44 times greater probability of contracting CD than non-
carriers of the mutations [81].
Chromosome 6 has been implicated in the etiology of IBD, by association and

genetic-linkage studies dating as far back as 1972. Previously reported associations
include class I [12,61,159,214], class II [51,140,209], and tumor necrosis factor-a (TNFα)
alleles [17,154]. Stratification analysis recently revealed that the association seems to
be gender specific as was pointed out by Fisher et al. [50] (figure2). This sex-specific
linkage occurs in both CD and UC families.
Animal models also strongly support the genetic component of inflammatory

bowel disease. The mice strains Samp/Yit and C3H/HeJBir are murine models
of intestinal inflammation and spontaneous colitis, respectively [98,100]. In particular,
the C3H/HeJBir strain was also shown to be sensitive to chemically induced col-
itis by administration of dextran sulfate sodium in comparison to other strains of
mice [124]. Furthermore, though no one single model manifests all the characteristics
of human IBD, different genetic defects in transgenic animal models (knock-in or
knock-out) can reproduce the same clinical phenotype. For example, knocking-out
IL10, a cytokine whose normal function is to suppress macrophage function, yields a
mouse model with over-production of Th1 cytokines, resulting in intestinal inflam-
mation [125,219]. An IL2 (T-cell proliferation) knock-out mouse results in increased
growth factor B, CD14 and inducible NOS, and ultimately, colitis [65,131,176,182]. Fi-
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Table 2: Genetic loci associated to Inflammatory Bowel Diseases

Locus Chromosomal Location Candidate genes

IBD1 16p12-q13 CARD15, CD11, ITGA[M,L,X,D], CD19, IL4R, SPN
IBD2 12p13.2-q24.1 IFNG, SLC11A2
IBD3 6p TNFα
IBD4 14q11-q12 T-cell receptor [α,γ] complex
IBD5 5q31 SLC22A[4,5], IL[3,4,5,13], CSF2, SPINK5
IBD6 19p13 ICAM-1, C3, TBXA2R, CYP4F3, TYK2, JAK3
IBD7 1p36
IBD8 16p
IBD9 3p26
unnamed 10q23 DLG5
unnamed 7q21.1 ABCB1
unnamed 7q22 MUC3, HGF, EGFR
unnamed 7p21.3 AGR2
unnamed 3p21.2 GNAI2

nally, cross-breeding a DSS-susceptible mouse strain (C3H/HeJ) with a partially
resistant strain (C57BL/6) yielded significant genetic linkage to colitis at marker
D5Mit216, a locus which is syntenic with the human linkage on chromosome 5 [123].
Together, these examples illustrate that genetic changes can cause colonic inflam-
mation.

1.2.2 IBD – Environmental factors

Non-genetic factors, such as the environment, have an influence on the incidence
of IBD, because genetic data cannot fully explain all variability seen in IBD pa-
tients [228]. A wide variety of environmental factors have been suggested as risk
factors for the development of inflammatory disease, including smoking, diet, hy-
giene, and technological advances that cause changes in bacterial flora. Indeed, IBD
may generally be described as a side effect of 20th century industrialization, since
incidence of IBD has increased within industrialized nations since the 1950’s [129].
Of all environmental factors, smoking has the strongest influence on inflamma-

tory bowel disease, with opposite effects in Crohn’s disease and ulcerative colitis.
Whereas smoking increases the risk of development, relapse, and the need for surgi-
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Figure 2: Genetic Association with Inflammatory Bowel Diseases found on chromo-
some 6 in the extended HLA region. The picture is reproduced from a study by
Fisher et al. [50]. Depicted are the LOD scores to measure the amplitude of associ-
ation found. Stratification analysis revealed that the association is gender specific,
with strong association found for male subjects in both CD and UC families. The
gray bar, depicts the region covered by the HLA microarray design developed in this
study.

cal intervention in Crohn’s disease, smoking is viewed as beneficial against UC, due
to the fact that many UC patients are non-smokers or former smokers [119,163]. The
mechanism by which smoking influences different effects in CD and UC is unknown;
however, one possibility is that smoking may impair antimicrobial response in CD,
while promoting protective effects of luminal bacteria in UC [14].
With respect to diet, breastfeeding is suggested to be protective against IBD [95],

whereas increased intake of simple carbohydrates and fast food are risk factors for
CD [153]. High sucrose intake is a risk factor for IBD, while high fat intake is a risk
factor for UC [164]. Factors, which affect availability, transport or metabolism of the
major energy source of the colonocytes, the short chain fatty acids (SCFA) and in
particular, butyrate, may introduce a risk for IBD by causing colonocyte starvation.
For example, increased ingestion of food containing sulfur may be associated with
UC, since sulfur compounds inhibit metabolism of butyrate [169]. Lack of dietary
fiber to breakdown into SCFA by bacterial flora or impaired transport of SCFAs can
cause colon pathology [34,180].
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Changes in hygienic practices have also been hypothesized to be related to the
increasing rate of IBD. It has been suggested that overall improvements in public
sanitation may predispose for IBD by removing the stimulus for a mucosal immune
response, which would normally be required in an unsanitary environment [172]. The
pre-disposing immune response genes, when not sufficiently activated in a clean
environment, may lead to hyper-stimulation of the immune response if challenged
by a microbial antigen later in life. Alternatively, the lack of exposure to microbial
antigens may leave the mucosal immunological system in a perpetually primed state
which makes the system vulnerable to dysregulation in the form of an autoimmunity
reaction [222]. The loss of the intestinal parasite, the helminth, is an example of the
hygiene hypothesis. As an integral part of the intestinal flora, helminths affect T
regulatory cells to stop over-activation of T cells. The absence of the helminth
upsets T cell regulation, a process that is probably common in diseases with an
autoimmunity component (IBD, asthma, multiple sclerosis, allergies) [97,218].
Interestingly, the advent of refrigeration has been proposed to cause Crohn’s dis-

ease in genetically susceptible individuals. The use of refrigeration in commercial
and domestic food preparation encourages the growth of psychrotrophic bacteria,
such as Yersinia enterocolitica and Listeria monocytogenes, which are able to grow
at cold temperatures (between -1◦C and 10◦C). The cold chain hypothesis proposes
that chronic ingestion of psychrotrophic bacteria from refrigerated foods invokes an
over-active host reaction in genetically susceptible individuals who have lost the
ability to tolerate the bacteria [82].

1.2.3 IBD – Cellular Immunity

The gut immune system must maintain a delicate balance between tolerating food
antigens and commensal bacteria, while being able to appropriately respond to
pathogens. Oral tolerance is thought to occur by three mechanisms: 1) clonal selec-
tion takes place to eliminate the effector T cells that recognize commensal bacterial
as self-antigen; 2) clonal anergy is induced (i.e. lymphocytes are rendered unrespon-
sive to the oral antigen); and 3) suppressor T-cells (Th3 cells) are induced [18]. In
inflammatory bowel disease, different defects in the maintenance of oral tolerance
have the potential to cause chronic inflammation. Though there are no prospec-
tive studies to definitively show that oral tolerance is defective in IBD, there are
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studies that suggest that there is some truth to the hypothesis. In one example,
a non-prospective study has shown that T-cells from IBD patients proliferated and
produced cytokines in response to their own microflora, whereas T-cells from control
subjects did not [41]. In a more recent example, IBD patients and controls were ad-
ministered an oral antigen (keyhole limpet hemocyanin) before initial immunization
and booster [102]. In contrast to the control group, tolerance was not induced in CD
and UC patients, as shown by enhanced levels of T-cell proliferation after immu-
nization, suggesting a defect in suppression response in IBD. In a follow-up study,
the same authors repeated the protocol on IBD patients and first-degree relatives
and found that intestinal permeability could not be faulted for the lack of tolerance
induction and suggested that there is a genetic defect responsible for oral tolerance
in IBD [101].
An upset in balance between effector T-cells (Th1 or Th2), which cause inflamma-

tion, and regulatory T-cells, which prevent inflammation, can also result in mucosal
inflammation. According to mouse models, inflammation may result from either
an over-active effector T-cell response or a weakened regulatory T-cell response [18].
Within the effector T-cells, mucosal inflammation can be a consequence of exces-
sive T helper 1 cell (Th1) response, which induces secretion of IL2, IL12, IFNγ
and/or TNFα. Alternatively, inflammation may result from an excessive Th2 re-
sponse, which induces secretion of IL4, IL5, IL10 and/or IL13. These cytokine
profiles are clear distinguishing characteristics of the two subtypes of IBD. The CD
cytokine profile looks more like a Th1-mediated inflammation. Many studies have
showed that macrophages isolated from CD, but not UC patients, produce increased
amounts of IL12, which activates Th1 cells [136,151]. In addition, T cells from CD pa-
tients show increased levels of IFNγ and decreased levels of IL4 in comparison to
controls [53,136,151]. A final piece of evidence supporting the role of Th1 response in
CD is the result that CD patients treated with an antibody against the p40 chain
of IL12 show an immediate reduction in inflammation, which is paralleled by de-
creased IL12 and IFNγ levels in mononuclear cells from colonic lamina propria [126].
In contrast to CD, the UC cytokine profile resembles a Th2-mediated inflammation.
Although the hallmark cytokine of Th2 response, IL4, has not been shown to be
increased in UC Th2 cells, there are other studies that suggest that UC is driven by
Th2 mediated inflammation [18]. For example, the development of auto-antibodies,
such as anti-neutrophil cytoplasmic antibody (pANCA), is more prevalent in UC
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in contrast to CD [178], while the anti-Saccharomyces cerevisiae antibody (ASCA) is
more prevalent in CD than in UC, which provides a possibility to distinguish UC
and CD by serological testing [9]. Moreover, Th2-related subclasses of IgG (IgG1
and IgG4 ) are associated with UC, as opposed to Th1-related subclasses (IgG2 ),
which are more associated with CD [92]. Together, these studies support distinct
T-helper-cell responses in CD and UC.
Abnormalities in any aspect of the innate immune response may ultimately lead

to inflammation in IBD. The most prominent case in point is the association of
mutations in CARD15 to CD. The protein encoded by this gene, NOD2, is an
intracellular receptor for bacterial peptidoglycan, in particular, muramyl dipeptide.
NOD2 is expressed in epithelial cells, dendritic cells, granulocytes and monocytes.
There are three hypotheses as to how defects in NOD2 act to cause CD [18]: 1) the
lack of functional NOD2 leads to impaired macrophage activation and infection;
2) lack of functional NOD2 in epithelial cells negates activation of an epithelial
cell defense response (in the form of chemokine and defensin secretion), allowing
bacterial colonization of the crypt and penetration through the epithelial barrier; 3)
impaired recognition of bacterial antigen leads to inappropriate activation of antigen
presenting cells, resulting in an imbalance between effector and regulatory T-cells.

1.2.4 IBD – The epithelial barrier

The mucosal epithelium provides a physical barrier separating an outside environ-
ment (food antigens, microflora and pathogens) from the inner workings of the body.
This physical barrier consists of a thick glycocalyx mucous layer coating the apical
surface of the epithelial cell layer and the epithelial cells themselves, which are joined
laterally by tight and adherens junctions and basally to the extracellular matrix of
the lamina propria. Breaches of the epithelial barrier can allow components of the
outside environment to come into direct contact with the gut immunological ma-
chinery, thereby causing an overwhelming immune response. In the case of IBD, is
not clear whether impaired barrier function causes a chronic inflammation first or
if an impaired immune response leads to degradation of the barrier first. Due to
the multifactorial nature of IBD, it is possible that one or both events contribute to
the initiation of chronic inflammation, depending on the characteristics of the indi-
vidual patient. Many animal models support the hypothesis that the loss of barrier
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function causes inflammation. In one example, severe inflammation is observed in
transgenic mice expressing a dominant negative N-cadherin transgene that impairs
intra-epithelial cell adhesion [69]. Not only does the intestinal epithelial layer provide
a physical barrier, it also plays an active role in immune response. Epithelial cells
are able to detect microbial antigens and further transmit the appropriate response.
For example, Toll-like receptor 5 (TLR5 ) is specifically expressed on the basolateral
side of the epithelial cell, where, if it is activated by bacterial flagellin, it initiates
an inflammatory response to combat the bacterial breach [60]. And finally, recent in
vitro studies show that the epithelial tight junction can alter its structure in response
to cytokines such as tumor necrosis factor alpha (TNFα) [229] or interferon-gamma
(IFNγ) [212].

1.3 Differential splicing and disease

The impact of splicing on physiological events has been investigated in various
species and model systems (for a review see Black et al. [15]). Within the recent
years several studies have focused on splicing in common human diseases, indicat-
ing a key role in pathophysiology. However, the current knowledge of splicing in
human diseases is still very limited. Differential splicing of pre-mRNA is a highly
regulated process. Splicing factors (SF), consisting of a combination of more than
a hundred proteins and small RNAs, are needed to splice pre-mRNAs (for a re-
view see [15]). Besides the splicing factors that excise an intron, a growing num-
ber of reports concentrate on splicing factors determining and activating splicing
sites. These regulatory splicing factors, specifically known as splicing enhancers
and splicing inhibitors, interact to guide splice site selection [15]. It has been pro-
posed that regulatory splicing factors modulate differential splicing by controlling
the ratio of splicing enhancers and splicing inhibitors, which in turn, determine
splice site selection [55,83,130,135,160,215]. Several recent studies have pointed out that
aberrant differential splicing is a potential cause for human disease [24,48,73,146]. For
example differential splicing affects apoptotic processes [26,183,195,201] and signal trans-
duction pathways [19,31,227]. Differential splicing exerts its action by changing either
the function, location or expression level of a protein. Aberrant intron-retention, for
instance, was shown to cause the dysfunction of ATRX leading to acquired alpha
thalassemia [143].
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1.4 Microarray technology

A DNA microarray is a high-throughput technology used in molecular biology and
in medicine. Their use for gene expression profiling was first reported by Schena et
al. [179] in 1995, and a complete eukaryotic genome (Saccharomyces cerevisiae) on a
microarray was published in 1997 [108]. Microarray technology evolved from Southern
blotting and consists of an arrayed series of thousands of microscopic spots of DNA
oligonucleotides, called probes or features, each containing pico-moles of a specific
DNA sequence. This can be a short section of a gene or other DNA element that
are used as probes to hybridize a cDNA or cRNA sample (called target) under high-
stringency conditions. The types of DNA arrays differ by the length of probe DNA
arrayed to catch the target.
Short oligonucleotide arrays known as Affymetrix arrays consist of up to 20

single-stranded oligonucleotides (25mers) per gene. The expression level of a gene
is calculated by different algorithms integrating the probe expression levels.
Long oligonucleotide arrays Longmer arrays measure the expression level of

a gene by hybridization of cDNA to only one single stranded oligonucleotide of 50
to 70 bases.
cDNA arrays consist of an array of double-stranded DNA of variable length.

Probe length usually is in the range of 200-5000 base-pairs.
Probe-target hybridization is usually detected and quantified by fluorescence-

based detection of fluorophore-labeled targets to determine relative abundance of
nucleic acid sequences in the target. Figure 1.4 depicts microarray preparation and
a typical microarray experiment.
DNA microarrays can be used to measure changes in expression levels of genes or

to detect single nucleotide polymorphisms (SNPs).
Microarray technology creates several challenges: to name just a few, multiple

levels of replication have to be addressed in experimental design, the data has to be
standardized prior to analysis, the amount of multiple testing as compared to the
small number of biological replicates poses many statistical questions and specificity
issues have to be acknowledged when it comes to interpret the results.
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Figure 3: Microarray preparation and experiment. Specific sequences from thou-
sands of genes get spotted onto small, solid supports at fixed locations. Equal
amounts of cDNA from two sources to be compared are labeled and hybridized to
the microarray. Scanning reveals each fixed location where microarray probe and
target sequence match for each fluor. Fluorescence intensity is translated into gene
activity for each gene and source. Statistic reveals if gene activity differs for the two
sources.

1.5 Aims of the study

Genetic studies repeatedly confirmed linkage of the HLA region on chromosome 6p21
to the pathogenesis of Inflammatory bowel disease. Due to the extensive haplotype
structures in the HLA region on chromosome 6 it is almost impossible to disen-
tangle the genetic association found for IBD and to single out potentially disease
causing genes. The assumption that disease associated genes might exhibit aberrant
expression or splicing patterns initiated this study.
The first aim of this study was to construct a tool to investigate the transcriptome

of the HLA linkage region on chromosome 6p21.
The second objective of this study was to use the constructed HLA-microarray

to investigate differential gene expression in both inflamed and non-inflamed IBD
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samples and normal controls.
As a follow-up to the microarray results, high-throughput 384-well plate format

real-time PCR was used to further verify the gene transcript expression in a larger
number of patient samples (195 samples, including normal controls, IBD samples
and disease specificity controls).
In summary, the objectives of this study were three-fold: 1) to construct a HLA-

microarray; 2) to use microarray expression screening to identify novel genes in-
volved in the pathogenesis of IBD; 3) to focus on processes identified by microarray
screening and to analyze transcript expression in a larger number of patients using
quantitative real-time PCR.
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2 Methods

2.1 Establishment of a chromosome 6p21 microarray

2.1.1 Data sources

Ensembl core The Ensembl database [79] version 25.34 based on NCBI assembly 34
was used as reference database. Next to the transcript model database of its own
annotation pipeline, the Ensembl database is more of an assembly of databases.
Within its database scheme, data from the Vega database as well as data from the
ESTgene database can be found. The Ensembl transcript database contained 34111
transcript models (22291 genes) of which 798 transcripts (504 genes) were located
in the HLA (20 Mb - 50 Mb) region on chromosome 6.
Sanger Center Vega Data from the manually curated Vega database [223] was
extracted from the Ensembl core database. The Vega database contained 9557
manually curated transcript models (5501 genes). 705 transcripts (438 genes) were
found located in the HLA region.
Ensembl ESTgene The Ensembl core database additionally harbored 43710 tran-
script models (24980 genes) from the ESTgene database. 803 transcripts models
(472 genes) were found for the HLA region.
NCBI RefSeq The RefSeq release 8 of 2004-10-31 of Homo sapiens was down-
loaded from NCBI (ftp://ftp.ncbi.nih.gov/RefSeq/) as files in FASTA format. Only
reviewed transcripts with name prefix NM have been used in this study. Of 22239
sequences 21073 sequences were already mapped into the Ensembl database scheme.
Positional information, if present, was down-loaded from UCSC [58]. Of 22239 se-
quences 548 (426 genes) mapped to the HLA region on chromosome 6.

2.1.2 Merging databases

Grouping transcripts The algorithm made heavy use of the Perl module IntSpan
which handles spans of integers. It treated transcripts as sets of numeric intervals.
Set operations have been used to compare the transcripts against each other. Group-
ing transcripts from different databases was a three step process. First; transcripts
were assigned to each other if they shared exon sequence of at least two exons. If the
total number of intervals of the intersect of both transcripts was greater equal than
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two the transcripts were assigned to each other. If there was only one interval of
at least 100 bases in the intersect and the exon-count of one transcript was smaller
than three the transcripts got assigned to each other. If there was only one interval
of at least 200 bases in the intersect the transcripts got assigned to each other. In
all other cases no assignment was done. If a transcript got assigned to two gene
models in one databases scheme manual curation was needed so that a transcript
belonged to only one gene model in one database scheme. In step two a transcript
model was build as union of all exons of all transcripts which have been assigned to
each other so far. The third step searched for transcripts, which had been missed
in the first step. Again manual curation was needed if one transcript was assigned
to two gene models in one database scheme.

Down-sizing redundancy Global redundancy was defined as transcripts models,
which have multiple copies of itself distributed in the genome and was assessed by
BLAT sequences search all against all. In case, two transcripts had sequence identity
of 99% and the length difference was smaller than 5% (max. 30 bases) and their
gene name / gene description were identical one copy was masked, while keeping
the information from both copies. Local redundancy was addressed as follows. If
two transcript models were identical (length and sequence) we mask one copy in
the database. Two transcript models were assumed identical if the intersect had the
same number of exons and the length of each exon of the intersect differed to the
individual exons by less than 6 bases. If one transcript model was a subset of another
transcript model we determined if the two models shared the structure (exon-intron
boundaries). In case of shared structure the algorithm kept the smaller transcripts
only of manually curated databases (RefSeq and Vega). In case of different exon-
intron structure both transcripts were kept in the database.

2.1.3 Limits of microarray technology

Sequence quality of transcripts An all against all BLAT [89] sequence search was
set up to investigate the uniqueness of the sequence for each transcript-model. The
Ensembl database was used as source of transcript models. The BLAT sequence
search was optimized in that each query sequence was divided in chunks of 28 bases.
tileSize was set to 14 bases, stepSize to 7 bases, repMatch to 100000 and mini-
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mal score (match minus mismatch) was required to be 20. Each hit for each query
sequence was treated as numeric interval and intervals were gathered by union op-
eration. Hits for each query-sequence were aggregated by hit name and hit chunks
smaller than 20 bases were removed, since they do not generate significant cross-
hybridization according to Kane et al. [87]. To determine transcript-specific sequence
all hits were gathered by union operation and subtracted from the query-sequence
(relative complement of hits in query-sequence). The remaining query-sequence is
unique and was analyzed for windows of pre-defined size. Window size one was
used to investigate if microarray probes of length 25 bases could be designed. The
assumption here was, that a mismatch of size one abolishes hybridization. Window
size 31 and 51 were used to check if microarray probes of length 50 and 70 could
be designed. The finding of Kane et al. [87] that 19 bases do not generate significant
cross-hybridization explains the difference in size. To determine gene-specific se-
quence all hits from the same gene were dropped, the remaining hits were gathered
by union operation and subtracted from the query-sequence (relative complement
of hits in query-sequence). The remaining query-sequence is gene-specific and was
analyzed as described above.

Sequence quality of exons and exon-junctions Exon boundary information was
extracted from Ensembl database. An exon-junction was defined as sequence win-
dow placed centered on the exon-junction. The exon-junction sequence window size
was 25, 40 and 50 bases to determine if microarray probes of length 25, 50 and 70
bases could be designed on the exon-junction. To determine the sequence proper-
ties of exons and exon-junctions of a transcript the set of transcript-specific bases
was calculated as described above in section 2.1.3. For each exon or exon-junction
the intersect with the set of transcript-specific bases was calculated. The intersect
sequence was analyzed for windows of pre-defined size to investigate if microarray
probes of different length could be designed as described above. To determine gene-
specific exons and exon-junctions the same strategy was followed except that the
intersect of exon/exon-junction sequence with the set of gene-specific bases of the
query-sequence was calculated.
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2.1.4 Microarray fabrication

Coating of slides Glass slides were coated with poly-L-lysine according to protocol
developed by Schena et al. [179]. In short; slides were cleaned over night in cleaning
solution (2.5 M NaOH, 60%(v/v) EtOH) and then vigorously washed in ddH2O.
Slides were transferred to poly-L-lysine solution (10%(v/v) poly-L-lysine, 10%(v/v)
Tissue culture PBS, 80%(v/v) ddH2O) and incubated (shaking) for 45 min. Slides
were washed twice in ddH2O (second wash solution contained 20µl Tween20 per
250ml) and immediately dried by 10 min. centrifugation at 1000 rpm (178 xg).

Spotting Oligonucleotide probes of length 57±7 (fabricated by Metabion, Ger-
many) were dissolved in spotting buffer (3M SSC, 0.5M betaine) at 25 µM concen-
tration and printed on poly-L-lysine coated slides (reinweiss slides, Beyer Walter)
using an in-house (Max Planck Institute for Molecular Genetics) modified QArray
(Genetics LTD, UK) robot with 48 Stealth Micro Spotting Pins (TeleChem Inter-
national) at a dot pitch of 187.5µm. Probes of target transcripts were spotted in
quadruplicate while control probes (Scorecard Control (Amersham), Arabidopsis
transcripts PR & rcab (Scienion, Germany)) were spotted 8 times and guide probes
(GAPDH, ACTB) were spotted 240 times.

Post-processing Microarrays were post-processed according to protocol developed
by Diehl et al. [40]. Spotted slides were left at room temperature overnight and then
heat-treated on a metal block at 80◦C for 5s. Oligonucleotide probes were cross-
linked twice at 1200J using a Stratalinker (Stratagene, Netherlands) on auto-cross-
link setting. For the blocking process, 1g succinic anhydride (Fluka, Deisendorf, Ger-
many) was freshly dissolved in 200ml anhydrous 1,2-dichloroethane (DCE; Fluka).
To this solution, 2.5ml of N-methylimidazol (Fluka) was added and immediately
poured into the slide chamber. Incubation was for 1h, placed on an orbital shaker
for slight agitation. Subsequently, the slides were briefly washed in 200ml of fresh
DCE and incubated in boiling water for 2 min for DNA denaturation. After a brief
rinse in 95% ethanol, the slides were dried by centrifugation (5 min 500rpm, 44 xg).

2.1.5 Microarray quality control

Labeled random primer hybridization Cy3TM-labeled random 6mer primer was
resuspended in 90 µl hybridization buffer (Microarray 4x Hyb buffer Amersham
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No.rpk0325) and then hybridized in a hybridization chamber (Scienion, Berlin)
overnight at 42◦C under a coverslip with humidity maintained by hybridization
buffer. After hybridization, slides were washed consecutively in 2x SSC/0.05% SDS,
0.2x SSC, 0.1x SSC for 5 minutes at room temperature (22◦C) and then dried by
centrifugation.

Dynamic range and ratio control To determine the dynamic range of the mi-
croarray, the data gathered as described in section 3.2 was used. In total the raw
data of 60 microarray experiments was analyzed. Each calibration control was spot-
ted eight times resulting in 480 measurements per calibration control and dye. To
inspect the expression ratio measured by the microarray, a subset of the data gath-
ered as described in section 3.2 was used. In total the raw and normalized data
of 24 microarray experiments was analyzed. Normalization was carried out as de-
scribed in section 2.2.4. Each ratio control was spotted eight times resulting in 192
measurements per ratio control.

2.2 Splicing factors and intron-retention in IBD

2.2.1 Patients

Informed consent and approval by the ethics committee All patients included
in this study consented to additional research biopsies being taken 24 h prior to
endoscopy. The procedures in the study protocol were approved by the Ethics
Committee of the Medical Faculty of the Christian-Albrechts-University prior to
the start of the study.

Subject group one A group of 30 male individuals (recruited between 1999 and
2003; mean age 31 years (sd: 5.2 years)) was analyzed by microarray technology.
The study group (table 3) comprised six healthy individuals as control subjects, with
endoscopic and histological examination yielding no significant pathological findings.
To investigate gene expression in IBD, twelve patients with CD and twelve patients
with UC were recruited. All endoscopic biopsies were taken from a defined area
either of the sigmoid colon (at 20-30 cm measured during withdrawal) or the terminal
ileum (5-10 cm into the ileum), and immediately snap-frozen in liquid nitrogen.
Inflammation status of the biopsy was determined by the trained endoscopist.
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Table 3: Patient Groups analyzed in this study

Healthy Control DSC DSC CD CD UC UC

non-inflamed inflamed non-inflamed inflamed non-inflamed inflamed non-inflamed

Subject group 1 - analyzed by microarray

n 6 - - 6 6 6 6
Sex (F/M) -/6 - - -/6 -/6 -/6 -/6
Mean Age±Sd 35.5±7.1 - - 28.7±4.3 29.9±4.7 30.0±5.2 30.6±4.8

Subject group 2 - analyzed by Real-Time PCR

n 30 15 30 30 30 30 30
Sex (F/M) 15/15 8/7 15/15 15/15 15/15 15/15 15/15
Mean Age±Sd 50.4±13.6 46.9±18.3 49.0±17.6 30.5±8.5 39.8±11.3 34.7±9.8 42.4±12.4

Subject group two To verify and investigate the molecular epidemiology of se-
lected signals identified by microarray experiments, subject group one was extended
from 30 to 195 individuals and analyzed by real-time PCR (table 3). IBD patients,
part of group 2 consisted of 60 CD patients and 60 UC patients. The normal con-
trol population consisted of 30 healthy individuals (HN), who had no significant
pathological findings following endoscopic examination. As disease specificity con-
trols (DSC), 45 patients with colonic disease but not IBD, were included. The basic
cause for endoscopy of DSC patients was infectious diarrhea, other forms of gas-
trointestinal inflammation, or irritable bowel syndrome. All subgroups of this large
cohort were balanced concerning inflammation status, age and gender. Inflammation
status of the biopsy was determined by the trained endoscopist.

2.2.2 Experimental design

To compare experimental design strategies using the daMA library in R or ANOVA
in general one needs to code the experimental design and the biological questions
(contrasts) in matrix notation. To help the inexperienced reader to replicate the
setup, the design and contrast matrix used in this study are given below.
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Design matrix The design matrix given was replicated three times, resulting in
60 rows for 60 microarray experiments.

Array G R NnS UnS UiS CnS CiS NnT UnT UiT CnT CiT

1 1 -1 -1 0 1 0 0 0 0 0 0 0
2 1 -1 0 0 -1 0 1 0 0 0 0 0
3 1 -1 0 0 0 1 -1 0 0 0 0 0
4 1 -1 0 1 0 -1 0 0 0 0 0 0
5 1 -1 1 -1 0 0 0 0 0 0 0 0
6 1 -1 0 0 0 0 0 -1 0 1 0 0
7 1 -1 0 0 0 0 0 0 0 -1 0 1
8 1 -1 0 0 0 0 0 0 0 0 1 -1
9 1 -1 0 0 0 0 0 0 1 0 -1 0
10 1 -1 0 0 0 0 0 1 -1 0 0 0
11 1 -1 1 0 0 0 0 0 0 -1 0 0
12 1 -1 0 1 0 0 0 -1 0 0 0 0
13 1 -1 0 0 0 1 0 0 -1 0 0 0
14 1 -1 0 0 0 0 1 0 0 0 -1 0
15 1 -1 0 0 1 0 0 0 0 0 0 -1
16 1 -1 -1 0 0 0 0 0 1 0 0 0
17 1 -1 0 -1 0 0 0 0 0 0 1 0
18 1 -1 0 0 0 -1 0 0 0 0 0 1
19 1 -1 0 0 0 0 -1 0 0 1 0 0
20 1 -1 0 0 -1 0 0 1 0 0 0 0

Contrast matrix In the matrix of biological questions (= contrasts) the columns
correspond to factors (factor combinations) and the rows to questions. Using ANOVA
a coefficient for each factor (factor combination) is calculated and the contrast ma-
trix represents the mathematical formula to calculate the comparisons of interest.

G R NnS UnS UiS CnS CiS NnT UnT UiT CnT CiT

Dis 0 0 0 -0.25 -0.25 0.25 0.25 0 -0.25 -0.25 0.25 0.25
Infl 0 0 0 -0.25 0.25 -0.25 0.25 0 -0.25 0.25 -0.25 0.25
DisInfl 0 0 0 -0.25 0.25 0.25 -0.25 0 -0.25 0.25 0.25 -0.25
IBD vs N 0 0 -1 0.25 0.25 0.25 0.25 -1 0.25 0.25 0.25 0.25
Reg 0 0 0 0.25 0.25 0.25 0.25 0 -0.25 -0.25 -0.25 -0.25
RegDis 0 0 0 -0.25 -0.25 0.25 0.25 0 0.25 0.25 -0.25 -0.25
RegInf 0 0 0 -0.25 0.25 -0.25 0.25 0 0.25 -0.25 0.25 -0.25
IBDn vs N 0 0 -0.5 0.25 0 0.25 0 -0.5 0.25 0 0.25 0
IBDi vs N 0 0 -0.5 0 0.25 0 0.25 -0.5 0 0.25 0 0.25
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2.2.3 Isolation of RNA

All reagents, glassware and laboratory utensils to be used for RNA isolation were
specially treated in order to minimize RNA degradation by RNAses. Solutions were
prepared with 0.1% DEPC-treated distilled water and sterilized by autoclaving.
All glassware, ceramic mortar and pestles, Teflon pestles and metal spatulas were
cleaned with common laboratory washing detergent, rinsed thoroughly in distilled
water and air-dried before wrapping in aluminum foil and baking at 180◦C for 12-
16 h before use, in order to inactivate any contaminating RNAses. All plasticware
was purchased as UV-sterilized consumables (50 mL conical tubes, pipet tips with
aerosol filters) or RNAse-free consumables (microfuge tubes).

Homogenization of mucosa biopsies Mucosal biopsies were stored in liquid ni-
trogen prior to use. To minimize premature thawing of the biopsies during RNA
isolation, homogenization equipment (mortar, pestle, polyethylene tubes) was cooled
with liquid nitrogen prior to the start of the procedure. A commercial kit was used
to isolate total RNA from biopsy material (RNeasy mini-kit, Qiagen) according to
the manufacturer’s protocol. Briefly, one mucosal biopsy was ground into a fine
powder using a cooled Teflon mortar in a 1.5 mL microfuge tube. The powder was
then mixed with 650 µL of RLT lysis solution, incubated at room temperature for
10 min and vortexed for 30 s. The sample was then further treated by centrifuging
the lysate through a QIA shredder column for 2 min at 14000 rpm (16000 xg) in
a microfuge. The eluate was centrifuged for 3 min at 14000 rpm (16000 xg) and
the cleared lysate was transferred into a new microfuge tube. One volume of 70%
ethanol was then added to the lysate, mixed well by vortexing and loaded onto an
RNA binding column fitted in a 2 mL collection tube. The solution was centrifuged
through the binding column for 15 s at 10000 rpm (8000 xg). The mini-column was
washed once by pipetting 350 µL of RW1 wash buffer on to the column, incubating
for 10 min at room temperature and then centrifuging 15s at 10000 rpm (8000 xg).

DNAse treatment of RNA and final isolation of RNA DNAse treatment of the
RNA was carried out while the RNA was still bound on the column. First, DNAse
stock solution was prepared by reconstituting lyophilized DNAse enzyme (Qiagen)
by the addition of 550 µL of RNAse-free water. This DNAse stock solution (10
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µL, 2.7 Kunitz units/µL) was further diluted in 70 µL RDD buffer (as provided in
RNAse-free DNase Kit). The diluted DNAse (80 µL) was pipetted directly on to the
spin column membrane and allowed to incubate at room temperature for 15 min.
Upon completion of the digestion time, the mini-column was washed once with 350
µL buffer RW1 and twice with 500 µL buffer RPE. Each wash step was completed
by centrifuging the tube 15 s at 10000 rpm (8000 xg). To completely rid the column
of wash solution, the column was then centrifuged 1 min at 14000 rpm (16000 xg).
Total RNA was eluted from the mini-column into an RNAse-free microfuge tube
by pipetting 50 µL of RNAse-free water directly onto the membrane, allowing to
completely soak through the membrane at room temperature for 5 min and then
centrifuging 1 min at 10000 rpm (8000 xg).

Quality control of RNA RNA concentration was determined by measuring the ab-
sorbance of a diluted RNA sample (1:40) in a spectrophotometer at 280 nm and 260
nm. The concentration and was calculated using the following formula: [RNA]µg/µL
= A260 X 40 µg RNA /mL/A260 X 1000 µL/mL Typically, the A260/280 nucleic
acid to protein ratio was between 1.8-2.2, indicating good quality of the isolated
RNA. The integrity of the RNA was assessed by one of two methods: 1) denatur-
ing RNA gel electrophoresis; or 2) electrophoresis on an RNA 6000 Nano LabChip
(Agilent). In the first instance, a 1.5% agarose gel was prepared in 1 X MOPS and
0.9M formaldehyde. Approximately 1 µg of total RNA was heat-denatured in 10 µL
of RNA loading solution at 70◦C for 10 min and cooled on ice. RNA samples were
checked by electrophoresis on an agarose gel at 4-5 V/cm in running buffer of 0.1 X
MOPS. After one hour of migration, the gel was photographed under UV light. In
the second instance, RNA quality was measured by the Agilent 2100 Bioanalyzer,
which used electrophoresis through channels in a microfluidic chip (Nano LabChip)
to separate RNA molecules based on size. In both methods, the strong presence of
18S and 28S RNA molecules and the absence of smears at lower molecular weights
indicated intact, high quality RNA suitable for further studies. Genomic DNA con-
tamination of RNA was assessed by amplification of a housekeeper gene (GAPDH )
using the following primers.

forward reverse
GAPDH 5’-acccactcctccacctttgac-3’ 5’-ctgttgctgtagccaaattcgt-3’
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Approximately 1 µg of total RNA was used as a template for a PCR reaction con-
taining 1X PCR Buffer, 1.5 mM MgCl2, 0.2mM dNTPs, 0.4 µM forward primer, 0.4
µM reverse primer, and 0.1 µL Taq polymerase in a total reaction volume of 50 µL.
The cycling program was used as follows: 95◦C at 2 min, then 40 cycles of 95◦C 30s,
60◦C 30 s, 72◦C 30 s, and a final extension step of 72◦C for 5 min. PCR product was
mixed with 10 X DNA loading dye before electrophoresis on a 3% agarose mini-gel
in 1X TAE buffer. After 45 min of electrophoresis, the gel was photographed under
UV light. The presence of a 101 bp band indicated that a genomic contamination
was present in the RNA. If the total RNA failed to meet any of the quality criteria,
the total RNA was re-isolated from additional biopsies or RNA solution was subject
to another round of binding, washing and DNAse I digest on a fresh mini-column.

2.2.4 Microarray analysis

RNA amplification and labeling 1 µg total RNA was amplified using the aminoal-
lyl MessageAmp kit (Ambion) according to the manufacturer’s protocol. In short,
cDNA synthesis was carried out using an T7 oligo(dT) primer with two hours incuba-
tion time at 42◦C followed by second strand synthesis at 16◦C for two hours. cDNA
purification was carried out using the provided filter cartridge. aRNA amplification
was run overnight (∼12hours) with a UTP:aaUTP ratio of 2:3. After purification
on a provided filter cartridge, the aRNA concentration was measured, partitioned
and dried using a SpeedVac c©(Savant). aRNA was then coupled to DMSO dissolved
Cy-dyesTM(Cy3, Cy5; Amersham Bioscience) and excessive dye were quenched us-
ing Hydroxylamine. Labeled aRNA was purified on a provided filter cartridge and
immediately used for microarray hybridization.

Microarray hybridization 3 µg of each Cy3/5 (Amersham) labeled amplified RNA
was resuspended in 90 µl hybridization buffer containing 30% formamide (Microar-
ray 4x Hyb buffer Amersham No. rpk0325) and then hybridized in a hybridiza-
tion chamber (Scienion) overnight (minimum 16 hours) at 42◦C under a coverslip
with humidity maintained by hybridization buffer. After hybridization, slides were
washed consecutively in 2xSSC/0.05%SDS, 0.2xSSC, 0.1xSSC for 5 minutes at room
temperature (22◦C) and then dried by centrifugation.
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Data acquisition Scan data was acquired using a GenePix c©3000 scanner (Molec-
ular Devices). Photo-multiplier voltage was manually adjusted for each array and
dye, so that less than 10 spots per microarray reach the measurement maximum.
Image analysis was performed by AIDA software (Raytest, version 4.01). For each
microarray a readout grid had to be manually placed to help the spot finding algo-
rithm used by the software.

Data analysis All data analysis was done using software libraries of Bioconduc-
tor [59] in the statistical computing environment R [161] and in-house software based
on the limma library [192]. Intra-array replicates were summarized using Tukey’s
biweight algorithm [71]. Systematic variation in the measured intensity levels was
removed using printtiploess normalization [191]. Following normalization only 148
probes detecting splicing factors and 145 probes detecting intron-retention were fur-
ther analyzed. ANOVA analysis (from the limma package) was performed using the
factors inflammation, IBD subtype and GI-region. Specifically, each observation was
modeled by

Yosir =
∑
sir

(Csir ∗ Fsir) + ε (1)

In an expression analysis framework, Yosir represents the observed log intensity of
oligonucleotide o, measured in an experiment with disease subtype s, inflammation-
status i and colon region r. Csir depicts coefficients to be modeled for each different
factor combination of disease subtype s, inflammation-status i and colon region r
specified by Fsir. ε depicts a normally distributed error term. All questions of
interest were being addressed by contrasts of Csir (after fitting the model). We
extracted significant changes in expression using the R-package limma [192] at a cut-
off of p < 0.01.

2.2.5 RT-PCR analysis

cDNA synthesis Total RNA was isolated from patient biopsies from patients as
described in section 2.2.3. For each patient sample, cDNA was reverse-transcribed
from 1 µg of total RNA in a total volume of 100 µL using the MultiScribeTMReverse
Transcriptase reagents (Applied Biosystems). Components of the reverse transcrip-
tase reaction were mixed on ice. As a negative control for the reverse transcriptase
action, the above amounts were halved and transcriptase was omitted from the re-
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action. All reactions were prepared on ice and the incubated at 25◦C for 10 min,
48◦C for 30 min and 95◦C for 5 min. The reaction was stopped by addition of 2 µL
of 0.5 M EDTA. The success of the first strand cDNA synthesis was then checked
by using 2.5 µL of the first stand synthesis as a template for PCR reaction with
GAPDH as previously described in section 2.2.3. The amplification of the 101 bp
GAPDH PCR product in the positive reverse transcriptase reaction, but not in
the negative reverse transcriptase reaction, indicated successful first stand synthesis
without contamination from genomic DNA. The final theoretical concentration of
cDNA, assuming 100% efficiency of reverse transcription, was 10 ng cDNA/ µL.

384 well plate production cDNA prepared in section 2.2.5 was diluted 1:5 to a
theoretical concentration of 2 ng/µL before being added to 384-deep well plates. For
relative quantitation, standard curve cDNA was prepared from reverse-transcription
of a mixture of total RNA obtained from inflamed IBD and normal colon mucosa
to provide the greatest range of gene transcript expression. The standard curve was
serially diluted in ten dilutions from 1:1 to 1:200 or 1:1000, in a total volume of 250
µL per deep well. For the real-time PCR reaction, 5 µL of the cDNA solution was
added to the 384 well plate in quadruplicate: two wells for ACTB quantitation and
two wells for target gene quantitation.

Gene expression assays on ABI prism 7900HT Real time PCR assays were car-
ried out using, either commercial primers and fluorescent probes (Applied Biosys-
tems: Assay-onDemandTM) or self-designed primers and an intercalating fluorescent
agent (Applied Biosystems: SYBRTM-green). To render even spurious DNA con-
tamination impossible all total RNA samples were digested by DNAse twice and
checked by PCR for genomic contamination as described in section 2.2.3. Sufficient
volumes of reaction mix were prepared in bulk and then dispensed by multipipet to
384-well PCR plates containing 5 µL of cDNA (2 ng/µL). All reagents were kept
cooled on ice during the pipetting procedure. Plates were sealed with PCR film
and stored at 4 ◦C or -20◦C if they were not immediately run. Plates were briefly
centrifuged and then run on an ABI 7900HT Sequence Detection System using the
following thermo-cycling profile for Assay-on-DemandTMAssays (CYBRTM-green as-
says): 95◦C for 10 min; and 40 (45) cycles of: 95◦C for 15 s; 60◦C (62◦C) for 1 min.
Assay-On-DemandTMproducts used:
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Table 4: Components for Real-TimeTMPCR

Assay-on-DemandTM

Reaction volume(µL) Final concentration

cDNA template (2ng/µL) 5 1 ng/µL
20x Assay-on-DemandTM 0.5 1x
2x TagMan c© Universal PCR Master Mix 4.5 0.9x
Total volume 10

self-designed primers
Reaction volume (µL) Final concentration

cDNA template (2ng/µL) 5 1 ng/µL
? nM forward primer 0.15 x nM
? nM reverse primer 0.15 y nM
2x CYBRTM-green PCR Master Mix 4.5 0.9x
Total volume 10

Concentration for self-designed primers
forward primer (nM) reverse primer (nM)

IER3 intron-excised form 250 250
IER3 intron-retained form 125 125
PARC intron-excised form 50 50
PARC intron-retained form 125 50
FGD2 intron-excised form 250 250
FGD2 intron-retained form 125 125

DUSP11 Hs00186058_m1 HNRPAB Hs00258679_m1 HNRPH3 Hs00247221_m1
SF3B14 HS00255423_m1 SFPQ Hs00192574_m1 SFR2IP Hs00190882_m1
SLU7 Hs00197528_m1 REG1A Hs00602710_g1 IL8 Hs00174103_m1

Detection of intron-retention Primers for SYBR-green real time PCR were de-
signed using Primer3 [173] and sequence information from the Ensembl [79] database.
To exclusively amplify either the intron-excised or the intron-retained form, we chose
to design the reverse primer either across the exon junction (to catch the intron-
excised form) or within the intron (to catch the intron-retained form) and the for-
ward primer within the exon next to the intron of interest.
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Transcript forward primer reverse primer
PARC intron-retained form 5’-caaaccctgctactcctgtgc-3’ 5’-caacgtgtctctcagctcttgg-3’
PARC intron-excised form 5’-atactgaggggtgctcttctgc-3’ 5’-gcgtgtggtaggcataggttc-3’
FGD2 intron-retained form 5’-caggttgccttgagtgattcc-3’ 5’-gggagcaacacggagagg-3’
FGD2 intron-excised form 5’-cgcatccagagcagcg-3’ 5’-ggatgtactccttgagcagcag-3’
IER3 intron-retained form 5’-gtgagtatcgccgaagtgg-3’ 5’-gacaaaacaggagacaggtcagg-3’
IER3 intron-excised form 5’-ctcgagtggtccggcg-3’ 5’-agggatgcggcgttagg-3’

Data analysis Upon completion of the run, the data was analyzed by the Sequence
Detection System (SDS) 2.0 software using the following parameters:

1. threshold line set as low as possible such that the line intersects the amplifica-
tion curves in the exponential phase yet any amplification in the non-template
controls is reduced to negligible levels;

2. baseline set separately for housekeeper and target such that the baseline starts
at three cycles and ends just before the first amplification curves rise above
threshold;

3. extreme outliers in the standard curve eliminated from the calculation of the
standard curve.

Upon adjusting all of these parameters, the SDS software automatically calculated
the relative quantities, which were then exported as a tab-delimited text file for
further data processing. Statistical analysis on comparisons of interest was carried
out using the Wilcoxon rank sum test. P-values lower than 0.05 were considered
significant.

2.2.6 PCR analysis

As template we pooled the total RNA from three randomly chosen individuals for
IBD, UC, CD and healthy controls (see table 3). Primers for PCR were designed
using Primer3 [173] and sequence information from the Ensembl [79] database. To
amplify the intron-retained form, we chose to design the reverse primer within the
intron and the forward primer within the exon next to the intron of interest.
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Primers Primers for IER3, PARC and FGD2 are described in section 2.2.5.

Transcript forward primer reverse primer
YIPF3 5’-cttgtacgccaacatcgacatc-3’ 5’-tggtgtgctattattacttgtttcag-3’
GRM4 5’-ggcccaaagcaagtgtgg-3’ 5’-ctcgtacggacatcctcttgg-3’
TMEM63B 5’-tgggtcacaacacacagatacc-3’ 5’-agctagcaagccatgaggtagg-3’

Setup To reduce unspecific amplification the PCR was run using a touchdown
thermo-cycling profile:
initiation:95◦C for 10 min
touchdown: 20 cycles of: 95◦C for 15 s; 72◦C for 1 min; each cycle 0.5◦C less down
to 62◦C
productive: 30 cycles of: 95◦C for 15 s; 62◦C for 1 min
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3 Results

3.1 Establishment of an HLA microarray

To investigate the transcriptome of the HLA region on chromosome 6, the microarray
was designed to query as many sequences as possible in order to provide compre-
hensive coverage of the HLA region.

3.1.1 Merging databases to enrich the HLA transcriptome

None of the publicly available transcriptome databases contained all transcript mod-
els since the process of genome annotation was far from being finished. Therefore,
we maximized the sequence pool by merging different data sources. Four different
databases (see figure 4) have been chosen. Most of the data was extracted from the
Ensembl database assembly which harbored, at least in part, all four databases.
Ensembl core database was chosen to provide the framework because its features
were easily accessible by computer scripts and it used a consistent coordinate system
to merge transcript models of different databases.
NCBI’s Reference Sequences were integrated because of their manually curated
high quality transcript models.
Sanger’s Vega database was incorporated because it extended the Ensembl core
database with manual curation of selected chromosomal regions and
Ensembl ESTgene database was used because it provided a rich source of tran-
script models for unknown genes.

Ensembl
core

Ensembl
estgene

Vega RefSeq

transcriptome database

CondensationIntegration

Figure 4: Work-flow
to construct an ex-
tended transcriptome
database. The core
database from En-
sembl was chosen to
provide the framework
because of its consis-
tent coordinate and
naming system.
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Each database had its own transcript identifiers and efforts to cross reference
the corresponding identifiers were still incomplete. This problem was facilitated by
the fact that all databases were already mapped to one consensus version of the
human genome called the golden path. Each transcript was then addressed by its
coordinates on the golden path. We developed a three-step algorithm to merge the
databases using the golden path coordinates of their transcript models.
The algorithm treated transcripts as sets of intervals and then applied set oper-

ations to find overlapping sets. As an empirical guideline, two transcripts formed
a group of related transcripts (a gene) if they shared the sequence and structural
information (exon-intron boundaries) of at least two exons. Figure 5 schematically
depicts the merging algorithm. The first step assigned transcripts to the same model,
based on the fact that they shared at least two common exons. The second step
constructs a meta transcript model as union of all transcript models found related
by step one. The meta transcript model is used in step three to gather transcripts
missed in step one. In the rare case that a single transcript mapped to two different
genes within one database scheme, the transcripts were manually resolved. Detailed
description of the numerical cutoffs can be found in section 2.1.2.
Pooling the data sources introduced transcript redundancy, but also provided a

depth of coverage of the transcriptome, which was not met by any of the source
databases alone.

3.1.2 Down-sizing redundancy of the enriched transcriptome database

The redundancy created by pooling the data sources was down-sized by a second
algorithm. We made a distinction between global and local redundancy and treated
them separately.
Global redundancy is found with transcripts models, which have multiple copies

of itself distributed in the genome. Local redundancy is based on (near-) identical
transcript models from different databases. The algorithm to down-size redundancy
is schematically depicted in figure 6. Global redundancy was only addressed, if the
transcripts were nearly identical copies of each other. Our threshold used demanded
sequence homology of 99% or greater and coverage of at least 95%. Given this case,
one copy was masked.
Local redundancy was addressed in two ways. In the first instance we masked one
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b

c

d

a

1st step

3rd step

intermediate transcript model

Figure 5: Algorithm to group transcripts from different databases to genes of the
enriched transcriptome database in a three-step process. First; transcripts were
assigned to each other if they shared exon sequence of at least two exons. If a
transcript was assigned to two gene models within one databases scheme manual
curation was needed so that the transcript belonged to only one gene model within
one database scheme. In step two a transcript model was built as union of all exons
of all transcripts which have been assigned to each other so far. The third step
searched for transcripts, which had been missed in the first step. Again manual
curation was needed if one transcript was assigned to two gene models within one
database scheme. In the example given, the first step groups transcripts b to d. The
second step assigns transcript a to transcripts b to d using the intermediate gene
model.

copy in the database, if the two transcript models were identical. Two transcript
models were assumed identical if they had the same number of exons and the length
difference of each related exon pair was smaller than 6 bases. This fuzzy matching
algorithm was applied to integrate the Ensembl ESTgene database, which was re-
ported to have exon-boundary specificity of 30% only [47]. In the second instance,
one transcript model was a subset of another transcript model. In this case, we had
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a
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d
e

RefSeq
Ensembl

Ensembl Est
RefSeq

Vega

Figure 6: Algorithm to reduce local redundancy in the extended transcriptome
database. Transcript models which were masked by the algorithm are highlighted
by a cross. If two transcript models were identical (transcripts A and B) the algo-
rithm masked one copy in the database. If one transcript model was a subset of
another transcript model (C is a subset of B and D is a subset of E) and shared
the exon-intron structure the algorithm masked the smaller transcript if it did not
originate from a manually curated database (RefSeq, Vega). A transcript model
with different exon-intron structure was kept in the database, even if its sequence
was a subset of another transcript (D, E are subsets of A).

to distinguish wether the two models shared the exon-intron structure or had each
a unique exon-intron structure. If a smaller transcript model shared the structure
and sequence of a longer transcript model, it could either indicate different splicing
or an incomplete transcript model. Our algorithm kept in those cases only tran-
scripts of manually curated databases (RefSeq and Vega). A different exon-intron
structures of two transcripts is characteristic of differential splicing and therefore
both transcripts were kept in the database.
Both forms of redundancy were difficult to address, since there was a smooth tran-

sition from 100% identity of two transcripts/genes to transcripts/genes one would
assume as different. To summarize the achievement of the database merging strategy
used table 5 gives an overview of the gene and transcript counts in the extended
HLA region and its coverage by the different databases and commercial microarray
products.

3.1.3 The limits of microarray technology

The common feature of all types of microarrays is the measurement of mRNA con-
centrations by a specific hybridization of dye-coupled-cDNA (the target) to DNA
arrayed on hydrophobic surfaces (the probe).
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Table 5: Coverage of genes and transcripts in the extended HLA region

Chromosome 6 extended HLA region (Mb20-50)
Database transcript models gene models

Our Assembly 1653 1081

Ensembl core 25.34 798 504
Ensembl ESTgene (GP34) 803 472
Vega (GP34) 705 438
RefSeq 8 548 432

Ensembl core 37.35 947 676
Ensembl ESTgene (GP35) 1131 551
Vega 37.35 1571 779
RefSeq 15 560 443

Affymetrix HU133a2 631 402
Clontech Atlas15K 326 317

All types of microarrays have different properties concerning sensitivity and speci-
ficity. Kane et al. [87] investigated the limits of specific hybridization by evaluating
the minimum homology needed for unspecific binding of target to probe. Their re-
sults suggest that unspecific binding is observed if two sequences exhibit more than
70% identity or have a common sequence interval of more than 20 base-pairs of 100%
identity. Although short nucleotide probes should provide the greatest discrimina-
tion between related sequences [16], several studies reported that they had poorer
hybridization yields [103,113,121,165]. Hughes et al. [80] studied the influence of various
experimental parameters on the hybridization sensitivity and specificity. By testing
oligonucleotides of several lengths, they showed that 60-mers represented the best
compromise between sensitivity and specificity. Given these findings we chose to
design a microarray based on oligonucleotide probes and to investigate the limits of
specificity of oligonucleotide microarray technology.
An all against all sequence search was set up, using BLAT [89] software to investi-

gate the specificity of the sequence of each transcript-model. The Ensembl database
was used as source of transcript models because of its coherent nomenclature and
ease of use.
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Figure 7: Algorithm to test
the limits of oligonucleotide
microarrays. A BLAT se-
quence search all against all was
setup using Ensembl as data
source. The algorithm discrimi-
nated three levels of specificity:
transcript-specific, gene-specific
and ambiguous. For each tran-
script the size of transcript-
specific and gene-specific se-
quence was evaluated if it was
sufficient to be used for probe
design of length 25nt, 50nt or
70nt. Given the findings of Kane
et al. [87] this translates to se-
quence windows needed of size 1,
31 and 51 nucleotides. To deter-
mine if probes of both specificity
levels can be designed for each
exon or exon-junction structural
information about each tran-
script was added. For each
exon and exon junction the size
of transcript-specific and gene-
specific sequence was evaluated
if it was sufficient to be used for
probe design of length 25nt, 50nt
or 70nt.

Figure 7 schematically depicts the algorithm to determine the limits of microar-
ray technology. Parsing the BLAT output, the algorithm developed discerned three
levels of specificity: transcript-specific, gene-specific and ambiguous. A sequence
was called transcript-specific if it was found only within one transcript-model of the
source database. Within this line a sequence was called gene-specific if it was only
found within transcript-models of one gene of the source database. If a sequence
was found within multiple unrelated transcript-models it was masked as ambigu-
ous. After resolving the specificity of the sequence of each transcript-model, we
searched for transcript- or gene-specific sequence windows of three different sizes;
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one, thirty-one and fifty-one bases. The window of size one was chosen to repre-
sent 25mer oligonucleotides, as used by AffymetrixTMmicroarrays. Here, we assume
that a single unique base was sufficient to discern two sequences which were highly
similar. The other window sizes (31 and 51) were used to explore the limits of long
oligonucleotide arrays with probe lengths of fifty and seventy nucleotides, respec-
tively. The algorithm assumed that an unspecific stretch of sequence smaller than
twenty bases could be neglected, in line with the findings of Kane et al. [87]. Figure
8 summarizes our findings on the sequence properties of transcript models. About
83% of all transcript models had at least one transcript-specific base, while only 51%
(49%) had a transcript-specific stretch of at least 31 (51) bases. Lowering the speci-
ficity constraints by including sequences that were only gene-specific, increased the
numbers of representable transcript models to 95% (79/78%) for sequence windows
of size one (31/51).
To deepen this analysis, we imposed structural information on the transcript-

models and checked each exon and each exon-junction separately for specific se-
quence windows of size one, 51 and 71. As is shown in figure 8 only 21% of all exons
have had at least one transcript-specific base, while only 13% (12%) of all exons
included a transcript-specific stretch of 31 (51) bases.
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Figure 8: Limits of oligonucleotide microarrays in addressing transcripts, exons and
exon-junctions. Depicted is the fraction of all transcripts, exons and exon-junctions
where oligonucleotide probes of selected specificity and length could be designed.

The results of our analysis on exon-junctions were very similar to our findings on
exon sequence. Gene-specific sequences were found for 68(62/59)% of exons. Again
the numbers for gene-specific exon-junctions were very similar (63/59/55%). There-
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fore, our results confirmed the finding that the shorter the probe-length the more
transcripts can be investigated. Another conclusion was that the fraction of tran-
scripts that can be investigated by a technology using hybridization never reaches
100%. This constraint is even stronger if one wanted to discern the expression levels
of exons and/or exon-junctions.
Our findings proposed that it is reasonable to address gene expression at transcript

level but not at the level of exons or exon-junctions.

3.1.4 Probe placement strategies

The key to surveying the structural fluidity of the transcriptome by differential splic-
ing is to address as many transcript variants of a gene as possible using clever probe
placement strategies. It is likely that the number of detected exon-intron bound-
aries increases by time, so the only strategy to maximize the number of addressable
transcript variants is to use tiling arrays, where probes are designed every n bases
along a chromosome. However, the limits of specificity will render many probes
useless because probes may match repetitive sequence for instance and the costs of
this strategy would be extremely high.
We chose to only compare probe placement strategies, which depend on a pri-

ori knowledge about exon-intron boundaries present. Different probe placement
strategies can be envisioned, as depicted schematically by figure 9.
The strategies differ by the required number of probes, the depth of coverage,

and total cost per gene. The first strategy placed a probe on each exon. Strategy
number two addressed every exon-junction known so far. The third strategy in-
vestigated only the exon-junctions needed to distinguish between known transcript
variants. Strategy number four placed one probe which addressed the maximum
number of known transcripts and one probe for each transcript with transcript-
specific sequence. The technical limits of oligonucleotide microarrays (shown above)
constrained our aims to reasonable goals.
To compare the different probe design strategies, we chose to calculate four pa-

rameters as measurements of placement strategy fitness. First, the total number
of addressed transcripts was calculated to investigate if the transcription level of
the whole gene could be integrated from all measurements. Second, the number of
transcripts addressed by transcript-specific probes was counted. Third, the number
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Figure 9: Design strategies for microarray probes. The exon-intron structure of four
(a-d) different transcripts of a prospective gene is depicted with exons shown as
boxes and introns as edges. Specificity of the sequence is shown by color coding.
The percentage of each specificity represent our results from section 3.1.3. The
lower part depicts oligonucleotide probe design strategies to distinguish between
different transcripts. Exons are shown with numbering and color coding according
to the upper part. Suggested locations of probes are shown as black bars. The
first strategy designs a probe for each exon. Strategy number two addresses every
exon-junction known so far. The third strategy investigates only the exon-junctions
needed to distinguish between known transcript variants. Strategy number four
designs one probe which addresses the maximum number of known transcripts and
one probe for each transcript with transcript-specific sequence.
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of exons addressed, being at least gene-specific, was metered. And fourth, the count
of probes needed for each strategy was assessed to represent the costs. To take
the robustness of the design strategies into account, parameters one to three were
calculated as an average over all leave one out possible scenarios. For instance, if
in strategy IV the probe on exon one fails parameter one and three decline to one,
while parameter two stays at value one. If the probe on exon four fails in strategy
IV, parameter two and three decline to zero and one respectively, while parameter
one stays at value one. Calculating the average over these leave one out scenarios,
quantity one to three resulted in values 2, 0.5 and 1 respectively.
To decide which strategy was the most efficient the four quality parameters were

integrated. The sum of (robust) values for parameters one to three was calculated
and then divided by the costs (parameter four). As is summarized by table 6 strategy
number IV was the most efficient according to the selected criteria.

Table 6: Discerning the efficiency of all probe design strategies. Three coverage
parameters as measurements of design strategy fitness and one cost parameter were
calculated. 1) coverage of all transcripts. 2) coverage of transcripts with transcript-
specific sequence. 3) coverage of gene specific exons. 4) costs as number of probes
needed. Robustness of the design strategies was integrated by calculating parameters
one to three as average over all leave one out scenarios possible. Integration of
design strategy fitness values was done taking the sum of parameters one to three
and dividing by the costs (four).

Strategy: I II III IV

Transcripts addressed 3.20 4.00 3.00 2.00
Transcripts addressed specifically 0.80 0.83 0.75 0.50

Gene-specific Exons addressed 2.40 2.83 2.25 1.00
Costs (probes needed) 5.00 6.00 4.00 2.00

Efficiency 1.28 1.28 1.50 1.75

3.1.5 Probe design and gene selection

Taking the above considerations into account, we decided work with long oligonu-
cleotide probes applying probe placement strategy IV (see figure 9). Since uniform
length of oligonucleotide probes lead to high discrepancies between oligonucleotide
melting temperatures, and subsequently to high differences in hybridization be-
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haviors [7,194], we chose to use software developed by Haas et al. [63], which designs
oligonucleotide probes of variable length by taking their melting temperature into
account. Our target melting temperature of 62◦C lead to an average probe length
of 57nt±7nt.
In total, 1902 microarray probes were designed as part of this thesis, including

1175 probes covering 30 Megabases on chromosome 6 from 20Mb to 50Mb. The
specificity of probes selected to cover transcripts and / or genes within the HLA
region on chromosome six was assessed using the enriched transcriptome database.
Our design yielded 824 transcript-specific probes and 351 gene-specific probes. The
probes designed were able to cover transcripts from 752 genes, 69% of all genes of
the HLA region in the enriched database. We were able to design probes for the
following 24 HLA genes :

Table 7: HLA molecules covered by the chromosome 6 microarray. For genes dis-
played with an asterix, no class could be assigned.

HLA class I HLA class II
Gene probe specificity Gene probe specificity

HLA-A gene-specific CD74 gene-specific
HLA-B transcript-specific HLA-DMA transcript-specific
HLA-C transcript-specific HLA-DOA gene-specific
HLA-E transcript-specific HLA-DOB gene-specific
HLA-F transcript-specific HLA-DPA1 gene-specific
HLA-G transcript-specific HLA-DPA2 transcript-specific
HCP5 transcript-specific HLA-DPB1 gene-specific
HCG27* transcript-specific HLA-DQA1 transcript-specific
HCG9* transcript-specific HLA-DQB2 transcript-specific
HCG18* transcript-specific HLA-DRA transcript-specific
HCG22* transcript-specific HLA-DRB1 transcript-specific
HCG25* transcript-specific HLA-DRB5 transcript-specific

The HLA chip containd 6011 different probes measuring transcripts or genes and
30 probes which serve as internal controls. 4110 probes were designed in cooperation
with Scienion AG (Berlin). Genes outside the HLA region on chromosome 6 were
selected for their implication in various functional settings such as the immune
system, signal transduction, splicing or ubiquitination. The genes were included to
supplement the functional context of the measurements on chromosome 6 genes.
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3.1.6 The HLA chip – quality control

guide dots

range control

ratio
control

Figure 10: HLA chip random

primer hybridization to control

drop-out-rate. Blow up shows guide

dots, range and ratio controls.

In addition to 6011 different probes measuring
transcripts or genes the HLA chip contained 30
probes which serve as internal controls. All tran-
script/gene probes were spotted four times which
enabled the calculation of array and spot effects.
To address spotting uniformity, labeled random
primer hybridizations were carried out, as ex-
emplarily visualized in figure 10. Typical drop-
out rate was found below 5 per 1000 spots (data
not shown). With the help of Claus Hultschig,
the spotting grid design contained 240 guide dots
(made of probes for housekeeping genes ACTB
and GAPDH ), which proved to be essential for
proper function of the spot quantitation soft-
ware. Figure 10 gives a visual impression of the
guide dots at the corners of the blow-up square.
The internal Scorecard (Amersham) controls

were used to determine the dynamic range and
to control the ratio measured by the HLA-chip
(figure 10). As data source an experiment with
60 HLA microarrays conducted as described in
section 3.2 was used. Spike In Controls (Amer-
sham: ScorecardTM) were used to represent dif-
ferent copy numbers. While the dynamic range
shown in figure 11 was judged fairly well (3 - 4
orders of magnitude) the ratio controls shown in
figure 11 displayed clear signs of quenching of ra-
tios. Although all artificial ratios were observed
to always show the right tendency after normalization, the size of the observed log
ratios were only 20% the size of the expected log ratios, which translates into a
quenching factor of ∼5. The quenching factor for log ratios was found nearly inde-
pendent of spike in copy number/abundance with a factor of 5 for low abundance
spikes and a factor of 4.2 for high abundance spikes.
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We used microarray data and expression data generated by real-time PCR (ex-
periment: section 3.2) of nine genes to check if the same quenching of ratios is
reproducible with real genes. As can be calculated from table 8 mean quenching
factor found was 4.1 (SD: 3.4), only marginally lower than the quenching factor of
the ratio controls.
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Figure 11: Dynamic range and ratio controls of the HLA chip. Dynamic range is displayed
on a logarithmic scale for signal intensities at two wavelengths (532nm and 635nm). Spike
In Ratio Controls showed quenched ratios in raw and normalized data. Artificial ratios
were introduced at high and low concentrations. The expected log ratio is schematically
depicted by a plus sign for each box-plot.

Although the underestimation of ratios did not affect the statistical analysis it was
necessary to consider this in the interpretation of the results. The average Pearson
correlation between technical replicates on each array was calculated on raw and
normalized data (section3.2) and was found to be fairly good (median pearson =
0.93 (raw) and median pearson = 0.96 (normalized), n = 60 arrays).
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Table 8: Ratio comparison of microarray data to real-time PCR data. Log2ratios are taken
from section 3.2
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Q

IL
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R
E
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1A

log2-ratio Array -0.36 -0.43 -0.28 -0.26 -0.27 -0.22 -0.33 0.83 1.30
log2-ratio RTPCR -0.67 -0.49 -0.70 -0.77 -0.57 -0.98 -0.67 7.21 13.9
quenching factor 1.85 1.15 2.49 2.95 2.10 4.43 2.03 8.79 10.7

3.1.7 Detection of intron-retention

Transcript models change or vanish in the process of dynamic genome annotation.
In particular, transcript models derived solely from EST sequences were subject
to change. In this process, some oligonucleotide probes designed for EST-derived
transcript models lost their transcripts. These probes can nevertheless be useful to
measure intron-retention, a splicing process of growing interest. A signal from the
probes measuring intronic sequence can

TULP1

ZNF76

FGD2

Figure 12: Supporting evidence for intron-

retention in the UCSC databases.

be compromised three fold. Genomic
contamination, cross-hybridization and
unknown exons might lead to sig-
nals misleadingly classified as intron-
retention. While cross-hybridization
was ruled out by including only probes
that match a single locus in the genome
and genomic contamination was con-
trolled by stringent quality controls
on total RNA, the possibility for un-
known exons still remained. We quali-
tatively graded the supporting evidence
for present intron-retention using the
genome browser at UCSC [88,90]. Ev-
idence for intron-retention was rated
strong if the supporting sequences
bridged the whole intron. An inter-
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mediate rating was assigned, if intron-retention was only partially supported by
EST/RNA sequences. If the supporting evidence consisted of only one EST, a weak
rating was assigned. Figure 12 gives an example of each level of supporting evidence
for intron-retention found in the UCSC database.
Of 145 events, seventy-four (51%) showed strong, forty-eight (33%) intermediate

and twenty-three (16%) weak evidence for intron-retention in the UCSC database.
We experimentally verified present intron-retention in six genes using PCR and three
randomly chosen samples from each subgroup of patients (table 3) as a template.
The possibility of a hidden exon was ruled out in three out of six cases with only
weak evidence for an unknown exon in two cases, however, intron-retention was
detected in all six genes.

dna neg ibd cd uc hn

FGD2 YIPF3

dna neg ibd cd uc hn

TMEM63B

dna neg cd uc hn

PARC

dna neg ibd cd uc hn

IER3

dna neg ibd cd uc hn

GRM4

a
b

dna neg ibd cd uc hn

Figure 13: Supporting evidence for intron-retention in FGD2, YIPF3, TMEM63B,
GRM4, IER3 and PARC as found by PCR. In case of an unknown exon a PCR
product smaller than the positive control (template = DNA) was expected. For
instance the gene GMR4 most likely contained an unknown exon (size b) and intron-
retention (size a) since two PCR products were observed. For all genes, the data
supports present intron-retention.
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3.2 Splicing Factors and Intron-Retention in Inflammatory

Bowel Disease

This study presents a systematic analysis of differential expression of 149 splicing
factors and 145 intron sequences in IBD. We use the term splicing factor for genes
and transcripts that are known to interact and modulate splicing events. Table 15
groups the splicing factors investigated based on classification by Black et al. [15,233].

3.2.1 Experimental setup and design

To study potential changes in gene expression in IBD we analyzed mucosal biopsies
taken from the gastrointestinal (GI) tract. Gene expression in mucosal epithelial cells
is influenced by a number of factors. To exclude gender effects we chose to analyze
male patients only, because the genetic association of the HLA region to IBD is more
pronounced in males as can be seen in figure 2. Our main focus of analysis was to
discern Crohn’s disease from ulcerative colitis concerning inflammatory patterns of
gene expression. We therefore studied the transcriptome from mucosal biopsies taken
from inflamed and non-inflamed regions of the GI-tract of both patient groups.

Table 9: Biopsy stratification by biological factor combinations. Each tissue sample is
described by a three letter code. The first letter (N, U, C) depicts disease status: Nor-
mal/Healthy, CD, UC; the second letter (n, i) depicts inflammation status: inflamed,
non-inflamed and the third letter (S, T) depicts GI-region (Sigma, T.ileum).

disease inflammation GI-region
Code healthy CD UC inflamed non- sigmoid terminal

inflamed colon ileum

NnS x x x
NnT x x x
CnS x x x
CiS x x x
CnT x x x
CiT x x x
UnS x x x
UiS x x x
UnT x x x
UiT x x x
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Table 10: Biological questions to evaluate experimental design strategies.

Code Question

Dis Difference of disease subgroups (CD vs UC)
Infl Effect of inflammation (infl. vs non-infl.)
DisInfl UC or CD specific effects of inflammation
Reg Difference of GI-regions
RegDis GI-region specific difference of CD vs UC
RegInfl GI-region specific effect of inflammation
IBDniN Comparison of non-inflamed IBD samples to healthy controls
IBDiN Comparison of inflamed IBD samples to healthy controls

To investigate disease effects, which do not manifest in inflammation, we also
included biopsies from a group of healthy individuals. The region of sampling also
influences gene expression levels, as many genes have been shown to exhibit tissue
specific transcription levels. The clinical observation that ileal inflammation is found
in ulcerative colitis patients basically as secondary inflammation called backwash
ileitis (Schreiber, personal communication) adds to the importance of GI-region
specific measurements. In studying biopsies from the sigmoid colon and the terminal
ileum our experimental setup not only accounted for regional differences in gene
expression, but would also allow to discern backwash ileitis from ulcerative colitis.
Taken together, the selection of patients excluded the study of gender effects but

included effects of disease group (CD or UC), inflammation (inflamed, non-inflamed)
and GI-region (sigmoid colon, terminal ileum). Since healthy individuals do not
exhibit mucosal inflammation, patients for ten different factor combinations had to
be found. Table 9 depicts the factor combinations addressed in this study. Patient
samples, which fulfilled the stringent selection criteria, were scarce and the amount
of total RNA harvested from each biopsy allowed for analysis on four microarrays
only. Additionally, only cyclic designs are able to compare many individuals, while
controlling for dye bias.
Experimental design strategies, which fit these constraints had to be found and

compared concerning their efficiency to answer a number of biological questions de-
picted in table 10. In an ANOVA setup the partitioning of variance and degrees of
freedom per biological question and experimental design can be used to compare dif-
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example:
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Figure 14: Strategy to find an efficient
experimental design. A the design-
space for only five factor combinations
(table 9: sigmoid colon) of one GI-
region was explored, using biological
questions (table 10) without GI-region
effects. Letters a to e depict the or-
der of factor combinations within the
cyclic sub-designs. Each edge depicts a
microarray experiment comparing two
factor combinations. B the best sub-
design was used twice, once for each GI-
region. Connections between the two
GI-region specific sub-designs had to be
found. Here factor combinations are
coded as numbers to describe the sub-
design connections. C Each factor com-
bination had to be connected twice to
its own GI-region and twice to the other
GI-region. Hence, sub-design connec-
tions were evaluated in groups of two.

ferent experimental design strategies [20,106]. As pointed out by Kerr and Churchill [91]

in the context of fixed models, the indirect comparison design (e.g. common ref-
erence) leads to a higher variance of the statistic as the direct comparison designs,
i.e., it is less efficient than the direct comparison designs. We used the R package
daMA [20,106] to evaluate the efficiency for each design strategy.
The overwhelming number ( n!

2∗n =181440) of distinct cyclic undirected graphs form
the design-space of ten factor combinations (table 9) and motivated us to divide the
problem into three steps. First we compared the efficiency of 12 subdesigns of the
experimental-design-space for the five factor combinations of only one GI-region,
using our biological questions from table 10 that do not include GI-region effects.
In step two the best sub-design found was applied to the factor combinations for
each GI-region and hence duplicated. In step three connections between the du-
plicated sub-design had to be found, which connect both GI-regions. We searched
for connection combinations so that each factor combination connects to two factor
combinations of the other GI-region. Figure 14 schematically depicts our strategy
used to find the most efficient experimental design. All efficiencies were calculated
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Table 11: Relative efficiency of 12 sub-designs concerning 5 biological questions (Ta-
ble 10). Letters a to e depict the order of factor combinations within the cyclic
sub-designs (see figure 14).

Sub-design biological questions
Code Dis Infl DisInfl IBDniN IBDiN

abecd 1.00 0.60 0.43 1.00 0.50
acbde 0.43 0.60 1.00 0.50 1.00
acdbe 1.00 0.60 0.43 0.50 1.00
abced 0.43 0.60 1.00 1.00 0.50
acebd 1.00 0.43 0.60 0.63 0.63
abcde 0.43 1.00 0.60 0.71 0.71
abdce 1.00 0.43 0.60 0.63 0.63
acbed 0.43 1.00 0.60 0.71 0.71
abedc 0.60 1.00 0.43 0.71 0.71
adbce 0.60 0.43 1.00 0.63 0.63
acedb 0.60 0.43 1.00 0.63 0.63
adcbe 0.60 1.00 0.43 0.71 0.71
CR 0.30 0.30 0.30 0.33 0.33

Table 12: Relative efficiency of 15 experimental sub-design combinations concerning
8 biological questions. Coding of sub-design connections is described in figure 14

Connection Biological questions
Code Dis Infl DisInfl Reg RegDis RegInfl IBDn IBDi

1: 1,1&1,1 0.40 0.29 0.50 1.00 1.00 1.00 0.38 0.38
2: 2,2&2,2 0.59 0.39 0.90 0.88 0.50 0.50 0.54 0.54
3: 3,3&3,3 0.86 0.85 0.66 0.81 0.37 0.28 0.86 0.86
4: 4,4&4,4 0.86 0.85 0.66 0.81 0.37 0.28 0.86 0.86
5: 5,5&5,5 0.59 0.39 0.90 0.88 0.50 0.50 0.54 0.54
6: 1,1&1,2 0.56 0.39 0.73 0.96 0.78 0.79 0.52 0.52
7: 1,1&1,3 0.71 0.63 0.62 0.95 0.72 0.65 0.70 0.70
8: 1,1&1,4 0.71 0.63 0.62 0.95 0.72 0.65 0.70 0.70
9: 1,1&1,5 0.56 0.39 0.73 0.96 0.78 0.79 0.52 0.52
10: 1,2&1,3 0.81 0.63 0.87 0.88 0.50 0.43 0.78 0.78
11: 1,2&1,4 0.91 0.78 0.83 0.90 0.56 0.53 0.89 0.89
12: 1,2&1,5 0.80 0.57 1.00 0.93 0.63 0.73 0.75 0.75
13: 1,3&1,4 1.00 1.00 0.75 0.85 0.44 0.34 1.00 1.00
14: 1,3&1,5 0.91 0.78 0.83 0.90 0.56 0.53 0.89 0.89
15: 1,4&1,5 0.81 0.63 0.87 0.88 0.50 0.43 0.78 0.78
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as relative efficiencies. Relative efficiency values are obtained by dividing the ab-
solute efficiency values by the maximal value for a given question. Table 11 and
table 12 contain the results of step one and three of the experimental design finding
process explained in figure 14.
To decide, which experimental design strategy to follow we had to prioritize our

biological questions, since each experimental design strategy favored certain biolog-
ical questions. In the context of IBD our question of outstanding interest was to
discover disease subtype specific gene expression changes due to inflammation. As a
consequence, we chose the design with maximum efficiency regarding this question
and thus the design was constructed from sub-design 11 by connection combination
1,2&1,5. Figure 15 schematically depicts the experimental design used in this study.
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Figure 15: Experimental design used to
extract the effetcs of Inflammation, Dis-
ease and GI-region on gene expression.
Each biopsy sample is described by a three
letter code. The first letter (N, U, C) de-
picts disease status: Normal/Healthy, CD,
UC; the second letter (n, i) depicts inflam-
mation status: inflamed, non-inflamed and
the third letter (S, T) depicts GI-region
(Sigma, T.ileum). Each edge depicts a
microarray experiment that compares two
nodes (e.g. UnS [UC non-inflamed Sigma]
against CnS [CD non-inflamed Sigma]).
This design was repeated three times.

3.2.2 Quality Control of biopsy cell type and inflammation status

The mucosa is a heterogeneous cell population composed of immune and non-
immune cells. Marker genes for epithelial cells and leukocytes indicate that the
gene expression profiles of the analyzed biopsy specimens mainly represent the gene
expression of epithelial cells and that immune cells do not significantly contribute
to the observed transcript patterns (table 13).
The presence of inflammation in the second patient group (table 3) samples, which

were used for real-time PCR quantification was confirmed by quantifying the inflam-
mation markers IL8 and REG1A in these samples (Figure 16). Apparently IL8 ex-
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Table 13: Control genes of cell types represented in biopsy material. The control
expression values are given for the terminal ileum and the colon. These numbers
represent average fluorescence values (log2 scale) across 60 arrays. Genes with an
average fluorescence intensity of 150 were considered as significantly expressed.

Cell type/gene Average expression Average expression
sigmoid colon terminal ileum

Epithelial markers [21]

E-cadherin 322 254
Villin 1 476 567
Villin 2 354 348
Laminin β1 1284 1147
Mucin 13 1054 976
EPLIN 1248 825

Leucocyte markers [54]

CD16 150 161
CD18 180 185
CD80 104 125
CD86 201 179

Mesenchymal markers [21]

CD31 179 205
CD11c 107 114

pression showed strong concordance (85%) with the endoscopic observation of acute
inflammation, while the expression pattern of REG1A was more complex. Elevated
levels of REG1A expression was also found in non-inflamed tissue, which might be
explained by a third tissue state of regenerating but non-inflamed tissue.

3.2.3 Altered expression of splicing factors in inflamed mucosa of IBD
patients

Using the HLA chip, we found thirty-three splicing factors differentially regulated in
IBD patients comparing inflamed tissue to non-inflamed tissue. The Sm and Sm-like
(LSm) protein transcripts showed a strong association to inflammation (p = 0.002)
with four out of five investigated transcripts being up-regulated in inflamed IBD tis-
sue as compared to non-inflamed IBD tissue. Comparing the expression fingerprint
of healthy control subject biopsies to non-inflamed biopsies and inflamed biopsies
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Figure 16: Expression profiles
of IL8 and REG1A in mu-
cosal biopsies of IBD patients
and healthy controls. Ex-
pression values shown are log-
transformed expression ratios
of IL8 and REG1A to ACTB.
Biopsy specimens from IBD
and DSC patients have been
rated by gastroenterologists
during endoscopy as inflamed
(triangle) or non-inflamed (cir-
cle). Biopsy specimens from
healthy control subjects are
marked by cross.

from IBD patients we found twenty-one splicing factors differentially regulated for
each subgroup. Table 15 depicts the expression fingerprint of 149 splicing factors as
observed in our experiments grouped by functional category.

3.2.4 IBD subtype influences regulation of splicing factors

To investigate the differences of splicing factor regulation in Crohn’s disease and ul-
cerative colitis, we selected seven exemplary splicing factors from different functional
categories for further verification by real time PCR in 195 individuals (table 3). A
strong effect of inflammation on expression levels of splicing factors was identified
in tissue of CD patients (fig. 17). In contrast to results from UC patients, all seven
splicing factors under investigation showed down-regulated expression levels com-
paring non-inflamed to inflamed CD patient tissue. On the other hand, we found
a strong disease effect on expression levels exclusively in UC patient tissue. Six of
seven splicing factors were down-regulated in UC patient tissue when compared to
healthy control tissue, independent of the inflammation status of the biopsy. As
opposed to our findings in UC patient tissue, non-inflamed CD patient tissue did
not show significant differences in five out of seven splicing factors, when compared
to healthy control tissue.
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Figure 17: Expression profiles of seven splicing factors in biopsies of IBD patients and
healthy controls. Expression values shown are log-transformed expression ratios of
the genes of interest to ACTB. The expression profile of healthy control tissue (HN)
was compared to Crohn’s disease patient tissue (CD) or Ulcerative colitis patient
tissue (UC) or Disease control patient tissue (DSC). Patient tissue could be inflamed
(i) or non-inflamed (ni), healthy control tissue was non-inflamed. Comparisons found
significant by Wilcoxon Rank Sum test (p < 0.05) are marked by asterix.
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Additional to the different regulatory patterns found in UC or CD patients,
SF3B14 and SFPQ showed regulation in opposite directions, when comparing non-
inflamed patient tissue to healthy control tissue. While in non-inflamed tissue
SF3B14 and SFPQ are up-regulated in CD patients, both splicing factors are down-
regulated in UC patients.

3.2.5 Regulation of splicing factors is specific to IBD

In order to assess disease-specific regulation, disease specificity controls (DSC) suf-
fering from colonic disease, but not IBD, were included in the verification cohort
(table 3). The effect of inflammation, which was predominantly seen in CD tis-
sue but not in UC tissue, was found only in three out of seven splicing factors in
DSC patient tissue. Although the direction of regulation of DUSP11, HNRPH3 and
SLU7 in inflammation is shared between CD and DSC patients, the extent of reg-
ulation is higher in CD patients. The disease effect, which was predominantly seen
in UC samples but not in CD samples, was not found in DSC patients. HNRPH3,
SF3B14, SFPQ and SLU7 show up-regulation in non-inflamed DSC patient tissue
as compared to healthy control tissue, while only SF3B14 and SFPQ show the same
pattern in CD patients but not in UC patients. Combining our findings SFPQ and
SFR2IP showed the most disease (subtype) specific regulation.

3.2.6 Intronic sequence is expressed and regulated in IBD

Based on the findings of differential expression of splicing factors in the context of
disease, we chose to investigate intron-retention as potentially pathogenic splicing
outcome. To ensure the quality of our observations, we evaluated if the expression
detected by our probes was intron-retention using the UCSC genome browser as
data-source. Of 145 events, seventy-four (51%) showed strong, forty-eight (33%) in-
termediate and twenty-three (16%) weak evidence for intron-retention in the UCSC
database (for the grading scheme see section 3.1.7). We qualitatively verified present
intron-retention in six genes in a pooled cohort of IBD patients by PCR. The possi-
bility of a hidden exon was ruled out in three of six cases, with only weak evidence
for an unknown exon in two cases, however, intron-retention was detected in all six
genes (figure 13).
Analyzing our microarray data, we found thirty-three intron-retention events with
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expression levels regulated due to inflammation and/or IBD (see table 16). Seventy-
five percent of those regulated intron-retention events showed strong supporting
evidence for intron-retention in the UCSC database.
Grouping the thirty-three genes with regulated intron-retention events (see table

16) identified in our initial screening according to gene function highlighted sig-
nal transduction (DUSP3, PTK7, GRM4, ZNF76, ANKS1, FGD2, ITPR3, RDS )
among other groups like the secretory pathway (YIPF3, MDGA1 ), the immune sys-
tem (IER3, PARC, AGER, C6orf25 ) or drug metabolism (ABCC10 ). In a next step
IER3, FGD2 and PARC were selected for detailed verification of intron-retention
and its regulation in IBD and its subtypes.

3.2.7 Intron-retention in PARC, IER3 and FGD2 is regulated in IBD

Intron-retention was assessed by monitoring two forms per transcript: The intron-
retained form (IR) and the correctly spliced form (the intron-excised form (IE)).
Intron-retention of three genes (PARC, IER3 and FGD2 ) was monitored by real-
time PCR using specific primers designed to exclusively amplify one transcript form
(IE or IR). The experimental setup addressed three major questions: disease- and/or
inflammation-effects regulating intron-retention; regulatory patterns shared by the
intron-retained and the intron-excised form and regulatory patterns specific to IBD
subtype and/or IBD in general.
Inflammation influenced intron-retention in UC tissue for all three genes investi-

gated in detail; however, in CD tissue, the effect of inflammation was only seen in
FGD2. In both CD and UC tissue, inflammation led to an increase of the intron-
retained form in contrast to DSC tissue, where no significant differences in expres-
sion levels due to neither inflammation or to disease were found. Disease-dependent
down-regulation of intron-retention was found for PARC in UC non-inflamed tissue
and for IER3 in CD and DSC non-inflamed tissue and CD inflamed tissue. FGD2
represents the only exception since the intron-retained form is up-regulated in UC
inflamed tissue.
Comparing the regulatory patterns of the intron-retained to the intron-excised

forms our observations can be grouped into two categories. The first group embodies
the cases where the regulations of both forms are in agreement. This was found only
for FGD2 and IER3 and only in UC tissue. The second group describes discordant
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Figure 18: Expression profiles of two different splice-forms of three genes from IBD
patients and healthy controls. The different splice-forms are grouped by column.
The first column harbors the expression levels of the intron-excised forms, the second
column of the intron-retained forms. The third column depicts concerted changes in
expression for the intron-excised and the intron-retained forms. Arrows in the third
column highlight the different concerted changes due to inflammation. Expression
values shown are log-transformed expression ratios of the genes of interest to actin
beta. The expression profile of healthy control tissue (HN) is compared to Crohn’s
disease patient tissue (CD) or ulcerative colitis patient tissue (UC) or disease control
patient tissue (DSC). Patient tissue can be inflamed (i) or non-inflamed (ni), healthy
control tissue was non-inflamed. Comparisons found significant by Wilcoxon Rank
Sum test (p < 0.05) are marked with an asterix.
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regulatory patterns of both forms. We found this group to be larger than the group
of concordant regulation. For FGD2 we found for instance the intron-excised form
down-regulated in inflammation in CD tissue, while the intron-retained form was
found up-regulated in inflammation in CD tissue. For PARC we found the same
pattern (IE down- IR up-regulated in inflammation) but in UC tissue only. A slightly
different example of discordant regulation is given by the expression levels of IER3
in CD tissue.
We additionally calculated the ratio of the intron-retained form and the intron-

excised form (see table 14). For healthy subjects the amount of the intron-excised
form is about twice the amount of the intron-retained form in all three genes an-
alyzed. In contrast ratios were found for IBD patients, where the intron-retained
form dominated the intron-excised form. In UC patients for instance we found for
the gene PARC a sharp drop of the ratio from a value close to healthy subjects, to
a 1.2 fold excess of the intron-retained form over the intron-excised form. In general
the patterns found were unique for IBD as compared to disease specificity controls
and unique for each subtype of IBD. Discordant regulatory patters were found for
example for IER3, where the ratio of the intron-excised to the intron-retained form
was close to healthy subjects in CD inflamed and UC non-inflamed tissues, while
the ratio is about 1.5 times higher than in healthy subjects in CD non-inflamed and
UC inflamed and both DSC tissue groups.

Table 14: Log-ratio of intron-excised vs intron-retained form for FGD2, PARC and
IER3.

Log2 intron-excised/
intron-retained HN CDni CDi UCni UCi

FGD 0.75 1.25 -0.08 0.11 0.36
PARC 1.15 -0.04 0.10 0.99 -0.34
IER 1.20 1.75 1.09 1.11 2.06

Given our results presented above (figure 18 & table 14), it becomes clear that
we found no general regulatory pattern, neither due to inflammation, nor due to
disease. On the other hand, we deduce from this finding that the results described
are specific for each subtype of IBD and specific to IBD in general. To emphasize
the differences in concerted regulation found for the groups at hand, we plotted
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Figure 19: Splicing factor bind-
ing sites found in silico by the
software splicing rainbow [197] in
IER3, FGD2 and PARC. These
splicing factors were regulated
due to inflammation or IBD as
found by microarray analysis (p
< 0.05). Depicted is the intron se-
quence (grey) plus exon sequence
(black) on each side. The local-
ization of each sequence window
within the pre-mRNA sequence is
given in base-pairs. White dots
every 50 bases are plotted to show
the different scales.

the expression levels of the intron-excised form against the expression levels of the
intron-retained form (right column in figure 18).
To summarize our findings, we found evidence for inflammation and/or disease-

related regulation of intron-retention. Intron-retained and intron-excised forms in
most cases showed different regulatory patterns, while in some cases they were co-
regulated. Additionally, we present evidence that the concerted regulation of both
forms is specific for each subtype of IBD and specific to IBD in general.

3.2.8 IER3, FGD2 and PARC contain binding sites for splicing factors
regulated in IBD

For a number of splicing factors data on their binding sites has been published.
Splicing Rainbow [197] a software tool to discover known binding sites was used in
this study to map the binding sites of splicing factors found regulated in IBD.
We analyzed the transcript sequence of IER3, FGD2 and PARC, where we had
discovered regulated intron-retention. In silico mapping of regulated splicing factors
to transcripts with regulated intron-retention revealed several splicing factor binding
sites located within or surrounding the introns of interest as is shown in figure 19.
These findings represent a potential connection between splicing factor expression
levels and subsequent splicing patterns in the context of IBD pathology.
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Figure 20: Related RNA transport element (RTE) structures reproduced in this
study by calculating an abstract consensus shape with RNAshapes software [198] and
sequences from Smulevitch et al. [190]. The consensus structure contains four stem-
loops, which have been found crucial for mRNA export from the nucleus.

3.2.9 IER3 mRNA can form a RNA transport element-like structure

IER3 is different from FGD2 and PARC in that there is no further intron which
is crucial for nonsense-mediated decay (NMD) or regulated unproductive splicing
and translation (RUST) to exert its action [127,231]. Since the intron-retained form of
IER3 is not spliced at all, it possibly contains no exon-junction-complex. The exon-
junction complex however is thought to be crucial for export from the nucleus [110].
One can question, if the intron-retained form of IER3 ever leaves the nucleus. We
therefore investigated the possibility for IER3 to contain a RNA transport element
using an abstract shape approach implemented by the software RNAshapes [198].
The software RNA shapes requires an abstract shape model, which we deduced

as consensus shape from four related sequences described by Smulevitch et al. [190].
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Using an abstraction level of depth two the abstract shape found was

_[_[[]]_[[]]_[[_[[]][[[[[[[[]]]]]]]]_]]_]_

with unpaired regions represented by underscores and stacking regions represented
by squared brackets.
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Figure 21: RNA transport element like structure found in mRNA of IER3. Using
the abstract consensus shape model found for RNA transport elements described
by Smulevitch et al. [190] we were able to identify a sequence within the second exon
of IER3 that can fold into a similar structure. Software settings for RNAshapes
were kept by default with a sequence window of 230 nucleotides. Structural features
important for RTE function are highlighted.

Using this abstract shape we were able to reproduce the structures found by
Smulevitch et al [190] and we identified a RTE-like structure within the second exon
of IER3. The four stem-loops found crucial for RTE function are present in the RTE-
like structure we identified in IER3. The overall conservation of sequence was very
low in contrast to the four RTE-like structures described by Smulevitch et al. [190];
however, we found three of four conserved consecutive adenine residues within an
internal loop of stem-loop IV. These conserved adenine residues are critical for RTE
function [190].
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Table 15: Splicing factor expression changes related to inflammation status and disease;
log2-ratios of expression changes are depicted for inflamed and non-inflamed tissue of In-
flammatory Bowel Disease patients (IBD) and and healthy control subjects. Comparisons
found significant are marked by asterix (p < 0.01). Log2-ratios have to be interpreted in
the light of ratio quenching (quenching factor: ∼3-4, see section 3.1.6).

IBD Healthy Control

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

SR proteins

CROP -0.01 -0.05 -0.04
FLJ11021 -0.04 0.10 0.14
SFRS1 -0.21 -0.06 0.16
SFRS10 * 0.93 * 0.95 0.02
SFRS11 0.17 * 0.32 0.15
SFRS12 -0.06 -0.03 0.03
SFRS14 -0.07 -0.06 0.00
SFRS15 0.04 -0.07 -0.10
SFRS16 * 0.40 0.24 -0.17
SFRS2 -0.13 -0.12 0.01
SFR2IP -0.22 * -0.30 -0.08
SFRS3 0.00 -0.08 -0.07
SFRS4 0.01 0.16 0.15
SFRS6 -0.11 -0.33 -0.23
SFRS7 -0.12 -0.17 -0.04
SFRS8 0.04 -0.05 -0.09
SFRS9 0.16 0.03 -0.14
SR140 -0.02 0.02 0.03
SRRM2 0.07 0.01 -0.06
TRA2A 0.00 0.04 0.04
U2AF1L2 0.10 -0.05 -0.15

Continued on Next Page. . .
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Table15 – Continued

IBD HealthyControl

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

hnRNP proteins

HNRPA3 -0.01 0.12 0.13
HNRPAB * -0.43 * -0.53 -0.10
HNRPC 0.10 * 0.53 * 0.42
HNRPD -0.08 0.09 0.18
HNRPDL * 0.21 0.12 -0.10
HNRNPE -0.18 0.12 0.30
HNRPF -0.11 0.08 0.19
HNRPH1 -0.01 -0.07 -0.06
HNRPH3 * -0.28 * -0.34 -0.06
HNRPM 0.09 0.19 0.10
HNRPR 0.01 * 0.25 * 0.24
HNRPU * -0.19 0.02 * 0.21

Non− snRNP spliceosome− assembly proteins

BCAS2 * -0.22 0.02 * 0.24
C21orf66 0.03 0.06 0.02
CDC5L * -0.21 -0.15 0.06
CUGBP2 -0.01 0.05 0.06
DNAJC8 0.11 -0.06 -0.17
FLJ20273 * -0.31 * -0.30 0.01
FNBP3 -0.04 * 0.42 * 0.46
HPSE -0.13 -0.03 0.10
IK 0.15 0.06 -0.09
NCBP2 0.01 -0.09 -0.10
PPARGC1B -0.05 0.02 0.07
PRP19 -0.05 0.00 0.05
RBM14 0.06 -0.06 -0.12
RBM16 -0.08 0.03 0.12

Continued on Next Page. . .
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Table15 – Continued

IBD HealthyControl

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

RBM17 -0.01 -0.07 -0.06
RBM18 -0.04 -0.12 -0.08
RBM21 0.25 0.03 -0.22
RBM6 0.20 0.14 -0.06
SART1 0.08 -0.05 -0.12
SF1 -0.01 -0.05 -0.04
SF3B14 * -0.26 -0.16 0.10
SF4 0.14 -0.14 -0.28
SMN2 * -0.28 0.02 * 0.30
SMNDC1 -0.04 0.06 0.09
SNAPC1 0.08 0.01 -0.07
SON -0.12 -0.08 0.04
TCERG1 -0.08 0.07 0.15
TTF2 -0.06 0.02 0.07
U2AF1 0.00 -0.18 -0.17
U2AF2 -0.07 -0.03 0.04
ZNF239 -0.03 -0.05 -0.02

U1 snRNP associated proteins

SNRP70 * 0.65 * 0.41 -0.25
SNRPC -0.21 * -0.39 -0.18
U1SNRNPBP 0.03 0.07 0.03

U2 snRNP associated proteins

SF3A1 0.02 -0.06 -0.08
SF3A2 0.19 0.24 0.05
SF3A3 0.04 0.08 0.04
SF3B1 -0.17 -0.02 0.16
SF3B3 0.09 0.14 0.04
SF3B4 * 0.49 -0.10 * -0.59
SF3B5 0.24 * -0.43 * -0.67

Continued on Next Page. . .
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Table15 – Continued

IBD HealthyControl

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

SNRPA1 0.07 0.01 -0.06
SNRPB2 0.10 -0.16 * -0.26

U5 snRNP associated proteins

ASCC3L1 * -0.21 0.02 * 0.23
PRPF8 -0.15 * -0.48 * -0.33

U4/U6 snRNP associated proteins

NHP2L1 0.14 0.00 -0.13
PRPF3 0.01 -0.03 -0.04
PRPF31 -0.03 0.10 0.14
PRPF4 0.00 0.07 0.06

U4/U6.U5 tri− snRNP associated proteins

RY1 -0.12 -0.02 0.10

Sm/LSm core proteins

LSM2 * 0.34 0.06 * -0.28
SNRPD2 * 0.73 0.17 * -0.56
SNRPE * 0.29 * 0.33 0.04
SNRPF 0.17 0.00 -0.16
SNRPG * 0.73 * 0.68 -0.05

Catalytic step II and late acting proteins

CDC40 0.01 0.09 0.08
CDC5L * -0.21 -0.15 0.06
DHX15 * -0.48 0.14 * 0.63
DHX38 0.10 -0.15 -0.25
PRPF18 * 0.45 0.27 -0.18
PRPF8 -0.15 * -0.48 * -0.33
SLU7 * -0.33 * -0.33 0.00

Continued on Next Page. . .
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Table15 – Continued

IBD HealthyControl

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

ZCCHC17 0.05 0.04 -0.01

SplicedmRNP/EJC proteins

BAT1 -0.05 * 0.68 * 0.74
RNPS1 -0.13 0.21 0.34

RRM − containing proteins

ACIN1 0.16 0.09 -0.07
CIRBP 0.08 0.18 0.10
PSEN1 -0.10 0.01 0.11
RBM15B -0.04 -0.11 -0.07
RBM5 -0.02 -0.05 -0.04
RNPC2 -0.17 0.05 * 0.22
SPEN 0.02 0.00 -0.02

DExD box proteins

DDX1 * -0.19 * -0.17 0.01
ASCC3L1 * -0.21 0.02 * 0.23
DDX24 0.22 0.12 -0.10
DDX3X 0.08 0.17 0.09
DDX46 -0.11 -0.04 0.07
DHX15 * -0.48 0.14 * 0.63
DHX16 -0.10 -0.14 -0.04
DHX34 0.02 -0.03 -0.05
DHX38 0.10 -0.15 -0.25
DHX9 -0.10 0.03 0.13
SKIV2L 0.10 -0.15 -0.25
ZCCHC17 0.05 0.04 -0.01

Proteins of secondary regulatory function

TNPO3 -0.20 -0.09 0.11

Continued on Next Page. . .
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Table15 – Continued

IBD HealthyControl

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

AKAP1 -0.14 0.09 * 0.24
CLK1 * -0.25 0.01 * 0.25
CLK4 0.02 0.07 0.05
FASTK -0.04 -0.04 0.00
SRPK1 0.02 -0.01 -0.02
SRPK2 0.04 0.06 0.01
HRMT1L1 -0.14 -0.16 -0.02
HRMT1L2 * 0.51 0.24 -0.27
DUSP11 * -0.36 * -0.46 -0.10
PPM1G 0.12 0.09 -0.04

Intronic/Exonic splice enhancers and silencers

NOVA1 * 0.21 0.14 -0.07
SIAHBP1 0.02 -0.06 -0.08
YBX2 -0.02 0.05 0.07
C1QBP 0.14 0.15 0.02
ELAVL1 * -0.34 -0.05 0.30
ELAVL2 -0.01 -0.01 0.01
ELAVL3 0.10 0.05 -0.06
ELAVL4 0.12 0.00 -0.11
KHSRP 0.07 0.05 -0.02
RBM10 0.12 -0.03 -0.15
SFPQ * -0.27 * -0.40 -0.13

Cyclophilin− like proteins

DNAJA2 -0.12 * -0.26 -0.14
PPIA 0.12 0.24 0.12
PPIB * 0.75 0.38 -0.37
PPIF 0.21 -0.03 -0.23
PPIG -0.02 -0.04 -0.01
PPIL1 * -0.28 * -0.27 0.01

Continued on Next Page. . .
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Table15 – Continued

IBD HealthyControl

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

PPIL2 0.06 0.02 -0.03
PPIL4 -0.11 0.08 0.18
PPIL5 0.06 0.07 0.01

Spliceosome proteins involved in mRNA export

BAT1 -0.05 * 0.68 * 0.74
CIRBP 0.08 0.18 0.10
NXF3 0.01 -0.04 -0.05
NXT1 * 0.39 0.25 -0.14
PSIP1 0.08 0.08 0.00
RNPS1 -0.13 0.21 0.34
SFRS1 -0.21 -0.06 0.16
SFRS3 0.00 -0.08 -0.07
SFRS7 -0.12 -0.17 -0.04
STAU2 * -0.40 * -0.40 0.01
STRBP * -0.34 -0.09 * 0.24
THOC1 -0.07 * -0.23 -0.16
THOC2 -0.05 * 0.24 * 0.29
ZCCHC17 0.05 0.04 -0.01
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Table 16: Intronic sequence expression changes (Log2) related to inflammation status and
disease. Comparisons found significant are marked by asterix (p < 0.01). Log2-ratios have
to be interpreted in the light of ratio quenching (quenching factor: ∼3-4, see section 3.1.6)

IBD Healthy Control

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

HUGO Supp.Sequence

AARSL BI859749 0.03 -0.03 -0.06
ABCC10.1 CA307443 * 0.21 * 0.16 -0.04
ABCC10.2 AK024446 -0.02 -0.13 -0.11
AGER AB061669 0.25 * -0.47 * -0.73
AGPAT1 AL133975 0.02 -0.01 -0.03
AL832447 AA411899 * 0.90 * 0.66 -0.24
AL833650 AK128294 -0.09 * -0.19 -0.11
ALDH5A1 AW592482 0.01 -0.03 -0.05
ANKS1.1 DA062959 0.21 0.30 0.08
ANKS1.2 AF038657 -0.08 -0.11 -0.02
ANKS1.3 DB314115 -0.08 * -0.21 -0.14
APOBEC2 AI992340 -0.02 -0.03 0.00
BAT5 AW968302 0.20 0.17 -0.04
BI828649 AA284236 -0.01 -0.12 -0.11
BRPF3.1 AF038424 -0.08 0.02 0.10
BRPF3.2 BG004007 0.05 -0.10 -0.15
C2 BC029781 0.07 -0.07 -0.14
C4A.1 T64249 0.03 0.12 0.09
C4A.2 CB163642 0.02 0.03 0.01
C6orf1 AL557041 0.01 0.07 0.06
C6orf106 BF911464 -0.10 -0.21 -0.12
C6orf108 NM.199184 0.14 -0.17 * -0.31
C6orf125 CN284202 -0.10 -0.03 0.06
C6orf141 CB115931 0.02 0.07 0.05
C6orf153 CN311648 -0.01 -0.01 0.00

Continued on Next Page. . .
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Table16 – Continued

IBD HealthyControl

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

C6orf25 AJ292264 0.12 -0.23 * -0.35
C6orf48.1 BM423352 0.10 -0.05 -0.15
C6orf48.2 BM982401 -0.03 -0.09 -0.07
C6orf49.1 BC110459 -0.10 * -0.22 -0.13
C6orf49.2 AA514248 -0.01 -0.06 -0.05
C6orf62.1 BF748822 -0.12 -0.09 0.03
C6orf62.2 DA426118 -0.06 -0.13 -0.07
C6orf64 NM.018322 -0.07 -0.17 -0.10
CCL15 BC050647 0.03 0.06 0.03
CD2AP BG215751 0.00 -0.04 -0.03
CDKAL1.1 AI637916 0.05 -0.03 -0.08
CDKAL1.2 AA621866 -0.14 -0.16 -0.02
CFB BQ317007 0.02 0.03 0.02
CLIC5 BP320577 0.15 0.04 -0.11
CMAH.1 CR749466 0.14 0.09 -0.05
CMAH.2 AK000716 0.03 -0.08 -0.10
CREBL1 R02494 -0.14 -0.08 0.06
CROP NM.016424 -0.04 -0.10 -0.06
CSNK1D DB127690 0.00 -0.08 -0.07
CSNK2B AL537527 0.01 -0.07 -0.08
CUL7 BM273286 0.04 -0.10 -0.14
DNAH8 BF372166 -0.03 -0.11 -0.08
DOM3Z BC071651 0.11 0.05 -0.07
DUSP3 NM.004090 * -0.29 -0.20 0.10
ENPP4 AV726702 0.02 -0.15 -0.17
FGD2.1 BQ708371 0.12 -0.05 -0.17
FGD2.2 AK092732 * 0.35 0.27 -0.08
FGD2.3 BC062363 -0.05 -0.18 -0.13
FLOT1 AW798231 -0.12 -0.22 -0.10
FOXP4.1 EL582986 -0.06 -0.01 0.04

Continued on Next Page. . .
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Table16 – Continued

IBD HealthyControl

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

FOXP4.2 BG997253 -0.05 -0.10 -0.05
GPR110 BG433170 -0.06 -0.09 -0.03
GRM4 AB209104 * 0.46 0.04 * -0.42
GTPBP2 DA446337 -0.06 -0.15 -0.08
HFE DA957218 0.01 -0.16 -0.18
HIST1H2AC BC017379 * -1.05 * -0.78 0.27
HLA-DRB1.1 BF849061 0.17 -0.01 -0.18
HLA-DRB1.2 BF879238 -0.01 0.00 0.01
IER3 AF039067 * 0.26 -0.03 * -0.29
ITPR3.1 BI825723 * 0.26 -0.02 * -0.28
ITPR3.2 AL577972 -0.11 -0.14 -0.03
ITPR3.3 AL832807 0.03 -0.07 -0.10
KIAA0240.1 AV726402 -0.11 -0.16 -0.05
KIAA0240.2 BE773025 0.01 0.03 0.02
KNSL8 BM989115 0.03 -0.05 -0.08
LEMD2 AV708966 0.12 * 0.20 0.08
LRRC16.1 AV656596 -0.06 -0.05 0.01
LRRC16.2 BE173626 0.03 0.00 -0.03
MBOAT1 BG400775 -0.07 -0.05 0.02
MDGA1.1 AA054635 0.24 * 0.77 0.54
MDGA1.2 AK090677 * 0.19 0.02 * -0.17
MDGA1.3 AK091149 -0.01 0.05 0.06
MGC45491.1 BX390676 -0.06 -0.08 -0.03
MGC45491.2 BC032706 * 1.82 * 1.19 -0.62
MRPL2 BM553982 * -0.32 * -0.32 0.00
MRPS18A DQ884400 0.00 -0.11 -0.11
MRPS18B AL050361 * 0.18 0.05 -0.13
MRS2L AW835456 -0.04 -0.03 0.01
NFYA AI688265 0.00 -0.05 -0.05
OTTHUMG14664 AW086174 -0.02 -0.11 -0.09

Continued on Next Page. . .
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Table16 – Continued

IBD HealthyControl

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

OTTHUMG14673 AA203184 -0.12 -0.09 0.03
PACSIN1 BX094526 0.03 -0.11 -0.14
PARC.1 CR749511 * 0.55 * 0.38 -0.17
PARC.2 DA262387 0.06 -0.12 -0.18
PI16 AK124589 0.04 -0.05 -0.09
PPT2 BX426906 -0.12 -0.10 0.02
PRL AV749457 -0.05 -0.07 -0.02
PRR3 DA164435 -0.06 -0.04 0.02
PRRT1.1 BX112489 -0.03 -0.03 0.00
PRRT1.2 BM688858 -0.03 0.04 0.07
PRSS16 BI756721 0.20 0.04 -0.15
PTK7.1 AL538801 -0.20 -0.18 0.03
PTK7.2 AK131487 * 0.41 -0.01 * -0.42
RDS BE266298 -0.07 * -0.30 * -0.23
RGL2 AI279162 0.21 0.16 -0.04
RING1 BX406293 -0.15 * -0.19 -0.04
RPL10A BC013864 * 0.25 0.18 -0.06
RPL7L1 CX781752 0.00 0.05 0.05
RPS18.1 CN346578 0.07 -0.17 -0.25
RPS18.2 BX537589 * -0.17 -0.05 0.12
RXRB.1 AW860348 -0.12 -0.01 0.11
RXRB.2 BP366955 0.16 0.00 -0.16
SCUBE3 BF746129 0.05 -0.03 -0.08
SFRS3 AI700741 -0.02 -0.10 -0.09
SLC17A1 AL700121 0.22 0.22 0.00
SLC17A4 AW662505 * -0.24 * -0.47 -0.23
SLC29A1 AA195199 0.05 -0.01 -0.07
SRPK1 DA638682 -0.04 0.01 0.05
STK19.1 BG473149 0.01 -0.15 -0.16
STK19.2 BG473149 -0.09 -0.12 -0.03

Continued on Next Page. . .
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Table16 – Continued

IBD HealthyControl

inflamed vs vs IBD vs IBD

non-inflamed inflamed non-inflamed

STK38 AA112431 0.00 -0.17 -0.17
TAF11 BX647568 -0.03 -0.06 -0.03
TAPBP AA379282 -0.02 0.14 0.17
TBC1D22B BF986668 0.01 0.00 -0.01
TCTE1 DB450345 * 0.39 0.29 -0.10
TDRG1 BC042123 -0.02 -0.05 -0.03
TEAD3 DB287000 -0.04 -0.11 -0.07
TNFRSF21 AB209394 -0.01 -0.01 0.00
TNRC5 AK090425 0.01 0.01 0.01
TRERF1.1 AV695566 0.05 -0.19 -0.24
TRERF1.2 AK024851 -0.09 -0.10 -0.01
TRIM10 NM.006778 -0.06 -0.12 -0.06
TRIM38 CR936707 -0.08 -0.05 0.03
TTBK1 BG912008 -0.04 -0.15 -0.11
TULP1 BQ640101 -0.03 -0.12 -0.09
UBR2 BI715192 -0.03 -0.27 -0.24
URFB1 BM722280 -0.17 * -0.25 -0.08
VARS AI023520 * -0.41 * -0.61 -0.20
VARS2L AK094483 0.16 0.14 -0.02
VPS52 DB251678 -0.10 -0.05 0.04
XPO5 AK127513 0.03 -0.02 -0.05
YIPF3 BI822291 * 0.25 0.13 -0.12
ZFAND3.1 AA379379 0.03 0.00 -0.03
ZFAND3.2 AV683446 -0.11 -0.14 -0.03
ZFAND3.3 BF333057 -0.08 0.17 0.26
ZFAND3.4 AA398665 0.03 -0.05 -0.08
ZNF184 AK123011 -0.11 * -0.22 -0.11
ZNF193 AY261373 -0.06 -0.09 -0.02
ZNF391 AK092633 0.03 -0.03 -0.06
ZNF76 CN276895 * 0.61 * 0.55 -0.06
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4 Discussion

The pathology of IBD is influenced by various factors, including genetic and en-
vironmental factors, which contribute to an inappropriate immune response in the
gastrointestinal tract. To date, genetic linkage and association studies have identified
sequence variants that confer disease susceptibility, with the strongest association
being found in CARD15 for CD. An extended stretch of ∼20Mb on chromosome 6
has been associated not only to IBD but also to psoriasis, atopic dermatitis and dia-
betes, to name but a few diseases. Within this region, which is of general importance
to the human immune system, the HLA genes and others are genetically linked in
extensive haplotype structures. These structural constraints complicate genetic as-
sociation analysis. The first aim of this study was to construct a HLA-microarray to
investigate the transcriptome of the HLA linkage region. The assumption that po-
tentially disease causing genes might either exhibit aberrant expression or malignant
splicing patterns, initiated this study.

4.1 Establishment of a HLA microarray

4.1.1 Merging databases

Even years after the release of the genomic sequence [105,216], there are still large
uncertainties about the exact number of human genes. The number of known and
hypothetical genes in current databases such as RefSeq and Ensembl is continuously
growing. Over the years estimated gene count has shrunk to less than 25000 [184],
as compared to earlier predictions ranging from 35000 [46] to 120000 [117]. As Larsson
et al. point out [107], despite all improvements, it is the near constant percentage of
gene predictions that are only found in single databases, that keeps all databases in
incomplete status. The significant differences between transcript databases concern-
ing gene and transcript count are displayed in table 5. To enrich the sequence-space
for research we decided to merge four different transcript databases. This strategy
enabled us not only to address as many sequences as possible, but also to thoroughly
check each sequence for possible cross-hybridization.

Database choice NCBI’s Reference Sequence database, Ensembl core database
and Sanger Center’s Vega database are well established sequence databases, while
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the ESTgene database is of experimental status [Ensembl help team, personal com-
munication]. Two databases (RefSeq and Vega) contain manually curated transcript
models while the transcript models of the other two databases are created exclu-
sively in silico. RefSeq, Ensembl core and Vega integrate ab initio gene predictions
with supporting evidence, while ESTgene uses clusters of EST sequences to create
transcript models [13,47,158,223]. While Ensembl core, Vega and ESTgene construct
their transcript models using the golden path as sequence basis, RefSeq additionally
creates transcript models, which are based solely on supporting evidence. One con-
sequence is, that the transcript models of the former databases are well positioned
in the human genome, while some transcript models of RefSeq do not easily map to
the golden path.
While manually curated databases usually contain transcript models of high qual-

ity, the ESTgene database contains transcript models that are more unstable because
of the high sequencing error rate of ESTs and the problem of genomic contamination,
which has been estimated to affect 5-8% of all ESTs [6,225]. Nevertheless ESTs offer
a considerable advantage in aiding the prediction of non-coding exons, especially
those located within the 3’-UTR [79]. We therefore decided to include the ESTgene
database due to its wealth of unknown transcript models. Our choice to include the
ESTgene database is supported by the fact that manually curated databases have
integrated many of the transcript models of the ESTgene database in the last few
years. In contrast other transcript models have vanished and microarray probes have
become orphans. But in science some good ideas emerge out of failure if the proper-
ties of alleged disasters are well-studied. In an act of serendipity, the skilled scientist
stumbled upon the expression of sublime signals. In the line of its not a bug, it’s a
feature some orphaned microarray probes enabled us to measure intron-retention.

Grouping transcripts Creation of a complete set of known and hypothetical genes
requires merging of existing datasets into a non-redundant set of genes. We devel-
oped an algorithm to merge the four chosen transcript databases: Ensembl core,
Ensembl ESTgene, Vega and RefSeq. Such merging is often based on sequence
alignment using a similarity threshold. Multiple alignments of biological nucleic
acid sequences are one of the most commonly used techniques in sequence analysis.
These techniques demand a large computational load and, as Hogenesch et al. [74]

and Li et al. [116] pointed out, are prone to misjudgement, since it is difficult to find
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a threshold that always gives the correct result.
In contrast, our algorithm exploited the fact that the transcript models were al-

ready mapped to the human genome consensus sequence called the golden path. The
algorithm increased computational efficiency by treating transcript models as sets of
integer intervals and comparing them on a numeric basis. Thereby we circumvented
the computationally demanding sequence alignment, while obtaining the same result
– groups of related transcripts were obtained in a fraction of the time. However,
it can be problematic to find good quality genomic alignments for transcript se-
quences that are not defined directly from the genomic sequence. For example,
only 21073 of 22239 sequences of the RefSeq database (RefSeq 8) could be found in
the Ensembl database (Ensembl 25.34). The transcripts without placement on the
golden path were compared to our merged database using BLAST. If no hit with
99% sequence identity and 95% coverage was found, the transcript was added to the
merged databases at the final stage.

Specificity The rules used to group transcripts were simple. Two transcripts were
assigned to the same group if the genomic locations and strand of at least two exons
overlapped and, consequential, the two transcripts shared exon sequence of at least
two exons. One can question the stringency of our heuristic approach. From a se-
quence point of view, two transcripts need not to be related if they share some exon
sequence. Our strategy, which did not use any information on reading frame nor
splice-site selection, would probably not work if genes, as groups of transcripts, had
to be found a priori. Nevertheless, in the context of mature transcript databases
where stringent algorithms have been applied to determine transcripts and genes,
this strategy works for most transcript models. Compared to the algorithm of Lars-
son et al. [107] who designated transcripts as related if they shared at least one base,
our algorithm is of moderate stringency. Eyras et al. [47] also based their initial clus-
tering of ESTs on simple overlap. Our strategy failed when the same exon sequence
was used by two distinct genes in the same location on the same strand. In this
case transcripts got assigned to more than one gene within one database scheme.
These cases were solved manually with preference for the gene models created by
the database instead of merging genes.
The ultimate goal of our database merging strategy was to determine the sequence

quality of all transcripts, in order to design microarray probes for transcript-specific
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sequence. In this line our algorithm assured that the sequence quality of a transcript
was not judged overly specific. We assume that the problem of double assignment
will get smaller the more mature transcript databases get.

Sensitivity Given the simplicity of rules used to group transcripts, one can ques-
tion if all related sequences could be found with our algorithm. The intention of the
grouping algorithm was not to build final gene models but to enable the reduction
of redundancy, which arose by the use of multiple databases. Nevertheless, to ex-
plore the limits of microarray technology, related transcripts were treated as if they
belonged to one gene. If a transcript remained unassigned to another transcript by
mistake, this would result in false negative judgment on the gene-specificity of both
transcripts. In other words, both transcript sequences would be tagged to have am-
biguous sequence, even though they have gene-specific sequence. The details of our
algorithm reveal that this rare case would compromise at most sequence-specificity
judgments for less than 200 bases of transcript models that do not share any other
exon sequence. Again, using our strategy, sequence quality of a transcript was never
judged overly specific.

4.1.2 Reducing redundancy

Pooling the data sources created redundancy which was down-sized by a second
algorithm. We made a distinction between global and local redundancy and treated
them separately.

Global redundancy The main source of evolutionary innovation is gene duplica-
tion. According to the classic scenario, one copy retains the original function and
remains under strong selection, whereas its twin gene is free of selective constraints.
Spontaneous mutations and positive selection may gradually shape the copy into a
novel gene [147] or, as Rodin [167] points out in his review, may turn it into a pseudo-
gene. Without manual sequence analysis of the gene copies it is difficult to reduce
global redundancy. The different genetic environment of two identical gene models
may lead to different expression between developmental stages or tissues because
of epigenetic regulation of expression [168]. The expressed sequences of two identical
gene models at different loci cannot be distinguished from each other. Given the
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sequence identity of two transcripts from different loci, the assumption is that their
translation is the same. With respect to our aim, the grading of sequence qual-
ity of all transcripts, multiple identical copies of a transcript in the transcriptome
database would estimate the sequence quality of all copies as ambiguous. We there-
fore decided that only one copy of two identical transcript models was kept in our
database. Our criteria to down-size global redundancy were strict. A fuzzier algo-
rithm would have lead to more reduction of global redundancy. However, in some
databases at the time the algorithm was created, differing numbers of transcript
models were found for the same genomic sequence in two genomic locations. This
database inconsistency motivated our conservative approach.

Local redundancy Our algorithm to reduce local redundancy was applied to each
group of related transcripts as found by our grouping algorithm. Again, we treated
transcripts as sets of integer intervals and applied set operations to compare them.
The criteria to reduce local redundancy were less strict than that used to reduce
global redundancy. We used fuzzy exon boundaries to detect the potential redun-
dancy of two transcript models. As proposed by Modrek et al. [134] we allowed for
a difference in length of up to six bases per exon. While Modrek et al. [134] tried
to screen out sequencing errors and alignment artifacts in using fuzzy exon bound-
aries, we followed this strategy because of the challenge to integrate the ESTgene
database. As Eyras et al. [47] reported, the exon boundary comparison of the EST-
gene sequences to manual annotations yielded a sensitivity of 39% and a specificity
of 30%. While the fuzzy matching of transcripts limited the artificial increase of
splice-variants due to the properties of the ESTgene database, it came at the cost
of neglecting NAGNAG splice sites. This type of differential splicing affects the 5’
boundary of exons [70]. To resolve this level of differential splicing in a microarray
setting one would need to design a probe across the exon-junction, which is reason-
able for at most ∼60% of exon-junctions (see section 8). At the time the microarray
probes were designed, the databases themselves did not treat NAGNAG splice sites
in a coherent way; therefore, we chose to accept the costs of our fuzzy matching
algorithm.
While this part of the merging procedure helped to eliminate redundancy in our

database it did not solve possible fragmentation of the transcript models. EST infor-
mation is incomplete by nature and the Cluster-Merge algorithm of Eyras et al. [47]



4 Discussion 75

did not try to predict complete gene structures beyond the available EST-sequence
information. To reduce the number of incomplete transcript models, we compared
all transcripts and searched for those which were subsets of another transcript con-
cerning sequence and exon-intron structure. The shorter transcripts were tagged
incomplete and omitted from our database. We argue, that the shorter transcripts,
which have the same exon-intron boundaries as the longer transcripts, did not rep-
resent differential splicing with alternative 3’ end, but rather incomplete transcript
models. To err on the side of caution, transcripts from manually curated databases
were kept in our database, even if they were subsets of longer transcript models.
This strategy, however, lead to a bias in favor of long transcript models that were
generated without manual curation. In the worst case scenario, failure of our strate-
gies to reduce local redundancy, more transcript models would have been judged
transcript-specific, but gene-specificity would have been uncompromised.
Finally, our intent was not to create an once and for all database merging al-

gorithm, a monumentous task enganging many research groups around the world.
Instead we chose to, accomplish the task using sound assumptions and minimal
manual intervention for final quality control.

4.1.3 Microarray quality control

The manufactured microarray was tested in a series of quality controls. Random
primer hybridization was used to grade the success of the spotting procedure. The
typical drop out rate was found below five drop outs per thousand spots, well be-
low the rate reported for cDNA microarrays of 10-20% [72]. Although transcript
abundance in homogenous cell populations span over six orders of magnitude as was
measured for yeast by Holland et al. [75] the typical linear dynamic range measured by
microarray technology spans ∼3 orders of magnitude [10,23,162]. The linear dynamic
range of 3 to 4 orders of magnitude found in our experiments is in concordance with
these findings. The ratio controls on our microarray revealed quenching of ratios
by a factor of ∼4-5. A comparison of our microarray results to real-time PCR data
revealed a similar quenching factor of 4.1 (SD: 3.4). Although the underestimation
of ratios is large, the direction of regulation was found to be correct in all cases. The
quenching of ratios might be explained by the short hybridization time (∼16h) and
washing conditions of moderate stringency as was pointed out by Sartor et al. [177]
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and Korkola et al. [96]. Background correction methods also tend to induce a bias
in lowering the absolute ratio [166]. Although all ratios controls were observed to
show the right tendency after normalization and the underestimation of ratios did
not affect the statistical analysis, these factors must be taken into account in the
interpretation of the results.

4.1.4 Outlook on microarray technology

At present, our method of microarray analysis is standard for investigations on
global gene expression. Sensitivity and specificity issues have been addressed and
improved [80] and even the daunting tasks of standardization and statistical analysis
are coming of age [1,42,156,193]. However this type of analysis is based on the hybridiza-
tion of sequences, which embodies a number of problems. First, a relatively small
stretch of sequence (the probe) is used to measure a much larger sequence (the tran-
script). Even if many probes are used to measure a transcript, no array results have
been published which correctly identify the sequence of unknown transcripts. Whole
genome tiling arrays theoretically allow the capture of much of the complexity of the
transcriptome [11,28], but ignore splice junction information and are associated with
high costs and difficulties in data analysis. Arrays that specifically detect alternative
splicing events [22,150], are hampered by their dependence on a priori knowledge of
exon junctions present and specificity issues.

The last years have witnessed a constant drop in costs for shotgun sequencing,
which now renders transcriptome analysis by sequencing reasonable. The transcript-
counting approaches for instance by Kim et al. [93], Sultan et al. [199] and Rosenkranz
et al. [171] overcome many of the inherent limitations of array-based systems and
bypass problems inherent to analog measurements, including complex normalization
procedures, and limitations in detecting low abundance transcripts.
While microarray technology will still be useful for organisms that have not yet

been sequenced, or for scientific questions within the limits of this technology, the
future of transcriptome analysis in all its complexity will see sequencing as the source
of data.
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4.2 Splicing Factors and Intron-Retention in Inflammatory

Bowel Disease

4.2.1 Experimental setup

In the present study, primary tissues were used in order to emulate the situation in
the human body as closely as possible. The complexity of transcriptomal networks
emphasizes the need for semi-quantitative assessment of its components in patients.
For investigating the role of splicing factors and intron-retention in chronic inflam-
mation, CD and UC provide excellent conditions: CD and UC are related, but
clearly distinct disorders in which the diseased organ is large enough to be inspected
visually via endoscopy, and a relatively large amount of tissue can be obtained for
ex vivo and in vitro studies (as opposed to rheumatoid arthritis, for example, where
the limited amount of inflamed joint tissue hampers large-scale parallel investiga-
tions). The interaction between splicing events, splicing factors and disease is still
poorly understood. The second part of the thesis presents a systematic analysis of
the differential expression of 149 splicing factors and 145 intronic sequences in IBD.

4.2.2 IBD subtype-specific regulation of splicing factors

As a result of the study, we found that the altered expression of splicing factors in
inflamed mucosa of IBD patients is specific to IBD subtype and IBD in general. In
Crohn’s disease patients, the biggest differences were found comparing inflamed to
non-inflamed tissue, while in ulcerative colitis patients the biggest difference was ob-
served comparing patient tissue (without regard to inflammation) to healthy control
subject tissue. We can rule out the possibility that undetected inflammation was
the cause for our findings in non-inflamed UC tissue, since the inflammation status
was confirmed by the molecular inflammation markers, IL8 and REG1A. Therefore,
we conclude that for the seven splicing factors investigated, inflammation drives
differential expression of the splicing factors in CD, but not in UC. However, our
findings on SFPQ and SF3B14 that were up-regulated in CD non-inflamed tissue
as compared to healthy control tissue demonstrate that splicing factor expression
changes in CD tissue cannot be explained by inflammation alone.
Several studies [57,99,170,175,185,202,221,224] reported an inflammation-dependent regu-

lation of splicing; however, only one study by Cattaruzza et al. [25] describes the
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regulatory network of splicing factors in inflammation. Our study aimed to assess
whether our findings on the seven splicing factors represented a common inflam-
matory pattern or an IBD-specific change in splicing factor expression levels. Our
experimental setup was designed to provide the statistical power to detect subgroup
specific differences. The regulation pattern observed for the seven splicing factors
investigated was IBD-specific, as opposed to solely being inflammation-dependent.
This offers new options to the researcher in the field of IBD, since DUSP11, HNR-
PAB, HNRPH3, SF3B14, SFPQ, SFR2IP and SLU7 are splicing factors that not
only show IBD-specific effects of inflammation, but might also be capable of distin-
guishing Crohn’s disease from ulcerative colitis.

4.2.3 IBD subtype-specific regulation of intron-retention

Based on our findings for differential expression of splicing factors in IBD, se-
lected intron-retention events were further investigated as potentially pathogenesis-
associated splicing mechanisms. The screening approach provided evidence for
inflammation and/or disease dependent effects that regulated intron-retention in
IER3, FGD2 and PARC. A general up- or down-regulation of intron-retention in
response to disease or inflammation could not be observed. This suggests a complex
regulatory network where the individual splicing events are associated to differ-
ent pathophysiological processes. Additionally, verification with disease specificity
controls demonstrated that the co-expression of intron-retained and intron-excised
forms is specific for each subtype of IBD and specific to IBD in general. Comparing
the expression patterns of the seven splicing factors investigated in detail with the
patterns of intron-retention in FGD2, PARC and IER3 did not reveal a common
regulatory motif. This indicates that beside the seven splicing factors investigated,
additional splicing factors have to be monitored to explain the complex splicing
patterns of FGD2, PARC and IER3.

4.2.4 Expression of splicing factors and intron-retention

For several model organisms, such as drosophila and mus musculus, there is ev-
idence that splicing factor concentration regulates and guides the splicing pro-
cess [55,83,130,135,160,215]. In this study, an in silico approach using the software splicing
rainbow [197] was used to predict splicing factor binding sites surrounding the introns
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of interest in IER3, FGD2 and PARC. This analysis identified several binding sites
for splicing factors that were found regulated in IBD by microarray analysis. Al-
though a computational approach has its limitations, our findings present a potential
connection between splicing factor expression levels and subsequent splicing patterns
in the context of IBD pathology.

4.2.5 Intron-retention in light of nonsense-mediated decay

Differential splicing influences the function, the location or the expression level of
a protein, and therefore has a functional impact on the fate of a cell [15]. To pre-
vent translation of ill-spliced transcripts, several mechanisms either eliminate such
transcripts via nonsense mediated decay (NMD) or prevent their export from the
nucleus [33,111,196]. The introns in question of FGD2 and PARC are surrounded by
several other introns up- and down-stream. Since an exon junction downstream of a
stop codon is mandatory for NMD, both genes are potential candidates for nonsense
mediated decay [110]. This hypothesis is supported by fact that the introns under
investigation contain stop codons in all three reading frames.
Comparable amounts of co-expression of the intron-excised and the intron-retained

forms for PARC and FGD2 suggests that unproductive splicing is taking place. This
can rapidly reduce the amount of translated RNA by nonsense mediated decay,
a regulatory process recently termed RUST (regulated unproductive splicing and
translation) [114]. In light of RUST, our data proposed synergistic down-regulation
of FGD2 in CD tissue and PARC in UC tissue due to inflammation. Both cases
show down-regulation of the productive splice-form and up-regulation of the unpro-
ductive splice-form. While the ratio of the productive to the unproductive splice-
form stayed about the same for FGD2 in UC tissue and for PARC in CD tissue, it
was nevertheless shifted in favor of the unproductive form as compared to healthy
subjects.
In contrast to FGD2 and PARC, IER3 lacks a further intron which is crucial

for NMD and RUST to exert its action [127,231]. Since the intron-retained form of
IER3 is not spliced at all, it may not contain an exon-junction-complex. The exon-
junction complex, however, is thought to be crucial for export from the nucleus [110].
It is therefore likely that the mRNA of the intron-retained form of IER3 cannot
be exported the nucleus in this manner, rendering it as unproductive as the intron-
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retained forms of FGD2 and PARC. However, there are other mechanisms by which
intron-retained transcripts can be exported from the nucleus. Studies by Taddeo et
al. [203] detected the non-spliced form of IER3 in the cytosol of cells infected with
herpes simplex virus 1. To export their non-spliced RNAs from the nucleus, viruses
like HIV1 or HSV1 express proteins (Rev [30] and icp27 [189]) that direct non-spliced
RNAs to the nuclear export complex. Other simpler viruses, such as simian type D
retrovirus (SRV /MPMV ), depend on structural elements in their RNA that bind
to the nuclear export receptors for mRNAs TAP/NXF1 and p15/NXT [62] and act
as constitutive transport elements [120,141]. We therefore investigated the presence of
a RNA transport element-like structure was present in IER3.

4.2.6 RNA transport element-like structure in IER3

Non-Spliced RNA usually does not leave the nucleus [110]. One way to circumvent
this barrier was discovered in viral RNAs, which contain structural elements (termed
constitutive transport elements (CTE) or RNA transport elements (RTE)) that
connect to the nuclear export complex. We investigated if the intron-retained form
of IER3 contained RNA transport element (RTE)-like structures using the abstract
shape finding software RNAshapes [198]. Intriguingly, we found in silico evidence for a
RTE-like structure described by Smulevitch et al. [190]. The structure found in IER3
contains the four stem-loops described as being crucial for RNA export [190]. RTE-
like structures have been grouped into classes A to D. One of these structures, RNA
transport element D, was found within IER3. The overall conservation of sequence
was very low in contrast to the four RTE-like structures described by Smulevitch
et al. [190]; however, we found three of four conserved consecutive adenine residues
within an internal loop of stem-loop IV. These conserved adenine residues are critical
for RTE function [190].
The expression and nuclear export of non-spliced IER3 forms could have novel

implications in IBD pathology; therefore, the function of the RTE-like structure in
IER3 remains an interesting candidate for further research.

4.2.7 FGD2, PARC and IER3 in IBD

To generalize our findings, the amount of translatable mRNA for FGD2 and PARC
is most likely reduced in inflamed IBD compared to healthy subjects. In contrast,
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IER3 was found up-regulated in UC tissue and down-regulated in CD tissue due to
inflammation.

FGD2 Rho GTPases control many aspects of cell behavior through the regulation
of multiple signal transduction pathways [64,213]. Evidence has accumulated to show
that in all eukaryotic cells, Rho GTPases are involved in most, if not all, actin-
dependent processes such as those involved in migration, adhesion, morphogene-
sis, axon guidance, and phagocytosis [29,85,122]. In addition to their well-established
roles in controlling the actin cytoskeleton, Rho GTPases regulate the microtubule
cytoskeleton, cell polarity, gene expression, cell cycle progression, and membrane
transport pathways like a binary switch alternating between GDP- or GTP-bound
form [37,45,213]. The cell controls this binary switch by regulating the interconversion
and accessibility of these two forms. Guanine nucleotide exchange factors (GEFs)
stimulate the exchange of GDP for GTP to generate the activated form and are
regulated themselves in a variety of ways.
FGD2, together with at least FGD1, FGD3, FRG and Frabin, is a member of a

family of CDC42 -specific guanine nucleotide exchange factors [152]. These proteins
all have multiple phosphoinositide-binding domains, including two PH domains and
a FYVE or FERM domain [181]. It is likely that they couple the actin cytoskele-
ton with the plasma membrane. GEF activities of FGD2, FGD3, FGD5 and FGD6
have not been reported, but the sequence similarities suggest that they also function
as CDC42 -specific GEFs. Although little has been published on FGD2 itself, one
can nevertheless try to deduce its function from its protein family members. FGD1
has an essential role in embryonic development and stimulates the GDP-GTP ex-
change of the isoprenylated form of CDC42, a small GTPase of the Rho-subfamily .
Hayakawa et al. [66] found FGD1 to be regulated by proteasomal degradation and to
stimulate cell motility. Similarily, FGD3 is regulated by proteasomal degradation,
but forms different morphological structures and inhibits cell motility in contrast to
FGD1 [66]. FRG was implicated in forming adherens junctions [52]. These findings
demonstrate that the highly homologous GEFs – FGD1, FGD3 and FRG – play dif-
ferent roles to regulate cellular functions, which makes it difficult to deduce specific
FGD2 functions in the context of IBD. The presumable target of FGD2, CDC42,
can nevertheless be linked to the scheme, which will be drawn for PARC and IER3.
CDC42 is linked to the ERK pathway [104,232] for actions as diverse as granule mobi-
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lization and the control of cell death, which is accompanied by activation of p53 [174].
The implications of GEFs in actin structure reorganization proposes an impact

of FGD2 expression levels on epithelial barrier function in IBD. Wether the down-
regulation of FGD2 in CD inflamed tissue and UC non-inflamed tissue leads directly
to an impaired barrier integrity or indirectly alters susceptibility to apoptosis needs
to be elucidated.

PARC Tumor suppressor p53, the guardian of genome integrity, is involved in a
network of regulatory factors, one of which, PARC, was found regulated in our
study on IBD patients. PARC is a member of the Cullin gene family, which act
as scaffolds for ubiquitin ligases (E3). E3 ubiquitin ligases regulate an extensive
number of dynamic cellular processes, including multiple aspects of the cell cycle,
transcription, signal transduction, and development. PARC has been suggested to
suppress p53 activity by binding p53 in the cytosolic compartment and thereby
preventing further action [145]. This view has recently been challenged by PARC−/−

mice without apparent phenotype, rejecting a prominent effect of PARC on p53
regulation [187]. Next to unchanged transactivation activity of p53 in radiation chal-
lenged cells, no deviation concerning the distribution ratio between nucleus and
cytosol was found for PARC deficient embryonic stem cells. While binding of p53
to PARC was confirmed by multiple studies in vivo, PARC was also found to bind
to CUL7, a evolutionary descendant of PARC, with 60% sequence homology [187].
In contrast to PARC, CUL7 deletion was found lethal during mouse development
with severe intra-uterine growth retardation and vascular defects [2]. CUL7, PARC
and p53 were found to bind each other in multiple combinations in vivo, but only
mono- or di-ubiquitination was reported in vitro, with contrasting evidence in vivo,
discarding models of CUL7/PARC mediated p53 degradation [188]. Down-regulation
of CUL7 augmented p53 -mediated inhibition of cell cycle progression and ectopic
expression of CUL7 inhibited p53 levels, leading to a reduced transactivation ac-
tivity of p53 [84]. DNA damaging agents together with ectopic expression of CUL7
increased apoptosis levels, possibly due to the inability of cells to stably arrest. At-
tempts to deduce complementary function of PARC and CUL7 were turned down
by indirect evidence [188]. Although the viability of PARC−/− mice and the neonatal
lethality of CUL7−/− mice suggest that the interaction of CUL7 and PARC is not
essential for normal mouse development, specific interactions between PARC and
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CUL7 enable PARC to regulate CUL7. The binding of PARC to CUL7 was found
mutually exclusive to CUL7 binding to FBX29, an F-box protein that confers sub-
strate specificity to Cullin family proteins [188]. This interaction might allow PARC
to serve as scaffold protein and define substrate specificity of CUL7.
These findings can be integrated into three models. 1) PARC might determine

p53 oligomerization status and influence its interaction partners and/or migration
of p53 into the nucleus. 2) PARC association with p53 in the cytoplasm might
control p53 translocation to the mitochondria during apoptotic signaling [133] through
an indirect mechanism by inhibiting substrate specificity of CUL7, which, in turn,
modulates the effect of CUL7 on p53. 3) PARC might be a downstream effector of
p53 signaling, which is regulated by p53 binding.
Within the context of inflammatory bowel disease we found PARC to be down-

regulated in CD tissue independent from inflammation and down-regulated by in-
flammation in UC tissue. Down-regulation in UC tissue was probably accelerated
by increased intron-retention, followed by nonsense mediated decay of the RNA
transcript. The decline of PARC expression in IBD might increase the suscepti-
bility to epithelial apoptosis by means of potential abrogated inhibition of p53 at
the mitochondria [133]. In this scenario the down-regulation of PARC as potential
modulator of CUL7 signaling might exaggerate the effect of the ∼2-fold increased
expression of CUL7, found in IBD inflammation by microarray analysis [data not
shown]. Skaar et al. [187] proposed that the ratio of CUL7 and PARC expression
might be important for their combined action, as this ratio is found to differ in a
number of tissues. Increased levels of epithelial apoptosis have recently been shown
to direct an IBD-like phenotype in mice [144]. Taken together, it becomes clear that
the role of PARC in IBD will remain elusive unless viewed in a broader context.

IER3 Recent years have seen tremendous progress in determining IER3 function.
Although its function in detail is still controversial, IER3 activity has been linked
to ERK pathway regulation, the ubiquitin pathway and, one of the most important
signal transducers in immune system regulation, NF-κB.
Despite its involvement with many signal transduction pathways, IER3 has not

yet been examined in detail in IBD. In-depth analysis of our large patient cohort by
real-time PCR revealed opposing regulation in CD and UC associated to inflamma-
tion. IER3 was found down-regulated in inflamed CD tissue and up-regulated in
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inflamed UC tissue.
To disentangle the different functions and connect IER3 to inflammatory bowel

diseases the implications of IER3 in the ERK pathway will be discussed first followed
by the ubiquitin pathway and NF-κB.
The ERK pathway is implicated in diverse cellular processes including prolifera-

tion, differentiation and survival. This variety of biological responses is determined
by the cell-specific combination of downstream substrates and by differences in the
magnitude and kinetics of ERK signaling [128,139]. Letourneux et al. [112] point out
that the net ERK activation is also dependent on the ratio between kinases and
phosphatases. Garcia et al. [56] have recently isolated IER3 as a substrate of ERK
and attributed a dual role in ERK signaling. In response to many stimuli, for in-
stance a combination of TNFα and cycloheximide, IER3 was phosphorylated by
ERK and found to decrease cell death in different cell types. Additionally, IER3
was found by Letourneux et al. [112] as a positive regulator of ERK signaling, sustain-
ing ERK activity by inhibiting the dephosphorylation of ERK by PP2A. Activation
of p53 by phosphorylation is in part regulated by ERK [118] signaling, the activity
of which might be prolonged by IER3. On the other hand Huang et al. reported
that NF-κB mediated activation of IER3 expression was synergized by p53 [78]. This
positive loop might account for the anti-apoptotic effect of IER3.
The ubiquitin-proteasome pathway plays a pivotal role in signal transduction [36,220].

By mediating the tightly regulated turnover of a great variety of regulatory pro-
teins, including cyclins, kinases, phosphatases or transcription factors, the ubiquitin-
proteasome pathway essentially contributes to the orchestration of multiple cellular
processes such as differentiation, proliferation and apoptosis [27,36,39,142,220,230]. The
synthesis of proteasomal proteins, as well as the formation and maturation of the
20S and 19S subunits and the assembly of the 26S proteasome itself is a tightly regu-
lated process [8,132]. Any deregulation in proteasome activity leads to a loss in cellular
homeostasis and to severe cellular dysfunctions often leading to disease [38,67,109,137].
One of the most prominent signal transduction pathways that are under control

of the ubiquitin-proteasome module is the IκBα pathway. In response to NF-κB -
inducing conditions, poly-ubiquitination and subsequent proteasomal degradation
of IκBα release NF-κB from its sequestration in the cytoplasm and promotes its
transcriptional activity in the nucleus. As previously shown by Arlt et al. [3], the
induced IκBα degradation is under control of IER3, which was found to inhibit
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phospho-IκBα degradation by the 26S proteasome [35,226]. It was demonstrated that
IER3 itself is a target gene of NF-κB and might therefore be part of the NF-κB self-
termination process by preventing IκBα degradation in the presence of stimuli like
IL1β or TNFα [3]. Furthermore, pro-apoptotic stimuli like anti-cancer drugs were
shown to down-regulate the activity of the 26S proteasome and executor caspases
like CASP3 cleave parts of the regulatory 19S subunits of the proteasome [200]. The
findings on down-regulated proteasomal components have been linked to IER3. Arlt
et al. [4] demonstrated that IER3 is able to down-regulate proteasomal proteins inde-
pendent of caspase activity. Thereby IER3 acts additive to the decreasing effect of
apoptotic stimuli on protein levels of proteasomal components, mainly those of the
19S regulatory subunits. As a consequence, IER3 prevents the NF-κB -dependent
protection from apoptosis.
While IER3 in part regulates NF-κB activity by the proteasomal pathway, a

recent study by Arlt et al. [5] demonstrated that IER3 directly interacts with NF-
κB, possibly as transcriptional co-repressor. The C-terminal domain of IER3 and
the nuclear localization signal were found to be indispensable for NF-κB binding
and inhibition.
Addressing the controversy about the effects of IER3 on apoptotic signaling, Arlt

et al. [5] propose that conflicting results may be attributed by the fact that the
studies, which argue for anti-apoptotic function of IER3, use quite distinct apoptotic
conditions in which RelA/p65 transactivation is not induced.
To explain how an apparently common theme, inflammation, can be associated

to up-regulation of IER3 in UC tissue and down-regulation of IER3 in CD tissue,
one can take the distinct cytokine profiles of CD and UC into account. While CD is
observed to have a Th1-biased inflammatory response, with secretion of IL2, IL12,
IFNγ and/or TNFα, UC is associated to a Th2-biased inflammation, with secretion
of IL4, IL5, IL10 and/or IL13 [149]. Given that inflammatory pathways are tightly
interconnected, the different cytokine background of UC and CD, might provide
an explanation as to why apparently contradictory regulations of IER3 can lead to
inflammation and disease in both subtypes of IBD.
The traditional paradigm for the pathogenesis of inflammatory bowel diseases

holds that bacterial products, such as LPS, trigger acute inflammatory responses
because of defects in epithelial barrier function. Kinugasa et al. [94] showed, that
regulation of the intestinal barrier is mediated by IL17 through the ERK1/2 path-
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way. [76] IL17 signaling via the ERK pathway induced the formation of tight junc-
tions and correlated with claudin expression. Down-regulation of IER3 in CD might
shift the balance of ERK signaling towards signal termination and thereby challenge
barrier integrity. [94] In the same line, gastrointestinal homeostasis is in part restored
by mucus cell-secreted proteins of the trefoil gene family, which are also under con-
trol of ERK1/2 signaling pathways and might be deficient in CD [86,205]. Intestinal
epithelial cell differentiation has also been shown to be regulated by the ERK path-
way [204]. A change in ERK activity was found to alter the differentiation status of
intestinal epithelial cells [204], which might also affect the susceptibility to cancer, a
complication found for inflammatory bowel disease [43,44]

Exposure to food allergens by the oral route can trigger immediate local hyper-
sensitivity reactions in the intestine followed by a late-phase inflammatory response.
Uptake of allergen-IgE complexes mediated by CD23 triggered up-regulation of IL8
and CCL20 in epithelial cells via ERK and JNK pathways [115], a reaction which
might be severed through up-regulated IER3 in UC by extending ERK activation.
Recent research by Nenci et al. [144] demonstrated that conditional ablation of

NEMO in intestinal epithelial cells terminated the NF-κB pathway and led to se-
vere chronic inflammation of the whole intestine in mice. NF-κB pathway deficiency
led to apoptosis of colonic epithelial cells, impaired expression of antimicrobial pep-
tides and translocation of bacteria into the mucosa. Up-regulated IER3 in UC
tissue fits well into this model, since inhibition of NF-κB, either via the proteaso-
mal pathway or by direct interaction, increases the vulnerability to apoptosis under
inflammatory conditions. In this light, up-regulation of the intron-retained form as
found in inflamed UC tissue might reflect an attempt to reduce the levels of IER3 in
the inflamed areas. Intriguingly, the intron-retained mRNA of IER3, if translated,
would lead to a protein that lacks the C-terminal domain, which was found crucial
for NF-κB inhibition. Therefore regulated intron-retention is potentially able to
counteract the function of IER3 in both scenarios.
Next to the potential impact on mucosal epithelial cells, increased expression of

IER3 has recently been shown to initiate an auto-immune disease in transgenic mice,
due to a deficiency in apoptosis of activated T-cells [230]. Furthermore, the gene of
IER3 is located within the HLA region on chromosome 6, which has been associated
to susceptibility to inflammatory bowel disease by multiple studies.
The intestinal mucosa represents a key barrier between the hostile environment of
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Figure 22: Signaling pathways which involve FGD2, PARC and IER3. The diagram
shows a highly simplified model of the pathways involved. Only connections with
respect to FGD2, PARC and IER3 have been depicted. Connections leading to
activation are plotted as arrows. Connections leading to inhibition are drawn as
lines with bar ends. Speculative connections are highlighted by dotted lines.

pathogenic luminal antigens and internal tissues. It is no surprise that the IBD mu-
cosa, compared to normal controls, exhibits differential regulation of many immune-
related genes. Figure 22 depicts the interactions of FGD2, PARC and IER3 in the
pathways mentioned above. Our findings in the light of recent literature render,
in increasing importance, FGD2, PARC and IER3 as interesting candidates for re-
search to further elucidate their molecular interactions in general and in particular
in IBD.
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5 Summary

Inflammatory bowel disease (IBD) is a relapsing chronic inflammatory disorder of
the gastrointestinal tract. IBD and its two major sub-forms, namely Crohn’s disease
(CD) and ulcerative colitis (UC), are typical complex diseases thought to be caused
by the intricate interplay of genetic, environmental and immunological factors .
Due to the extensive haplotype structures in the HLA region on chromosome 6, it
is impossible to disentangle the genetic association found for IBD and to single out
potentially disease causing genes. The present study was based on the premise that
disease-associated genes exhibit aberrant expression or splicing patterns.
The first aim was to construct an HLA-microarray to investigate the transcrip-

tome of the HLA linkage region. To gather as many genes as possible, including
known and unknown genes, we developed an algorithm to merge four different tran-
script databases (Ensembl core, Ensembl ESTgene, Vega and RefSeq). We then
developed a second algorithm to down-size the local and global redundancy created
by pooling the data sources. This unique enrichment strategy tripled and quadru-
pled the transcript-count in the HLA region compared to the RefSeq database and
the Affymetrix HU 133A microarrays, respectively. Microarray probe placement is
crucial to discern expression levels of different transcripts of a gene. Therefore, in
order to develop the optimal probe placement strategy, we investigated the limits of
microarray technology in accordance to recent work on specificity. At most 51% of
transcripts and 13% of exons contain a transcript-specific stretch to design oligonu-
cleotide probes of length 50 nt. The chosen strategy designed two probes: on probe
to catch the maximum number of transcript models and one probe for each tran-
script model with transcript-specific sequence. This strategy was shown to be the
most efficient among four strategies compared. The HLA chip was manufactured
at the Max Planck Institute for Molecular Genetics. Control measures on drop
out rate, dynamic range and ratio correctness confirmed the chips’ high quality for
subsequent expression experiments.
The second objective of this study was to investigate differential gene expression

in IBD patient samples (n = 24) and normal controls (n = 6). Specific focus was
placed on differential expression of splicing factors and intron-retention in IBD, since
aberrant splicing had recently been shown to contribute to a number of human
diseases. To date, the role of splicing factors and intron-retention events has not
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been described in the context of IBD. This study is the first to identify 47 splicing
factors and 33 intron-retention events that were differentially regulated in mucosal
tissue of IBD patients.
In the third part of this work, we verified our findings on seven splicing factors

(DUSP11, HNRPAB, HNRPH3, SLU7, SFR2IP, SFPQ, SF3B14 ) and three intron-
retention events (IER3, FGD2, PARC ) in a patient cohort of 195 individuals. Strat-
ification by disease type and inflammation status revealed that most of our results
were indeed specific for IBD and its subtypes. In silico analysis on FGD2, PARC
and IER3 identified several binding sites for splicing factors that are regulated in
IBD. These results suggest a link between splicing factors and intron-retention in
the context of IBD pathology. Additionally, a structural analysis of IER3 mRNA
revealed a RNA transport element-like structure, which could allow the IER3 intron-
retention transcript to travel into the cytoplasm, where it can interfere with NF-κB
pathways and influence IBD pathology.
This study demonstrates for the first time the potential impact of regulated splic-

ing factors and regulated intron-retention in the pathogenesis of chronic inflamma-
tion in barrier tissues, exemplified by IBD.
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6 Zusammenfassung

Morbus Crohn (MC) und Colitis Ulcerosa (CU); Hauptformen der chronisch entzünd-
lichen Darmerkrankungen (CED); weisen steigende Patientenzahlen in industrial-
isierten Ländern auf. Nach heutigem Verständnis ist ein Zusammenwirken ver-
schiedener Faktoren (Genetik, Umwelt, Immunsystem) wesentlich für die Patho-
genese der CED. Aufgrund der genetischen Kopplung innerhalb der HLA-Region
auf Chromosom 6 ist es schwierig die genetischen Assoziationen zu CED einzelnen
Genen zuzuordnen. Die Annahme, dass pathogenese-relevante Gene ein verändertes
Expressions- oder Splice-Muster aufweisen initiierte diese Arbeit.
Erste Aufgabe war die Erstellung eines Microarray zur Untersuchung der Genak-

tivität der HLA Region. Um den Sequenzraum zu erweitern wurden ein Algo-
rithmus entwickelt, der die Integration von vier Sequenz-Datenbanken (Ensembl
core, Ensembl ESTgene, Vega and RefSeq) über die golden path Koordinaten er-
möglicht. Die lokale und globale Redundanz, die bei Integration von vier Daten-
banken entsteht, wurde durch einen weiteren Algorithmus minimiert. Die Anzahl
der HLA-Transkripte wurde durch diese neue Strategie gegenüber der RefSeq Daten-
bank verdreifacht, gegenüber dem Affymetrix Microarray HU 133 vervierfacht. Um
die Expressions-Aktivität auf Transkriptebene zu untersuchen, wurde eine Strategie
zur Kombination von Microarray Sequenzen (Proben) entwickelt. In diesem Zusam-
menhang wurden die Spezifitätsgrenzen der Microarray-Technologie ermittelt und
die Ergebnisse genutzt um die Effizienz verschiedene Kombinations-Strategien zu
vergleichen. Da maximal 50% der Transkripte und 13% der Exons eine transkript-
spezifische Sequenz (> 50nt) aufweisen wurde die effizienteste von vier Strategie ver-
wand, welche eine Probe für alle Transkripte eines Gens erstellt neben zusätzlichen
Proben pro Transcript mit transkript-spezifischer Sequenz. Der HLA-Chip wurde
am MPI für Molekulare Genetik hergestellt. Interne Kontrollen zu dynamischem
Umfang sowie Veränderungen der Messwerte (Ratio) zeigten die gute Funktional-
ität des HLA Microarray.
Der zweite Teil dieser Arbeit analysiert die Expressionsmustern in Darmepithel-

Biopsien. 24 Patienten mit CED, sowie 6 Probanten ohne CED wurden mit Hilfe
von 60 Microarray Experimenten untersucht. Erstmalig für CED wurden die Ex-
pressionsmuster von Splicefaktoren sowie Intron-Sequenzen analysiert, da veränderte
Splice-Muster kürzlich mit der Pathogenese verschiedener Erkrankungen assoziiert
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wurden. 47 der 149 Splicefaktoren und 33 der 145 Intron-Sequenzen zeigten verän-
derte Expressionsmuster in Krankheit und/oder Entzündung.
Im dritten Teil wurden die Ergebnisse für sieben Splicefaktoren (DUSP11, HNR-

PAB, HNRPH3, SLU7, SFR2IP, SFPQ, SF3B14 ) und drei Intron-Sequenzen (IER3,
FGD2, PARC ) in einer Kohorte von 195 Individuen per Real-time-PCR Analyse
verifiziert und stratifiziert. Die Resultate zu Splicefaktoren und Intron-Sequenzen
erwiesen sich als spezifisch für CED sowie deren Untergruppen. Als Bindeglied zwis-
chen differentieller Expression der Splicefaktoren sowie den Intron-Sequenzen kon-
nten Splicefaktor-Bindestellen für in CED regulierte Splicefaktoren durch "in Silico"
Analyse von FGD2, PARC und IER3 festgestellt werden. Die mRNA Sequenz von
IER3 wurde zusätzlich einer Strukturanalyse unterzogen und ein Abschnitt identi-
fiziert dessen Struktur der eines RNA Transport Elements ähnelt.
Diese Studie demonstriert erstmalig die Bedeutung der Regulation von Splicefak-

toren und Intron-Sequenzen in chronisch entzündlichen Darmerkrankungen.
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Table 17: Materials

Material Provider

10 X MOPS Sigma; München, Germany
100 bp DNA ladder Invitrogen; Karlsruhe, Germany
20 X SSC Sigma; München, Germany
2-Mercaptoethanol Sigma; München, Germany
37% Formaldehyde Sigma; München, Germany
384-deep-well storage plate ABgene, Epsom, UK
ABI PRISM c© 96-Well Optical Reaction Plate Applied Biosystems; Weiterstadt, Germany
Agarose Eurogentec; Köln, Germany
AmpliTaq c© DNA Polymerase Applied Biosystems; Weiterstadt, Germany
AmpliTaq c© Gold DNA Polymerase Applied Biosystems; Weiterstadt, Germany
Cryotubes (2ml) Greiner Bio-One; Frickenhausen, Germany
Diethyl pyrocarbonate (DEPC) Sigma; München, Germany
dNTP set (100mM solutions 100µM each ) Amersham Biosciences; Freiburg, Germany
Easy peel heat seal foil ABgene, Epsom, UK
EDTA Sigma; München, Germany
Ethanol p. a. Merck; Darmstadt, Germany
Ethidium bromide solution (10mg/ml) Invitrogen; Karlsruhe, Germany
GeneAmp c© PCR buffer system 10x Applied Biosystems; Weiterstadt, Germany
Hybridization blocking reagent Roche Diagnostics, Mannheim, Germany
Isopropanol Merck; Darmstadt, Germany
MicroAmp c© optical 96 well reaction plate Applied Biosystems; Weiterstadt, Germany
MicroAmp c© single strips Applied Biosystems; Weiterstadt, Germany
Microtiter 384 well plates Sarstedt; Nürnberg, Germany
Microtiter 96 well plates Costar Corning Incorporated; Cambridge,
MultiScribe Reverse Transcriptase Applied Biosystems; Weiterstadt, Germany
Oligotex mRNA Mini Kit Qiagen, Hilden, Germany
Phosphate buffered saline (PBS) Invitrogen/Gibco; Karlsruhe, Germany
Pipette tips with filter (10 / 200 / 1000 µl) Sarstedt; Nürnberg, Germany
Power SYBR c© Green PCR Master Mix Applied Biosystems; Weiterstadt, Germany
Primers Biotez, Berlin, Germany
Primers and Probes Applied Biosystems; Weiterstadt, Germany
RNA Ladder Invitrogen/Gibco; Karlsruhe, Germany
RNase-Free DNase Set Qiagen, Hilden, Germany
RNeasy mini RNA extraction kit Qiagen, Hilden, Germany
Salmon sperm DNA Sigma; München, Germany
SmartLadder DNA marker Eurogentec; Köln, Germany
Sodium acetate Sigma; München, Germany
Sodium carbonate Sigma; München, Germany
Sodium chloride Merck; Darmstadt, Germany
Sodium citrate Sigma; München, Germany
Sodium dodecyl sulfate Sigma; München, Germany
Sodium hydrogen carbonate Sigma; München, Germany

Continued on Next Page. . .



A Materials 117

Table – Continued
Material Provider

Sodium hydroxide Merck; Darmstadt, Germany
Sodium phosphate Sigma; München, Germany
SuperScript IITMreverse transcriptase Invitrogen, Carlsbad, USA
TAE Buffer 25x Ready Pack Amresco; Solon, OH, USA
TaqMan c© Universal PCR Master Mix Applied Biosystems; Weiterstadt, Germany
Tris Merck; Darmstadt, Germany
Tubes (0.5 / 1.5 / 2.0 mL) Eppendorf; Köln, Germany
Tubes, sterile (15 mL) Sarstedt; Nürnberg, Germany
Tubes, sterile (50 mL) BD Biosciences; Heidelberg, Germany
Amino Allyl MessageAmpTMKit Ambion, Cambridge, UK
10x DNA gel loading buffer 50% v/v glycerol, 0.1% bromophenol blue w/v
RNA gel loading buffer 40 % (v/v) formaldehyde, 40% (v/v) formamide

, 0.9 X MOPS, 0.3µg/µL ethidium bromide,
1 mM EDTA (pH 7.5), 1 X DNA loading buffer

TE (pH 7.5, 8.0) 10 mM Tris-HCl, 1 mM EDTA
DEPC treated water 1 mL DEPC in 1 L ddH2O, autoclaved
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Table 18: Equipment

ABI 9700 Sequencer Applied Biosystems, Foster City, USA
ABI Prism 7900HT Applied Biosystems, Foster City, USA
Agilent 2100 Bioanalyzer Agilent Technologies, Palo Alto, USA
GeneAmp PCR system 9700 Applied Biosystems, Foster City, USA
GenePix 3000 scanner Molecular Devices, Sunnyvale, USA
Centrifuge (Labofuge 400R) Heraeus, Osterode, Germany
Homogenizer for microfuge tubes Teflon head Omnilab, Bremen, Germany
Microfuge (Biofuge fresco) Heraeus Instruments, Osterode, Germany
Shaking incubator (GFL 3033) Gesells. f. Labortechnik, Burgwedel, Germany
Thermomixer compact Eppendorf, Hamburg, Germany
Ultrospec 3100 pro spectrophotometer Amersham Biotech, Uppsala, Sweden
Vortex-genie 2 Scientific Industries, Bohemia, USA
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