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Overview

When analyzing economic aspects at regional levels, the spatial dimension of

the data plays a crucial role. This is the case as spatial data and models

are often characterized by two spatial e�ects, namely spatial dependence and

spatial heterogeneity. The �eld of spatial econometrics is a separate �eld in

econometrics that explicitly incorporates these spatial e�ects into econometric

models.

Following Anselin (1988), spatial dependence implies that observations in one

region depend on observations in neighboring regions. This is in contrast to the

conventional assumption in cross-sectional samples, where it is assumed that

observations made in one regions are independent of observations in other

regions (LeSage and Pace, 2009). Spatial heterogeneity implies that model

coe�cients vary with location, which is again in contrast to the conventional

assumption of homogeneous parameters (Anselin, 1988).

This dissertation consists of three chapters, with each chapter analyzing a

di�erent spatial aspect of regional data. The �rst chapter deals with spatial

dependence, with a special focus on the construction and the varying e�ects of

di�erent spatial weight matrices. The second chapter is about spatial hetero-

geneity. The third chapter combines spatial dependence, spatial heterogeneity,

and di�erences in spatial dependence across time and space into one model.

The three chapters analyze di�erent economic aspects but they are linked by

the spatial setting.

Chapter 1 analyzes the essential role of entrepreneurship for economic de-

velopment in German NUTS-3 (Nomenclature of Territorial Units for Statis-

tics) regions. Following Audretsch and Keilbach (2004), a neoclassical pro-

duction function augmented by entrepreneurship capital is estimated. En-

trepreneurship capital should a�ect economic output, because it facilitates
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Overview

knowledge spillovers, increases competition, and leads to greater diversity of

products and problem solutions. In this chapter the spatial dimension if the

data is explicitly taken into account. That means that not only the e�ect of

entrepreneurship capital in a speci�c region i on economic performance of that

region is analyzed, but also the e�ect of entrepreneurship capital in neighbor-

ing regions on economic performance of region i. It is argued that because

of the accessibility of entrepreneurship capital and because of competition is-

sues, entrepreneurship capital of neighboring regions may have an e�ect on

economic performance of region i. Theoretical foundations for both positive

and negative spatial spillover e�ects of entrepreneurship capital are provided.

A spatial Durbin model is estimated to take the spatial dependence structure

of the data into account. Thereby, special emphasis lies on the creation and

the choice of the spatial weight matrix. The spatial weight matrix determines

to what extent region i a�ects region j and vice versa. In spatial economet-

rics, estimates and inference depend on the weight matrix used. The spatial

econometric estimation method allows not only to �nd out how large the e�ect

of entrepreneurship capital is on economic output in a speci�c region, but also

how large the spillover e�ect is coming from neighboring regions.

Entrepreneurship capital of region i and entrepreneurship capital of neighbor-

ing regions are found to have a positive e�ect on the economic performance of

region i. On the one hand, this is interpreted as evidence in favor of knowledge

spillover e�ects via entrepreneurship within one region and between regions.

On the other hand, it is argued that improvements in the competitiveness of

both region i and regions j will have a positive e�ect on economic output of

region i. Having neighbors with a high level of entrepreneurship capital, i.e.,

entrepreneurial neighbors, signi�cantly a�ects a region's performance. How-

ever, the signi�cance of the spatial spillover e�ects largely depends on the

choice of the weight matrix. This is seen as evidence that positive and nega-

tive spatial spillover e�ects of entrepreneurship capital cancel out.

The analysis con�rms a spatial dependence structure, where a failure to ac-

count for it would result in biased estimates.
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Overview

The contribution of this chapter is that for the �rst time the spatial di-

mension of the data in the analysis of entrepreneurship capital on economic

performance is explicitly taken into account. Furthermore, the creation of a

large number of spatial weight matrices provides evidence to what extent the

results depend on the choice of the spatial weight matrix.

This chapter is based on a paper which is joint with Konstantin A. Kholodilin.

Chapter 2 analyzes whether the e�ect of the self-employment rate on

economic performance in European NUTS-2 regions depends on the loca-

tion. Measures of entrepreneurship, like the self-employment rate, cannot

distinguish between necessity and opportunity entrepreneurs. Necessity

entrepreneurship does not result in technological change, while opportunity

entrepreneurship does (Acs and Varga, 2005). Thus, it is not surprising that

most studies analyzing the e�ect of entrepreneurship on economic development

�nd results that are quite heterogeneous across regions.

Theoretically, a high self-employment rate could mirror a positive en-

trepreneurial environment but it could also re�ect a lack of wage employment

opportunities. As long as the positive entrepreneurial environment mainly

attracts innovative entrepreneurs, the e�ect of a high self-employment rate

on economic development should be positive. However, in case where a high

self-employment rate re�ects a lack of wage employment opportunities then

the e�ect on economic development could be insigni�cant or even negative.

This implies that in di�erent regions the e�ect of the self-employment rate

on economic development could be heterogeneous depending on whether the

environment attracts innovative entrepreneurs or not.

In this chapter it is analyzed whether the e�ect of self-employment on

economic output in European NUTS-2 regions depends on the location

by applying a geographically weighted regression (GWR). Fotheringham

et al. (2002) developed GWR to deal with spatial non-stationarity. It is

found that regions having a signi�cant positive e�ect of self-employment on

economic development in the GWR estimation have, on average, a lower

self-employment rate than regions having a signi�cant negative e�ect.
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In an attempt to �nd out more about the source of spatial non-stationarity of

the e�ect of self-employment on economic development, subsequently the con-

cept of equilibrium rate of entrepreneurship is used. This concept is applied to

estimate a level of the self-employment rate from which point relatively more

entrepreneurs are self-employed out of necessity than out of opportunity. It is

found that in regions where the self-employment rate is below the equilibrium

rate, self-employment is positively associated with economic development.

In regions where the self-employment rate is above the equilibrium rate, the

e�ect of self-employment on economic development is negative. This is seen

as evidence that self-employment rates above the equilibrium rate can indeed

be interpreted as being dominated by entrepreneurs out of necessity. Levels

of the self-employment rate below the equilibrium rate imply an environment

mainly attracting innovative entrepreneurs.

The contribution of this chapter is that GWR is for the �rst time applied

to visualize the heterogeneous e�ects of self-employment on economic devel-

opment on a regional level. Furthermore, this chapter tries to shed light on

the question as to why there is spatial heterogeneity by estimating a level

of the self-employment rate from which point the rate can be interpreted as

being dominated by necessity entrepreneurship.

Chapter 3 is a joint analysis of three spatial characteristics in house price

dynamics in US metropolitan statistical areas, namely spatial dependence,

spatial heterogeneity, and heterogeneity in spatial dependence. While spatial

dependence and spatial heterogeneity are well established aspects of house

price developments, di�erences in spatial dependence across time and space

have not attracted much attention yet. It is argued that the disposition e�ect,

which labels the phenomenon in �nancial markets that investors sell their

winning stocks too soon and hold their losing stocks too long, may explain

heterogeneous house price spillover across time and space. The disposition

e�ect implies reduced house price spillovers in times of declining house prices.

In a �rst step, a spatial panel regression is estimated to see whether there

is overall spatial dependence in house price developments. Subsequently, a
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panel smooth transition regression model is applied to estimate heterogeneity

in spatial dependence and in the e�ect of the fundamentals on house price

dynamics. González et al. (2005) developed this model to describe heteroge-

neous panels, where the coe�cients are allowed to vary between regions and

with time.

This chapter provides empirical evidence for heterogeneity in spatial spillovers

of house price developments across time and space: house price developments

in neighboring regions spill over more strongly in times of increasing neighbor-

ing house prices compared to declining neighboring house prices. Moreover,

heterogeneity in the e�ect of the fundamentals on house price dynamics

cannot be detected for all variables; real per capita disposable income and the

unemployment rate have a homogeneous e�ect across time and space.

The contribution of this chapter is to provide for the �rst time a joint analysis

of all three spatial aspects, namely spatial dependence, spatial heterogeneity,

and heterogeneity in spatial dependence. Furthermore, this chapter explicitly

models heterogeneity across time and space in spatial dependence. Finally,

this chapter tries to model the disposition e�ect using heterogeneity in spatial

spillovers.
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Zusammenfassung

Bei der Analyse ökonomischer Zusammenhänge auf regionaler Ebene kommt

der räumlichen Dimension eine besondere Rolle zu. Dies ist der Fall, da

räumliche Daten und Modelle durch zwei räumliche E�ekte charakterisiert

sind: Abhängigkeit und Heterogenität. Räumliche Ökonometrie ist ein Teilge-

biet der Ökonometrie, bei dem räumliche E�ekte explizit in ökonometrische

Modelle mit einbezogen werden.

Räumliche Abhängigkeit beschreibt den Zusammenhang, dass Beobachtungen

in einer Region von Beobachtungen in Nachbarregionen abhängen (Anselin,

1988). Dies steht im Kontrast zur üblichen Annahme in Querschnittsstich-

proben, wonach Beobachtungen aus unterschiedlichen Regionen unabhängig

voneinander sind (LeSage und Pace, 2009). Räumliche Heterogenität impli-

ziert, dass die Modellkoe�zienten in unterschiedlichen Regionen verschiedene

Werte aufweisen. Dies steht wiederum im Gegensatz zur üblichen Annahme

homogener Koe�zienten (Anselin, 1988).

Die Dissertation besteht aus drei Kapiteln, wobei jedes Kapitel einen

anderen räumlichen Aspekt regionaler Daten analysiert. Das erste Kapitel

beschäftigt sich mit räumlicher Abhängigkeit. Hierbei wird ein besonderes

Augenmerk auf die Konstruktion und die jeweiligen E�ekte von verschiedenen

räumlichen Gewichtungsmatritzen gelegt. Das zweite Kapitel untersucht

räumliche Heterogenität. Im dritten Kapitel werden räumliche Abhängigkeit,

räumliche Heterogenität und Unterschiede in räumlicher Abhängigkeit in

einem Modell kombiniert. Die drei Kapitel beschäftigen sich mit unterschied-

lichen ökonomischen Aspekten, wobei der räumlichen Dimension jeweils eine

besondere Rolle zugestanden wird.

Kapitel 1 analysiert die Bedeutung von Unternehmertumkapital für die

ökonomische Entwicklung deutscher NUTS-3 (Systematik der Gebietseinheiten
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Zusammenfassung

für die Statistik) Regionen. Dazu wird eine neoklassische Produktionsfunkti-

on, welche um Unternehmertumkapital erweitert wird, geschätzt (Audretsch

und Keilbach, 2004). Da Unternehmertumkapital Wissensübertragungen

erleichtert, den Wettbewerb erhöht und zu einer gröÿeren Diversität an

Produkten und Problemlösungen führt, sollte es die ökonomische Entwicklung

beein�ussen. In diesem Kapitel wird die räumliche Dimension der Daten

explizit berücksichtigt. Das bedeutet, dass nicht nur analysiert wird, inwiefern

sich Unternehmertumkapital aus einer Region i auf die ökonomische Entwick-

lung dieser Region auswirkt, sondern auch, wie sich Unternehmertumkapital

einer Nachbarregion auf die ökonomische Entwicklung der Region i auswirkt.

Sowohl der Zugang zu Unternehmertumkapital als auch Wettbewerbsaspekte

werden als Argumente herangezogen, warum Unternehmertumkapital einen

E�ekt auf die ökonomische Entwicklung von Nachbarregionen haben könnte.

Es wird erklärt, warum diese E�ekte sowohl positiv als auch negativ sein

können.

Zur Schätzung der E�ekte wird ein räumliches Durbin-Modell verwendet,

da dieses die räumliche Struktur der Daten berücksichtigt. Bei der Schät-

zung wird der Konstruktion und der Auswahl der geeignetsten räumlichen

Gewichtungsmatrix besondere Beachtung geschenkt. Die räumliche Ge-

wichtungsmatrix bestimmt, wie stark Region i Region j beein�usst und

umgedreht. In räumlicher Ökonometrie hängen die Schätzungen und die

empirischen Rückschlüsse dieser Schätzungen von der Gewichtungsmatrix

ab. Die hier verwendete räumliche Schätzmethode erlaubt es nicht nur

herauszu�nden, wie groÿ der E�ekt von Unternehmertumkapital einer Region

auf die ökonomische Entwicklung eben dieser Region ist, sondern auch wie

groÿ die Übersprunge�ekte des Unternehmertumkapitals aus Nachbarregionen

sind.

Die Schätzungen ergeben, dass Unternehmertumkapital der Region i und be-

nachbarter Regionen einen positiven E�ekt auf die ökonomische Entwicklung

der Region i ausüben. Dies wird zum einen als Beleg für Wissensübersprung-

e�ekte durch Unternehmertum sowohl in einer Region als auch zwischen

Regionen gesehen. Zum anderen deuten die Ergebnisse darauf hin, dass eine

Erhöhung des Wettbewerbs in Region i und j einen positiven E�ekt auf
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Zusammenfassung

die ökonomische Entwicklung in Region i mit sich bringt. Das bedeutet,

dass Nachbarregionen mit einem hohen Niveau an Unternehmertumkapital

signi�kant den ökonomischen Output einer Region beein�ussen. Jedoch zeigen

die Schätzungen unter Verwendung verschiedener räumlicher Gewichtungs-

matrizten, dass die Signi�kanz des räumlichen Übersprunge�ekts zu groÿen

Teilen von eben jenen Gewichtungsmatrizen abhängt. Dies wird dahingehend

interpretiert, dass sich positive und negative räumliche Übersprunge�ekte

von Unternehmertumkapital aufwiegen. Die Analyse bestätigt die räumliche

Abhängigkeit in der Struktur der Daten. Eine Nichtbeachtung der räumlichen

Abhängigkeit würde zu verzerrten Schätzern führen.

Der Beitrag dieses Kapitels besteht darin, dass zum ersten Mal die räumliche

Dimension der Daten bei der Analyse des E�ekts von Unternehmertumkapital

auf ökonomischen Output berücksichtigt wird. Zusätzlich wird durch die

Verwendung zahlreicher Gewichtungsmatritzen aufgezeigt, inwieweit die

Ergebnisse von der Wahl dieser Matrix abhängen.

Dieses Kapitel basiert auf einem gemeinsamen Papier mit Konstantin A.

Kholodilin.

Kapitel 2 analysiert, inwieweit der E�ekt der Selbstständigenrate auf die

ökonomische Entwicklung in europäischen NUTS-2 Regionen Heterogenität

aufweist. Maÿe für Unternehmertum, wie die Selbstständigenrate tre�en

keine Unterscheidung zwischen sogenannten Opportunity Entrepreneuren

und Necessity Entrepreneuren. Im Gegensatz zu Opportunity Entrepreneuren

tragen Necessity Entrepreneure nicht zu technologischem Fortschritt bei (Acs

und Varga, 2005). Da die Selbstständigenrate also keine Unterscheidung

zulässt, ist es auch nicht verwunderlich, dass die meisten Studien, die den

E�ekt von Unternehmertum auf die ökonomische Entwicklung analysieren, zu

sehr heterogenen Ergebnissen kommen.

Theoretisch kann eine hohe Selbstständigenrate ein positives unternehme-

risches Umfeld oder aber auch einen Mangel an Beschäftigungsalternativen
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Zusammenfassung

widerspiegeln.

Wenn das positive unternehmerische Umfeld innovative Entrepreneure an-

zieht, dann ist der erwartete E�ekt einer hohen Selbstständigenrate auf

ökonomischen Output positiv. Spiegelt eine hohe Selbstständigenrate aber

einen Mangel an Beschäftigungsalternativen wider, dann ist kein oder ein

negativer E�ekt zu erwarten. Diese Argumentation impliziert, dass der E�ekt

von Selbstständigkeit auf die ökonomische Entwicklung in verschiedenen

Regionen unterschiedlich ausfallen kann, je nachdem, ob das unternehmerische

Umfeld innovative Entrepreneure anzieht oder nicht.

Das Kapitel analysiert mit Hilfe einer geogra�sch gewichteten Regression

(GWR), ob der E�ekt der Selbstständigenrate auf ökonomischen Output in

europäischen NUTS-2 Regionen von der Lage der Region abhängt. Die GWR

wurde von Fotheringham et al. (2002) als eine Methode zum Umgang mit

räumlicher Instationarität entwickelt. Die Schätzergebnisse der GWR zeigen,

dass in Regionen, die einen signi�kant positiven Ein�uss der Selbstständigen-

rate auf die ökonomische Entwicklung aufweisen, die Selbstständigenrate im

Durchschnitt geringer ist als in Regionen, in denen der Ein�uss signi�kant

negativ ist.

Anschlieÿend wird das Konzept der Gleichgewichtsrate des Unternehmertums

eingeführt, um mehr über die Quelle der räumlichen Instationarität zu

erfahren. Mit Hilfe dieses Konzepts wird ein Niveau der Selbstständigen-

rate geschätzt, von welchem an Necessity Entrepreneure im Vergleich zu

Opportunity Entrepreneuren überwiegen. Schätzungen ergeben, dass Selbst-

ständigenraten unterhalb der Gleichgewichtsrate des Unternehmertums einen

signi�kant positiven E�ekt auf die ökonomische Entwicklung ausüben. Selbst-

ständigenraten oberhalb der Gleichgewichtsrate des Unternehmertums haben

einen negativen E�ekt auf die ökonomische Entwicklung. Dies wird als Beleg

dafür interpretiert, dass Selbstständigenraten oberhalb der Gleichgewichtsrate

des Unternehmertums von Necessity Entrepreneuren dominiert werden.

Selbstständigenraten unterhalb der Gleichgewichtsrate des Unternehmertums

implizieren ein unternehmerisches Umfeld, welches innovative Entrepreneure

anzieht.
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Der Beitrag dieses Kapitels besteht darin, dass die GWR zum ersten Mal

verwendet wird, um auf regionaler Ebene die heterogenen E�ekte der Selbst-

ständigenrate auf die ökonomische Entwicklung zu analysieren. Zusätzlich

versucht das Kapitel, die Ursprünge der Heterogenität zu ergründen, indem

es ein Niveau der Selbstständigenrate berechnet, von welchem an Necessity

Entrepreneure im Vergleich zu Opportunity Entrepreneuren überwiegen.

Kapitel 3 ist eine verknüpfende Analyse der drei räumlichen Charak-

teristika regionaler US Hauspreisentwicklungen: räumliche Abhängigkeit,

räumliche Heterogenität und Heterogenität in räumlicher Abhängigkeit.

Während räumliche Abhängigkeit und räumliche Heterogenität relativ

gängige Aspekte von Hauspreisentwicklungen sind, wurde der räumlichen

und zeitlichen Heterogenität in räumlicher Abhängigkeit in der Literatur

wenig Aufmerksamkeit geschenkt. In diesem Kapitel wird der sogenannte

Dispositionse�ekt herangezogen, um die Heterogenität der Übersprunge�ekte

von Hauspreisentwicklungen zu erklären. Der Dispositionse�ekt bezeichnet

das Phänomen auf den Finanzmärkten, dass Investoren Wertpapiere, die

im Preis steigen, zu schnell abstoÿen und jene, die im Preis fallen, zu lange

halten. Bei fallenden Hauspreisen impliziert der Dispositionse�ekt geringere

Übersprunge�ekte von Hauspreisentwicklungen zwischen Regionen als bei

steigenden Hauspreisen.

In einem ersten Schritt wird in diesem Kapitel eine räumliche Panelregression

geschätzt, um die globale räumliche Abhängigkeit der Hauspreisentwicklung

zu analysieren. Danach wird ein sogenanntes Panel Smooth Transition

Regression Model verwendet, um sowohl die Heterogenität der räumlichen

Abhängigkeit als auch die Heterogenität der E�ekte der erklärenden Variablen

auf die Hauspreisentwicklung abzubilden. Diese Schätzmethode wurde von

González et al. (2005) entwickelt, um heterogene Panels zu beschreiben und

erlaubt den Koe�zienten, über die Zeit und den Raum zu variieren.

Das Kapitel liefert empirische Evidenz für die Heterogenität räumlicher

Übersprunge�ekte regionaler Hauspreisentwicklungen: Hauspreisentwicklun-

gen in Nachbarregionen springen in Zeiten steigender Hauspreise stärker

über als in Zeiten sinkender Hauspreise. Des Weiteren weisen nicht alle
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verwendeten erklärenden Variablen heterogene E�ekte auf. Die E�ekte des

realen Pro-Kopf-Einkommens und der Arbeitslosenquote variieren nicht über

die Zeit und die Regionen.

Der Beitrag dieses Kapitels besteht in der erstmaligen zusammenhängen-

den Analyse der drei räumlichen Aspekte regionaler Hauspreisdaten: räumli-

che Abhängigkeit, räumliche Heterogenität und Heterogenität in räumlicher

Abhängigkeit. Des Weiteren wird explizit die räumliche und zeitliche Hete-

rogenität in räumlicher Abhängigkeit modelliert. Schlieÿlich wird in diesem

Kapitel erstmalig der Dispositionse�ekt durch die Heterogenität räumlicher

Übersprunge�ekte der Hauspreisentwicklungen abgebildet.
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Chapter 1

Do Regions with Entrepreneurial

Neighbors Perform Better? A

Spatial Econometric Approach

for German Regions

"This chapter is based on an article which is joint with Konstantin A.

Kholodilin, published in REGIONAL STUDIES, published online: 16 July

2012, available online at:

http://www.tandfonline.com/10.1080/00343404.2012.697143."

1.1 Introduction

Despite a vast literature about economic growth, there is no universally ac-

cepted model. The Mankiw et al. (1992) human capital augmented Solow

model probably produces the most convincing empirical results. Yet, an emerg-

ing literature suggests that economic development is highly related to the abun-

dance of small entrepreneurial �rms. In this literature, start-ups constitute an

important link between knowledge creation and knowledge commercialization,

which will generate economic output. Acs and Armington (2004) �nd for the

US that �rm start-ups are an important vehicle, through which knowledge

spills over and contributes to economic growth. Müller (2006) �nd the same

for West German regions. The Sutter (2010) results show that the commercial

introduction of knowledge via �rm start-ups has a larger e�ect on economic
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growth than pure knowledge creation. Furthermore, for West German regions

in the 1990s, Audretsch and Fritsch (2002) �nd that start-up rates have a

positive impact on growth rates. Moreover, Audretsch and Keilbach (2004)

discover in their analysis of German regions that in 1992 the start-up rate had

a signi�cant e�ect on economic output. More generally, Fischer and Nijkamp

(2009) state that regional change is the result of entrepreneurial activity where

innovations play a key role.

The Knowledge Spillover Theory of Entrepreneurship (Acs et al., 2009), which

underlies the aforementioned studies, focuses on individuals with endowments

of new economic knowledge.1 This knowledge is typically generated in a uni-

versity or at an incumbent �rm, where the individual works. The expected

value of this new knowledge can be higher for this individual than for the de-

cision maker in the university or in the incumbent �rm. If the expected return

is su�ciently high and the costs of starting a new business su�ciently low, the

individual will enter the market and start his or her own business. The sub-

sequently created start-up is the vehicle through which knowledge spills over

from the source of knowledge production to a new �rm that commercializes

it.2

However, the decision to become an entrepreneur depends, as well, on a positive

entrepreneurial environment. This introduces the concept of entrepreneurship

capital. Audretsch and Keilbach (2004) de�ne it "as a region's endowment

with factors conducive to the creation of new business" (Audretsch and Keil-

bach, 2004, p. 951). These factors include, for example, individuals who are

willing to start a new business, an innovative milieu, networks, institutions

that help with business formation, and institutions like banks that are willing

to share risks.3 In the Knowledge Spillover Theory of Entrepreneurship, the

knowledge stock is only a necessary condition for economic growth. This the-

ory gives a deeper understanding of the essential role of entrepreneurship for

economic development.

However, entrepreneurship capital a�ects not only economic output, because

1Economic knowledge is knowledge that holds commercial opportunity.
2This is in contrast to Lucas Jr. (1988) and Romer (1990), where knowledge exogenously
spills over between �rms.

3Entrepreneurship capital is what is also known in the literature as entrepreneurship culture
(Armington and Acs, 2002).
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it facilitates knowledge spillovers but also because it increases competition

due to an increased number of entries. Fritsch and Müller (2004) argue that

intensi�ed competition increases e�ciency and innovation. Furthermore, it

leads to greater diversity of products and problem solutions. A greater diver-

sity of products may be stimulating for economic development as it favors, for

example, follow-up innovations. In general, these improvements in the compet-

itiveness of an economy, together with the knowledge spillover characteristic,

make entrepreneurship capital an important factor in improving economic per-

formance.

Figure 1.1: Gross value added per working-age population, 2008

Notes: in million Euro, data available for 411 NUTS-3 regions, missing values are blank

In our analysis of regional economic growth in Germany, we take this

essential role of entrepreneurship into account. Following Audretsch and
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Keilbach (2004), we estimate a neoclassical production function model

augmented by entrepreneurship capital. Several studies show that the e�ect

of �rm entry on regional development is distributed over a longer period

of time. Audretsch and Fritsch (2002), for example, �nd start-up rates to

be important for long-term economic development. Furthermore, Fritsch

and Müller (2004) and Fritsch (2008) show that a positive e�ect of new

business formation on economic development for German regions can be

observed between �ve and ten years after entry and that this e�ect is largest

eight years after entry.4 That is why we include the lag of entrepreneurship

capital. We choose a regional context as it is widely recognized that the

region is the fundamental basis of economic life (Capello and Nijkamp,

2009). In Figure 1.1 it can be seen that output in German NUTS-3 regions

(Nomenclature of Territorial Units for Statistics) varies strongly across re-

gions. Porter (2003) points out that such di�erences in economic performance

across regions can be observed in every country. He concludes that determi-

nants of economic performance are likely to be found as well on a regional level.

The contribution of this paper is that we take the spatial dimension of the

data explicitly into account. That means that we not only analyze the e�ect

of entrepreneurship capital in a speci�c region i on economic performance

of that region, but we also analyze the e�ect of entrepreneurship capital in

neighboring regions on economic performance of region i.

To estimate these spatial spillover e�ects of entrepreneurship capital we use

a spatial Durbin model where we put special emphasis on the creation and

the choice of the weight matrix. This is another aspect not receiving much

attention, even in the spatial econometric literature. For the case of Germany

we could not �nd a single paper where the choice of the weight matrix played

a major role. The weight matrix determines to what extent region i a�ects

4Fritsch and Müller (2004) detect three stages in the impact of entry on economic perfor-
mance. At �rst entry has a positive e�ect, but soon after the business formation some
new �rms fail to be competitive and some incumbent �rms will leave the market as well.
This negative e�ect of new business formation on economic development is ultimately
reversed when increased competitiveness is achieved. These three stages were also found
by Carree et al. (2007) for OECD countries.
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region j and vice versa. In spatial econometrics, inference and estimates

depend on the weight matrix used. Di�erent weight matrix speci�cations

will have an important impact on coe�cient estimates (LeSage and Fischer,

2008). The spatial econometric estimation method allows us to not only

�nd out how large the e�ect of entrepreneurship capital is on economic

output in a speci�c region, but also how large the spillover e�ect is coming

from neighboring regions. This will allow us to answer the question posed

in the title, namely, do regions with entrepreneurial neighbors performs better?

We �nd entrepreneurship capital of region i and entrepreneurship capital

of neighboring regions to have a positive e�ect on economic performance of

region i. On the one hand, this is interpreted as evidence in favor of knowledge

spillover e�ects via entrepreneurship within one region and between regions.

On the other hand, we argue that improvements in the competitiveness of

both region i and regions j will have a positive e�ect on economic output

of region i. Having neighbors with a high level of entrepreneurship capital,

i.e., entrepreneurial neighbors, signi�cantly a�ects a region's performance.

However, the signi�cance of the spatial spillover e�ects largely depends on

the choice of the weight matrix. We see this as evidence that positive and

negative spatial spillover e�ects of entrepreneurship capital cancel out. The

analysis con�rms a spatial dependence structure. A failure to account for it

would result in biased estimates.

The remainder of the paper is organized as follows. Section 1.2 explains

in more detail the spatial dimension of entrepreneurship capital. In section

1.3 we present the theoretical model and the data description. Section 1.4

treats spatial estimation issues. In detail we explain the spatial Durbin model,

the Bayesian estimation method, the correct coe�cient interpretation and the

creation and comparison of the weight matrices. Section 1.5 presents our

empirical results, while section 1.6 concludes.
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1.2 The Spatial Dimension of Entrepreneurship

Capital

There are three arguments why economic performance should be analyzed

taking into account the spatial dimension of entrepreneurship capital. The

�rst two address the accessibility of entrepreneurship capital while the third

covers competition issues.

For the �rst argument we start from the quite general theory that knowledge

spillovers are more important in research and development (R&D) intense

industries (Arrow, 1962). It is empirically shown that the knowledge in

those innovative industries exhibits a certain degree of tacitness (Doering and

Schnellenbach, 2006). The di�culty in communicating such knowledge makes

direct interaction necessary. That implies that space matters for knowledge

to spill over because the cost of face-to-face contacts increases with distance.

This is supported by the �nding of Audretsch and Feldman (1996) that

innovative activity tends to cluster spatially. For the Knowledge Spillover

Theory of Entrepreneurship this suggests that the entrepreneur's decision on

where to set up the new business depends on the location of the university

or �rm that he or she comes from. Locating near the knowledge source will

allow the maintenance of their personal social network. These face-to-face

contacts are an opportunity to exchange information on research advances,

pro�tability, and entrepreneurial opportunities (Doering and Schnellenbach,

2006). Furthermore, Audretsch and Lehmann (2005) argue that especially

in the case where the knowledge source is a university it makes sense to

locate in close proximity as this facilitates access to a large pool of skilled

labor. Empirical evidence supports this theory. Audretsch and Lehmann

(2005) �nd that start-ups in Germany tend to cluster within close proximity

to the knowledge source. Similarly, Anselin et al. (1997) �nd that for US

metropolitan statistical areas, university knowledge spillovers extend over a

range of only 50 miles (about 80 km) from the area of innovation. Funke and

Niebuhr (2005) �nd a range of 120 km for German NUTS-3 regions. Given

the fact that on average the German NUTS-3 regions have a reach of about

32 km, setting up a new business in proximity to the knowledge source also
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includes neighboring regions. It is the accessibility of entrepreneurship capital

(in this case especially the network) that is decisive. Therefore, choosing a

speci�c location depends not only on the entrepreneurship capital of that

region but also on entrepreneurship capital of the neighboring region where

the knowledge source is located.

Figure 1.2: Start-up rates in knowledge intense areas, 1997-2004

Notes: per 10,000 working-age persons, data available for 385 NUTS-3 regions, missing
values are blank

The second argument starts from the observation that regions with large

amounts of innovative activity experience a high level of knowledge-based

entrepreneurial activity and that innovative activity tends to cluster spatially

(Audretsch and Feldman, 1996). This in turn means that knowledge-based

entrepreneurial activity clusters as well. This clustering is per se conductive
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to the creation of new businesses.5 Figure 1.2 demonstrates that knowledge

intense start-ups cluster, for example, around Munich and in the Rhine-Main

area. Porter (1998a) describes that an individual working within a cluster

can more easily discover entrepreneurial opportunities. Furthermore, a cluster

facilitates access to employees, suppliers, and specialized information. The

author further argues that the local �nancial institutions are already familiar

with the cluster. This implies that they have a better understanding of the

risk involved and therefore o�er better conditions. These factors will make it

more likely that a new business will locate within a cluster. This is proven

empirically. Both Rocha and Sternberg (2005) for Germany and Delgado

et al. (2010) for the US �nd a positive impact of clusters on entrepreneurship.

Given the de�nition of entrepreneurship capital, the characteristics of a

cluster can very well be summarized under this notion. Regarding the cluster

size, Porter (1998a) argues that clusters may cross state or even national

boundaries. Our unit of analysis is much smaller than that. The decision on

where to locate is not only based on the characteristics, i.e., entrepreneurship

capital of the region i but also on characteristics of the cluster and clusters

can be spread across several regions. Again, the accessibility of entrepreneur-

ship capital is decisive, and accessibility is not limited to the region of location.

The third argument for a spatial dimension of entrepreneurship capital is

that it increases competition because of a higher number of entries. Of course,

competitors can not only be found in the NUTS-3 region i, where the new en-

trepreneur is located in but also in neighboring or even geographically distant

regions. Increased competition will lead to improvements in the competitive-

ness and has therefore a positive e�ect on economic development of region i.

This explains another positive e�ect of entrepreneurship capital of the neigh-

boring regions on economic performance of region i. But these improvements

in the competitiveness can also have negative e�ects. If the �rms of a speci�c

region are especially competitive because of a high level of entrepreneurship

5Porter (1998b) de�nes a cluster as "a geographically proximate group of interconnected
companies and associated institutions in a particular �eld, linked by commonalities and
complementarities" (Porter, 1998b, p. 199).
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capital, entry barriers in geographically distant regions, where there is no ac-

cess to this entrepreneurship capital are also high. Potential entrepreneurs will

not decide to start their own business and some �rms may even leave the mar-

ket due to the lack of competitive advantages. In this case entrepreneurship

capital of other regions, j 6= i, could negatively a�ect the economic perfor-

mance of region i.

To sum up, we provide theoretical foundations for both positive and negative

spatial spillover e�ects of entrepreneurship capital.

1.3 Model

To analyze the knowledge spillover e�ects via entrepreneurship, we consider a

neoclassical production function, which not only includes the standard vari-

ables physical capital (K) and human capital (H) as explanatory variables but

also entrepreneurship capital (E): Equation (1.1). In this way we follow the

approach of Audretsch and Keilbach (2004).

Y = F (K,H,E, L) (1.1)

The variables are divided by labor (L) so we work with variables expressed per

e�ective unit of labor and have thereby productivity expressions, y, k, h, e.

With a Cobb-Douglas speci�cation of the production function we get:

yi = akαK
i hαH

i eαE
i , (1.2)

where i = 1, ..., n denotes regions and a represents the state of the technology.

Taking logs yields:

ln yi = ln a+ αK ln ki + αH lnhi + αE ln ei. (1.3)
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We estimate this theoretical model using data for 337 German NUTS-3 regions

for the year 2008.6 All variables are ratios per working population.

The dependent variable economic output, y, is measured by gross value added

at basic prices; physical capital, k, is calculated with the perpetual inventory

method. This procedure allows computation of the stock of physical capital

(K) as the weighted sum of past investments (I) in manufacturing and mining

(Kt = It + (1 − δ)Kt−1). For the calculation, we chose data on investment in

1995 as initial capital stock. We assume a depreciation rate, δ, of �ve per-

cent (Barro and Sala-i-Martin, 1995; Chew and Tan, 1999). We know that

this captures only part of the total investments and could result in misleading

coe�cients, but data on gross �xed capital formation are not published at the

regional level. Further, we use the share of employees with technical college or

university degree in the working age population to measure human capital, h.

This de�nition is in line with what is used in the literature (Barro and Lee,

1993; LeSage and Fischer, 2008; Fischer et al., 2009). Following Audretsch and

Keilbach (2004), entrepreneurship capital, e, is approximated by start-up rates

in knowledge intensive areas. We use this variable since entrepreneurship capi-

tal is a variable that cannot be observed but should manifest itself through high

start-up rates. The Mannheim Enterprise Panel (MUP) provides those start-

up rates for several categories. We de�ned six categories as being knowledge

intensive and aggregated them (Table 1.4). We only use knowledge intensive

start-ups as we are interested in knowledge spillovers via entrepreneurship,

which are most likely to occur in these areas (Acs et al., 2009). As there are

years where the number of new business formation in some knowledge intense

areas is very small, the data are published for a time span of four years. In

particular, data are available for 1997-2000, 2001-2004, and 2005-2008. As

mentioned above, a positive e�ect of new business formation on economic de-

velopment can be observed between �ve to ten years after entry. That is why

we aggregated the start-up rates for 1997-2000 and 2001-2004. This should

allow us to best capture the positive e�ects of entrepreneurship capital.

6We limit our analysis to 337 out of 413 NUTS-3 regions (in 2008) due to limited data
availability. In particular, the data on investments are not complete. The 337 regions
are plotted in Figure 1.3, a complete list is provided by the authors upon request.
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1.4 Spatial Econometric Modeling

1.4.1 Spatial Durbin Model

As LeSage and Pace (2010) note, data collected from regions are often not in-

dependent. This spatial dependence requires a special estimation method be-

cause neglecting this structure would result in biased estimates. There are four

well known spatial econometric speci�cations, namely the spatial lag model

(SAR), which includes a spatial lag of the dependent variable, the spatial er-

ror model (SEM), which includes a spatial lag in the error term, the spatial

autoregressive moving average model (SARMA), which includes a spatial lag

of the dependent variable and in the error term, and the spatial Durbin model

(SDM), which includes a spatial lag of the dependent and the explanatory

variables.

The spatial lag
∑n

j=1Wijyj is the weighted average of the spatially lagged vari-

ables of the neighboring regions. W is the spatial weight matrix of dimension

n × n, where n is the number of regions. If two regions i and j are spatially

related, the element wij 6= 0, otherwise wij = 0. By convention, a region

cannot be a neighbor to itself, wii = 0. To simplify interpretation the weight

matrix is usually row-standardized, so that the row sums are equal to one. The

spatial lag operator then corresponds to the weighted average of neighboring

observations.

LeSage and Pace (2009) point out that the SDM is the only model that will

produce unbiased estimates no matter which of the mentioned data generating

processes is underlying. This is why we choose the spatial Durbin model as ap-

propriate estimation speci�cation (Equation (1.4)). This model further nests

the spatial lag and the spatial error model, i.e., models involving dependence

in the error term and in the dependent variable.

y = aιn + ρWy + Xβ +WXγ + ε (1.4)

ε ∼ N
(
0, σ2In

)
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In this equation, ρ measures the strength of the spatial lag dependence of the

dependent variable,Wy. γ measures the strength of the spatial lag dependence

of the explanatory variables, WX. This spatial model speci�cation, applied to

our neoclassical production function model, yields the following equation that

we estimate.

y = aιn + ρ Wy + β1k + β2h+ β3e+Wkγ1 +Whγ2 +Weγ3 + ε (1.5)

ε ∼ N
(
0, σ2In

)
Where y is the dependent variable economic output, Wy is the spatial lag of

economic output, Wk is the spatial lag of the independent variable physical

capital, Wh is the spatial lag of the independent variable human capital,

and We is the spatial lag of the independent variable entrepreneurship

capital. This speci�cation allows us not only to explicitly account for spatial

dependence in the data but also to gain insight into the regional spillovers of

the three explanatory variables.

1.4.2 Estimation Method

Spatial models can be estimated using maximum likelihood or Bayesian esti-

mation methods. Our focus is on the comparison of di�erent weight matrices.

Tests, like the likelihood ratio test, that use the log-likelihood function values

to compare the models can only be used with nested models. If two models

have di�erent weight matrices, then they cannot be considered as nested. This

is why we use Bayesian estimation. The Bayesian posterior model probabilities

allow model comparison even for non-nested models.7

Bayesian estimation in general is centered on posterior probabilities. P (θ|D) is

the so called posterior probability of the parameters, θ=(α, βr, γr, ρ, and σ2),

given the data, D, and re�ects the belief about the parameters after collecting

7We use Matlab codes by LeSage to estimate our spatial models.
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the data.

P (θ|D) =
P (D|θ)P (θ)

P (D)
(1.6)

The posterior distribution represents an update of the prior distribution given

the data. P (D|θ) is the model likelihood and P (θ) is the prior distribution

of the parameters that re�ects previous knowledge or uncertainty prior to

observing the data. The probability of the data P (D) is not of great interest as

it does not involve the parameters θ=(α, βr, γr, ρ, and σ2). Bayesian inference

about parameters is entirely based on the posterior distribution P (θ|D).

We apply the Bayesian Markov Chain Monte Carlo approach to estimate the

parameters α, βr, γr, ρ, and σ2, where r is 1 to 3, and stands for the explanatory

variables. By applying this method, we work with a large random sample

from the posterior distribution and not with the precise analytical form of the

density. A large sample of the posterior probability distribution allows us to

approximate the analytical form of the probability density. We follow LeSage

and Pace (2009) and assign the normal prior to α, β, and γ, the inverse gamma

prior to σ2, and the uniform prior to ρ.

We sample 7500 times from the conditional distribution and assume that the

sampler achieves its steady state after 2500 draws. The last 5000 draws are

interpreted as coming from the posterior distribution. We use the large sample

of parameter draws from the posterior distribution to make inference about α,

βr, γr, ρ, and σ2.

We also account for heteroscedasticity in the data by extending the above

described Markov Chain Monte Carlo estimation by variance scalars that can

accommodate non-constant variance of the error term:

ε ∼ N
(
0, σ2V

)
, (1.7)

where V is a diagonal matrix containing the parameters (υ1, υ2, ..., υn), which

are unknown and need to be estimated. We assign a chi-squared prior

distribution, χ2(s)/s, to the υi terms. The Markov Chain Monte Carlo

sampling scheme is extended by an additional conditional distribution for

the variance scalars. Following LeSage and Pace (2009), s of the chi-squared
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prior distribution is set to four, as this is consistent with a prior belief in

non-constant variance and outliers.

1.4.3 Coe�cient Interpretation

The coe�cients β and γ of Bayesian estimation cannot be interpreted as

marginal e�ects. This comes from the spatial dependence structure in the

data. A change in the explanatory variable of region i will a�ect the region

i itself, which is called a direct impact, and potentially also the neighboring

regions, which is called an indirect impact. Since the neighboring regions

a�ect region i as well, there is feedback in the system. Spatial econometric

models are able to capture this e�ect. LeSage and Pace (2009) explain how

to calculate these summary marginal measures of impact. Using their method

we are able to calculate the direct, the indirect, and the total average impact

e�ects of the variables. The average direct e�ect is the one that comes from

the same region i. The average indirect e�ect or spatial spillover e�ect is the

one that comes from the other regions j 6= i. The average total e�ect is the

sum of the direct and the indirect e�ect.

During the Markov Chain Monte Carlo sampling we can construct these

three summary measures. We simply use at each pass through the Markov

Chain Monte Carlo sampling loop the sampled parameters α, β, γ, and ρ to

calculate the direct e�ect, the total e�ect, and by subtracting the direct e�ect

from the total e�ect, the indirect e�ect.8 Then we can construct the entire

posterior distribution for the three types of marginal e�ects using the 5000

saved draws.

1.4.4 Spatial Weight Matrix Comparison

We choose the spatial Durbin model, but we still cannot simply start our

estimation as we do not know which weight matrix we should use. There are

8Technical details can be found in the working paper version of this paper.

14



Chapter 1 Do Regions with Entrepreneurial Neighbors Perform Better? A

Spatial Econometric Approach for German Regions

several weight matrix speci�cation possibilities. The weights could be based

on geographical, technological, economic, demographical, or political distance.

Finding the weight matrix that best re�ects the spatial dependence is a key

element of spatial econometric analysis. As previously mentioned the accessi-

bility of entrepreneurship capital plays an important role for spatial spillover

e�ects of entrepreneurship capital. This accessibility is limited by distance. In

general, there is a common agreement that knowledge spillovers are favored by

face-to-face contacts and interpersonal relationships. Therefore, they are as

well limited by distance (Funke and Niebuhr, 2005; Baldwin et al., 2008). We

conclude that the use of geographical distance in our analysis is appropriate.

But ties between regions are not only determined by geographical distance.

Economic interaction of regions depends as well on non-geographic distance.

Autant-Bernard et al. (2007) analyze knowledge transfers through R&D and

�nd that social network e�ects matter for the collaboration between �rms.

Furthermore, Scherngell and Barber (2009) �nd that �rms collaborate more

if they are close in technological space, and it is not necessarily dependent

upon geographical space. Those results imply that knowledge spillovers do

not have to be regionally bounded. We argued earlier that entrepreneurship

capital improves competitiveness through greater competition, where the

competitor could also locate in a geographically distant region. In this case

entrepreneurship capital of the region of a technological close competitor has

an e�ect of economic performance of the unit of observation. To capture these

spatial spillovers we need to take non-geographical measures of distance into

account.

The weight matrix based on geographical proximity can be constructed

using either of two approaches: a binary measure of contiguity or a continuous

measure of distance. Contiguity measures take the word neighbor in its

narrowest sense. If two regions i and j share a common border they are

considered to be �rst-order contiguous and the value of 1 is assigned to wij.

Higher orders of contiguity can be considered as well. Contiguity of order c

assigns the value of 1 to regions which share a common border with a region

that is a (c− 1) order contiguous region.
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Continuous distance measures assign a value wij > 0 to regions that are

within a certain distance from region i. This value is obtained using, for

example, geographical coordinates of two regions i and j together with a

distance decay function. Distance decay functions have the e�ect of reducing

the in�uence of regions j on region i as the distance between them increases.

When using distance measures most studies rely on geographical proximity.

LeSage and Fischer (2008) use geodesic distance, road travel time distances

for cars, and drive time distances for heavy goods vehicles. Parent and LeSage

(2008) do not only rely on geographical distance to create their weight matrix,

but also on technological distance. They measure the distance between tech-

nological �elds by using patent activity occurring between regions in the same

�eld of technology de�ned by the International Patent Classi�cation. LeSage

and Polasek (2008) incorporate prior information about commodity �ows

transported by road and rail into the spatial connectivity structure, whereas

Beck et al. (2006) use volume of trade �ows. For the United States, Case

et al. (1993) construct weight matrices based on economic and demographical

proximity, where they use per-capita income for economic proximity and

the percentage of the population that is black for demographical proximity.

Bhattacharjee and Jensen-Butler (2006) propose to use the data in the model

to estimate the spatial weight matrix that is consistent with the observed

pattern of spatial dependence.

For our analysis, we create 56 row standardized spatial weight matrices

that can be arranged by four types of geographical and two types of non-

geographical distance measures.

For the �rst nine weight matrices we use the c nearest neighbors, where

c = 1, ..., 9. If a district is a c nearest neighbor, a value of one is assigned

to that region. This procedure results in a binary contiguity matrix.

The direct distance, calculated between the centers of two regions together

with the cut-o� distance b is used for the next 14 weight matrices. The cut-o�

distance b = 30 determines that only regions that are within a 30 km radius

around the region under examination have an impact. We choose b to be 30,

50, 100, 150, 200, 250, and 300 and created a weight matrix for each distance
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twice: once with the power distance decay function (wij = 1
dijp

, where we set p

equal to one, and dij is the distance between region i and region j) and once

with the exponential distance decay function (wij = 1

exp
pdij

, again, we set p

equal to one).

The next 14 matrices are created similarly to the previous 14, but using the

road distance between regions instead of the direct distance. We choose the

most fuel-e�cient route, not the shortest or the fastest one. Even though the

infrastructure is quite well developed in Germany, trucks often need to cover

longer distances on the road than the direct distance. For instance, the di-

rect distance between Flensburg and Lübeck, which are both cities located in

northern Germany, is 132 km. The road distance, taken from the route plan-

ning site viamichelin.de, is 160 km. If we take one city in the north of Germany

and another in the south the di�erence between direct and road distance be-

comes more pronounced in absolute terms. The direct distance between the

aforementioned Flensburg and Lindau, a city on the Lake of Constance, is 800

km, whereas the road distance is 948 km.

The following twelve weight matrices account for the time on the road that

one needs to cover the distance between two regions. As cut-o� time d, we

use d = 1, ..., 6 hours. The duration may give us additional insight as it varies

even if we have quite similar distances. The road distance from Flensburg to

Göttingen is 419 km, while that from Flensburg to Grafschaft Bentheim is 412

km. In the �rst case, the duration of trip is 5 hours and 30 minutes, for the

second it is only 4 hours and 15 minutes.

For the weight matrices representing technological distance we did not follow

the Parent and LeSage (2008) approach.9 Instead, we use the number of em-

ployees attributed to 18 di�erent branches of economic activity to create a

measure of how close the regions are in terms of technology. If regions have a

similar employment structure we assume that they have similar technologies.

In that case, even if the geographical distance is large, spillovers are more

likely and accordingly a larger weight is assigned. In detail, we constructed a

9Unfortunately, we do not have access to this data.
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Euclidean distance:

wij =

√√√√( K∑
k=1

(Fki − Fkj) 2

)
, (1.8)

where Fki is the number of employees in the area of economic activity k

(k = 1, ..., K, with K = 18) in region i. This measure of distance varies

between 0.47 and 14.03. The two technologically closest regions would get a

weight equal to 1
0.47

. Again we use di�erent cut-o� distances, namely 2, 3, 4,

6, 9, 12.10

For the last weight matrix we use data on commuting in- and out-�ows.11

Commuting data are especially interesting because they give evidence about

how open and mobile regions are (Patuelli et al., 2009). Furthermore, they

allow analyzing the accessibility of a region (Reggiani et al., 2011). This is

especially interesting for our analysis, since we argue in the introduction that

the accessibility of entrepreneurship capital is decisive. Only if a region is

easily accessible there is an opportunity for spatial interaction. In general, the

interaction between regions represented by commuting �ows is likely to result

in spatial dependence (Badinger and Url, 2002). So it is a straightforward

way to model the regional spillovers using these data. For the weight matrix

we have the place of work in the rows and the place of residence in the

columns of the matrix. This construction implies that the more people of

a certain residence region, j, are working in region i, the greater are the

spillovers from the area of residence to the area of work. We standardized

the absolute numbers through dividing them by the row sums. Therefore, the

typical element of this asymmetric matrix is the share of commuters coming

from region j to i in the total number of commuters coming to region i. The

average commuting distance is below 20 km. That implies that this matrix

captures only very close spillovers.

It should be mentioned that the technological weight matrices and the matrix

created using commuting �ows are probably not exogenous to the model.

10We also tried the measure proposed by Ja�e (1986) (
∑m

k=1 FkiFkj

(
∑m

k=1 F 2
ki

∑m
k=1 F 2

kj)1/2
). The results

are close to our measure.
11We thank Franz-Josef Bade for kindly providing these data.
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Commuting �ows, for example, not only represent the economic ties between

two regions but they are likely to be determined by the economic activity

of a region, yi. When the weights are not exogenous, the model becomes

non-linear with endogeneity (Anselin, 2002). We are aware of this problem

but we try these matrices anyway as we want to deliver a complete picture

on how the results depend on the di�erent geographical and non-geographical

weight matrices.

Bayesian model comparison allows us to determine which of the 56 weight

matrices best �ts the data. Therefore, we look at the posterior model

probabilities. But �rst we need to specify prior probabilities for each model.

We assign to each model the same probability, namely 1
m
, where m is the

number of di�erent models, namely 56. Together with the prior distributions

for the parameters we can calculate posterior model probabilities. Those

posterior probabilities are then directly compared. The model with the

highest posterior probability �ts the sample data best.

1.5 Estimation Results

1.5.1 Coe�cient Comparison

The theoretical discussion above points out that the choice of the the appro-

priate weight matrix is an important part in the estimation of spatial models.

The marginal e�ects will depend on the choice of this matrix. That is why

in a �rst step we estimate the spatial Durbin model for each of the 56 di�er-

ent weight matrices and compare the marginal e�ects. Table 1.1 shows that

the direct, the indirect, and the total marginal e�ect estimates of the spatial

Durbin models di�er depending on the choice of the weight matrix. This is

a result also found by Harris et al. (2011) for the UK. We present here the

minimum and the maximum value of those coe�cients that were signi�cant in
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the estimation at least at a ten percent level.

Table 1.1: Coe�cient comparison

Dependent variable: economic output, y

Direct E�ects
Min Max Signi�cant Coe�cients

physical capital k 0.10 0.18 56
human capital h 0.22 0.34 56
entrepreneurship capital e 0.06 0.25 54

Indirect E�ects
Min Max Signi�cant Coe�cients

physical capital k 0.08 0.53 33
human capital h -2.08 -0.12 38
entrepreneurship capital e 0.06 0.63 15

Total E�ects
Min Max Signi�cant Coe�cients

physical capital k 0.22 0.63 36
human capital h -1.1 0.14 28
entrepreneurship capital e 0.23 0.77 36

Note: The spatial Durbin model was estimated for each of the 56 di�erent weight matrices.

The minimum and the maximum value of those coe�cients that were signi�cant in the

estimation at least at a ten percent level are presented.

The coe�cients of the direct marginal e�ects do not vary much across

models. This can also be seen in the �gures 1.4, 1.5, and 1.6, where we

plot the direct, the indirect, and the total e�ects of physical capital (k),

human capital (h), and entrepreneurship capital (e) for all estimations. The

dot stands for the total marginal e�ect. Again, only coe�cients that are

signi�cant are presented.

The size of the spatial spillover e�ect varies quite strongly for the three

variables over the di�erent estimations. This can be seen from the smallest

and the largest coe�cients in Table 1.1 and from Figures 1.4 through 1.6. For
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physical capital, we �nd the largest spatial spillover e�ects in those models

where the weight matrices are constructed based on the direct or road distance

with a cut-o� point of 100 and 150 km. For human capital, large negative

spatial spillover e�ects are found for road and direct distances up to 200 km

or two hours driving distance. It appears that regional spillovers of physical

capital are especially pronounced if close regions have a weight unequal to

zero in the weight matrix. Spatial human capital spillovers are strong even

over little longer distances.

For entrepreneurship capital, the largest spatial spillover e�ect is found for the

weight matrix using the closest technological distance. Furthermore, the direct

distance with a cut-o� value of 100 km and the commuting matrix deliver

large spatial spillover e�ects. This result suggests that both technological

and geographical proximity results in pronounced spatial spillover e�ects of

entrepreneurship capital. Furthermore, the importance of accessibility of

entrepreneurship capital is underlined, since the commuting matrix, which

mirrors how accessible a region is, delivers large spatial spillover e�ects. The

results further suggest that �nding a positive e�ect of entrepreneurship capital

across regions depends to a large extent on the choice of the weight matrix.

Only 15 out of 56 coe�cients of the indirect e�ects of entrepreneurship capital

are signi�cant.12

1.5.2 Model Comparison

These di�erent coe�cient results emphasize the importance of carefully choos-

ing the weight matrix. We elaborated above, that if the weight matrix does

not represent the true spatial dependence structure we could possibly get mis-

leading results. As described, we use measures of physical and technological

distance to create the weight matrices. As described in section 1.4.4, poste-

rior model probabilities are then compared to get the most appropriate model

speci�cations. Those can be found in Table 1.2, where the seven highest prob-

12Boxplots used to visually summarize the distribution of coe�cients of the di�erent esti-
mations can be found in the working paper version of this paper.
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abilities are reported.

Table 1.2: Posterior model probabilities

Distance Proba

Direct distance, cut-o� 50 km,power distance function 0.646

Direct distance, cut-o� 100 km, power distance function 0.277

Duration distance, cut-o� 2 hours, exponential distance function 0.027

Road distance, cut-o� 100 km, power distance function 0.024

Duration distance, cut-o� 2 hours, power distance function 0.021

Road distance, cut-o� 150 km, power distance function 0.002

Commuters 0.001

Note: Only the seven highest model probabilities are presented.

The Bayesian model probabilities point with 0.65 to the direct power dis-

tance with a cut-o� distance at 50 km. Therefore, this weight matrix best

�ts the sample data. The links between regions implied by the chosen weight

matrix can be seen in Figure 1.3. The spatial Durbin model estimation, on

which we rely, is the one that uses the weight matrix based on direct power

distance with a cut-o� distance at 50 km. We further see that the three models

with the highest probability have a spatial dependence structure where only

quite close regions, namely within 100 km or two hours driving distance, exert

a spatial e�ect.

1.5.3 Results of the Final Model

The results of the �nal model can be found in Table 1.3. For the sake of

comparability we also present the simple OLS results in this table. We see

that the Bayesian coe�cient estimates are quite similar to the direct summary

e�ects. Moreover, we see that we cannot interpret the coe�cients of spatially

lagged explanatory variables (Wk, Wh, We) as spillovers. The true regional
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Figure 1.3: The links between regions implied by the best weight matrix

Notes: (direct distance with cut-o� distance at 50 km), plotted for the 337 NUTS-3 regions

used in the estimation, missing values are blank

spillovers are represented by the indirect e�ects and are quite di�erent. Since

the spatial spillover e�ect is signi�cant for all three variables, it implies the

necessity of accounting for spatial e�ects. Furthermore, ρ, which describes

the strength of the spatial dependence of the dependent variable, is large and

signi�cant. If we would neglect the spatial dependence structure, which is

clearly present, we would get biased estimates.

For physical capital all three impact measures are positive and signi�cant.

The spatial spillover e�ect is more than twice the magnitude of the direct

e�ect. This is a result often found in the literature (LeSage and Pace,

2009; Parent and LeSage, 2010) and it comes from the fact that the indirect

e�ect is the result of the accumulation of the indirect e�ects of several

neighboring regions. LeSage and Pace (2009) show that the indirect e�ects

from individual neighbors are smaller than the direct e�ect, but that the

accumulation of these individual indirect e�ects ends up in a larger impact

than the direct e�ect. LeSage and Fischer (2008) �nd a small negative
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Table 1.3: Estimation output OLS and of the �nal Bayesian spatial Durbin
model

Dependent variable: economic output, y
Coe�cients E�ects

Variable OLS SDM Direct Indirect Total
constant -3.32*** -2.42***
physical capital k(β1) 0.18*** 0.10*** 0.12*** 0.27*** 0.39***
human capital h(β2) 0.27*** 0.35*** 0.31*** -0.49*** -0.18***
entrepreneurship 0.23*** 0.09*** 0.10*** 0.21** 0.31***
capital e(β3)
Wk(γ1) 0.07***
Wh(γ2) -0.43***
We(γ3) 0.05
ρ 0.56***

Notes: *** Statistically signi�cant at a one percent level, ** Statistically signi�cant at a
�ve percent level, W = direct distance, cutt-o� distance 50 km, power distance function

indirect e�ect of physical capital but do not give further explanations for

their result. As all variables are in logs, the total e�ect of 0.39 implies

that a 10 percent increase in all regions physical capital stock will increase

output by 3.9 percent. If we would not consider the e�ect of the neighboring

regions in our estimation, we would largely underestimate the marginal ef-

fect of physical capital. The marginal e�ect of the OLS estimation is only 0.18.

The largest direct e�ect is found for human capital. A ten percent increase

in human capital of region i will increase economic output of region i by three

percent. LeSage and Fischer (2008) and Fischer et al. (2009) �nd a smaller

direct e�ect of human capital for European regions, with the magnitude of

0.12, in their analysis of regional labor productivity and regional growth,

respectively.

To the contrary, the indirect marginal e�ect of human capital is negative.

That means that a ten percent increase in human capital of the regions,

which according to the weight matrix have an in�uence on region i, will
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reduce economic output of region i by almost �ve percent. Compared to the

LeSage and Fischer (2008) and Fischer et al. (2009) studies this e�ect is quite

large. The authors �nd an indirect e�ect of -0.11 and -0.20, respectively.

The di�erence in the amplitude of the indirect e�ect is probably due to the

use of NUTS-2 regions in their studies and NUTS-3 regions in ours. This

implies that the indirect e�ect of human capital is more pronounced if smaller

regions are analyzed. Furthermore, it is possible that human capital spillovers

between regions are larger in a national context than in an international

one. The literature mentions two explanations for a negative spillover e�ect

of human capital. According to Fischer et al. (2009) the relative regional

advantages in human capital matter the most for labor productivity. This

means that an increase in neighboring human capital will result in a worse

relative position of the region under consideration. Olejnik (2008) states

that migration of educated workers between neighboring regions is the main

reason for a change in the level of human capital. This implies that an

increase in the level of human capital in neighboring regions comes from a

decrease in the level of human capital in the region under consideration and

has therefore a negative impact on economic performance of that region.

Of course, working conditions are a crucial factor for migration decisions.

Better conditions attract educated workers from neighboring regions and

will consequently result in an output reduction of those regions (Nistor,

2009). Due to this large negative indirect e�ect, the total e�ect for human

capital is negative as well. This result is not in line with the studies of

LeSage and Fischer (2008) and Fischer et al. (2009), who �nd insigni�cant

total e�ects of human capital. Again, if we neglect the spatial spillover

e�ects we get misleading results. The marginal e�ect of human capital in

the OLS estimation is 0.27. Our results suggest that regions should have a

large interest in improving working conditions as there is high competition

over human capital. This conclusion would not be drawn from the OLS results.

The coe�cient of the direct marginal e�ect of entrepreneurship capital

(0.10) points to the presence of knowledge spillovers via entrepreneurship

as well as improved competitiveness through entrepreneurship capital. We
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argued in the introduction that these two factors make entrepreneurship cap-

ital an important factor in promoting economic development. A ten percent

increase in entrepreneurship capital will result in an increase in output by

one percent. This is in line with the Audretsch and Keilbach (2004) results.

They �nd a coe�cient of entrepreneurship capital in a neoclassical production

function model of 0.12, but they do not account for spatial dependence in

their analysis of West German regions. To our knowledge, the only study,

that uses entrepreneurship in a spatial Durbin model is the one by Sutter

(2010). He �nds a direct e�ect of entrepreneurship on factor productivity of

0.5 for US states.

We note in the introduction that there is theoretical evidence for a spatial

dimension of entrepreneurship capital. Our �nal estimation delivers empirical

evidence for this spatial dimension as the indirect e�ect of entrepreneurship

capital is signi�cant. Compared to the direct e�ect, the spatial spillover e�ect

(0.21) is quite large, but it is smaller than the indirect e�ect of entrepreneur-

ship (0.66) found by Sutter (2010) for the US. We conclude, on the one hand,

that the accessibility of entrepreneurship capital leads the decision on where

to locate. As we argued earlier, accessibility is not limited to the region of

location but it also includes neighboring regions. This should be especially

true for the NUTS-3 level, where the average extension is only 30 km. In this

sense, knowledge spills over not just from �rms or universities to the start-up

but also between regions. On the other hand, this result is again evidence for

competitiveness improving e�ects of entrepreneurship capital. Competitors

not only locate in the same region as the new start-up but also in neighboring

regions. The greater the entrepreneurship capital in neighboring regions,

the stronger the competitors in those regions are, and the greater are the

competitiveness improving e�ects. The more competitive a start-up is, the

larger the increase in economic output in the region of location.

To answer our initial question we can say that regions with entrepreneurial

neighbors perform better. However, this result largely depends on the weight

matrix. In Figure 1.6 it is shown that only 15 out of 56 spatial spillover e�ects

of entrepreneurship capital are signi�cant. We argue above that the competi-

tiveness improving e�ects of entrepreneurship capital are an entry barrier for
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�rms in regions with no access to this entrepreneurship capital. This negative

e�ect o�sets the positive e�ects mentioned above and therefore, in most esti-

mations the spatial spillover e�ect of entrepreneurship capital is not signi�cant.

1.6 Conclusion

In our analysis of regional economic performance of German regions, we esti-

mate a neoclassical production function with physical capital, human capital,

and entrepreneurship capital as explanatory variables. We are especially in-

terested in the role of �rm start-ups as link between knowledge creation and

knowledge commercialization and in the competitiveness improving e�ect of

entrepreneurship. We use the spatial Durbin model in our estimation because

it allows us to take into account the spatial dependence structure of the data.

We put special emphasis on the creation and comparison of diverse weight ma-

trices. A weight matrix determines to what extent region i a�ects region j and

vice versa. The weight matrix, which was created based on the direct distance

using a cut-o� distance of 50 km and the power distance decay function, is

found to be the matrix that best mirrors the true spatial dependence struc-

ture. We �nd this result by comparing posterior model probabilities, which we

calculate using a Bayesian Markov Chain Monte Carlo estimation.

We �nd positive direct and spatial spillover e�ects of entrepreneurship capital.

Given our best spatial weight matrix, spatial spillovers extend over a range of

50 km from the focus region. We conclude that the pure creation of knowledge

is a necessary condition for higher economic output but in order to commercial-

ize this knowledge entrepreneurship capital is needed. Furthermore, knowledge

spills over from the knowledge source to the start-up not only within a region

but also across NUTS-3 borders. This is the case as the accessibility of en-

trepreneurship capital is decisive. In addition, the competitiveness improving

e�ects are not limited to a certain region but are also spread across NUTS-

3 borders. Therefore, entrepreneurship capital of neighboring regions and in

a narrower sense entrepreneurial neighbors matter for economic performance
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of a certain region. However, the signi�cance of the spatial spillover e�ects

largely depend on the choice of the weight matrix. We see this as evidence

that positive and negative spatial spillover e�ects of entrepreneurship capital

cancel out.

This analysis provides evidence for the importance of entrepreneurship capital

for economic performance. Regarding the econometric setting we have shown

the necessity of the use of a spatial econometric model and of a careful choice

of the weight matrix.
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1.A Appendix

1.A.1 Figures

Figure 1.4: Coe�cient comparison for di�erent weight matrices: physical cap-
ital
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Marginal Effects of Physical Capital

Direct Effect Indirect Effect Total Effect

Notes: Coe�cients are only plotted if signi�cant, nn = nearest neighbor, dpd = direct power

distance, edd = exponential direct distance, rpd = road power distance, red = road expo-

nential distance, dupd = duration power distance, dued = duration exponential distance,

techdis = technological distance
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Figure 1.5: Coe�cient comparison for di�erent weight matrices: human capital
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Marginal Effects of Human Capital

Direct Effect Indirect Effect Total Effect

Notes: Coe�cients are only plotted if signi�cant, nn = nearest neighbor, dpd = direct power

distance, edd = exponential direct distance, rpd = road power distance, red = road expo-

nential distance, dupd = duration power distance, dued = duration exponential distance,

techdis = technological distance

Figure 1.6: Coe�cient comparison for di�erent weight matrices: entrepreneur-
ship capital
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Marginal Effects of Entrepreneurship Capital

Direct Effect Indirect Effect Total Effect

Notes: Coe�cients are only plotted if signi�cant, nn = nearest neighbor, dpd = direct power

distance, edd = exponential direct distance, rpd = road power distance, red = road expo-

nential distance, dupd = duration power distance, dued = duration exponential distance,

techdis = technological distance
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1.A.2 Tables

Table 1.4: Data description

Variable Description Year Source

Output Gross value added at basic
prices

2008 Eurostat

Physical capital Investment in manufacturing
and mining, Perpetual inven-
tory method, δ = 5%

1995-
2008

German Statistical
O�ce (Destatis)

Human capital Share of employees with techni-
cal college or university degree
in working age population

2008 German Statistical
O�ce (Destatis)

Entrepreneurship
capital

Start-up rates in the fol-
lowing areas: Cutting-edge
technology manufacturing,
High-technology manufac-
turing, Technology-intense
services, Skill-intense services

1997-
2004

Mannheim En-
terprise Panel
(MUP) (ZEW -
Center for Euro-
pean Economic
Research)
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Chapter 2

Self-Employment and Economic

Performance - A Geographically

Weighted Regression Approach

for European Regions

2.1 Introduction

The literature on entrepreneurship and its e�ect on economic development

is quite scarce for a European regional setting. The main reason is that the

only data available at the regional scale is the self-employment rate. Acs

and Szerb (2009) argue that the conventional measure of entrepreneurship,

i.e. the self-employment rate, is not appropriate. Sanandaji (2010) mentions

that self-employment also includes "construction workers, shop owners, taxi

and truck drivers, gardeners, plumbers, fast food vendors, hair-dressers"

(Sanandaji, 2010, p.1) and so on. Those entrepreneurs are generally not

seen as entrepreneurs in the Schumpeterian sense (Schumpeter, 1934), where

entrepreneurs are the source of innovative activity. However, the theoretical

expected positive e�ect of entrepreneurship on economic development comes

from the innovative nature of entrepreneurship (Audretsch and Keilbach,

2004). Unfortunately, using the self-employment rate means that one is

unable to distinguish between necessity and opportunity entrepreneurship.

Following Acs and Varga (2005), opportunity entrepreneurs start their own

business because they pursue an opportunity, while necessity entrepreneurs
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start their own business because it is the best, but not the preferred, option

available.

In the literature it is argued that the level of the self-employment rate could

be used to measure regional entrepreneurship culture (Fritsch and Wyrwich,

2012). Entrepreneurship culture is also known as entrepreneurship capital

and was introduced by Audretsch and Keilbach (2004). The authors state

that entrepreneurship capital are all factors conductive to the creation of new

business. In detail the authors mean by entrepreneurship capital "aspects such

as a high endowment with individuals willing to take the risk of starting up a

new business. It also implies the existence of a regional milieu that encourages

start-up activities such as an innovative milieu, the existence of formal and

informal networks, but also the general social acceptance of entrepreneurial

activity and the activity of bankers and venture capital agents willing to

share risks and bene�ts involved" (Audretsch and Keilbach, 2004, p. 951).

Sorenson and Audia (2000) explain that observing successful entrepreneurs

with a similar background may increase an individuals self-con�dence and the

likelihood to start their own business. Additionally, Fornahl (2003) develops

how positive entrepreneurial examples lead to the development of an agent to

become an entrepreneur. Thornton et al. (2011) claim that institutional orders

may support or discourage entrepreneurial behavior. Moreover, Beugelsdijk

(2007) develops that the future entrepreneurs willingness to take risk will

result in increased economic dynamism, innovativeness, and thus economic

growth.

Entrepreneurship culture, de�ned in this way, should encourage opportunity

entrepreneurship and thereby exert a positive e�ect on economic development.

This latent variable should clearly manifest itself in a high self-employment

rate.

However, a high self-employment rate could also mirror a lack in wage-

employment opportunities (Thurik et al., 2008). This in turn implies that

a large part of the self-employed people are necessity entrepreneurs. When

there are limited employment possibilities, the opportunity costs of starting
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a new business decrease. Thurik et al. (2008) state that if opportunity costs

decrease, people will start their own business even if they not possess the

entrepreneurial talent, the knowledge, and innovative ideas necessary to

start and sustain a new �rm. Faggio and Silva (2012) �nd that there is no

correlation between self-employment, business creation, and innovation in

rural areas of Great Britain, and that this is related to a lack of employment

opportunities. These �ndings suggest that the e�ect of self-employment

on economic development could as well be insigni�cant. Empirically, even

negative e�ects of self-employment on economic development are found

(Blanch�ower, 2000; van Stel et al., 2005). van Stel and Storey (2004)

argue that a negative e�ect may appear when subsidized new entrants force

established entrepreneurs out of the market and then, after expiration of the

subsidization, leave themselves the market because they no longer have a

competitive advantage. van Stel et al. (2005) explain that the negative e�ect

may arise from the low human capital of opportunity entrepreneurs, as these

entrepreneurs would be more productive as employees in large �rms.

In sum, if the self-employment rate mirrors a positive entrepreneurial envi-

ronment, which attracts innovative opportunity entrepreneurs, the e�ect on

economic development should be positive. If a region is characterized by a

lack in wage employment opportunities, the self-employment rate should be

dominated by necessity entrepreneurs, and therefore no or a negative e�ect

on economic development should be expected.

In our study we are interested to what extent spatial heterogeneity in

the e�ect of the self-employment rate on economic development is prevalent

at the European NUTS-2 (Nomenclature of Territorial Units for Statistics)

level. Given the large variation in the self-employment rate across European

regions (Figure 2.1) spatial heterogeneity is likely to occur. If the e�ect of

self-employment on economic output in European NUTS-2 regions depends

on the location, the underlying process is called to be spatially non-stationary.

To deal with spatial non-stationarity, Fotheringham et al. (2002) develop the

geographically weighted regression (GWR) approach. With this method, a

separate regression is estimated for each region. The sample of each regression
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Figure 2.1: Self-employment per working age population, 2004

Note: missing values are blank

contains the location of interest and neighboring regions, which are weighted

according to their distance from the region of interest (Brunsdon et al., 1996).

In this way a separate set of coe�cients for each region is obtained and these

can be used to visualize the regional varying e�ect of self-employment on

economic development.

In an attempt to �nd out more about the source of spatial non-stationarity

of the e�ect of self-employment, we subsequently make use of the concept of

equilibrium rate of entrepreneurship. In detail, the concept of equilibrium

rate of entrepreneurship is applied to estimate a level of the self-employment

rate from which point relatively more entrepreneurs are self-employed out

of necessity than out of opportunity. Using this concept, we try to �nd

out whether heterogeneity in the e�ect of self-employment on economic

development is indeed due to di�erent relative sizes of necessity and oppor-

tunity entrepreneurship in the self-employment rate. The equilibrium rate of

entrepreneurship depends on the level of economic development. According
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to this concept, each level of economic development implies a certain lack of

wage employment opportunities that will determine the equilibrium rate of

entrepreneurship. Thus, if the self-employment rate is above the equilibrium

rate there is apparently a bigger lack of wage-employment opportunities than

what the level of economic development suggests. This concept of equilibrium

rate of entrepreneurship is used, as it is, to our knowledge, the only attempt in

the literature to estimate a level of the self-employment rate from which point

the rate can be interpreted as being dominated by necessity entrepreneurs.

The concept is explained in more detail in section 2.4. We expect regions

having a self-employment rate above the equilibrium rate to exert no or a

negative e�ect on economic development. Furthermore, we expect regions

having a self-employment rate below the equilibrium rate to exert a positive

e�ect on economic development, as such a rate should not be dominated

by necessity entrepreneurs. Compared to rates above the equilibrium rate,

rates below should mirror relatively more entrepreneurial talent and more

innovative ideas. For those regions the self-employment rate could be used to

measure entrepreneurship culture.

To the best of our knowledge, we are the �rst applying GWR to visualize

the heterogeneous e�ects of self-employment on economic development on a

regional level. Furthermore, this paper is the �rst one that tries to shed light

on the question as to why there is spatial heterogeneity by estimating a level

of the self-employment rate from which point the rate can be interpreted as

being dominated by necessity entrepreneurship.

Applying GWR, we �nd a signi�cant positive e�ect of self-employment on

economic development for parts of Austria, Germany, and Italy, as well as for

Estonia, Finland, Latvia and the Netherlands. Signi�cant negative e�ects are

found for parts of France, Portugal, and Spain. The GWR results show that

in regions where the e�ect is signi�cantly positive, the self-employment rate

is, on average, smaller than in regions where the e�ect is signi�cant negative.

Using the concept of equilibrium rate of entrepreneurship, we �nd that in

regions where the self-employment rate is below the equilibrium rate it has a
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positive e�ect on economic development. In regions where the self-employment

rate is above the equilibrium rate, the e�ect of self-employment on economic

development is negative. We see this as evidence, that self-employment rates

above the equilibrium rate can indeed be interpreted as being dominated by

entrepreneurs out of necessity.

The paper is organized as follows: section 2.2 explains in more detail neces-

sity and opportunity entrepreneurship. In section 2.3 we describe the model,

and the data. Moreover, this section explains the geographically weighted

regression theoretically and provides �rst empirical results. Section 2.4 intro-

duces the concept of equilibrium rate of entrepreneurship and presents the �nal

empirical results. Section 2.5 concludes.

2.2 Necessity and Opportunity

Entrepreneurship

According to the Eurostat's concept of self-employment, "self-employed

persons are de�ned as persons who are the sole owners, or joint owners, of the

unincorporated enterprises in which they work" (European Commission and

Eurostat, 1999, p. 38). Thus, the self-employment rate does not allow us to

distinguish between necessity and opportunity entrepreneurship. Following

the empirical �ndings by Acs and Varga (2005), necessity entrepreneurship

does not result in technological change, while opportunity entrepreneurship

does.

Unemployment is often found to result in necessity entrepreneurship. Dejardin

and Carree (2011), for example, �nd that people who decide to start their own

business out of unemployment choose industries like shoe stores, �ower shops

and fast food, which have relatively low entry barriers. Furthermore, Pfei�er

and Reize (2000) �nd that start-ups out of unemployment have lower survival

probability. This is supported by van Stel and Storey (2004), who �nd that in

some areas of Great Britain, which are lacking in enterprises and where policies

tried to increase �rm formation, the e�ect on employment is negative. Thus,
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necessity entrepreneurs cannot be considered as a source of innovative activity.1

However, the theoretical expected positive e�ect of entrepreneurship on

economic development comes from the innovative nature of entrepreneurship

(Audretsch and Keilbach, 2004): New businesses increase competition and

force established �rms to be more e�cient, innovative and thus more com-

petitive. Moreover, new �rms produce variations of existing products and

lead thereby to a greater diversity. Product diversity may be stimulating

for economic development as it favors follow up innovations. Finally, new

�rms constitute an important link between knowledge creation and knowledge

commercialization. It is not just the creation of knowledge that generates

economic output, but rather when knowledge is commercialized. According

to the Knowledge Spillover Theory of Entrepreneurship (Acs et al., 2009),

a new �rm is a vehicle through which knowledge spills over from the source

of knowledge production, i.e. an incumbent �rm or university, into the

economy where it becomes economically relevant knowledge and generates

economic output (Braunerhjelm et al., 2010). In a nutshell, Holcombe (2006)

states "[Economic] progress occurs because of innovations introduced into

the economy, and innovations are the result of entrepreneurship" (Holcombe,

2006, p. 28).

As measures like the self-employment rate cannot distinguish between

necessity and opportunity entrepreneurs, it is not surprising that most studies

analyzing the e�ect of entrepreneurship on economic development �nd results

that are quite heterogeneous across regions. Some studies �nd a positive

relationship between �rm birth and local economic performance, like Acs

and Armington (2004) for the US, or Fölster (2000) for Swedish counties.

Blanch�ower (2000) �nds a negative e�ect in OECD countries. Meanwhile,

others �nd a conditional e�ect: van Stel et al. (2005) detect in their analysis

of 36 countries that the e�ect of entrepreneurial activity on economic growth

1This conclusion is not supported by Caliendo and Kritikos (2010), who �nd that unem-
ployed persons do not only create their own business out of necessity but because they
see an opportunity.
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depends on the level of economic development. The e�ect is positive in

highly developed economies and negative in developing countries. The same

is found by Acs et al. (1994). Moreover, Fritsch and Schroeter (2011) �nd

that the e�ect of new business formation on economic performance in West

Germany depends on factors like population density, the amount of innovative

activity, or the share of medium-skilled workers. Likewise, Berkowitz and

DeJong (2005) �nd for post-Soviet Russia a positive e�ect of entrepreneurial

activity on economic growth, depending on initial conditions and policy

reforms. Finally, Li et al. (2011) �nd that there are di�erent relationships

between business formation and economic development across metropolitan

and non-metropolitan counties in the US.

2.3 Geographically Weighted Regression

2.3.1 Description of the Model when Assuming

Homogeneous E�ects Across Space

We follow Audretsch and Keilbach (2004) and consider a neoclassical produc-

tion function, which not only includes the standard variables physical capital

(K), human capital (H), and labor (L) as explanatory variables but also self-

employment (E):

Y = F (K,H,E, L). (2.1)

The variables are divided by labor (L) so we work with productivity expres-

sions, y, k, h, e. We use the Cobb-Douglas speci�cation of the production

function for our analysis of the e�ect of self-employment on economic devel-

opment:

yit = ai k
αk
it h

αh
it e

αe
it , (2.2)
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where i = 1, ..., n denotes regions, t = 1, ..., T denotes time, and a represents

the state of the technology. Taking logs, the equation we are going to estimate

in a �rst step, without assuming heterogeneous e�ects across space, is:

ln yit = ln ai + αk ln kit−1 + αh lnhit−1 + αe ln eit−1 + εi. (2.3)

The dependent variable economic output, y, is measured by gross value added

at basic prices; physical capital, k, is calculated with the perpetual inventory

method using data on gross �xed capital formation.2 Human capital, h, is

measured by patent applications. Another measure of human capital, namely

the share of employees with technical college or university degree, turns out to

be insigni�cant. Self-employment, e, is included as de�ned by the European

Commission and Eurostat (1999). All variables are divided by economically

active population. Moreover, population density is included in the estimation

of equation 2.3 as a control variable. All variables are available on a yearly

basis. An overview on the variables and sources can be found in Table 2.2.

We estimate an unbalanced panel for 178 regions from 18 European countries

for the period 1999-2005. We use the �xed e�ects estimator to account for

region speci�c e�ects. Time dummies are included to capture e�ects that hit

all regions at the same time. To account for possible endogeneity problems

the explanatory variables are lagged by one period. Given the relative short

time span of 7 periods no longer time lags are considered. The regions used

in the estimation are plotted in Figure 2.1.

2.3.2 First Empirical Results when Assuming

Homogeneous E�ects

The results of the �xed e�ects panel estimation can be found in Table 2.1,

column two, 'Baseline'. Accordingly the self-employment rate has no e�ect

2The capital stock Kt is the sum of gross �xed capital formation in t and the depreciated
capital stock from period t− 1 (Kt = It + (1− δ)Kt−1). The initial capital stock for the

year 1995 is calculated as: K0 = 1
T−1

∑T
t=1

Kt

Yt
Y0. We assume a depreciation rate, δ, of

ten percent.
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on economic output.3 Thus, for the European case one could argue that self-

employment does not well represent entrepreneurship culture, as the expected

positive e�ect is found to be insigni�cant. But one should be cautious because

it may be the case that this coe�cient only represent an average of local

coe�cients. In the presence of spatial non-stationarity the global coe�cient

provided by our panel estimation may be misleading locally.

2.3.3 Description of the Model when Assuming

Heterogeneous E�ects Across Space

To analyze whether our model is spatially non-stationary, geographically

weighted regression is applied. Fotheringham et al. (2002) argue that social

processes are often non-stationary over space. In this case global values could

be misleading locally as they are simply spatial averages. The main reason

for spatial non-stationarity mentioned by the authors are intrinsically di�erent

relationships across space due to spatial variations in attitudes, preferences,

administrative, political, or contextual issues. This holds as well in our applica-

tion when it comes to economic development (Partridge et al., 2008; Tabellini,

2010). Thus, if the e�ect of self-employment on economic development varies

spatially, assuming a global model will deliver misleading results. GWR is a

technique that allows local variations in the coe�cients. This means that the

estimated coe�cients are speci�c to a region i. GWR is mainly used for the

cross-section. This means that GWR results provide estimates for a speci�c

region at a given moment in time. Geographically weighted panel regressions

(GWPR) are in a very early stage of development (Yu, 2011). That is why

we have to switch to the cross section to �nd out more about spatial non-

stationarity of the model. In the estimation, we use data for 2005 as it is the

largest most recent cross-section available. GWR estimation results for other

years than 2005 are similar and will be provided upon request. GWR applied

3As all variables are in log form the coe�cient of 0.13 for physical capital implies that a
ten percent increase in the variable will increase economic output by about one percent.
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to our model in a cross section takes the following form:

yi = αi0 + αikki + αihhi + αieei + εi, (2.4)

where αie is, for example, the coe�cient of the self-employment rate in region

i. With these coe�cients we can create a map visualizing the locally varying

e�ect of self-employment on economic development.

When using this concept it is assumed that parameters exhibit a certain

degree of spatial consistency. That means that the parameter of nearby

regions should be similar. This assumption is used in the estimation where

di�erent emphases is placed on di�erent observations. In the estimation of

the parameters in region i, only a subset of the full sample, those in regional

proximity to region i, is used. For the next region j, which is a neighbor

to region i, a similar but not identical subset of the sample is used, and so

on. This approach is in contrast to the global model where the estimation is

conducted using the full sample.

Two questions arise at this stage of the analysis. First, is it reasonable

to assume, for our setting, that parameters of nearby regions should be

similar, even across country borders? And second, is the spatial heterogeneity

problem solved when accounting for �xed e�ects in the panel regression?

Regarding the �rst question: The assumption of spatial heterogeneity implies

that one intrinsically believes that space and locality matter for the economic

development process. Every region has its own cultural history, its own

attitudes, or even unique political conditions. This is true within and across

borders. Even if every region is unique, there are also commonalities of

regions that are physically close to one another. Commonalities are, for

example, being member of the same country, speaking the same language,

having the same physical locality and the same relevant market. Physical

locality means that it makes a di�erence whether a region is situated in the

center of Europe, with well developed infrastructure and low transportation

costs, or whether a region is on the periphery (Puga, 2002). It makes a

di�erence whether a region is surrounded by other regions being in the same
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trade agreement like the European Union, or whether a region is close to the

border of the European Union and, thus, partly surrounded by non-member

regions. Furthermore, a �rm's relevant market with the relevant demand,

the relevant labor supply, and relevant knowledge is determined by space in

general and not by country or NUTS region. Even if the literature survey by

Niebuhr and Stiller (2004) shows that there is a border e�ect for European

countries, which means that �rms tend to sell mainly to their local market,

this border e�ect decreases. The empirical results found by Breinlich (2006)

prove that the trade reducing e�ect of borders and language within European

regions decreases with time. Moreover, Puga (2002) �nds that the European

labor market has a strong geographical component, even after controlling

for national and regional characteristics. In addition, Bottazzi and Peri

(2003) �nd knowledge spillovers in Europe even after controlling for country

and border e�ects. Finally, Rodríguez-Pose and Crescenzi (2008) �nd that

knowledge spillovers in European regions are a�ected by distance decay

e�ects. That implies that regions close to one another may have the same

pool of knowledge and, therefore, a similar economic development process.

However, as distance increases, the knowledge pool is no longer the same

because knowledge spillovers are regionally bounded. As space matters, it is

reasonable to assume that regions that are geographically in close distance

should have similar coe�cients.

Regarding the second question: the reasoning above implies that if we �nd

spatial non-stationarity in the cross-section it should also be present in

the panel regression, even if we account for region speci�c �xed e�ects. In

GWR we assume that the underlying process is, to a large extent, area

dependent, where, by area, we mean something larger than a region. And

this cannot be captured by the �xed e�ects. So if we �nd non-stationarity

in the cross-section it should also be present in the panel. In case we �nd

non-stationarity in the cross-section, the results presented in Table 2.1,

column two, 'Baseline' are misleading. We then try to shed light on the non-

stationarity problem using the concept of equilibrium rate of entrepreneurship.
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2.3.4 GWR Estimation

Two problems arise with GWR. First, if the subset of the full sample is too

small, standard errors will be high. Second, if the subsample is too large,

coe�cients will be biased because they drift across space. This problem is

similar to the one we have with the global model. If the process is spatially non-

stationary, a regression with a large subsample will result in estimates that are

spatial averages. To overcome these problems a weighted calibration is used.

Observations in close spatial proximity to region i have a larger in�uence in the

estimation of the parameters for region i than those further away. That is why

those observations have a larger weight in the sample than observations from

regions further away. This weighted calibration will allow a su�ciently large

subsample to overcome the problem of large standard errors, and it reduces

the drift bias because more in�uence is attributed to the observations closer to

i. This implies that the weighting of an observation is not constant but varies

with i. Region j has a large weight in the estimation of region i if they are close

to each other, and the weight of region j in the estimation of region l might

be small if the regions are separated by a larger distance. The coe�cients for

a speci�c region i are estimated like this:

α̂i =
(
XTWiX

)−1
XTWiy, (2.5)

where Wi is the spatial weighting matrix of region i = 1, ..., n:

Wi =


wi1 0 · · · 0

0 wi2 · · · 0
...

... · · · ...

0 0 · · · win

 . (2.6)

The diagonal elements of the individual weight matrix, win, determine the

strength of the interaction between regions i and n.4 Every single region i has

4GWR is in contrast to simple ordinary least squares, α̂ =
(
XTX

)−1
XT y, where the

diagonal elements ofWi in equation 2.5 are equal to one. Furthermore, this is in contrast

to weighted least squares, α̂ =
(
XT Ω−1X

)−1
XT Ω−1y, with Ω the variance-covariance

matrix of the error term:
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a di�erent weight matrix. In the next section it is explained how the individual

elements of the weight matrix, win, are determined.

2.3.4.1 Spatial Weighting Function

The question at this point is how the observations should be weighted. For

this analysis the weighting functions that are most often used in the litera-

ture, namely the Gaussian and the bi-square kernel (Shearmur et al., 2007;

Breitenecker and Harms, 2010; Müller, 2012) are applied. Using the Gaussian

kernel the weighting of data will decrease according to a Gaussian curve as the

distance between i and j, dij, increases. Up to bandwidth b the observations

have a weight of at least 0.5.

wij = e
− 1

2

(
dij
b

)
2

(2.7)

The bi-square kernel is a continuous, near-Gaussian weighting function up to

bandwidth b, beyond b the weights are set to zero.

wij =

(
1−

(
d2ij
b2

))
2, if dij < b, else wij = 0 (2.8)

Fotheringham (2009) states that the GWR results are relatively insensitive

to the choice of the weighting function, but they are not insensitive to the

choice of the bandwidth, b. As the density of regions in our dataset varies we

cannot use just one bandwidth. A �xed bandwidth of for example 800 km is

too small for the estimation of coe�cients in Finland, because there are few

regions and, accordingly, few data points in close proximity. The most northern

Finish region Manner-Suomi would have only 3 neighbors, and the regions

Southern and Eastern Ireland only six. Such a small sample would result in

Ω−1 =


ω−1
1

0 · · · 0
0 ω−1

2
· · · 0

...
... · · ·

...
0 0 · · · ω−1

n

 . In weighted least squares the weighting matrix does

not vary with i. Moreover, the idea behind weighted least squares is to give less weight
to observations with a high error variance, and not, as in GWR, to observations which
are in larger distance.
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large standard errors. Similarly, this bandwidth is too large for places like

Austria, where the density of regions is much higher. The region Tirol would

have 129 neighboring regions within a distance of 800 km. Such a large sample

could result in serious drift bias. That is why, for our dataset an adaptive

kernel is most appropriate. Adaptive kernel means that a �xed proportion

of all observation is included in the estimation, for example 20 percent of all

regions. Such a kernel is smaller in regions where the density of observations

is high (like in Austrian regions) and larger in regions where the density is

low (like in Finish regions). While the advantage of an adaptive kernel over

a �xed kernel is obvious for regions with a high density of observations, the

coe�cients of regions with a low density of observations are likely to be drift

biased, as they are also in�uenced by observations of regions which are in large

distance.

2.3.4.2 Cross-Validation

The cross-validation (CV) method is used to �nd the optimal bandwidth. In

the adaptive case the optimal bandwidth is not a certain number of kilometers,

but a proportion of observations between 0 and 1.5 CV will allow to create

the optimal weighting scheme for our estimation of equation 2.4:

CV =
n∑
i=1

[yi − ŷ 6=i(b)] 2, (2.9)

where ŷ 6=i(b) is the �tted value of yi, and was estimated without the observation

i. In cross-validation the data is split into two segments. One is used to train

the model and the other is used to validate the model. We are interested in

the optimal weighting scheme, that means what proportion of the neighboring

regions should be used. We start for example with a proportion of 0.3 of

the nearest neighbors of region i. These observations without i are used to

estimate equation 2.4. The coe�cients of the so trained model are validated

using observation i. ŷ 6=i(b) is the result of the validation and is compared to

the actual value yi. This is done for all regions i = 1, ..., n. The sum of the

5Estimations are conducted in R 2.13.1 with the package spgwr (Bivand and Yu, 2011).
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deviations is the CV-score for a bandwidth of 0.3. The procedure is repeated

for all bandwidths between 0 and 1. The bandwidth with the lowest CV-score

is used in the respective Gauss or bi-square weighting scheme.

For our estimation a proportion of 0.23 should be used with the bi-square

kernel weighting function and a proportion of 0.04 should be used with the

Gauss weighting function. The large di�erence can be explained with the

construction of the weighting function. The bi-square weighting function only

uses the observations up to the proportion of 0.23, observations beyond this

bandwidth are set to zero. In the Gauss weighting function all observations

are included. The bandwidth of 0.04 de�nes the observations that have a

weight up to 50 percent in the estimation. Observations beyond this point

have smaller weights.

2.3.4.3 Tests on Spatial Heterogeneity

As noted, in the literature it is often found that the e�ect of entrepreneurial

activity on economic performance is heterogeneous across space. In a �rst step

we therefore test whether the parameters in the GWR model vary signi�cantly

over space. If that is the case GWR should be preferred over OLS because

it is able to explain the underlying relationship signi�cantly better. Leung

et al. (2000) propose a test on individual parameter stability over space. Test

results for parameter stability of self-employment can be found in Table 2.3.6

It appears that in all years the coe�cients of self-employment signi�cantly

vary over space. The results hold for the Gaussian and the bi-square kernel.7

As there is signi�cant variation of the parameters across space, GWR can be

applied in order to better understand the underlying mechanisms.

6Details on the test statistic can be found in Leung et al. (2000) on page 22.
7Test results for the other explanatory variables reveal that their coe�cients also vary across
space. However, in this paper we concentrate on solving the spatial non-stationarity
problem of the self-employment rate.
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2.3.4.4 Empirical Results of the GWR Estimation

The estimated GWR coe�cients of equation 2.4 for the two di�erent weighting

function (Gauss and bi-square) are plotted in Figure 2.2 and Figure 2.4, and

the corresponding t-values in Figure 2.3 and Figure 2.5. Our results con�rm

Fotheringham (2009), as it appears that the results do not depend much on

the choice of the weighting function. The maps show the large spatial hetero-

geneity of the e�ect of self-employment on economic performance in European

regions. Taking both weighting functions into account, a signi�cant positive

e�ect exists for parts of Austria, Germany, and Italy, as well as for Estonia,

Finland, Latvia, and the Netherlands. A signi�cant negative e�ect is found

for parts of France, Portugal, and Spain. In all the other regions there is no

signi�cant e�ect of self-employment on economic development. The GWR re-

sults show that the insigni�cant e�ect of self-employment on economic output

found in the �xed e�ects estimation may result from the fact that positive and

negative e�ects cancel out.

However, it is not assumed that the underlying process could best be repre-

sented using GWR, but GWR is seen as exploratory tool that points to a

misspeci�cation of the functional form. If we compare the signi�cant positive

and negative GWR coe�cients with the self-employment rates, we see that

while the average self-employment rate of the full sample is 14 percent, the

average self-employment rate of regions having a signi�cant positive GWR

coe�cient is 12.5 percent, and the average self-employment rate of regions

having a signi�cant negative GWR coe�cient is 15.9 percent. This gives an

initial insight that a comparably high self-employment rate may be dominated

by necessity entrepreneurs. In the next step, we try to shed light on the

spatial non-stationarity problem of self-employment using the concept of equi-

librium rate of entrepreneurship. This concept is applied in an attempt to

estimate a level of the self-employment rate from which point relatively more

entrepreneurs are self-employed out of necessity than out of opportunity.

48



Chapter 2 Self-Employment and Economic Performance - A Geographically

Weighted Regression Approach for European Regions

Figure 2.2: Plot of GWR parameters of the self-employment rate, αie, adaptive
Gaussian weighting function

Note: Missing values are blank. Parameters of the self-employment rate vary between -0.27
and 0.56.

Figure 2.3: Plot of GWR t-values for the parameters of the self-employment
rate, αie, adaptive Gaussian weighting function

Note: Missing values are blank. The coe�cients smaller than zero presented in Figure 2.2
are signi�cant at a ten percent level in those regions, where the t-statistic is smaller than
-1.69. The coe�cients larger than zero presented in Figure 2.2 are signi�cant at a ten percent
level in those regions, where the t-statistic is larger than 1.69. The coe�cients presented in
Figure 2.2 are insigni�cant for t-values between -1.69 and +1.69.
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Figure 2.4: Plot of GWR parameters of the self-employment rate, αie, adaptive
bi-square weighting function

Note: Missing values are blank. Parameters of the self-employment rate vary between -0.27
and 0.67.

Figure 2.5: Plot of GWR t-values for the parameters of the self-employment
rate, αie, adaptive bi-square weighting function

Note: Missing values are blank. The coe�cients smaller than zero presented in Figure 2.4
are signi�cant at a ten percent level in those regions, where the t-statistic is smaller than
-1.69. The coe�cients larger than zero presented in Figure 2.4 are signi�cant at a ten percent
level in those regions, where the t-statistic is larger than 1.69. The coe�cients presented in
Figure 2.4 are insigni�cant for t-values between -1.69 and +1.69.
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2.4 The Equilibrium Rate of Entrepreneurship

Following Carree et al. (2002), the lack of wage-employment opportunities

depends on the stage of economic development, as every stage has di�erent

demand conditions. The authors argue that those di�erent demand conditions

result in di�erent rates of self-employment. In detail, Carree et al. (2002) and

Bosma et al. (2005) distinguish between three stages of economic development.

In the �rst stage per capita income is relatively low and, therefore, demand

for goods and services is low as well. As a consequence large �rms do not

exist because they could not bene�t from economies of scale and scope. A

high percentage of the population in economies at this stage of development

are self-employed, because many alternatives do not exist. At this stage

entrepreneurial activity is negatively related to economic development (Acs

et al., 2008). In the second stage per capita income is higher. This allows

�rms to bene�t from economies of scale and scope because now there is

increased demand. At this stage there are more opportunities to become

an employee. Furthermore, as employees earnings increase Lucas Jr. (1978)

states that this "raises the opportunity cost of managing relative to the

return" (Lucas Jr., 1978, p. 518). This is why at this stage of economic

development there are fewer self-employed individuals. Following Bosma

et al. (2005), at a third stage incomes are higher and allow for a realization

of individual preferences. That means that there is higher demand for variety

and, therefore, more space for entrepreneurial ideas (Verheul et al., 2002).

At this stage the rate of self-employment rises and, thus, entrepreneurial

activity is again positively related to economic development. These three

stages suggest a U-shaped equilibrium rate of entrepreneurship. However,

Carree et al. (2007) empirically �nd for 23 OECD countries that not only is

a U-shape consistent with the data but also an L-shape. An L-shape would

imply that there is no upswing but a stabilization of the equilibrium rate

as the economy develops (Wennekers et al., 2010). Moreover, Wennekers

et al. (2010) state that the upswing in the U-shaped relationship is due to an

increased number of opportunity entrepreneurs, because of a growing need for
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independence at higher levels of economic development.

This theory implies that if the self-employment rate is above the equilib-

rium rate there is apparently a stronger lack of wage-employment opportu-

nities than what the level of economic development suggests. Due to lower

opportunity costs more people decide to start their own business even if they

do not have the quali�cations and capabilities necessary to be a successful en-

trepreneur. We expect the e�ect of self-employment on economic development

to be insigni�cant or negative in regions having a self-employment rate above

the equilibrium level. The way we estimate the di�erent equilibrium rates is

in line with Carree et al. (2002).

2.4.1 The Model

Carree et al. (2002) suggest four di�erent speci�cations of the equilibrium rate

of entrepreneurship, E∗, two U-shaped and two L-shaped versions:

The quadratic U-shape:

E∗i,t = α + βYCAPit + γYCAPit
2, (2.10)

the log quadratic U-shape:

E∗i,t = α + βln (YCAPit + 1) + γ (ln (YCAPit + 1)) 2, (2.11)

the inverse L-shape:

E∗i,t = α− β YCAPit

YCAPit + 1
, (2.12)

and the log inverse L-shape:

E∗i,t = α− β ln (YCAPit + 1)

ln (YCAPit + 1) + 1
. (2.13)

Following the theoretical reasoning mentioned above, in every speci�cation

the equilibrium rate of entrepreneurship is a function of per capita income,
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Y CAP . The two U-shaped functional forms capture the above explained drop

and subsequent rise in entrepreneurship as per capita income increases. The

two L-shaped functional forms capture the stabilization of the equilibrium rate

of entrepreneurship as per capita income increases. To estimate the equilibrium

rate of entrepreneurship, the authors use the following equation, which explains

changes in entrepreneurship in the following way:8

∆2Eit = b1
(
E∗i,t−2 − Ei,t−2

)
+b2

(
Ui,t−2 − Ū

)
+b3

(
LIQi,t−2 − ¯LIQ

)
+εit. (2.14)

As this concept is applied in an attempt to shed light on the spatial non-

stationarity problem of self-employment, the coe�cients are estimated in a

panel regression and do not vary with i. Changes in entrepreneurship are ex-

plained by deviations of entrepreneurship, E, from the equilibrium rate, E∗.

If entrepreneurship lies below the equilibrium rate the rate of business owner-

ship is expected to rise. Moreover, if the unemployment rate, U , is above the

average unemployment rate over i and t, Ū , the rate of business ownership is

expected to rise.9 Finally, the deviation of the labor income share, LIQ, to the

average labor income share of the sample, ¯LIQ, is used as explanatory vari-

able. Labor income share is de�ned as the share of labor income in national

income and tries to capture the earnings di�erentials between expected pro�ts

of entrepreneurs and employees. If this share is relatively high, i.e. labor in-

come is a large part of national income, expected capital and entrepreneurship

income are low. In this case it is less likely that a person starts their own

business. An overview of the variables and sources can be found in Table 2.2.

If one of the equations 2.10 to 2.13 is substituted in equation 2.14 we get the

following equations:

8Carree et al. (2002) use a di�erent lag speci�cation than we do. In detail they use E∗
i,t−4,

Ei,t−4, Ui,t−6, and LIQi,t−6. They explain that mental preparation for starting a new
business needs up to six years. As our time series are not long enough, we cannot use
the same lag structure. Moreover, we are not fully convinced, that mental preparation
for starting a new business needs that much time.

9However, the OECD (2000) �nds that "only a very small proportion of unemployed people
�nd employment through self-employment" (OECD, 2000, p. 157).
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For the quadratic U-shape:

∆2Eit = a0 − b1Ei,t−2 + b2Ui,t−2 + b3LIQi,t−2 + a4YCAPit−2 (2.15)

+a5 (YCAPit−2)
2 + εit,

for the log quadratic U-shape:

∆2Eit = a0 − b1Ei,t−2 + b2Ui,t−2 + b3LIQi,t−2 (2.16)

+a4 ln (YCAPit−2 + 1)

+a5 (ln (YCAPit−2 + 1)) 2 + εit,

for the inverse L-shape:

∆2Eit = a0 − b1Ei,t−2 + b2Ui,t−2 + b3LIQi,t−2 (2.17)

+a4
YCAPit−2

YCAPit−2 + 1
+ εit,

and for the log inverse L-shape:

∆2Eit = a0 − b1Ei,t−2 + b2Ui,t−2 + b3LIQi,t−2 (2.18)

+a4
ln (YCAPit−2 + 1)

ln (YCAPit−2 + 1) + 1
+ εit.

We can use the estimated coe�cients, a0, b1, b2, b3, and a4, to calculate α, β,

and γ from equations 2.10, 2.11, 2.12, and 2.13:

α̂ =
a0 + b2Ū + b3 ¯LIQ

b1
, β̂ =

a4
b1
, and γ̂ =

a5
b1
.

These coe�cients are then used to calculate the equilibrium rate of en-

trepreneurship according to equations 2.10, 2.11, 2.12, and 2.13.
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2.4.2 The Estimated Equilibrium Rates of

Entrepreneurship

The estimated equilibrium rates of entrepreneurship are plotted in Figure

2.7. In the same �gure the actual self-employment rate in the year 2004 is

plotted. It can be seen that there are regions that are quite close to the

di�erent equilibrium rates and other regions that are apart. Furthermore,

it appears that the four rates are not very di�erent from one another. Our

estimated equilibrium rates are similar to the equilibrium rate estimated by

Carree et al. (2002). In the estimation we want to work with percentage

deviations from those equilibrium rates, as Carree et al. (2007) do. The

correlation coe�cients between the deviations from the equilibrium rates are

close to one. Apparently we are not in the presence of a model selection

problem, the percentage deviations of the di�erent equilibrium rates are

basically the same. Between a per capita income of 10,000 and 30,000,

the four lines are almost the same and the overall average equilibrium self-

employment rate is 12.1 percent. When calculating the percentage deviation

from this constant rate and comparing it to the percentage deviations from

the di�erent equilibrium rates, we, again, get a correlation coe�cient that

is close to one. Apparently, when working with European regions it is not

necessary to estimate a U- or L-shaped equilibrium rate. A constant rate of

about 12 percent will provide the same results. For most levels of per capita

income the estimated equilibrium rate by Carree et al. (2002) is also 12 percent.

There are two possible explanations for this result. First, one could argue

that the present data only mirrors the second stage of economic development,

namely the stage where economic development is that high that demand for

goods and services allows big enterprises to exist because they can pro�t from

economies of scale and scope. However, in our example gross value added

per capita varies between 1,260 and 54,680 Euro. This window is larger than

that used in the estimation of the �rst application of the equilibrium rate

of entrepreneurship by Carree et al. (2002) and should therefore capture the

downswing of the U- or L-shaped equilibrium rate.
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Thus, it may be the case that the theory of a U-, or L-shaped equilibrium rate

of entrepreneurship is not appropriate for a regional setting.

When we look at the regional level it is not the case that demand of one region

is necessarily met by supply of this same region. That means that demand is

met by supply that has its origin in di�erent regions from the same or other

countries.10 The concept of equilibrium rate of entrepreneurship states that a

low level of economic development implies low demand for goods and services

and therefore no opportunities for �rms to pro�t from economies of scale and

scope. Accordingly self-employment should be high for low levels of economic

development. But if a �rm decides to locate where wages are comparably low,

i.e. in regions with a low per capita income, and serve markets in other re-

gions where demand and per capita income is high, the theory would no longer

hold. Self-employment would be low in these regions because there are more

opportunities to be wage employed. This should especially be true within a

country but also between countries in the European Union. This may be the

reason why the U-, or L-shaped equilibrium rate is neither appropriate for our

setting nor, possibly, for other regional settings. However, it may still work for

countries where most demand is met nationally.

This reasoning may also explain a constant equilibrium rate of entrepreneur-

ship. If demand can be met by supply from di�erent regions, there is no longer

an adaption of the regional self-employment rate to changing regional demand.

2.4.3 Results Using the Equilibrium Rate of

Entrepreneurship

As explained, the U-, or L-shaped equilibrium rates of entrepreneurship are not

appropriate for our dataset. That is why we replace the spatial non-stationary

self-employment rate with the percentage deviations of self-employment from

the constant equilibrium rate. Following Carree et al. (2007) we include

positive and negative percentage deviations in absolute terms separately in the

�xed e�ects panel estimation of equation 2.2. Results can be found in Table

2.1 in the third column, 'Deviations from equilibrium rate'. Both positive

10As mentioned above, there is a positive but decreasing border e�ect for European regions.
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Table 2.1: Panel estimation

Dependent variable: economic output, y

Variable 'Baseline' 'Deviations from 'Sample 'Sample if

equilibrium rate' if rate if rate

>12%' <12%'

Physical capitalt−1 0.13*** 0.13*** 0.25*** 0.08***

(0.02) (0.02) (0.05) (0.03)

Human capitalt−1 0.01** 0.01** 0.00 0.07***

(0.006) (0.006) (0.005) (0.02)

Self-employmentt−1 0.04 -0.07** 0.08*

(0.03) (0.04) (0.05)

Positive percentage -0.01

deviation from (0.03)

equilibrium ratet−1
Negative percentage -0.05

deviation from (0.06)

equilibrium ratet−1
Density -1.10*** -1.11*** -1.16*** -0.67**

(0.18) (0.18) (0.18) (0.31)

R2 0.53 0.53 0.71 0.41

Observations 967 967 521 446

Number of groups 178 178 109 103

Notes: Fixed e�ects estimation of an unbalanced panel with time dummies; annual data

for the period 1999-2005; ***, **, * statistically signi�cant at one, �ve, and ten percent,

respectively; standard errors in parentheses. Density is included in the estimation of equation

2.3 as a control variable. To account for possible endogeneity problems the explanatory

variables are lagged by one period.
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and negative deviations from the equilibrium rate have a negative sign, which

is not signi�cant. That implies that a region having a self-employment rate

much above the equilibrium rate does not perform signi�cantly worse than a

region having a self-employment rate only a little above the equilibrium rate.

The same is true for negative deviations. Apparently the gap between actual

and equilibrium rate of self-employment is not decisive. The insigni�cant

e�ect of positive percentage deviations from the equilibrium rate is also

found by Carree et al. (2007). However, in their analysis of OECD-countries

negative percentage deviations from the equilibrium rate have a signi�cant

negative e�ect.

Figure 2.6: Self-employment rates above and below the constant equilibrium
rate of 12 percent in 2004

Note: missing values are blank

As we interpret the constant equilibrium rate as the level of the self-

employment rate from which point relatively more entrepreneurs are

self-employed out of necessity than out of opportunity, in a next step we split

the sample into regions having a self-employment rate above the equilibrium
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rate and into regions having a rate below the equilibrium rate (Table 2.1,

column four, 'Sample if rate >12%', and �ve, 'Sample if rate <12%' ). In

Figure 2.6 it is plotted which regions have a self-employment rate below or

above the constant equilibrium rate in 2004.

In the sample where the self-employment rate is below the equilibrium

rate, an increase in the self-employment rate has a signi�cant positive e�ect

on economic output. In the sample, where the self-employment rate is above

the equilibrium rate, the e�ect of self-employment on economic development

is negative. This con�rms our initial guess, namely that the insigni�cant

coe�cient of 0.04 of self-employment in the baseline estimation (Table 2.1,

column two, 'Baseline' ) is just a global average. Furthermore, we see these

results as evidence, that self-employment rates above the equilibrium rate can

indeed be interpreted as being dominated by entrepreneurs out of necessity.

In regions were the self-employment rate is just high because opportunity

cost of starting a new business are low, the so created entrepreneurs are

apparently not the ones that, according to Beugelsdijk (2007), increase

economic dynamism, innovativeness and, ultimately, economic output.

To �nd out, whether this approach really solves the spatial non-stationarity

problem of self-employment, we should perform the individual parameter

stationarity test for the two subsamples. However, given that the number

of regions in the two subsamples is comparably small for GWR, and given

that the regions in the subsamples are no longer continuous in space, rea-

sonable results of such a test cannot be expected. Thus, we cannot directly

answer the question, whether the application of the concept of equilibrium

rate of entrepreneurship solves the spatial non-stationarity problem of the

self-employment rate. Moreover, we mentioned that the individual parameter

stability test for the other explanatory variables pointed as well to a spatial

non-stationarity problem. The estimation results for the two subsamples

con�rm the test result. The parameters of human capital (0.00 and 0.07) and

physical capital (0.25 and 0.08) in the two subsamples are quite di�erent from

the coe�cients estimated with the entire sample (0.01 for human capital, and
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0.13 for physical capital). Thus, the results presented in Table 2.1, column

four, and �ve, are likely to still su�er from misspeci�cation.

However, the GWR results, together with the results of the two subsam-

ples, shed further light on the debate as to why heterogeneous e�ects of self-

employment on economic development are observed. Heterogeneous e�ects

of self-employment on economic development are due to the fact that the

self-employment rate does not make the distinction between opportunity and

necessity entrepreneurs. The concept of equilibrium rate of entrepreneurship

appears to be a suitable tool to estimate a level of the self-employment rate

from which point the rate is dominated by necessity entrepreneurs.

2.5 Conclusion

The only available and comparable data on entrepreneurship at the European

NUTS-2 level is the self-employment rate. However, the self-employment rate

includes entrepreneurs out of opportunity and entrepreneurs out of necessity.

While the e�ect of opportunity entrepreneurs on economic development should

be positive, there should be no or a negative e�ect of necessity entrepreneur-

ship. As the self-employment rate cannot distinguish between necessity and

opportunity entrepreneurs it is not surprising that most studies analyzing the

e�ect of entrepreneurship on economic development �nd results that are quite

heterogeneous across regions.

We use a geographically weighted regression approach to �nd out whether the

e�ect of self-employment on economic development is heterogeneous across

European regions. We �nd a signi�cant positive e�ect of self-employment on

economic development for parts of Austria, Germany, and Italy, as well as for

Finland, Estonia, Latvia, and the Netherlands. Signi�cant negative e�ects are

found for parts of France, Portugal, and Spain. The GWR results show that

in regions where the e�ect is signi�cant positive the self-employment rate is

on average smaller than in regions where the e�ect is signi�cant negative.

The concept of equilibrium rate of entrepreneurship is applied in an attempt
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to estimate a level of the self-employment rate from which point relatively

more entrepreneurs are self-employed out of necessity than out of opportunity.

Necessity entrepreneurs are considered not having the quali�cations and capa-

bilities necessary to be a successful and innovative entrepreneur and, thus, are

not expected to exert a positive e�ect on economic development.

We �nd that in regions where the self-employment rate is below the equilibrium

rate, self-employment has a positive e�ect on economic development. In those

regions the self-employment rate can be used to measure entrepreneurship cul-

ture. In regions where the self-employment rate is above the equilibrium rate

the e�ect on economic development is negative. We see this as evidence, that

self-employment rates above the equilibrium rate can indeed be interpreted as

being dominated by entrepreneurs out of necessity.

Even if we cannot say, whether the application of the concept of equilibrium

rate of entrepreneurship solves the spatial non-stationarity problem, as we

cannot test for it, our results shed further light to the question as to why we

observe spatial heterogeneity.

The results imply that entrepreneurial research at the European regional level

requires a cautious approach when using the self-employment rate. At this

level the e�ect of the self-employment rate on economic development is in-

signi�cant, but only because positive and negative e�ects cancel out.

61



Chapter 2 Self-Employment and Economic Performance - A Geographically

Weighted Regression Approach for European Regions

2.A Appendix

2.A.1 Figures

Figure 2.7: Plot of the estimated equilibrium rates of entrepreneurship and the
actual rate of self-employment for the year 2004
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2.A.2 Tables

Table 2.2: Data description

Variable Description Year Source

Baseline Model

Output Gross value added at basic prices 1999-2005 Eurostat

Physical capital Gross �xed capital formation,
Perpetual inventory method, δ =
10%

1995-2005 Eurostat

Human capital Patent applications at EPO 1999-2005 Eurostat

Self-employment Self-employment rate 1999-2005 Eurostat

Equilibrium Analysis

Per capita income Gross value added at basic prices
per capita; due to data availabil-
ity issues we do not follow Carree
et al. (2002) who use gross domes-
tic product per capita. This guar-
antees a larger dimension in time
and space.

1995-2008 Eurostat

Entrepreneurship Self-employment rate 1999-2010 Eurostat

Unemployment Unemployment rate 1999-2010 Eurostat

Labor income share Calculated using total compensa-
tion of employees, total employ-
ment, number of employees and
gross domestic product per capita

1999-2008,
for some
regions
shorter
time period

Eurostat
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Table 2.3: Individual parameter stationarity test for self-employment

GAUSS BI-SQUARE

Year F-stat df1 df2 p-value F-stat df1 df2 p-value

2005 1.98 37.26 139.21 0.00*** 3.13 57.30 133.74 0.00***

2004 2.00 43.05 125.68 0.00*** 6.02 56.11 142.21 0.00***

2003 1.88 51.37 119.67 0.00*** 3.94 66.05 117.86 0.00***

2002 6.02 37.93 134.88 0.00*** 7.16 51.87 114.27 0.00***

2001 1.59 17.97 109.51 0.00*** 4.69 56.85 114.41 0.00***

2000 7.66 43.28 136.24 0.00*** 6.49 52.49 126.91 0.00***

Note: *** statistically signi�cant at one percent; df - degrees of freedom. F-stat is always

statistically signi�cant, in all years individual parameters of self-employment are spatially

non-stationary.
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Chapter 3

The Spatial Dimension of US

House Price Developments

3.1 Introduction

When analyzing regional house price data, the two speci�c spatial aspects of

regional data, namely spatial dependence and spatial heterogeneity (Anselin,

1988), need to be taken into account. This becomes clear when examining

two time periods of annual house price growth rates in US metropolitan

statistical areas (MSAs) plotted in Figure 3.1. The strong annual house price

growth rates observed in California in 2004 are apparently transmitted to the

northern coastal regions, as higher rates can be observed in those regions in

2005. This transmission of house price developments across space is what is

called spatial dependence. Furthermore, the two maps suggest that house

price dynamics in coastal regions are di�erent from house price developments

in the inland. This di�erence in the dynamics is called spatial heterogeneity.

Moreover, as the house price spillovers appear to be stronger along the coastal

regions it could be the case that there are di�erences in spatial house price

spillovers across space and possibly across time, i.e. that there is heterogeneity

in spatial dependence. In our analysis of regional house price developments

in the US we jointly analyze these three aspects of spatial data, namely spa-

tial dependence, spatial heterogeneity and heterogeneity in spatial dependence.

Spatial dependence and spatial heterogeneity are two well established

aspects of house price developments. However, di�erences in spatial spillovers
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across space and time have not gained much attention yet. A possible expla-

nation of those di�erences in spillovers could be the so-called disposition e�ect

(Shefrin and Statman, 1985). The disposition e�ect labels the phenomenon

in �nancial markets that investors sell their winning stocks too soon and hold

their losing stocks too long. Applied to the real estate market this would mean

that homeowners hold their houses even if they get strong signals of declining

house prices. The disposition e�ect implies reduced house price spillovers in

times of declining house prices. Assuming incorrectly homogeneous spillovers

across space and time could locally give a misleading picture of house price

dynamics.

We use a panel smooth transition regression model which allows us to jointly

analyze these three aspects of spatial data. González et al. (2005) develop

this model in order to describe heterogeneous panels, where the coe�cients

can vary between regions and with time. Spatial dependence is introduced by

including the spatial lag of house price developments, spatial heterogeneity is

introduced by allowing the fundamentals to have heterogeneous e�ects across

time and space, and heterogeneity in house price spillovers is introduced by

allowing the spatial dependence parameter to change over time and with

space. To the best of our knowledge this is the �rst paper providing a joint

analysis of all three spatial aspects, the �rst paper that explicitly models

heterogeneity across time and space in spatial dependence, and the �rst paper

which tries to model the disposition e�ect using heterogeneity in spatial

spillovers.

The results reveal that house price developments in neighboring regions spill

over more in times of increasing neighboring house prices than during times of

declining neighboring house prices. This is seen as evidence for the disposition

e�ect. Heterogeneity in the e�ect of the fundamentals on house price dynamics

is only found for population growth and building permits, but not for real

per capita disposable income and the unemployment rate. The detected

heterogeneity in the e�ect of population growth on house price developments

suggest that fundamentals serve less explaining the house price developments
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in times of declining house prices compared to strongly increasing house prices.

The paper is organized as follow. In section 3.2 we explain in more detail

the theory and the empirical evidence of the three spatial aspects. In section

3.3 we present the econometric approach. Section 3.4 describes the available

data. In section 3.5 we provide and discuss the empirical results, while section

3.6 concludes.

Figure 3.1: Annual growth rate of regional house prices, US metropolitan sta-
tistical areas
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3.2 Theoretical Aspects and Empirical

Evidence

Spatial dependence in house price developments is also known as the ripple

e�ect. Accordingly, house price developments in one region cause house

price movements in neighboring regions (Giussani and Hadjimatheou, 1991;

Meen, 1999). Migration, equity transfer, information asymmetries and the

spatial patterns in the fundamentals of house prices play a key role in the

spatial spillovers of house prices (Meen, 1999). Migration or equity transfer

to regions where house prices are comparably low could lead to the ripple

e�ect by increasing demand and thereby prices. Information asymmetries

may imply that new information regarding the housing market available in

one area are transmitted only gradually to other sub-markets. Finally, the

ripple e�ect could appear if variables explaining house price developments

show themselves a spatial pattern.

Empirical evidence regarding spatial spillovers of house price developments is

quite strong. Kuethe and Pede (2011) �nd in their analysis of house prices in

Western United States that instate housing price forecasts can be improved

by using housing prices in neighboring states. Furthermore, their results

indicate that previous house prices in space and time impact current house

prices. Similarly, Holly et al. (2011) �nd dynamic spillover e�ects of house

prices from the neighboring regions. The di�usion of regional house prices in

California counties across space is found to last up to two and a half years

(Brady, 2011).

But, housing markets exhibit not only spatial dependence but also spatial

heterogeneity. Following Wood (2003), one reason for spatial heterogeneity

could be that some regions respond more rapidly to national economic shocks

than others because their housing market is more liquid and new information

is re�ected more quickly in the house prices. Meen (1999) argues that

heterogeneity arises because of di�erent household behavior and household

composition. Moreover, the supply of housing could be limited by planning
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constraints or by geographical constraints like mountains or lakes. Thus,

house prices react di�erently to changes in demand conditions if supply cannot

adjust.

Empirical evidence for spatial heterogeneity is found by van Dijk et al. (2011),

who detect the existence of two clusters of regions in the Netherlands. Regions

within the cluster have the same house price dynamics, while the dynamics

are di�erent across clusters. The di�erent clusters can be distinguished among

others by the average growth rate of house prices. Furthermore, Dieleman

et al. (2000) detect three clusters in their analysis of 27 metropolitan housing

markets in the US, where the clusters where chosen based on the average me-

dian price and rent level. The authors �nd that house prices are geographical

autocorrelated within the cluster.

Heterogeneity in house price spillovers over time is analyzed by de Bandt

and Malik (2010) and de Bandt et al. (2010). The authors �nd stronger

spillovers in crises times compares to normal times. A possible explanation

of those di�erences in spillovers across time could be the so-called disposition

e�ect (Shefrin and Statman, 1985). The disposition e�ect labels the phe-

nomenon in �nancial markets that investors sell their winning stocks too soon

and hold their losing stocks too long. Applied to the real estate market this

would mean that homeowners hold their houses even if they get strong signals

of declining house prices.

The prospect theory (Kahneman and Tversky, 1979), mental accounting

(Thaler, 1999), and cognitive dissonance (Festinger, 1957) are concepts that

may explain such behavior.

According to the prospect theory, individuals follow an S-shaped value

function. Starting from a reference point, this function is concave downward

above this reference point and concave upward below this reference point.

This implies that individuals are risk-seeking for wealth levels below the

reference point. Thus, they hold on their assets too long and, thereby take

bigger risks. Genesove and Mayer (2001) �nd that sellers in the housing

market are averse to realizing nominal losses as predicted by the prospect

theory. The same is found by Engelhardt (2003).

69



Chapter 3 The Spatial Dimension of US House Price Developments

The concept of mental accounting means that individuals group elements of

their consumption and expenditures in mental accounts. They follow their

personal rules in managing those accounts and react in di�erent ways to the

investments in the di�erent accounts. When homeowners hold on their losing

asset, it is because in their mental account the loss is only booked when the

asset is sold and this may explain the disposition e�ect.

Finally, "cognitive dissonance is the mental con�ict that people experience

when they are presented with evidence that their beliefs or assumptions are

wrong" (Shiller, 1999, p. 1314). People experiencing cognitive dissonance try

to trivialize or avoid the new information, developing explanations as to why

their current beliefs or assumptions should not be revised. For the housing

market this would mean that homeowners avoid the information of declining

house prices in neighboring regions or try to �nd explanations as to why this

decline only applies to the neighboring region.

In sum, the disposition e�ect implies reduced spatial spillovers in times of

declining house prices.

However, in a spatial setting the disposition e�ect may not only explain

heterogeneity in spatial spillovers across time but also across space. This

is the case as the relevant signals regarding house price developments in a

given region are likely to come from neighboring regions. If house prices in

neighboring regions decline, the spatial spillover is expected to be smaller

compared to spillovers in regions, where house prices still increase. This

implies di�erent house price spillovers at a given moment in time because of

heterogeneous house price developments across regions within the country.

In addition, heterogeneity in spatial dependence across space could arise

because of di�erent migration patterns. Kosfeld (2007), for example, �nds

di�erences in labor mobility between East and West Germany, and Molloy

et al. (2011) �nd di�erences in labor mobility across US regions. Further-

more, di�erences in the liquidity of the housing market and, thereby, in the

transmission of price information and search costs could result in di�erent

amounts of information asymmetries across regions. Kodres and Pritsker

(2002) �nd, in their model analyzing �nancial contagion, that information
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asymmetries may lead to stronger spillovers of �nancial shocks. They explain

that due to information asymmetries shocks hitting only neighboring regions

are mistakenly seen as shocks also hitting the region under consideration.

de Bandt and Malik (2010) argue that even if housing markets are di�erent

from �nancial markets, �nancial contagion could also occur in the housing

market. Thus, information asymmetries could result in heterogeneity of

spatial house price spillovers across space. To our knowledge, the only paper

analyzing heterogeneity in house price spillovers across space is Gray (2012).

In his analysis of house price movements in England and Wales, the author

�nds di�erences in house price spillovers across space.

3.3 Econometric Approach

In the �rst step, we simply estimate a spatial panel �xed e�ects regression.

This allows us to get an idea of the overall spatial spillover e�ect of house price

developments. In a second step, the panel smooth transition regression model

is estimated in order to capture the heterogeneity in spatial dependence across

time and space as well as the heterogeneity in the e�ect of the fundamentals.1

3.3.1 Spatial Fixed E�ects Panel Estimation

Including a spatial lag of the dependent variable in our panel estimation allows

us to capture the spatial spillovers of house price developments of the neigh-

boring regions. Which regions are de�ned as neighbors is determined by the

spatial weight matrix WN , of dimension N × N (Anselin et al., 2008). Each

element of the weight matrix, wij, determines the strength of the interaction

between regions i and j. If there is no interaction between region i and j, wij

is equal to zero. By convention, the diagonal elements, wii, are equal to zero.

In our estimation the weights are equal to the inverse distance, 1
dij
, where dij is

1Smooth transition autoregressive models were �rst used in time series analysis to model
nonlinearity and asymmetric response (Teräsvirta, 1994).
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the distance between region i and j. All regions within a distance of 330 km

are going to have a positive weight in the spatial weight matrix. This distance

is the smallest possible, where all regions have at least one neighbor. Fur-

thermore, the weights are row standardized, which means that the elements

of each row sum up to one. This transformation implies that WN is no longer

symmetric. For the panel case, the cross-sectional weight matrixWN is stacked

t times. Thus, we assume that the spatial weight matrix does not change over

time.

WNT = IT ⊗WN (3.1)

The vector of spatially lagged dependent variables is written as:

Wy = WNTy = (IT ⊗WN) y. (3.2)

As mentioned above, regions are hit by house price development of neighboring

regions with a certain time lag. Following the Akaike information criterion we

include the spatially lagged dependent variable lagged by one period. Anselin

et al. (2008) call this a pure space recursive model. Pure space recursive models

can simply be estimated by ordinary least squares (OLS) (Lee and Yu, 2010).

The general notation of the �xed e�ects spatial lag model we are going to

estimate is:

yt = ρ (IT ⊗WN) yt-1 + (ιt ⊗ µ) + Xβ + νt, (3.3)

where y is the dependent variable, ρ the spatial dependence parameter, and

µ the region speci�c �xed e�ect. In our spatial �xed e�ects panel estima-

tion, the dependent variable, real quarterly house price growth rate, hpi, is

regressed on annual population growth, population; annual growth of the un-

employment rate, unemployment; annual growth of real per capita disposable

income, income; the log of building permits per population, building permits;

the spatial lag of the dependent variable, Whpi; and on quarterly time dum-

mies (Equation 3.4). We include time dummies to capture changes in the

fundamentals that hit all regions at the same time, like for example changes in
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the federal funds rate. Furthermore, we estimate a �xed e�ects regression to

capture all time invariant region speci�c e�ects, µi. The di�erent lags of the

explanatory variables are chosen based on the Akaike information criterion.2

hpiit = µi + α populationit-3 + β unemploymentit-2 + ζ incomeit-2

+δ building permitsit-1 + ρ
N∑
j=1

wijhpijt-1 + νit. (3.4)

The results of this estimation give an idea of the overall spatial dependence in

house price dynamics and of the e�ect of the fundamentals, disregarding any

heterogeneity across space or time.

3.3.2 Fixed E�ects Panel Smooth Transition Regression

Model

To include heterogeneity in the model, a non-dynamic �xed e�ects panel

smooth transition regression model (PSTR) is estimated (González et al.,

2005). This model allows the coe�cients of the explanatory variables to vary

between regions and with time. The coe�cients change smoothly as a func-

tion of the transition variable and are, thereby, a continuous function of this

transition variable. This model appears to be especially appropriate for our

setting, as it allows the spatial dependence coe�cient and the coe�cients of

the fundamentals to vary across space and time. Thereby, spatial heterogene-

ity in house price developments is modeled by the changing coe�cients of the

fundamentals; heterogeneity in house price spillovers is modeled by the chang-

ing spatial dependence coe�cient. Following González et al. (2005), the PSTR

model is written as follows:

yit = µi + θ
′

0xit + θ
′

1xitg (qit; γ, c) + νit, (3.5)

where g (qit; γ, c) is the transition function, which is normalized to be bounded

between zero and one. When the transition function is equal to zero, the coe�-

2The results barely change when di�erent lag speci�cations are used.
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cient of a given explanatory variable is θ0; when the transition function is equal

to one, the coe�cient is θ0 + θ1. The transition variable is qit. González et al.

(2005) develop the PSTR model for the logistic speci�cation of the transition

function. For the case of two extreme regimes, the logistic transition function

is given by:

g (qit; γ, c) =
1

1 + e−γ(qit−c)
, (3.6)

where c is the location parameter, and γ is the slope of the transition function

that determines the smoothness of the transition between two regimes. The

higher γ, the faster is the transition between two regimes. For γ going to

in�nity the transition is instantaneous. For γ going to zero, the transition

function becomes constant and this implies that there are no regimes at all.

If the transition variable, qit, is smaller than the location parameter, c, the

transition function, g (qit; γ, c), tends to zero, and the coe�cients tend to θ0.

If the transition variable, qit, is larger than the location parameter, c, the

transition function, g (qit; γ, c), tends to one, and the coe�cients tend to θ0+θ1.

In the empirical application, the transition variable should capture the

source of the parameter heterogeneity. A good candidate for the transition

variable in our analysis is the spatially weighted house price development of

the neighboring regions, Whpiagt−1, (Figure 3.2). There are several reasons

for this choice: First, de Bandt and Malik (2010) and de Bandt et al. (2010)

�nd stronger spillovers in crises times when compared to normal times.

Normal times in the housing market could be expressed by relatively normal

average house price developments, while crisis times would be expressed by

extreme increases or decreases in housing prices. Taking spatially weighted

neighboring house price developments should be a good approximation for

the overall house price development in the larger geographical region where

an MSA is located.

Second, this variable seems to be a good candidate for the transition variable,

as Dieleman et al. (2000) and van Dijk et al. (2011) �nd di�erent house price

developments within clusters, where the clusters are de�ned by average house
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Figure 3.2: Transition variable - spatially weighted annual real house price
growth rate of neighboring regions, Whpiagt−1

price growth rates. Again, neighboring house price developments should be

a good approximation of the average house price development in the larger

geographical region where an MSA is located.

Third, the disposition e�ect for the housing market implies that a region

does not react as strongly to signals of declining house prices as to signals of

increasing house prices. It is reasonable to assume that those signals come

from neighboring regions. Therefore, the transition variable formed by the

spatially weighted house price development of the neighboring regions should

be able to model the disposition e�ect in the housing market. In this respect,

the logistic speci�cation of the PSTR model, compared to an exponential

speci�cation, is appropriate for our setting as we expect di�erent spillovers

depending on whether we are above or below the location parameter, c. This

consideration together with the fact that the estimation is conducted over a

relative short time span of 21 quarters, it is reasonable to assume that there

are only two extreme regimes.

In sum, the transition variable allows us to capture heterogeneity in spatial
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house price spillovers and heterogeneity in the e�ect of the fundamentals on

house price developments. However we are aware that this transition variable

does not capture heterogeneity in spatial spillovers due to di�erent migration

patterns or di�erent amounts of information asymmetries.

For estimating the parameters θ′0, θ
′
1, γ, and c, in a �rst step the region

speci�c means need to be removed to eliminate the region speci�c e�ects, µi.

The model can then be written as:

ỹit = θ′x̃it(γ, c) + ν̃it, (3.7)

where ỹit = yit−ȳit, x̃it(γ, c) = (x′it − x̄′i, x′itg (qit; γ, c)− z̄′i(γ, c))
′, and z̄i(γ, c) =

1
T

∑T
t=1 xitg (qit; γ, c). This model is linear in θ given γ and c. However, the

matrix of transformed explanatory variables, X̃it(γ, c), depends on c and γ

and thereby needs to be recomputed at each iteration in the nonlinear least

squares (NLS) estimation. c and γ are determined by applying NLS to the

concentrated sum of squared errors:

Qc(γ, c) =
N∑
i=1

T∑
t=1

(
ỹit − θ̂ (γ, c) x̃it(γ, c)

)
2, (3.8)

where θ̂ (γ, c) is obtained from OLS of equation 3.7.

The corresponding PSTR model for our estimation of US regional house

price dynamics is written as:

hpiit = µi + α0populationit−3 + β0unemploymentit−2 + ζ0incomeit−2

+δ0building permitsit−1 + ρ0

N∑
j=1

wijhpijt−1

+[α1populationit−3 + β1unemploymentit−2 + ζ1incomeit−2

+δ1building permitsit−1 + ρ1

N∑
j=1

wijhpijt−1]g
(
Whpiagit−1; γ, c

)
+νit. (3.9)
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Later on we will use the notation Θp = (αp βp ζp δp ρp) for p = (0, 1). If we

assume two extreme regimes, the transition function, g
(
Whpiagit−1; γ, c

)
, will

tend to one for high values of the transition variable, Whpiagit−1. This im-

plies that whenever we observe high neighboring house price growth rates, the

spatial spillover parameter will tend to ρ0 + ρ1, and correspondingly the other

explanatory variables. Whenever we observe low or decreasing neighboring

house price growth rates, the spatial spillover parameter will tend to ρ0, and

correspondingly the other explanatory variables. In the estimation we expect

ρ0 to be smaller than ρ0 + ρ1, as the disposition e�ect predicts smaller house

price spillovers in times of declining house prices.3

3.4 Data Description

We use data for 319 metropolitan statistical areas. Out of the existing 366

MSAs in 2012, we chose this sample due to data availability issues. Figure

3.4 plots the 319 MSAs used in the estimation. Following the United States

Census Bureau, "the general concept of a metropolitan area is that of a large

population nucleus, together with adjacent communities having a high degree

of social and economic integration with that core" (Federal Register, 2010, p.

37246).

For the dependent variable, house prices, the Federal Housing Finance Agency

all-transactions quarterly index is used. Furthermore, data on annual nom-

inal per capita disposable income and population come from the Bureau of

Economic Analysis. Annual population data is transfered to quarterly data

using linear interpolation. Annual per capita disposable income is transfered

to quarterly data using cubic spline. Applying cubic spline has the advantage

that the resulting data is smooth in the �rst derivative. In order to get real

values of house prices and per capita disposable income, the nominal values are

divided by the consumer price index. Using real variables is in line with the

literature on house price dynamics. However, this will not allow us to exactly

compare our results to Genesove and Mayer (2001) and Engelhardt (2003) who

3The estimations are performed in Matlab (R2009a). We would like to thank Christophe
Hurlin for kindly providing his STAR-Panel code.
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�nd that loss aversion in the housing market depends on nominal loss. The

annual consumer price index (all urban consumers) is obtained from the Bu-

reau of Labor statistics. The regional consumer price index is not available for

all MSAs used in our sample.4 Again, quarterly data are obtained by using cu-

bic spline. Monthly unemployment rates from the Bureau of Labor Statistics

are transfered to quarterly data by taking the quarterly averages. Population

density is calculated using the population data mentioned above and the land

area taken from the TIGER/Line shape�les from the United States Census

Bureau. Monthly new privately owned housing units authorized are taken

from the United States Census Bureau.5 Quarterly data is obtained by using

the sum of the monthly building permits. Building permits are divided by

population. Data details can be found in Table 3.1.

As presented in equation 3.4, the quarterly growth rate of the real house price

index is used in the estimation, as this time series is stationary. The ex-

planatory variables annual growth rates of real per capita disposable income,

population, and unemployment, as well as the log of building permits per pop-

ulation are all stationary.6

Unfortunately data for the e�ective mortgage interest rate is not available for

all 319 MSAs (Mikhed and Zemcík, 2009). However, we include time dummies

to capture changes in the fundamentals that hit all regions at the same time,

like for example changes in the federal funds rate.

4Regional consumer price indexes are available for New York-Northern New Jersey-
Long Island, NY-NJ-CT-PA; Philadelphia-Wilmington-Atlantic City, PA-NJ-DE-MD;
Boston-Brockton-Nashua, MA-NH-ME-CT; Pittsburgh, PA; Chicago-Gary-Kenosha,
IL-IN-WI; Detroit-Ann Arbor-Flint, MI; St. Louis, MO-IL; Cleveland-Akron, OH;
Minneapolis-St. Paul, MN-WI; Milwaukee-Racine, WI; Cincinnati-Hamilton, OH-
KY-IN; Kansas City, MO-KS; Washington-Baltimore, DC-MD-VA-WV; Dallas-Fort
Worth, TX; Houston-Galveston-Brazoria, TX; Atlanta, GA; Miami-Fort Lauderdale,
FL; Tampa-St. Petersburg-Clearwater, FL; Los Angeles-Riverside-Orange County, CA;
San Francisco-Oakland-San Jose, CA; Seattle-Tacoma-Bremerton, WA; San Diego, CA;
Portland-Salem, OR-WA; Honolulu, HI; Anchorage, AK; Phoenix-Mesa, AZ and for
Denver-Boulder-Greeley, CO. For the other MSAs used in our sample the following re-
gional consumer price indexes are used: Northeast, Midwest, South, West.

5We thank Konstantin A. Kholodilin for kindly providing these data.
6We do not include quarterly growth rates of the explanatory variables, even if the depen-
dent variable is expressed in quarterly growth rates, because the quarterly data of real
per capita disposable income and population is generated arti�cially from annual data.
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Table 3.1: Data description

Variable Description Time span Source

House price
index

House prices, all
transactions
index

quarterly,
1986Q4-
2010Q4

Federal Housing
Finance Agency

Nominal per
capita disposable
income

annually,
1977-2009

Bureau of Economic
Analysis

Population annually,
1977-2009

Bureau of Economic
Analysis

Consumer price
index

Consumer price
index (all urban
consumers)

annually,
1984-2010

Bureau of Labor
Statistics

Unemployment
rate

monthly,
1990M1-
2011M3

Bureau of Labor
Statistics

Land area Tiger/Line
shape�le

United States Census
Bureau

Building permits New privately
owned housing
units

monthly,
2004M1-
2012M9

United States Census
Bureau
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3.5 Empirical Results

To get an idea of the overall spatial dependence, disregarding any hetero-

geneity across space or time, we start with the spatial �xed e�ects panel

estimation, where real quarterly house price growth rates are regressed on

annual population growth, annual growth of the unemployment rate, annual

growth of real per capita disposable income, the log of building permits

per population, the spatial lag of the dependent variable, and on quarterly

time dummies. Because data on building permits are only available over a

rather short time span, the estimation is conducted for the period 2004Q2 to

2009Q2 (Table 3.2). Over this time span a balanced panel is available for 319

regions. The standard errors presented are Huber-White heteroscedasticity

consistent (Huber, 1967; White, 1980). Those standard errors allow for not

just heteroscedasticity in the standard errors but also for autocorrelation

among observations within one cluster, where clustering takes place by MSA.

However, the Huber-White standard errors do not allow for correlation among

observations across clusters. This could be an inappropriate constraint as, for

example, di�erent MSAs within one state are faced by the same state speci�c

laws. One could include state dummies to capture state e�ects and common

shocks hitting only one state, but this is not feasible, as some MSAs cross

state boundaries. Therefore, for robusti�cation, we also estimate Driscoll-

Kraay standard errors, which allow for heteroscedasticity and are robust to

cross-sectional and temporal dependence as the time dimension becomes large

(Driscoll and Kraay, 1998). In this way we allow for unobservable common

disturbances, even across MSAs. The estimated Driscoll-Kraay standard

errors are similar to the Huber-White standard errors presented in Table 3.2.

The Driscoll and Kraay (1998) standard error estimates are robust as the time

dimension gets large. However, the time dimension in our estimation is only

21. Therefore and because the Driscoll-Kraay standard errors are very similar

to the Huber-White standard errors, we simply present the Huber-White

standard errors. In the nonlinear estimation we proceed the same way.
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With this spatial panel estimation we want to capture the spatial spillovers

in house price developments, however, we cannot make the distinction between

spatial spillover and common shocks that hit some MSAs instantaneously and

some with a time lag.7 It could be, that a common shock hits �rst some re-

gions with a very liquid housing market and reaches others with a certain time

delay. Our estimation would mistake this di�erent timing in the reaction to a

common shock as spillover of house price developments. As we cannot di�er-

entiate between common shocks with region speci�c reaction time and spatial

spillovers, we probably overestimate the coe�cient of the spatially lagged de-

pendent variable.

Table 3.2: Spatial panel estimation

Dependent variable: quarterly real house price growth rate, hpi
Variable FE coe�cients Huber-White standard errors
α populationt−3 0.26*** 0.10
β unemploymentt−2 -0.003 0.003
ζ incomet−2 0.14*** 0.02
δ building permitst−1 0.003*** 0.0007
ρ W×hpit−1 0.73*** 0.04
R2 0.61
AIC -8.3692
Observations 6699
Number of groups 319
Time period 2004Q2-2009Q2
Time dummies yes

Notes: Fixed e�ects (FE) estimation with robust standard errors to conditional het-

eroskedasticity of unknown form; ***, **, * statistically signi�cant at one, �ve, and ten

percent, respectively. Variables: population = annual population growth, unemployment

= annual growth of the unemployment rate, income = annual real per capita disposable

income growth, building permits = log building permits per population, W×hpi = spatially

weighted quarterly real house price growth rate of neighboring regions.

The results point to a strong spillover e�ect of neighboring house price

developments. Furthermore, the estimation results reveal a positive e�ect

7Common shocks, hitting all regions at the same time are captured by the time dummy
variables.
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of population and real per capita disposable income growth on house price

growth rates. An expected negative e�ect of increasing unemployment rates

on house price growth rates turns out not to be signi�cant. Furthermore,

more building permits are associated with higher house price growth rates.

This is an interesting result, as one could also assume that more building

permits increase the supply of available housing and thereby reduce house

prices. However, the coe�cients assume the same strength of the spatial

spillover or the same e�ect of the fundamentals no matter which region or

time period we are looking at. These global e�ects could be misleading locally.

The panel smooth transition regression model will help determine whether

these coe�cients hold for all regions in every single time period.

The results of the panel smooth transition regression in the case of two

extreme regimes are presented in Table 3.3, the corresponding transition

function is plotted in Figure 3.3.8 For almost all negative values of the

transition variable, i.e. decreasing neighboring house prices, the transition

function is equal to zero. This implies that the coe�cients of the di�erent

explanatory variables are equal to Θ0 in case of decreasing neighboring house

prices, where Θ0 = (α0 β0 ζ0 δ0 ρ0). Furthermore, the transition function is

equal to one for very high growth rates of neighboring house prices of above

15 percent. For those high growth rates of neighboring house prices, the

coe�cients of the explanatory variables are equal to Θ0 + Θ1. The location

parameter, c, is equal to 0.07, which implies that when neighboring house

prices grow, on average, by 7 percent, the coe�cient is equal to Θ0 + 0.5×Θ1.

The slope parameter, γ, is equal to 37.49. In the literature such a value

is not assumed to imply an instantaneous transition between regimes but

a relatively smooth transition (Trupkin and Ibarra, 2011; Lee and Chien, 2011).

Most interestingly, the coe�cient of the spatially lagged dependent variable

is much smaller in case of decreasing neighboring house prices, ρ0=0.33, than

in case of strongly increasing neighboring house prices, ρ0 + ρ1=0.6. That

8The case of three extreme regimes is analyzed in the appendix.
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Figure 3.3: Transition function vs. transition variable, two extreme regimes

Notes: Transition variable - spatially weighted annual real house price growth rate of neigh-

boring regions, Whpiagt−1

means that house price developments in neighboring regions spill over more

in times of increasing neighboring house prices than during times of declining

neighboring house prices. This is interpreted as evidence for the disposition

e�ect, i.e. home owners do not sell their houses even if they get the signal

of declining house prices from neighboring regions. Thus, our results con�rm

the �ndings by Genesove and Mayer (2001) and Engelhardt (2003) of loss

aversion. However, the authors �nd only nominal and not real loss aversion

as we do. As mentioned in the introduction, homeowners tend to avoid new

information regarding neighboring house price declines or �nd explanations as

to why neighboring house price decreases will not spill over into their region.

This behavior indeed leads to smaller spillover e�ects in times of decreasing

neighboring house prices.

Overall, we �nd evidence for heterogeneity in spatial spillovers of house price

developments across space and time. This con�rms and augments the �ndings

by Gray (2012) of heterogeneity in house price spillovers across space.

Figure 3.4 is a plot of the individual coe�cients of the spatially lagged depen-
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dent variable for four points in time and reveals the amount of heterogeneity

across time and space in spatial house price spillovers. The plotted coe�cients

vary between ρ0 = 0.33, implying weak spatial spillovers of house price

developments, and ρ0 + ρ1 = 0.60, implying strong spatial spillovers of house

price developments. Those strong spillovers are especially observed for the

coastal regions for example in 2004Q2, or 2005Q3. The house price spillovers

in the inland at that time are more at the lower bound of 0.33. When house

prices started to decline at the end of 2006, the spillovers quickly declined in

the coastal regions and reached for almost all regions the lower bound of 0.33

in 2008Q1. Moreover, 4192 out of 6699 observations overall (319 regions over

21 time periods) have coe�cients between 0.4 and 0.5, as compared to the

extreme regime coe�cients ρ0=0.33 and ρ0 + ρ1=0.6. Thus, assuming only

two extreme regimes without smooth transition between them would not be

appropriate for more than 60 percent of all observations.

The estimation results further reveal that there is no heterogeneity in the

e�ect of real per capita disposable income on house price developments, as

the test statistic reveals no signi�cant di�erence between the coe�cients ζ0
and ζ0 + ζ1. The coe�cient on the unemployment rate is signi�cant negative

in one extreme regime and signi�cant positive in the other extreme regime.

The coe�cients between β0 and β0 + β1 are close to zero and probably

insigni�cant, as in the spatial panel regressions. Therefore we do not worry

about the unreasonable positive e�ect of the unemployment rate in times of

very high house price growth rates. Moreover, the coe�cient of population

growth is insigni�cant in times of decreasing neighboring house prices and

becomes signi�cant when neighboring house prices increase. This result

implies that, compared to the strong increases, the strong decline in house

prices in the sample period could less be explained by fundamentals. In sum,

heterogeneity in the e�ect of the fundamentals on house price dynamics could

not be detected for all variables; real per capita disposable income and the

unemployment rate have a homogeneous e�ect across time and space.
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Table 3.3: PSTR estimation results, two extreme regimes

Dependent variable: quarterly real house price growth rate, hpi
Variable Coe�cients Huber-White Di�erence

t-statistic between
coe�cients

α0 populationt−3 0.07 1.43
β0 unemploymentt−2 -0.02*** -11.34
ζ0 incomet−2 0.13*** 7.46
δ0 building permitst−1 0.005*** 9.41
ρ0 W×hpit−1 0.33*** 9.39

α0 + α1 populationt−3 0.50*** 8.60 -5.73***
β0 + β1 unemploymentt−2 0.05*** 9.95 -11.41***
ζ0 + ζ1 incomet−2 0.18*** 5.36 -1.40
δ0 + δ1 building permitst−1 0.002*** 3.76 3.97***
ρ0 + ρ1 W×hpit−1 0.60*** 17.37 -5.44***
γ, slope 37.49
c, location parameter 0.07
R2 0.63
AIC -8.3949
Observations 6699
Number of groups 319
Time period 2004Q2-2009Q2
Time dummies yes

Notes: Fixed e�ects estimation with robust standard errors to conditional heteroskedasticity

of unknown form; ***, **, * statistically signi�cant at one, �ve, and ten percent, respectively.

Variables: population = annual population growth, unemployment = annual growth of the

unemployment rate, income = annual real per capita disposable income growth, building

permits = log building permits per population, W×hpi = spatially weighted quarterly real

house price growth rate of neighboring regions.
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Figure 3.4: Individual spatial spillover parameters at di�erent points in time,
two extreme regimes

Notes: Individual spatial spillover parameters vary between ρ0 = 0.33 and ρ0 + ρ1 = 0.60.
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The test of no remaining non-linearity proposed by González et al. (2005)

con�rms that the linear model presented in Table 3.2 is not appropriate.

Furthermore, the R2 and the Akaike information criterion (AIC) con�rm an

improvement of the non-linear model over the linear model. However, test

results reveal that there is still non-linearity in the non-linear model with two

extreme regimes and also in the model with three extreme regimes. González

et al. (2005) argue that heteroskedasticity may lead to a higher test statistic

and thus to reject the null hypothesis of no remaining non-linearity more

often. We conclude that, even if there is room for improvement, the PSTR

model with two extreme regimes is a �rst step to model non-linearities, and

thus, to better understand regional house price dynamics.

3.6 Conclusion

This paper is a joint analysis of three spatial characteristics in house price dy-

namics, namely spatial dependence, spatial heterogeneity, and heterogeneity

in spatial dependence. While spatial dependence and spatial heterogeneity are

well established aspects of house price developments, heterogeneity in spatial

dependence has not gained much attention yet. We argue that the disposi-

tion e�ect may explain di�erent house price spillovers across space and time.

Assuming incorrectly homogeneous spillovers could locally give a misleading

picture of house price dynamics.

First, a spatial panel regression is estimated to see whether there is over-

all spatial dependence in house price developments. Subsequently, a panel

smooth transition regression model is applied to estimate the heterogeneity

across space and time in spatial dependence and in the e�ect of the funda-

mentals on house price dynamics. To the best of our knowledge, this paper is

the �rst applying this nonlinear model to jointly analyze the three aspects of

spatial data, the �rst paper which explicitly models heterogeneity in spatial

dependence, and the �rst paper which tries to model the disposition e�ect

using heterogeneity in spatial spillovers.
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The results reveal strong house price spillovers when the average annual house

price increase of the neighboring regions is greater than 15 percent. Signi�cant

lower house price spillovers are detected for times of declining house prices in

the neighboring regions. This is seen as evidence for the disposition e�ect,

i.e. that people hold on their losing assets even if they get strong signals of

declining house prices from the neighboring regions. Thus our results con�rm

previous �ndings by Genesove and Mayer (2001) and Engelhardt (2003) of loss

aversion in the housing market. Heterogeneity in the e�ect of the fundamen-

tals on house price dynamics is only found for population growth and building

permits, but not for real per capita disposable income and the unemployment

rate. The detected heterogeneity in the e�ect of population growth on house

price developments suggest that fundamentals serve less explaining the house

price developments in times of declining house prices compared to strongly

increasing house prices.

This analysis shows that it is not appropriate to assume uniform house price

spillovers across space and time. In times of declining house prices the spillovers

are much lower than what the linear estimation suggests. The panel smooth

transition regression model is an appropriate tool to model those nonlinearities

in spatial spillovers across time and space.

88



Chapter 3 The Spatial Dimension of US House Price Developments

3.A Appendix

Because of theoretical consideration and the fact that the estimation is con-

ducted over a relative short time span of 21 quarters, we assumed that there

are only two extreme regimes. However, Figure 3.2, which is a plot of our

transition variable, the spatially weighted annual growth rate of neighboring

house prices, Whpiagt−1, shows that in the sample there are very high annual

growth rates of above 20 percent and very low growth rates of below minus

20 percent. This could imply that there are three regimes, one for very high

growth rates of the transition variable, one for strong negative growth rates of

the transition variable, and one for growth rates in between. That is why we

also estimate the PSTR model for the case of three extreme regimes. For the

case of three extreme regimes, the logistic transition function is given by:

g (qit; γ, c) =
1

1 + e−γ(qit−c1)(qit−c2)
, (3.10)

where c = (c1, c2) is the vector of location parameters. If the transition vari-

able, qit, is smaller than the �rst location parameter, c1, the transition function,

g (qit; γ, c), tends to one, and the coe�cients tend to θ0 + θ1. If the transition

variable, qit, is larger than the location parameter, c2, the transition function,

g (qit; γ, c), tends again to one, and the coe�cients tend to θ0 + θ1. If the tran-

sition variable, qit, is larger than the �rst location parameter, c1, and smaller

than the second location parameter, c2, the transition function, g (qit; γ, c),

tends to zero, and the coe�cients tend to θ0.

The corresponding transition function for the case of three extreme regimes is

plotted in Figure 3.5. It appears that the assumption of three extreme regimes

is not appropriate. The transition function is similar to the transition function

in case of two extreme regimes between 20 percent decrease and 30 percent

increase in neighboring house prices. Between 30 and 20 percent decrease there

is a smooth transition of the transition function from 1 to 0, however, there

are no observations in the extreme regime of strongly declining house prices.

Thus, it appears to be appropriate to stick to the estimation results presented

in Table 3.3. However, the results for three regimes are similar to the results

presented in Table 3.3 and will be provided upon request.
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Figure 3.5: Transition function vs. transition variable, three extreme regimes

Notes: Transition variable - spatially weighted annual real house price growth rate of neigh-

boring regions, Whpiagt−1
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