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1 Introduction

The prospects for understanding structure and dynamics of (aqueous) solutions at a
molecular level have increased dramatically with improvements in computational me-
thods.1–5 In this regard, one of the principal computational techniques is molecular dy-
namics simulations. The use of molecular dynamics simulations allows for the predicti-
on of the time evolution of a set of interacting atoms by solving the classical equations of
motions numerically. The output of these simulations is a set of configurations of the sys-
tem, which can be tuned to sample a specific statistical mechanics ensemble. The main
idea underlying every molecular dynamics simulation is to extract dynamical and struc-
tural properties of (multicomponent) systems in the condensed phase directly from the
resulting trajectories. Therefore, information about the multicomponent systems e.g. so-
lute/solvent interactions can be explored from these computer simulations at atomistic
resolution. The ensemble average allows for direct comparison with the experimental
measurements under realistic conditions.

One of the key ingredients to carry out atomistic molecular dynamics simulations is
the accurate description of the interatomic interactions (potentials) of the atoms com-
posing the system. The classical approach provides empirical potentials with a specific
functional form in advance. These empirical potentials are defined with adjustable pa-
rameters, which can be obtained from quantum mechanical electronic structure calcu-
lations or from experiments. This classical approach is practical for investigating biomo-
lecular systems, which can contain hundreds of thousands to many millions of atoms.
In reality, such a treatment of interatomic potentials implies drawbacks for reproducing
chemical reactions involving breaking and formation of bonds (e.g. proton transfer re-
actions). The description of chemical reactions requires a sophisticated approach with
an explicit consideration of the electronic structure.6,7 Developments of a variety of new
numerical algorithms in the electronic structure theory and overall hardware progres-
ses have enabled for the prediction of previously inaccessible properties of relatively
large systems and deduce e.g. their spectroscopic properties from quantum mechani-
cal calculations.8,9 In particular, the use of quantum chemical calculations for all atomic
forces acting on the nuclei allows for the automatic incorporation of all relevant interato-
mic and intermolecular interactions without any atom-specific parameters.10–14 These
quantum mechanical experiments, the so-called ab initio molecular dynamics simulati-
ons, yield an accurate modeling of the motion of atoms, and the evolution of electronic
structure with a time resolution of femtoseconds over a total duration of hundreds of
picoseconds. Because of their accuracy in describing electronic interactions, ab initio
molecular dynamics simulations have been used widely to study dynamics of liquids,
proton transfer reactions, and hydrogen bond interactions, which are typically very sen-
sitive to the level of theory.15–20

Liquid water is the most common solvent in nature.21 Due to its strong hydrogen
bond network and its large molecular dipole moment, water molecules can stabilize po-
lar reaction intermediates.22,23 The image below shows a typical hydrogen bonding net-
work between water molecules at room temperature. This complex network undergoes a
very fast dynamics, and rearranges itself by breaking and forming hydrogen bonds con-
tinuously.24,25 In liquid water at ambient temperature, the hydrogen bond network has
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Figure 1: Hydrogen bonding between water molecules.

only a very short lifetime, its autocorrelation function is typically relaxed within a few
picoseconds.26,27 Upon perturbations such that as introduced by ions or even charge re-
distribution of solute molecules e.g. after photoexcitation, the hydrogen bond network
responds on a typical timescale of femtoseconds to a few picoseconds, respectively.28,29

These structural rearrangements of hydrogen bonds are a hallmark of the aqueous sol-
vation, and often determine whether a chemical reaction can occur or not. In fact, hy-
drogen bonding rearrangements are found to play a crucial functional role in enzymatic
reactions by lowering the reaction barrier.30 Therefore, it is not surprising that the mole-
cular details of aqueous solvation remain an important and very active area of research
in the ab initio molecular dynamics community.31–33

This thesis covers a series of theoretical investigations in the framework of aqueous
solvation. Methodologically, ab initio molecular dynamics simulations are used to en-
hance the understanding of dynamical and structural properties of hydrogen bonded
systems. In particular, the following questions and challenges are addressed in this the-
sis:

• the aqueous solvation structure around photosensitive bifunctional chromopho-
res

• the role of solvating water molecules in the proton dissociation mechanisms

• the characterization of kosmotropic and chaotropic effects of divalent ions on the
hydrogen bonded network

As a first step, the hydrogen bonding network around a solvated photosensitive pro-
be molecule, a photoacid, is addressed.34,35 Photoacids undergo a significant enhance-
ment in their acidity after photoexcitation by a pump laser pulse, thus, are utilized as
a means of triggering a proton transfer event.36 These molecules are natural candida-
tes for investigating proton dissociation reactions, and can be used to probe the envi-
ronments around complex biomolecular systems. The chosen model systems for this
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purpose are a specific set of hydroxyquinoline (HQ) derivatives (heteroaromatic fluore-
scent dyes, see Figure 2). The HQ derivatives are functionalized such that both proton
donating (hydroxyl group) and the proton accepting (nitrogen atom) sites are localized
at well-defined distances. This functionality allows for the discrimination of different
topologies of solvation, for example “short” and “long” water wires between acid/base
groups. Water molecules can be aligned as wires, that are essentially relatively stable hy-
drogen bonded chains, temporarily connecting acid and base sites. Within the lifetime
of these water wires, the proton is supposed to propagate concertedly or sequentially
from acid to base over large distances.37,38 These specific hydrogen bond topologies are
postulated in a number of studies dealing with proton transport in biological systems, in-
cluding the proton pump membrane proteins in the framework of signal conversion39,
green fluorescent protein40, carbonic anhydrase41, and gramicidin A42. Moreover, the
time-resolved infrared and fluorescence experiments showed that once an appropriate
water wire configuration is formed, the proton transfer is ultrafast i.e. in the femtose-
cond time scale.37,38 These experimental measurements suggest a correlation between
microscopic solvation configurations and spectroscopic parameters. By means of ab in-
itio molecular dynamics simulations, the microscopic details of structural and dynami-
cal properties of water wires in relation to the spectroscopic features can be extracted
from the trajectories at ambient conditions.

Figure 2: A bifunctional chromophore: 7-
Hydroxyquinoline

Additionally, the individual processes
in proton dissociation to the solvent can
be also studied by use of photoacids.43

The question of the proton motion in a
complex hydrogen bonded network is one
of the most fundamental chemical reacti-
on, and of enormous relevance to a wide
array of investigations.39,44 The basic con-
cept of the proton hopping mechanism
from one water molecule to a neighbou-
ring water molecule is the so-called von-
Grotthuss mechanism.45,46 Today, the ac-
tual proton transfer mechanisms have be-
en discussed to be either concerted or sequential in the bulk solution.47–49 The concer-
ted mechanism occurs in an assembly of several water molecules linked by hydrogen
bonds on a femtosecond time scale. The sequential mechanism is facilitated by rearran-
ging solvation shell water molecules on relatively slower time scales.

A further topic of this thesis is the influence of solvated ions on the (local) struc-
ture of liquid water.50 The functional role of ions is vital, given the numerous aspects
that ions have in biomolecular and technological systems. Examples include the aggre-
gation of proteins and nucleic acids, enzyme catalysis, and numerous cellular signaling
processes.51–54 The impact of an ion depends on its charge and size, and is historically
quantified by a measure of precipitation and dissolution of egg protein as the so-called
Hofmeister effect.55,56 The underlying ion specific effects are often discussed in terms of
stabilization/destabilization of the hydrogen bonding network around an ion. Chaotro-
pic ions are referred to as water structure breakers as they are considered to destabilize
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Figure 3: Overlap of the first hydration shells of anions and cations.50

the local hydrogen bonded network. On the other hand, kosmotropic ions can interact
strongly with water molecules by increasing the stability of the local hydrogen bonded
network (water structure maker). The description of the hydration phenomena of the
solvated ions is complicated, and requires to include the polarization interactions ex-
plicitly. By means of ab initio molecular dynamics simulations, the inherently quantum
character of these interactions between ions and solvating water molecules can be de-
scribed without any adjustable parameters. From a computational perspective, it was
particularly compelling to study a series of divalent ions in order to characterize to what
extent the hydrogen bonding network around ions is modified. A wide array of ab initio
quantum mechanical calculations has been employed in order to investigate the chan-
ges of the (local) structural hydrogen bonding around ions. Such local changes are acces-
sible by 1H NMR chemical shifts measurements.57,58 A strong relation between 1H NMR
chemical shifts and the hydrogen bond length exists, so the trends in chemical shifts can
be seen as an indicator for the degree of ordering of the hydrogen bonded network.59

The availability of the electronic structure allow us to compute the instantaneous 1H
NMR chemical shifts from snapshots of the trajectories which are then used to relate
the experimental 1H NMR chemical shift spectrum to the underlying solvent structure.
Thus, the combination of ab initio molecular dynamics simulations with averaged 1H
NMR chemical shifts yields a good agreement with experiments in terms of quantifying
the kosmotropic/chaotropic nature of ions at a molecular level.

This thesis is organized as follows: in Section 2, a brief discussion of the theoretical
background of the methods used in this work is presented. Section 3 gives an overview
of the individual studies that are addressed in this thesis, proceeds with a review of the
major findings. Finally, Section 4 contains a conclusion of this cumulative dissertation.*

*A full reproduction of the published articles is listed in Appendix B.
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2 Theoretical framework

2.1 Introduction to molecular dynamics simulations

Molecular dynamics (MD) simulation is a technique that allows one to predict the time
evolution of a system of interacting particles by solving the classical equations of mo-
tions numerically.60,61 As the technique is applicable to a range of various problems, it
has become a powerful research tool for studying the structural and dynamical proper-
ties of various systems from crystalline and amorphous solids to liquids and solutions, as
well as prediction of their spectroscopic properties. There are two main families of MD
methods, which can be distinguished by picturing interatomic potentials: classical and
ab initio approaches. While the classical approach uses the empirical potential energy
functions to represent these interatomic interactions, the ab initio approach employs a
particular electronic structure method to compute the forces acting on the nuclei wi-
thout atom-specific parameters. It should be noted here that all equations are written in
atomic units in this thesis, except where denoted otherwise.

Given the potential energy function of the system, the time evolution is described
deterministically by Newton’s equations of motions. The trajectory can be obtained by
solving Newton’s second law

FI (t ) =−∇I V (RI (t )) (1)

where the equation of motions relate the derivative of the potential energy V to the chan-
ges in position R as a function of time. These equations are normally solved numerically
as will be discussed in the following sections.

2.2 Integrating the classical equations of motion

2.2.1 The Verlet algorithm

By far the simplest and most employed integration scheme is the Verlet algorithm62,
which uses positions and accelerations at time t , as well as positions at the previous step
t −∆t , to calculate the new positions at t +∆t . From a Taylor series expansion up to
second order for the position of a particle at time t +∆t , it follows

ri (t +∆t ) ≈ ri (t )+∆t ṙi (t )+ 1

2
∆t 2r̈i (t )

≈ ri (t )+∆tvi (t )+ ∆t 2

2mi
Fi (t ).

(2)

The velocity term disappears in the integration scheme in Eq. 2 by writing a similar ex-
pansion for ri (t −∆t ):

ri (t −∆t ) ≈ ri (t )−∆tvi (t )+ ∆t 2

2mi
Fi (t ). (3)

Adding Eq. 2 and Eq. 3 gives:

ri (t +∆t ) ≈ 2ri (t )− ri (t −∆t )+ ∆t 2

2mi
Fi (t ). (4)
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Finally, Eq. 4 is the well-known numerical solver known as the Verlet algorithm.62 Here,
one can propagate a trajectory forward in time by a time step ∆t with a given starting
point in the phase space. The Verlet algorithm does not use the velocity to determine
the positions. One can compute the velocities at any point in the trajectory as a centered
difference:

vi (t ) = ri (t +∆t )− ri (t −∆t )

2∆t
. (5)

2.2.2 The velocity Verlet algorithm

One disadvantage of the Verlet algorithm is that two sets of positions r(t ) and r(t −∆t )
have to be stored in memory to compute the velocities. An alternative is the velocity
Verlet algorithm63 that explicitly evolves both positions and velocities from the fact the
Newton’s equations of motion are time-reversible. So, one can start from ri (t +∆t ) and
move by a time step of −∆t as

ri (t ) ≈ ri (t +∆t )−∆tvi (t +∆t )+ ∆t 2

2mi
Fi (t +∆t ). (6)

The velocities vi (t +∆t ) are then propagated as

vi (t +∆t ) ≈ vi (t )+ ∆t

2mi
[Fi +Fi (t +∆t )] . (7)

Both the Verlet and the velocity Verlet integrators fulfill important properties that are
crucial for the numerical stability. They both satisfy time-reversibility, that is propaga-
ting the equations backward in time will produce the (back) same trajectory, and share
the symplectic property. Therefore, the stability is directly related to the ability of con-
serving energy and momentum throughout the propagated trajectory. A detailed discus-
sion of these issues associated with numerical integrators can be found on pp. 100-113
of Tuckerman’s book.61

2.3 Temperature coupling: The Nosé-Hoover thermostat

In the standard MD methodologies, the Newton’s equations of motion of the particles N
in a fixed volume V are solved numerically. If the total energy E is also conserved, the
time evolution of the system belongs to the microcanonical ensemble (constant NV E).
According to the ergodicity hypothesis, one can replace the average quantities compu-
ted along the trajectory (i.e. time averages) by ensemble averages in the microcanonical
ensemble.61 In practice, there is usually a need for performing MD simulations under
the experimental conditions. Therefore, it is important to introduce ensembles with dif-
ferent sets of constant thermodynamical variables. In the canonical ensemble (constant
NV T ), a thermostat is introduced to modulate the temperature of a system. On the other
hand, the isothermal-isobaric ensemble (constant N PT ) allows for controlling of the
temperature and pressure.

In order to constrain the average temperature of the system with a heat bath during
the simulation, the extended-ensemble approach has proposed firstly by Nosé,64,65 and
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later modified by Hoover.66 The Nosé-Hoover thermostat introduces an additional de-
gree of freedom s and its conjugate momentum ps to the Hamiltonian of a system. This
gives the Hamiltonian of the extended system of the N particles and parameter s in terms
of the virtual variables as

HNosé =
N∑

i=1

p2
i

2mi s2
+V (r1, . . . ,rN )+ p2

s

2Q
+ g kT ln s, (8)

where g = 3N +1 is the number of independent momentum degrees of freedom of the
system, V (r1, . . . ,rN ) is the potential energy, k and T are the Boltzmann constant and the
target temperature, respectively. The variable s is introduced here as a time-scaling pa-
rameter to scale the velocities in order to shift the instantaneous kinetic energy towards
the target level. Q is an imaginary mass, associated with the parameter s.

The equations of motions obtained from the extended Hamiltonian HNosé are:

ṙi = ∂HNosé

∂pi
= pi

mi s2

ṗi =−∂HNosé

∂ri
= Fi

ṡ = ∂HNosé

∂ps
= ps

Q

ṗs =−∂HNosé

∂s
=

N∑
i=1

p2
i

mi s3
− g kT

s
= 1

s

[
N∑

i=1

p2
i

mi s2
− g kT

]
.

(9)

The ṙi and ṗs equations show that the thermostatting scheme works on an unconventio-

nal kinetic energy
∑N

i=1
p2

i
mi s2 . One can transform these equations back into a more con-

venient form by introducing the following change of variables:

p′
i =

pi

s
, dt ′ = dt

s
,

1

s

ds

dt ′
= dη

dt ′
, ps = pη. (10)

Then, the equations of motions are re-defined as:

ṙi = pi

mi
,

ṗi = Fi −
pη
Q

pi ,

η̇= pη
Q

,

ṗη =
N∑

i=1

p2
i

mi
− g kT.

(11)

Here, we can see that the conjugate momentum ps is proportional to the friction co-
efficient η which responds to how closely the kinetic of the system follows the target
temperature. Therefore, the evolution of the pη term is driven by the difference between
the instantaneous kinetic energy and its canonical average g kt . It is important to note
here that the Nosé-Hoover system lacks the ergodicity, therefore does not yield the cano-
nical distribution. This problem is discussed extensively in literature, and details can be
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found in the Ref.61 Nevertheless, this problem can be recovered with the Nosé-Hoover
chain of thermostats. The idea consists of coupling the physical variable pη with itself
to a Nosé-Hoover thermostat using a new set of variables η̃ and p̃η and to then couple
this thermostat with a second one, which can be coupled to a third one, and so on.67 In
practice, a chain length is truncated at some point giving a Nosé-Hoover chain of length
N .

2.4 Molecular dynamics simulations with force fields

Force fields use simplified (empirical) potential functions to mimic the interactions bet-
ween atoms. Each atom in this classical framework is represented by a sphere (point-like
particle) at position r. Thus, the total potential is defined as

U (r) =Ubonded (r)+Unon−bonded (r). (12)

Eq. 12 consists of two components. The first component represents the valance terms,
which are the bonding interactions including bond stretch, bond angle bending, dihe-
dral angle torsion terms. The last component describes the non-bonded interactions:
van der Waals and Coulomb electrostatic potential. Therefore, the total potential energy
can be written as

U (r1, ...,rN ) = ∑
bond s

Kb(b −b0)2 + ∑
ang l es

Kθ(θ−θ0)2 + ∑
di hedr al s

Kφ(1+cosnφ−δ)

+ ∑
i mpr oper

Kψ(ψ−ψ0)2 + ∑
i , j>i

1

4πε

qi q j

|ri j |
+4εi j

[(
σi j

ri j

)12

−
(
σi j

ri j

)6]
,

(13)

where b, θ, φ, and ψ are the bond lengths, bond angles, torsional dihedral angles, and
improper dihedral angles. The variables with a 0 as subscript are the equilibrium values.
The label K corresponds to force constants. Normally, all bonded interactions are repre-
sented by harmonic functionals, except for the torsional dihedral angle term, which has
a trigonometric form. On the other hand, the last two terms (non-bonded interactions)
are accounted for a Coulomb-type pairwise interaction based on their charges (qi ), and
the van der Waals term computed by the Lennard-Jones potential,68 in which εi j is the
well-depth parameter and σi j is the distance at which the two terms in the potential
exactly balance.

Generally, classical simulations are performed efficiently on large scale systems, most-
ly on biomolecular systems.69,70 As a result of using periodic boundary conditions, the
system size becomes quasi infinite. Consequently, the number of interacting particle
pairs increases enormously on the expense of evaluation of the interactions. For the
short range interactions, this problem can be overcome by using a potential with a finite
range (neighbor list), and then evaluate the term up to a certain distance (cutoff distance
Rcut ) and neglect the rest. For the long range Coulomb interaction, the slow decay of this
potential prevents using of such a cutoff criterion. Therefore, this long range Coulomb
term is calculated normally in Fourier space with Ewald summation-related approaches
to increase computational speed.71
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Summarizing, such an empirical treatment of interactions of many particle system
naturally cannot account for the quantum nature of electrons, thus any chemical reacti-
ons involving bond breaking/-forming is beyond the scope of this classical representati-
on.

2.5 Ab initio molecular dynamics

Accounting for the properties of chemical reactions, or for chemically complex systems
that are not possible to treat with empirical potentials requires a more realistic descrip-
tion of electronic structure. In order to do this, the many particle potential has to be
calculated by solving the Schrödinger equation of the complex molecular system with
a quantum mechanical treatment without any empirical parameter. This technique is
the so-called ab initio molecular dynamics simulations.72–75 The main idea in ab initio
methods relies on computation of forces acting on the nuclei ön-the-flyäs the molecu-
lar dynamics trajectory is propagated. Special focus in this thesis is given to the Born-
Oppenheimer molecular dynamics simulations, in which the forces are calculated in
terms of the electronic ground state density according to the Hellmann-Feynman theo-
rem:76,77

FI (t ) =−∇I 〈Ψ0|Ĥe |Ψ0〉. (14)

The dynamics of the system is propagated by a set of Newton’s equations of motion wi-
thin the Born-Oppenheimer approach. Ab initio molecular dynamics can be understood
as a unification of molecular dynamics and electronic structure theory. In the following
Section, we will give a brief theoretical background to the approximations that are used
in electronic structure calculations starting with the Born-Oppenheimer approximation.

2.6 Electronic structure methods

2.6.1 Many electron system

Describing the properties of the many electron system is a very complicated task due to
the highly complex quantum character of electrons.78 Therefore, the main strategy here
is to provide approximate solutions to the Schrödinger equation:79

Ĥ |Ψ〉 = E |Ψ〉, (15)

where Ĥ is the Hamiltonian for a system of nuclei and electrons described by Rα and
ri , respectively. The Hamiltonian operator of a system of N interacting non-relativistic
electrons, and M nuclei can be written as

Ĥ =−1

2

N∑
i=1

∇2
i −

1

2

M∑
α=1

∇2
α−

N∑
i=1

M∑
α=1

−Zα
| ri −Rα | +

1

2

N∑
i=1

N∑
j>i

1

| ri − r j |
+ 1

2

M∑
α=1

M∑
β>α

ZαZβ
| Rα−Rβ |

. (16)

In Eq. 16, the first two terms are the kinetic energy operator of the electrons and nuclei,
the third term describes the electron-nuclei interactions, and the last terms represent
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the interactions between electrons and between nuclei, respectively. For N >> 1, a high-
ly accurate solution of the Schrödinger equation is almost impossible, which makes it
necessary to deal this problem with reasonable approximations.

2.6.2 The Born-Oppenheimer approximation

In a molecule, the nuclei are much heavier and move slowly compared to electrons, and
thus they can be treated as classical particles. This allows us to consider the electrons to
only feel the effect of slowly moving nuclei.80 Correspondingly, a quasi-separable ansatz
to solve the many particle Schrödinger equation is introduced as

Ψ(ri ;Rα) =Ψe (ri ;Rα)Ψn(Rα), (17)

where Ψn(Rα) is the nuclear wave function and Ψe (ri ;Rα) is the electronic wave functi-
on that depends parametrically on the nuclear positions. Within the Born-Oppenheimer
approximation, the kinetic energy of nuclei is neglected, and the nuclei-nuclei interac-
tion is defined to be constant. The remaining terms in Eq. 17 therefore represent the
motion of electrons, the so-called the electronic Hamiltonian:

Ĥe =−1

2

N∑
i=1

∇2
i −

N∑
i=1

M∑
α=1

−Zα
| ri −Rα | +

1

2

N∑
i=1

N∑
j>i

1

| ri − r j |
. (18)

The solution of the Schrödinger equation, which involves only the electronic degrees of
freedom can be written as follows:

Ĥe |Φe〉 = Ee |Φe (Rα)〉, (19)

where Ee is the total electronic energy. Eq. 19 is the main outcome of the Born-Oppenheimer
approximation by allowing for computing the electronic structure of a many electron
system without providing anything about the quantum mechanics of the nuclei. There-
fore, the total energy for fixed nuclei coordinates can be written down by simply adding
back the constant nuclei-nuclei interaction:

Etot = Ee (Rα)+ 1

2

M∑
α=1

M∑
β>α

ZαZβ
| Rα−Rβ |

. (20)

Similarly, the nuclear Hamiltonian can be defined in the average field generated by fast
moving electrons:

Ĥn =−1

2

M∑
α=1

∇2
α+Etot (Rα). (21)

Here, the total energy Etot (Rα) gives us the so-called Born-Oppenheimer surface as a
function of the nuclear coordinates. Ultimately, we can now concern to solve only the
purely electronic problem for fixed nuclei and subsequently, with the obtained surfaces,
the purely the nuclear problem.

Summarizing, the Born-Oppenheimer picture assumes that the electrons respond
instantaneously to the nuclear motion, therefore, it is sufficient to obtain only one set of
instantaneous electronic eigenvalues and eigenfunctions at each nuclear configuration.
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However, this representation is shown to fail when two (or more) electronic solutions
to the electronic Schrödinger equation come close energetically, due to non-adiabatic
effects, contained in the terms that have not been considered in the above derivation.
These effects do not play a role in the field of research in this work. Thus, they are con-
sidered as not falling within the scope of this discussion so that from now on only the
electronic Hamiltonian and electronic wave functions will be represented which obey
the Schrödinger equation.

2.6.3 Hartree-Fock theory

The Hartree-Fock method is wave function based approach together with the variational
principle.81,82 This method constructs the many electron wave function Ψ by satisfying
the desired antisymmetry condition, as the so-called Slater determinant from a single-
electron orbital:83–85

Ψ= 1p
N !

∣∣∣∣∣∣∣∣∣
ψ1(r1,σ1) ψ2(r1,σ1) · · · ψN (r1,σ1)
ψ1(r2,σ2) ψ2(r2,σ2) · · · ψN (r2,σ2)

...
...

...
ψ1(rN ,σN ) ψ2(rN ,σN ) · · · ψN (rN ,σN )

∣∣∣∣∣∣∣∣∣ , (22)

where ψi (ri ,σi ) are the single-electron wave functions. The essence of the Hartree-Fock
approximation relies on replacing the many electron problem by a single electron case
in which electron-electron interaction is represented in an average way i.e. a mean-field
potential. According to the variational principle, these single-electron wave functions
are then the "bestßet of those spin orbitals, which minimize the electronic energy. To
perform this minimization scheme, it is therefore convenient to split the electronic Ha-
miltonian into a sum of single electron terms ĥ(ri ), which describes the motion of the
i t h electron under the influence of the mean-field potential:

f̂ =∑
i

ĥ(ri )+ 1

2

N∑
i=1

N∑
i> j

1

| r− r′ | , (23)

where f̂ is the Fock operator, and the ĥi term is defined as

ĥi =−1

2
∇2

i −
M∑
α=1

Zα
| ri −Rα | . (24)

It is important to note here that, we discuss here only the closed shell equations,
which are distinguished by an even number of electrons i.e. two electrons with opposite
spin occupy one spatial orbital. This allows the elimination of the spin component in
the wave function representation. Solving the Fock equation under an orthonormality
constraint for the differentψi (r), therefore, will give us the spatial wave function and the
single-electron energy associated with either of the electrons:

f̂ ψi (r) = ĥψi (r)+2
N /2∑

j

∫ ψ∗
j (r′)ψ j (r′)

|r− r′| ψi (r)︸ ︷︷ ︸
Ĵψi(r)

dr′−
N /2∑

j

∫ ψ∗
j (r′)ψi (r′)

|r− r′| ψ j (r)︸ ︷︷ ︸
K̂ψi(r)

dr′. (25)
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Here, the operators Ĵ and K̂ result from the electron-electron interaction term in the total
Hamiltonian of the many electron system, can be examined by means of operating on a
wave function ψi (r), which represents the electron 1:

Ĵ jψi (1) =
[∫

ψ∗
j (r′)

1

|r− r′|ψ j (r′)dr′
]
ψi (1), (26)

and

K̂ jψi (1) =
[∫

ψ∗
j (r′)

1

|r− r′|ψi (r′)dr′
]
ψ j (1). (27)

The operator Ĵ describes the classical interaction of the electron densities the so-called
Coulomb term. It can easily be seen that the quantity ψ∗

j (r′)ψ j (r′) represents the charge
distribution due to an electron in orbital j . Therefore, the evaluation of this integral with
a sum over all i 6= j gives the total (local) potential energy (Hartree potential) at r due to
the average charge density produced by all the other electrons. On the other hand, the
exchange potential, K̂, has no classical analogue, and is a direct result of the antisymme-
tric nature of the Slater determinant. Unlike the Coulomb term, the exchange operator
has a non-local character.

Having made these assumptions, one can introduce the Hartree-Fock equations, which
describe electrons under the influence of the mean-field potential:

f̂ (i )ψi (r) = εψi (r). (28)

Eq. 28 depends on the spatial orbitals of other electrons, and thus, must be solved itera-
tively. The scheme for solving the Hartree-Fock equation is the so-called the self-consistent
field (SCF) method. By introducing an initial guess for the orbitals, one can compute the
average field felt by each electron, and then solve the Hartree-Fock equation for a new
set of orbitals. This procedure is repeated until the fields no longer change. The soluti-
on of the Hartree-Fock equation leads a set of orthonormal orbitals, the so-called Fock
orbitals.

The total energy of the many electron system can be written as:

EHF = 2
N /2∑
i=1

ĥi −
N /2∑

i , j=1
(2Ĵi j − K̂i j ). (29)

Although the Hartree-Fock approximation yields reasonable optimized geometries
and molecular properties, it is found to fail in certain cases such as calculation of disso-
ciation energies. This is due to the assumptions of Hartree-Fock method, which ignores
any correlation in the motion of electrons with parallel spin (closed shell case). Thus,
the difference of the Hartree-Fock energy to the true energy is defined as the correlation
energy. There are a various of methods, which have been developed in order to introduce
the correlation effects.86–88 In practice, all these theories rely on a linear combination of
the total wave function in several determinants of the form. Due to the high computa-
tional cost of such methods, it is not feasible to perform calculations of realistic models
of systems with these methods.
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2.6.4 Density functional theory

Density functional theory (DFT) reformulates the many electron problem in terms of the
electron density alone.89–94 This approach simplifies the many electron problem signifi-
cantly, since the electron density is a function with three variables, namely the x, y , and
z position of the electrons. DFT is presently the most successful approach to compute
a various non-degenerate ground state molecular properties, e.g. molecular structures,
spectroscopic features, dipole moments. However, the reliability of DFT depends on the
exchange-correlation energy functional. This section will give a short introduction to
DFT and its fundamentals.

2.6.5 Hohenberg-Kohn theorems

The Hohenberg-Kohn (HK) theorems89,90 describe the system of interacting electrons
moving under the external potential Vext (r). The HK theorems are stated as follows:89,90

Theorem 1: The external potential Vext (r) up to an arbitrary constant is a unique
function of the ground state density ρ(r).

Proof: The first HK theorem can be proven in a simple and extremely elegant manner
using the principle of reductio ad absurdum for a non-degenerate system. Suppose there
exist two potentials V1(r) and V2(r) differing by more than a constant, and giving rise to
the same ground-state density ρ(r). These potentials belong to distinct Hamiltonians,
which give rise to distinct wave functionsΨ1 andΨ2. Then we have

E1 = 〈Ψ1 | Ĥ1 |Ψ1〉
= 〈Ψ1 | T̂ + V̂ee |Ψ1〉+

∫
V1(r)ρ(r)dr, (30)

and

E2 = 〈Ψ2 | Ĥ2 |Ψ2〉
= 〈Ψ2 | T̂ + V̂ee |Ψ2〉+

∫
V2(r)ρ(r)dr. (31)

Here, the operators T̂ and V̂ee are the electron kinetic energy and electron interaction
energy, respectively. Since the ground-state energy of the system is non-degenerate, the
variational principle gives two inequalities:

E1 < 〈Ψ2 | Ĥ1 |Ψ2〉
= 〈Ψ2 | T̂ + V̂ee |Ψ2〉+

∫
V1(r)ρ(r)dr

= E2 +
∫

[V1(r)−V2(r)]ρ(r)dr (32)

and

E2 < 〈Ψ1 | Ĥ2 |Ψ1〉
= E1 +

∫
[V2(r)−V1(r)]ρ(r)dr. (33)

21



Adding Eq. (32) and Eq. (33), we obtain

E1 +E2 < E2 +E1, (34)

which is clearly a contradiction. So, there are no two different external potentials that
can give the same electron density ρ(r). Thus, ρ(r) uniquely determines Vext (r), and all
other ground state electronic properties can be obtained from it.

Theorem 2: The ground state energy can be obtained variationally according to the
electron density that minimizes the total energy functional E [ρ] being the exact ground
state density. Then, we can write the total energy functional as a function of the electro-
nic density as

E [ρ] := 〈Ψ[ρ] | T̂ + V̂ee +Vext (r) |Ψ[ρ]〉 = FHK [ρ]+
∫

Vext (r )ρ(r)dr, (35)

where FHK [ρ] = 〈Ψ[ρ] | (T̂ +V̂ee ) |Ψ[ρ]〉. FHK [ρ] requires no explicit knowledge of Vext (r);
therefore it is same for all systems and called a universal functional.

Proof: The ground state the energy can be defined by the unique ground state densi-
ty, ρ(r) as

E [ρ(r)] =
∫

Vext (r)ρ(r)dr+F [ρ(r)], (36)

and the variational principle states that a different density, ρ′(r) will necessarily give a
higher energy

F [ρ′(r)]+
∫

Vext (r)ρ′(r)dr ≥ F [ρ(r)]+
∫

Vext (r)ρ(r)dr,E [ρ′(r)] > E [ρ(r)] . (37)

So the total electronic energy will reach the minimum only, when the electron density is
the non-degenerate ground state electron density.

It is now important to note that the electron density, which minimizes the energy
over densities associated with the existing potential of non-interacting systems, is the
so-called v-representable. However, it is not clear whether an arbitrary density could be
represented by an antisymmetric many electron wave function (N -representable). It has
been shown that any "reasonableëlectron density fulfills the N -representable condition.
The solution to the v-representable problem, on the other hand, introduced by the Levy-
Lieb constrained search formalism95,96 shows that there is no formal problem with the
HK theorems.

2.6.6 The Kohn-Sham method

The idea of the Kohn-Sham method91 is to rewrite the system of many interacting elec-
trons as a system of non-interacting Kohn-Sham particles in a local (effective) potenti-
al vs(r). In such a non-interacting electron treatment, the wave function can always be
written as an antisymmetric product of orthonormal single electron orbitals (ψi (r)) i.e.
Kohn-Sham orbitals, which satisfy the equations:(

1

2
∇2 + vs(r)

)
ψi (r) = εiψi (r) (38)
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and yields

ρ(r) =∑
i
|ψi (r)|2. (39)

With the direct consequence of the second Hohenberg-Kohn theorem (simply the
variational principle), we can show that there is only one effective potential vs(r), which
produces the ground state electron density ρ(r) of the interacting system. Therefore, for
a given ground state density alone, all properties of the many interacting electron system
can be determined. The total electronic energy of Kohn-Sham system is given by

E [ρ(r)] = Ts[ρ(r)]+Eext [ρ(r)]+EH [ρ(r)]+EXC [ρ(r)], (40)

where Ts[ρ(r)] is the non-interacting kinetic energy, Eext [ρ(r)] the interaction energy
with the external potential provided by the nuclei, EH [ρ(r)] the classical electrostatic
interaction energy, and EXC [ρ(r)] the exchange-correlation energy.

The functional vs(r is implicitly defined by the Kohn-Sham equations, is split into the
following contributions:

vs[ρ(r)] = vext [ρ(r)]+ vH [ρ(r)]+ vXC [ρ(r)], (41)

where the first term vext [ρ(r)] is the external potential introduced by the nuclei-electron
interaction, the second term is the Hartree potential, and the vXC [ρ(r)] term is the exchange-
correlation potential, which contains all non-classical electron interactions, and a cor-
rection to the non-interacting kinetic energy.97 The exchange-correlation potential can
be defined as a functional derivative of EXC [ρ(r)]:

vXC [ρ(r)] = δEXC [ρ(r)]

δρ(r)
. (42)

The form of vXC [ρ(r)] is unknown. So, given an approximation to the exchange-correlation
functional, the Kohn-Sham equations can be solved self-consistently, which yields the
electron density ρ(r ). By inserting this into the energy functional, the total electronic
energy of the interacting system can be obtained. In the Kohn-Sham framework, the dif-
ficult task that involves in finding a good approximation for the exchange-correlation
functional.

2.6.7 Approximations to exchange-correlation energy

The calculation of the Kohn-Sham equations starts with an initial guess for the orbitals,
and thus for the electron density. The accuracy of DFT strongly depends on finding a
good approximation the exchange-correlation energy functional. A number of different
approximations have been developed, ranging from simple local approximations based
on the homogeneous electron gas to rather sophisticated functionals incorporating e.g.
sums over the unoccupied orbitals. Below, we discuss some of the most popular appro-
ximations for the exchange-correlation energy.98
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Local density approximation

The simplest approximation for the exchange-correlation energy EXC is the local-density
approximation (LDA).99,100 In this approach, it is assumed that the exchange-correlation
energy density at every position of space for the many electron system is the same as it
would be for the homogeneous electron gas (HEG) having the same electron density. By
knowing this fact, the exchange-correlation energy can be defined as

E LD A
XC =

∫
εHEG

XC (ρ(r))ρ(r)dr, (43)

where εHEG
XC (ρ) is the exchange-correlation energy per electron in the homogeneous elec-

tron gas with the density ρ. Thus, the exchange-correlation potential vXC takes the form

vLD A
XC (r) = δEXC [ρ]

δρ(r)
= εHEG

XC (ρ(r))+ρ(r)
δεHEG

XC

δρ
|ρ=ρ(r). (44)

In practice, the exchange-correlation energy εXC can be divided into the exchange
energy εX and the correlation energy εC :

εXC (ρ(r)) = εX (ρ(r))+εC (ρ(r)). (45)

The analytical expression for the exchange energy is known exactly:92,99

EX (ρ(r)) =
∫
εHEG

X (ρ(r))ρ(r)dr =−3

4

(
3

π

)1/3 ∫
ρ(r)4/3dr. (46)

Unlike the exchange term, the exact analytic form of correlation term is known only
for two limiting cases.101–103 Generally, the εC term is parameterized based on quantum
Monte Carlo calculations104 of homogeneous electron gases at various densities.

Obviously, the LDA functionals can be expected to work well for a system with slowly
varying electron density. But, there are various, typically weakly bonded systems such
as hydrogen bonded systems which cannot be described by LDA sufficiently. Therefore,
more sophisticated approximations are needed for representing the unknown exchange-
correlation potential.

Generalized-gradient approximation

An improvement to the LDA was made by accounting for the local variations of the elec-
tron density, which is the so-called generalized-gradient approximation (GGA).105 In this
case, the exchange-correlation functional depends not only on the electron density, but
also on the gradient of the density as well. Symbolically, such a form of functional can be
defined as:

EGG A
XC [ρ] =

∫
f GG A(ρ(r),∇ρ(r))dr. (47)

The flexibility in the choice of f GG A ensures the improvements of the GGA exchange-
correlation functional to the LDA exchange-correlation. In the GGA approximation, the

24



exchange term takes the form

EGG A
X [ρ] =

∫
εHEG

X (ρ(r))ρ(r)F GG A
X (s)dr, (48)

where F GG A
x (s) is the enhancement factor with a dimensionless gradient s

s = |∇ρ(r)|
2(3π2)1/3ρ(r)4/3

. (49)

Within the GGA family, the exchange-correlation functionals differ only in the choi-
ce of the enhancement function. The most popular GGAs are the so-called PBE (Per-
dew, Burke, and Ernzerhof) functional,106 and BLYP (denoting the combination of Be-
cke’s 1988 exchange functional107 with the 1988 correlation functional of Lee, Yang and
Parr108). Generally, the GGA functionals describe all main types of chemical bonds suf-
ficiently, and provide an accurate prediction of electronic and structural properties. Ho-
wever, they are found to fail to describe dispersion interactions. A further problem is that
these local functionals exhibit an exponential decay, whereas the exact behaviour should
decay as 1/r.

Hybrid functionals

As shown in the discussions above, the exchange functionals within the LDA and GGA
families do not consider the non-local dependence on the electron density. The main
idea behind the hybrid theory is to combine a local or a semi-local exchange-correlation
functional with the non-local Hartree-Fock exchange term.109 This approach was forma-
lized by Becke110 to correct the Hartree-Fock scheme in order to account for correlation
effects, and to incorporate the exact exchange into DFT calculations. Such a hybrid func-
tional, for example B3LYP,108,110,111 has the following form:

E B3LY P
XC = E LD A

X +a0(E HF
X −E LD A

X )+aX (EGG A
X −E LD A

X )+E LD A
C +aC (EGG A

C −E LD A
C ), (50)

where a, aX , and aC are mixing coefficients that can be fitted empirically or estimated via
perturbation theory.109,112 Such hybrid functionals have been shown to offer noticeably
improved performance over local functionals, especially for the treatment of dispersion
forces.

2.7 Matrix form of the Kohn-Sham equations

The Kohn-Sham (also Hartree-Fock) equations represent a complicated system of cou-
pled differential equations.113 Because the Kohn-Sham Hamiltonian is a function of ρ(r),
which is in turn a function of ψi (r), the set of equations results in solving a non-linear
problem. Optimizing the electronic energy requires an iterative scheme until Kohn-Sham
(or Fock) orbitals do not change the background potential any further. This iterative
scheme is called a self-consistent field (SCF) procedure.114 The only difference between
the SCF scheme of Kohn-Sham and Hartree-Fock results from the evaluation of the exchange-
correlation potential.
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Here, we introduce a constraint for the Kohn-Sham or Fock molecular orbitals ψi (r)
that can be written as linear combinations of the spatial basis functions χµ with expan-
sion coefficients Cµi :115,116

ψi (r) =∑
µ

=Cµiχµ(r). (51)

From Eq. 51, evaluation of the Kohn-Sham molecular orbitals reduces to the problem
of obtaining a set of expansion coefficients. In order to calculate these coefficients, one
must reformulate the one electron eigenvalue problem as:∑

µ

Cµi f̂ (r)χµ(r) = εi
∑
µ

Cµiχµ, (52)

where f̂ is the Kohn-Sham or Fock operator in any single basis. Multiplying with χ∗ν(r)
on the left side, and integrating over space, we obtain a matrix equation for determining
Cµi :

∑
µ

Cµi

∫
χ∗ν(r) f̂ χµ(r)dr = εi

∑
µ

Cµi

∫
χ∗ν(r)χµ(r). (53)

In Eq. 53, we define two Hermitian matrices, the first being the overlap matrix S

Sµν =
∫
χ∗ν(r)χµ(r)dr. (54)

The second is the Kohn-Sham matrix F with elements

Fµν =
∫
χ∗ν(r) f̂ (r)χµ(r)dr. (55)

With these representations of S and F, we can rewrite the Kohn-Sham equation as:∑
ν

FµνCνi = εi
∑
ν

SµνCµi . (56)

Finally, one can reformulate entire problem in all i in compact matrix form, the so-
called Roothaan-Hall equation:117,118

FC = SCε, (57)

where C is a square matrix of the expansion coefficients and ε is a diagonal matrix of the
orbital energies. Obviously, the overlap matrix reduces to the unity matrix (S = 1) if we
choose an orthogonal set of basis functions:

FC = Cε. (58)

This eigenvalue problem in turn can be solved by diagonalizing F. Therefore, one has
to orthogonalize the (non-orthogonal) basis functions first. It is important to realize here
that the Kohn-Sham or Fock matrix F depends on the expansion coefficients C in terms
of the density matrix:

ρ(r) =∑
µν

Pµνψµ(r)ψ∗
µ(r), Pµν = 2

N /2∑
i

Cµi C∗
νi . (59)
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The Roothaan-Hall equations represent a generalized non-linear eigenvalue problem,
and can be solved with the self-consistent field procedure. In order to do this, we first
guess a density matrix describing the positions of the electrons to calculate the effective
one-electron potential. Then, the one-electron equations are solved to obtain a new set
of molecular orbitals. With this new molecular orbitals, the new electron density can be
obtained. This iterative cycle is then repeated until the density matrix no longer changes,
i.e. self-consistency is achieved.

2.8 Basis sets

An inherent approximation that is used in essentially all ab initio methods is the intro-
duction of a basis set. A basis set is a set of M specially adapted functions χi j (r), used
to create the molecular orbitals ψi (r), which are expanded as a linear combination with
coefficients Ci j to be determined.

ψi (r) =
M∑

j=1
Ci jχ j (r). (60)

Usually, these basis functions are centered on atoms, and not the exact atomic or-
bitals, even for the corresponding hydrogen-like atoms due to simplifications of their
analytic formulas. Slater type orbitals (STOs) were used as basis functions due to their
similarity with the eigenfunctions of the hydrogen atom. Their general definition is

χ(r,θ,ψ) = N r n−1e−ξr Y l m(θ,ψ), (61)

with N being a normalization factor and Y lm being the spherical harmonics. STOs have
an advantage as they have a direct physical interpretation, and thus are naturally good
basis for molecular orbitals. From a computational point of view, the STOs have the se-
vere shortcoming that most of the required integrals needed in the course of the SCF
procedure must be calculated numerically, which drastically decreases the speed of a
computation.

2.8.1 Gaussian-type orbitals

The construction of basis sets from Gaussian-type orbitals (GTOs) is motivated by com-
putational efficiency. They are defined as

Gi j k = N xi y j zk e−αr 2
, (62)

where N is the prefactor, and α is a positive orbital exponent. Here, each orbital is cen-
tered at a nucleus, i.e. the nucleus at the origin. With a proper choice of parameters, a
set of GTOs can be used to describe any function, such as STOs. This allows for having
efficient molecular integral evaluations with an acceptable description of the electro-
nic structure. On the other hand, the GTOs have two major disadvantages due to the r 2

dependence in the exponential function. At the nucleus, the GTOs have zero slope com-
pared to the the STO which has a "cusp"(discontinous derivative). Besides that, they fall
off too rapidly for large r, and the tail of the wave function is consequently represented
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poorly. Nevertheless, a linear combination of several Gaussian functions can represent
an atomic orbital in an approximate manner. As a result, a much faster computation of
the two-electron integrals can be achieved with using the GTOs than STOs.

2.8.2 Plane waves

Plane waves are the most popular basis functions in the ab initio community, becau-
se their application to periodic systems is straightforward.119 For periodic systems, the
electronic wave function can be written as:

f (r) = 1

Ω
e i G·r, (63)

where Ω and the vectors G are the volume of the unit cell and the reciprocal lattice vec-
tors of the system, respectively. Applying the Bloch’s theorem119, the wave function of
an electron in a periodic potential can be written as a product of a plane wave envelope
function and a periodic function

ψnk(r) = e i k·runk(r). (64)

Due to the periodicity, unk(r) can be expanded in terms of a discrete plane-wave basis
set

unk(r) =∑
G

Cnk(G)e i G.r. (65)

Thus, the electron wave function can now be expressed as a linear combination of plane
waves

ψnk(r) =∑
G

Cnk(G)e i (k+G)·r. (66)

In principle, the set of plane waves e i G·r should be infinite. However, the expansion
must be truncated after a finite number of plane waves, due to the tremendous increase
in the computational costs. The basis set truncation is controlled by a single parameter
the so-called the plane wave cutoff Ecut , which has a dimension of energy. This kinetic
cutoff energy is defined as:

1

2
|k +G|2 ≤ Ecut . (67)

Summarizing, a complete basis set of plane waves is independent from the positions
of the nuclei, allowing for the calculations of forces acting on atoms via the Hellmann-
Feynman theorem.76,77 However, the electronic wave function shows rapid oscillations
in the regions near to nuclei, so the related density gradients are not well described by
plane waves, unless one uses a large number of them. Corresponding calculations, there-
fore, would be costly. In practice, the plane wave basis sets are often used in combination
with pseudopotentials to describe the core electrons. The pseudopotential approach is
used in almost all plane wave DFT calculations, which is described in detail in the next
section. Further computational reduction can be achieved by transforming some other
terms, e.g. the kinetic energy and the matrix elements of the Coulomb operator, from
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real space to reciprocal space by means of fast Fourier transforms (details are given in
Section 2.10).

2.9 Pseudopotentials

The computational cost of many electron problem increases dramatically with increa-
sing system size (number of electrons) and level of accuracy. One way of reducing com-
putational complexity is introduced by replacing the strong electron-nuclei potential
and core electrons by an effective pseudopotential, the so-called a pseudopotential.120

The essence of the pseudopotential is to describe only the valence electrons explicit-
ly, including relativistic effects. In this approach, the true potential and valance wave
functions outside a chosen core region rc are reproduced by remaining much weaker
and smoother inside. The valance electrons are represented by modified smooth pseu-
do wave functions in the core region, which must reproduce the original valence wave
functions accurately.121

Most importantly, a pseudopotential should be transferable i.e. the same pseudo-
potential should be applicable for an atom in all possible environments. Furthermore,
the pseudopotential needs to be norm conserving i.e. outside the core region the real
and pseudo wave functions are identical, so that both wave functions generate identical
charge densities ∫ rc,l

0
dr |P PP

nloc (r)|2 =
∫ rc,l

0
dr |P AE

nloc (r)|2, (68)

where P AE
nloc (r) is the all electron wave function and P PP

nloc (r) is the pseudo wave functi-
on, guarantying the equality of the all electron and pseudo wave functions outside the
core region. Such a pseudopotential in general has the following non-local form for an
atom, which uses a different potential for each angular momentum component of the
pseudopotential

V̂ PP (r,r′) = V̂locδ(r− r′)+
lmax∑

l

m=l∑
m=−l

(Y lm(θ,φ))∗V̂ l
nloc (r)

δ(r− r′)
r 2

Y lm(θ′,φ′). (69)

Pseudopotentials of this type are known as non-local, norm-conserving pseudopo-
tentials122, since they are capable of describing the scattering properties of an atom in
a variety of environments. In our calculations, the pseudopotentials of Goedecker, Teter,
and Hutter (GTH)123,124 are used, which consist of a local part as

V̂ PP
l oc (r) =−Z

r
er f (

rp
2rloc

)
4∑

i=1
C PP

i (
r

rloc
)2i−2e

(− 1
2

r
rl oc

)2

, (70)

and, the non-local part as:

V̂ PP
nloc (r,r′) =∑

lm

∑
i j
〈r|p lm

i 〉hl
i j 〈p lm

j |r′,〉 (71)

The Gaussian-type projectors in Eq. 71 are defined

〈r|p lm
i 〉 = N l

i Y lmr l+2i−2e
(− 1

2
r

rloc
)2

, (72)

29



where N l
i are normalization constants, Y lm spherical harmonics, and rloc , rl are the lo-

calization radius of the local pseudopotential term and of each projector, respectively.
These free parameters can be computed by an optimized scheme in order to obtain a
good compromise for the calculation of desired molecular properties.

Summarizing, the use of pseudopotentials provides an opportunity for the conside-
rable reduction of the basis set size, which results in faster treatment of the large electro-
nic systems.

2.10 The Gaussian plane wave method

Central in the Gaussian and plane wave (GPW) approach is to use a dual representation
of the electron density.125 The method represents Kohn-Sham orbitals with an atom-
centered Gaussian-type basis, but uses an auxiliary plane wave basis to represent the
electron density. This compact representation provides an efficient treatment of the elec-
trostatic interactions, and thus leads to a scheme for the calculation of the total energy
and construct the Kohn-Sham matrix that scales linearly with the system size. This sche-
me has been implemented in many software packages for example in Cp2k14, which is
used for performing atomistic simulations in this thesis. The formulation of GPW me-
thod closely follows the Ref.125.

The expansion of the electron density in the Gaussian basis ψµ(r) can be written as

ρ(r) =∑
µν

Pµνψµ(r)ψν(r), (73)

where Pµν is the density matrix. In the plane wave basis, the density can be also expan-
ded as

ρ̃(r) = 1

Ω

∑
|G|<GC

ρ̃(G)ei G·r, (74)

where Ω is the volume of the unit cell. The selection of plane waves is determined by a
kinetic energy cutoff EC = 1

2G2
C , which accounts for the number of plane wave vectors in

the reciprocal grid. The difference |ρ(r)− ρ̃(r)| goes to zero on a regular (i.e. real space)
grid as the cutoff energy EC goes to infinity. This in turn allows a rapid conversion bet-
ween ρ̃(r), ρ(r) and ρ̃(G) using fast Fourier transforms (FFT).126,127

This dual representation of the electron density can be used to re-define the Kohn-
Sham DFT energy expression within the GPW framework as:

E [ρ] = E T [ρ]+EV [ρ]+E H [ρ]+E XC [ρ]+E I I [ρ]

=∑
µν

Pµν〈ψµ(r)|−1

2
∇2|ψν(r)〉

+∑
µν

Pµν〈ψµ(r)|V PP
loc (r)|ψν(r)〉+∑

µν

Pµν〈ψµ(r)|V PP
nloc (r,r′)|ψν(r′)〉

+2πΩ
∑

|G|<GC

ρ̃∗(G)ρ̃(G)

G2
+

∫
εXC (r)dr+ ∑

A<B

ZA ZB

|RA −RB |

(75)

where E T [ρ] is the electronic kinetic energy, EV [ρ] the electronic interaction with the io-
nic cores, E H [ρ] the Hartree energy, EXC [ρ] the exchange correlation energy, and E I I [ρ]
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the electrostatic interaction of the ionic cores. Note that EV [ρ] is described by norm-
conserving pseudo potentials which are split into a local and a non-local part. Here, the
kinetic energy is computed analytically with a Gaussian basis set in real space. The se-
cond and third term in Eq. 75 arises from replacement of electrons in core orbitals by
pseudopotentials in order to avoid the costly auxiliary expansion of these orbitals. On
the other hand, all terms of the electrostatic energy (the Hartree energy, local pseudopo-
tential term, and the interactions between the ionic cores), are treated using the Ewald
sum method.71

The major advantage of employing the GPW scheme becomes clear, when the re-
al space grids are associated with a plane wave basis set to compute the Hartree and
exchange-correlation terms.126,127 Even though, the core electrons are described by pseu-
dopotentials, the computational advantage of the GPW method is lost in the calculation
of the wave function based (exact) exchange functional.128 Therefore, the use of hybrid
functionals is not yet common in condensed phase calculations.

Summarizing, once the total energy is calculated, the forces acting on each nuclei is
computed by the gradient of the energy with respect to the nuclei positions.

2.11 Time-dependent density functional theory

Time-dependent density functional theory (TD-DFT) extends the basic ideas of ground-
state DFT for the treatment of the excited electronic states. In particular, it describes the
interaction of an arbitrary system with a time-dependent external potential. A genera-
lized formalism for such time-dependent systems is introduced by Runge and Gross by
recalling the Hohenberg-Kohn theorems.129,130 The Runge-Gross theorem proves that a
one-to-one map exists between the time-dependent external potential v(r, t ), and the
time-dependent electron density ρ(r, t ), as well as the time-dependent total electronic
wave function: v(r, t ) ↔ ρ(r, t ) ↔Ψ(r,t).

Just like in the ground state, we can consider a system of non-interacting electrons
with the same density as the fully interacting system under the influence of the local
potential vs(r, t ). Then, we can write down the time-dependent analog of the Kohn-Sham
equations, (

1

2
∇2 + vs(r, t )

)
ψi (r, t ) = i

∂

∂t
ψi (r, t ), (76)

and yield
ρ(r, t ) =∑

i
|ψi (r, t )|2. (77)

The time-dependent single particle Kohn-Sham potential is then written as

vs(r, t ) = vext (r, t )+
∫
ρ(r′, t )

|r− r′| dr′+ vXC (r, t ), (78)

where the leading term is the external time-dependent field, the second term is the Har-
tree potential, and the last term is the unknown exchange-correlation potential. Since
vs(r, t ) depends on ρ(r, t ), a self-consistent procedure needs to be used to solve the time-
dependent Kohn-Sham equations. In many cases, the effect of time-dependent external
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field on the system is sufficiently small in the sense that it does not disrupt completely
the ground state system’s structure. This allows for determination of the properties like
excitation energies and polarizabilities of the system from the framework of linear re-
sponse theory, rather than explicitly solving iteratively the time-dependent Kohn-Sham
equations. In the next section, we will derive the basic equations of the linear-response
TD-DFT method, which is employed for benchmark calculations in this thesis.

2.11.1 Linear response time-dependent density functional theory

Here, we assume that the time-dependent external potential acting on a system is small,
and induces a time-dependent change in the electron density of the system.131 At t ≤ t0,
the system is subject to the potential v0(r) imposed by the nuclei in the ground state,
and the corresponding electron density is ρ0(r). Then, the time-dependent perturbation
potential v1(r, t ) to the system is introduced at t > t0, leading to a total external potential
vext (r, t ) = v0(r)+ v1(r, t ). Clearly, v1(r, t ) will induce a change in the electron density.

We can expand the electron density in a perturbative series via Taylor expansion as

ρ(r, t ) = ρ0(r)+ρ1(r, t )+ρ2(r, t )+ ..., (79)

where ρ1(r, t ) is the first order component of ρ(r, t ) that depends linearly on v1(r, t ),
ρ2(r, t ) is the second order term that depends quadratically, etc. In linear response re-
gime, only the first order term in the density perturbation is considered, which has a
form as

ρ1(r, t ) =
∫

d t ′
∫
χ(rt ,r′t ′)v1(r, t ′)dr′. (80)

In Eq. 80, χ(rt ,r′t ′) is the so-called the density response function defined as

χ(rt ,r′t ′)δv1(r′,t)dr′ = δρ(r, t )

δv1(r′, t ′)
. (81)

By recalling the time-dependent Kohn-Sham framework, the density of interacting
electrons can be derived from a fictitious system of non-interacting electrons. Conse-
quently, the linear change in electron density reads

ρ1(r, t ) =
∫

d t ′
∫
χs(rt ,r′t ′)δvs,1(r, t ′)dr′, (82)

where χs(rt ,r′t ′) is the density response function of a system of non-interacting elec-
trons, vs,1(r, t ′) is the linearized effective time-dependent potential acting on the ficti-
tious system. Consequently, in terms of the frequency dependent, unperturbed statio-
nary Kohn-Sham orbitals, the response density is written as

χs(r,r′; w) = lim
η→0+

∞∑
i ,k=1

( fk − fi )
ψi (r)ψ∗

k (r)ψ∗
i (r′)ψk (r′)

w − (εi −εk )+ iη
, (83)

where fi and fk are the occupation factors (1 for occupied and 0 for the unoccupied or-
bitals) of the Kohn-Sham ground state orbitalsψi ,k (r), εi ,k are the energies, η is a positive
infinitesimal, and w is the frequency of the external perturbation field.
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Obviously, to compute the response density (Eq. 82), the first order variation of the
time-dependent Kohn-Sham potential is given as

vs(r, t ) = v1(r, t )+ vH ,1(r, t )+ vXC ,1(r, t ). (84)

The variation of the external potential is simply v1, while the change in the Hartree
potential is

vH ,1(r, t ) =
∫
ρ1(r′, t )

|r− r′| dr′. (85)

Finally, the variation of the exchange-correlation functional is defined as the functio-
nal derivative of the vXC [ρ] with respect to the ground state density as

vXC ,1(r, t ) =
∫

d t ′
∫
δvXC (r, t )

δρ(r′, t ′)
ρ1(r′, t ′)dr′, (86)

where the exchange-correlation kernel is introduced as

fXC (rt ,r′t ′) = δvXC (r, t )

δρ(r′, t ′)
. (87)

The fXC is a very complex quantity and the exact form of it is unknown and has to
be approximated. Many approximate fXC can be found in literature. The simplest one
is the so-called ”Adiabatic LDA (ALDA) kernel” .132 The term adiabatic derives from the
assumption that the electron density of the system readjusts instantaneously to a varia-
tion in the external field, thus reducing the kernel dependency only to local density and
time.

2.12 Density functional perturbation theory

In general, when a perturbation field is applied to a system at equilibrium, many inte-
resting properties (response functions) of the system that is coupled to the perturbation
field, change accordingly. Response functions are second, third, or higher order deriva-
tives of the total energy with respect to applied perturbation fields. For example, pola-
rizabilities, NMR chemical shifts and IR-spectra are second order properties i.e. can be
computed from second order derivatives. Within the concept of density functional per-
turbation theory (DFPT), the properties of the electronic structure are computed via va-
riational principle. 133–136 The formulation of this discussion closely follows the Ref.136.

The standard perturbation theory starts by the identification of a scaling parameter,
λ<< 1, characterizing the change in the unperturbed Hamiltonian Ĥ0 of the system due
to the perturbation Hamiltonian Ĥ1. Then, we can define the total Hamiltonian of the
system according to

Ĥ = Ĥ0 +λĤ1. (88)

Consequently, such a perturbation to the system will change the energies and wave
functions of the system, which can be written in a power series in λ as:

E = E (0) +λE (1) +λ2E (2) + ...+λnE (n), (89)
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and
|ψ〉 = |ψ(0)〉+λ|ψ(1)〉+λ2|ψ(2)〉+ ...+λn |ψ(n)〉. (90)

Here, the assumption is that the perturbation is sufficiently small, i.e. in low orders of
λ (in the linear response regime). Thus, the response of any property represented by an
observable X can be obtained by a perturbative expansion around its unperturbed value
X 0 as:136

X (n) = 1

n!

d n X

dλn
. (91)

In the usual formulation of DFPT, X can be energy E , density ρ(r), or the Kohn-Sham
orbitals ψi . Accordingly, the total electronic energy E tot [ψi ] of the system under a weak
perturbation is redefined as

E tot [ψi ] = EK S[ψi ]+λE per t
K S [ψi ], (92)

where EK S[ψi ], and E per t
K S [ψi ] are the unperturbed Kohn-Sham energy, and the linea-

rized perturbation energy term, respectively. Eq. 92 can be solved with the standard
ground state variational approach. Minimizing the E tot expression for a small pertur-
bation parameter λ is possible by the finite-difference approach. However, this method
shows dependencies on the choice of the λ. Instead, the alternative way is an analyti-
cal separation of the different orders of the perturbation and their explicit calculation
via DFPT. In order to do this, the total Kohn-Sham energy in the presence of the small
perturbation is minimized with respect to the Kohn-Sham wave functions. This refor-
mulation of the perturbation theory in terms of variations of wave functions is known as
the Sternheimer linear response.137 This follows from the fact that in an expansion:

E tot
K S = E tot

K S [ψ(0)
i +λψ(1)

i + ...] = E (0) +λE (1) +λ2E (2) + .... (93)

It should be noted here that the linear order energy term vanishes in Eq. 93 due to
the stationarity of the ψ(0)

i . Therefore, the first non-vanishing term is the second order
energy E (2). This yields the following stationarity condition:

δE tot

δψ(1)
i

= 0. (94)

A variational expression to the second order energy term E (2) can be obtained with
respect to the ψ(1)

i under the constraint, which is the orthonormality of the total states

〈ψ(1)
i |ψ(0)

i ′ 〉 = 0 for all occupied states i and all i ′. This results in the following expression
for the second order energy term:

E (2) = ∑
i

[
〈ψ(1)

i |Ĥ (0)
K S −ε0

i |ψ(1)
i ′ 〉

]
+ 1

2

Ï
d 3r d 3r ′ fH XC (r,r′)ρ(1)(r)ρ(1)(r′)

+ ∑
i

[
〈ψ(1)

i |δE per t

δ〈ψ(0)
i |

+ δE per t

δ|ψ(0)
i ′ 〉

|ψ(1)
i 〉

]
, (95)
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where fH XC is the Hartree-exchange-correlation kernel defined as

fH XC (r,r′) = δ(EH +EXC )

δρ(r)δρ(r′)
. (96)

Eq. 95 indicates that the second order derivatives of the total energy can completely
determined by the first order derivatives of the wave function. By rearranging Eq. 95 and
Eq. 93, we obtain the Sternheimer equation137, which can be also written in terms of the
projector operator Pe =∑

i 1−|ψ0
i 〉〈ψ0

i |:

−Pe (Ĥ 0
K S −ε(0)

i )Pe |ψ(1)
i 〉 = Pe

[∫
d 3r ′ f (r,r′)ρ(1)(r′)|ψ(0)

i 〉+ δE per t
K S

δ〈ψ(0)
i |

]
. (97)

Since the second order energy term E (2) is calculated via a variational scheme, Eq. 97
can be solved self-consistently. With this result, it is possible to calculate the respon-
se properties of various perturbations such as nuclear displacements or electronic, and
magnetic fields.

2.12.1 Basic theory of magnetic resonance

Nuclear magnetic resonance spectroscopy (NMR) is a commonly used experimental tool
to analyze various structural and dynamic properties of systems.138,139

The NMR chemical shifts depend on the local chemical environment of the nuclei
and are therefore intrinsically connected to the local electronic structure. The Hamilto-
nian describing the interaction between the magnetic momentµI with a static magnetic
field B0 given by

Ĥ =−µI ·B0. (98)

Then, the eigenvalues of Eq. 98 in SI units can be written as

E =−γm~B 0, (99)

with the gyromagnetic ratio γ. The total magnetic field Btot (r) is given by

Btot (r) = B0 +Bi nd (r) , (100)

where B0 and Bi nd (r) are the external field and the corresponding induced field modify-
ing the total field acting on the nuclei, respectively.

The external magnetic field does not appear directly in the electronic Hamiltonian,
but instead, its representation by the magnetic vector potential A(r) via B0(r) =∇×A(r).
To include its presence into the electronic Hamiltonian, the usual momentum operator
p̂ has to be replaced by the canonical momentum

π̂= p̂−q/cA(r), (101)

where q is the charge, and, c the speed of light. Thus, we can define the first-order per-
turbation Hamiltonian as

Ĥ1 =−p̂ ·A(r). (102)
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Accordingly, this yields the total Hamilton as

Ĥ = 1

2
(p̂− q

c
A(r))2 + v(r)

= 1

2
p̂2 − q

2c
(p̂ ·A(r)+A(r) · p̂)+ v(r)+ q2

2c2
A2. (103)

In Eq. 103, the magnetic vector potential A(r) of a homogeneous magnetic field is then
given by

A(r) =−1

2
r×B0, (104)

and found to be commuting with the usual momentum operator p̂. This is a particular
choice of gauge, the so-called "classical Coulomb gauge", to simplify the derivation, and
it should normally not affect the values of observable quantities. However, this is only
guaranteed in the limit of using a complete basis set, which will be discussed later on.

Back on the derivation, by adding this first order perturbation into Eq. 97 the Stern-
heimer equation is obtained:

−Pe (Ĥ 0
K S −ε(0)

i )Pe |ψ(1)
i 〉 = Pe r×p|ψ(0)

i 〉. (105)

Note that, the perturbation parameter here is the homogeneous external magnetic field.
Therefore, three different perturbations for all directions are needed. Furthermore, the
calculation of the perturbed Kohn-Sham states is simplified due to the nature of this
particular perturbation i.e. r×p is a Hermitian conjugate and purely imaginary.140 So
one finds that the linear order components of the density response terms must vanish
analytically, thus no self-consistent solution is required. As a consequence, it is possible
to calculate the induced electronic flow

j(r) = 1

2

∑
i

fi
[
ψ(1)∗

i ∇ψ(0)
i +ψ(0)∗

i ∇ψ(1)
i

]
(r)+ρ(r)A(r). (106)

The induced magnetic field at the nuclei can be obtained according to the law of
Biot-Savard as

Bi nd (r) = 1

c

∫
d 3r ′ r′− r

|r′− r|3 × j(r′). (107)

The nuclear shielding tensor for a nuclei at Rn is defined by

σi j (Rn) =−∂B i nd
i (Rn)

∂B 0
j

. (108)

Normally, a molecule can orient in many directions with respect to the external ma-
gnetic field. Therefore, only the isotropic part of the chemical shielding tensor is consi-
dered in this work, which can be calculated by averaging the trace of the corresponding
shielding tensor as

σi so = 1

3
Tr (σ). (109)
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The gauge origin problem

The main problem calculating the nuclear shielding tensor within the concept of den-
sity functional perturbation theory, is the so-called gauge origin problem. As seen from
Eq. 104, the magnetic field is represented by a vector field B(r) = ∇×A(r). This vector
potential is not unique, since we may choose its position in the gauge origin freely, and
derive the magnetic field accordingly. A general gauge transformation of the vector po-
tential can be defined as

A(r) → A’(r) = A(r)+∇ψ(r), (110)

whereψ(r) is an arbitrary scalar function. In principle, this choice of gauge origin should
not change the magnetic filed, and thus, this degree of freedom is called gauge invarian-
ce. For example, one can choose the particular gauge transformation associated with
an arbitrary shift from r to r+Ri . For such a transformation, the scalar function can be
defined as

Θ(r) = 1

2
B× r ·Ro . (111)

As seen in Eq. 111, the gauge transformation only changes the origin of the coordina-
te system, therefore the magnetic field cannot depend on that. However, the gauge inva-
riance is found to be lost in the numerical calculations of the induced current J(r), based
on atomic orbitals. This problem originates from using a finite basis set or non-local
pseudopotentials to represent the molecular orbitals. A trivial solution to this problem
would be using a very large basis sets in order to minimize this error. Unfortunately, wor-
king with a large basis set is not always an option due to impracticable computational
costs. Several approaches have been developed to tackle this problem in literature. One
of the oldest method is to employ "gauge-including atomic orbitals"(GIAOs)141 as a basis
set which incorporates the positions of each nuclei into the gauge origin for all orbitals.
Another very popular method is the ïndividual gauge for localized orbitals"(IGLO)142,
where the center of charge of the molecular orbitals is chosen as a gauge origin. Alterna-
tively, the "continuous set of gauge transformations"(CSGT) method143 defines a gauge
which is dependent on the position where the induced current would be calculated.

2.12.2 Basic theory of infrared spectroscopy

Another spectroscopic tool in the determination of dynamical properties of complex sys-
tems involves absorption of infrared radiation with frequencies between 4000 and 400
cm−1.144 Many important properties of the dynamics of molecular system in particular
in aqueous solution can be probed from mid-infrared (IR) spectra.

As discussed previously, within the linear response theory, the IR spectrum can be
defined by the autocorrelation functions of the dipole moments, whose Fourier trans-
form is related to the product of absorption coefficients, i.e. the IR spectrum as:145

α(ω)n(ω) = F (ω)
∫ ∞

−∞
d t〈µ(0)|µ(t )〉e−iωt , (112)
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where F (ω) ) is sometimes called the harmonic quantum correction factor, which ensu-
res the correct symmetry, and µ is the total dipole moment of the molecular system.146

The total dipole moment is decomposed into nuclear and electronic parts according to

µ=µnucl ei +µel ec . (113)

In the Born-Oppenheimer picture, the nuclei is considered as a classical particle,
so the nuclear contribution can be calculated from the particle positions. However, the
electronic dipole moment requires a subtle treatment, and is available in any electronic
structure calculation. Generally, the electronic dipole moment is computed via the lo-
calized Wannier functions which are produced by a unitary transformation of the Kohn-
Sham orbitals.147–149 Thus, when the center of Wannier orbitals are assigned to the in-
dividual molecules, the molecular dipole moment can be calculated via Eq. 112. There
is extensive literature about the protocol of computation of IR absorption, and can be
found in Refs.150–152
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3 Overview over the published papers

3.1 Water mediated proton transfer processes

From a computational perspective, the main goal was to give an atomistic understan-
ding of picosecond time evolution of hydrogen bonding interactions and proton disso-
ciation mechanisms in aqueous solutions. We performed numerical simulations in or-
der to elucidate the relationships between local hydrogen bonding structure and pico-
second protonation dynamics, and spectroscopic observables. Proton dissociation reac-
tions are regarded as a very complex chemical reaction due to the involvement of bond-
breaking and bond-forming processes.45,153–161 These phenomenons require an accu-
rate description of the picosecond time evolution of hydrogen bonding interactions at
ambient conditions. Hence, ab initio molecular dynamics simulations are best-suited to
address the challenges associated to the underlying mechanisms and the time scales of
these aqueous proton transport mechanisms.

Figure 4: Possible solute-solvent interactions between 7HQ and water molecules. Inde-
pendent water molecules hydrating donor/acceptor sites are on the left side while the
water wire bridging the donor/accpetor sites is on the right side. A correlation between
the microscopic solvation configurations and reaction profiles is illustrated in order to
discriminate concerted (without a stable intermediate, on the right side) and sequential
proton transfer mechanisms (on the left side).35

In this part of the project, we focused on investigating proton dissociation proces-
ses initiated by electronic excitation of a photoacid/-base resulting in an increase of its
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acidic and base properties.36,162 In particular, we studied a bifunctional chromophore,
7-Hydroxyquinoline (7HQ), which has a well-defined location of proton donating (acid)
and proton accepting (base) groups, between which proton transfer (PT) would occur.34

Firstly, we focused on understanding intramolecular electronic charge rearrangements
of 7HQ, which is triggered by optical excitation and also by intermolecular interactions
with the solvent. In particular, the solvent effect on the nature of the excited state PT was
of interest.34 We performed a series of structure optimizations and transition state calcu-
lations of the 7HQ molecule with a water wire of three explicit molecules, complemented
by an additional implicit solvation scheme. Here, water wire can be understood as a spe-
cific solvent switch having the ability of efficiently assisting proton transfer reactions by
connecting acid and base groups. We elucidated the energy profile of the reaction paths
of the commonly argued PT mechanisms, which occur via release of a proton from the
7HQ to a water wire and eventually the back-donation of the proton to the nitrogen site
of 7HQ. In particular, we have been able to probe concerted, i.e. without stable interme-
diates, proton transfer reactions between acid/base terminals via water wires.

Figure 5: Excited state proton transfer and relaxation processes of excited N-methyl-6-
hydroxyquinolinium species.43

On the other hand, the discrimination of the different topologies of solvation around
the photosensitive chromophores requires an explicit solvation description with an ac-
curate quantum mechanical treatment. In order to provide more realistic solvation con-
ditions, the focus was on characterization of the picosecond time evolution of complex
hydrogen-bonding interactions between the chromophore and the surrounding water at
ambient conditions.35 This work can be viewed as a continuation of the previous work
on 7HQ with a short water wire.34 Therefore, we performed ab initio molecular dyna-
mics simulations of a specific set of HQ derivatives as probe molecules by means of their
photoinduced acid/base functionalities. We analyzed this aspect by determining the ti-
me evolution of the water wires between polar sites of the probe molecules. In particular,
formation of water wires with an optimal configuration can be understood as prior to a
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concerted PT process leading to an ultrafast proton transfer on a time scale of femtose-
cond range (see Figure 4). Therefore, we compared the lifetime of water wires in bulk wa-
ter and water wires of the same length connecting the donor and acceptor sites of HQs.
The analysis showed that the dynamics of bulk water wires substantially differs from the
dynamics of water wires connecting the acidic and basic sites. Furthermore, the followi-
ng correlation was found: the shorter water wire length is the higher is the persistency.
This finding then lead us to conclude that the internal hydrophobic interface around the
aromatic ring of HQs can stabilize the water wires and in turn the water reorientation
dynamics is retarded.

Figure 6: Scheme illustrating the proton transfer mechanisms of 6MQc∗ in aqueous solu-
tion. (a) Formation of contact ion pair and elongation of hydrogen bond between 6MQc-
oxygen atom and water molecule; (b) transient structures involving the concerted moti-
on of two protons; (c) and (d) a threefold coordinated water molecule holding the excess
proton.43

In the final part of this project, we investigated the proton dissociation steps, and
structural changes of solvent molecules around the acidic proton triggered by photo-
excitation.43 Here, the aim was to elucidate intramolecular charge rearrangements, and
the following proton dissociation mechanisms, the role, coordination, and dynamics of
the surrounding water molecules, and how they interplay with the proton dissociation
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mechanisms. A suitable molecule for this purpose was the super photoacid N-methyl-6-
hydroxyquinolinium cation (6MQc) depicted in Figure 5. After equilibration in the elec-
tronic ground state, we put the 6MQc in the triplet state (T1) for the simulation of the
excited-state dynamics, i.e. the first excited state (S1) was approximated with a T1 sur-
face. With the DFT T1 description, it was possible to represent the most significant phy-
sical intramolecular interactions.

Figure 7: Infrared spectrum of 6MQc∗ and the final product 6MQz∗ averaged over ab
initio trajectories.43

In order to elucidate structural alternations of solvent molecules, a consequence of
the response of the water molecules to the charge rearrangements of the probe molecu-
le after electronic excitation, we computed several spatial distribution functions before
and after the acidic proton is transferred from the 6MQc to a water molecule. These fin-
dings showed that the rate-limiting step for the PT to the first solvent molecule is not the
initial acid-water barrier, but instead the solvation structure around the first water mole-
cule. We also identified the actual PT mechanisms being either concerted or sequential
in the bulk solution. The analysis showed that the concerted PT occurs if the proton ac-
cepting water molecule is fourfold coordinated. In contrast, the step-wise PT transfer
was found to happen in the case of only threefold coordination (see Figure 6).

The individual steps of the elementary proton transfer process (proton dissociation
to the water molecule) result in characteristic fingerprints in the time-resolved infrared
absorption frequencies that can be measured via a probe pulse in the femtosecond to
picosecond time range. On the theoretical side, the same infrared fingerprints can be
computed by means of ab initio molecular dynamics simulations. In order to elucidate
the effects of the change in the charge distributions of the chromophore, and proton
dissociation processes, we calculated IR absorption spectra of the 6MQc in the ground
and triplet excited states (see Figure 7). A broad IR absorption line from 1500cm−1 to
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2000cm−1 was identified after excitation and before deprotonation of the acid due to the
loose bonding situation of the acidic proton just before dissociation.

3.2 Structural and spectroscopic response to ions

The structural and dynamical properties of aqueous solvation can be investigated in
terms of the water’s complex hydrogen bonded network. Addition of ions has tremen-
dous effects on the characteristics of the hydrogen bonds. Within this part of the thesis,
it was particularly compelling to analyze to what extend the hydrogen bonding network
is modified by the presence of either kosmotropic or chaotropic ions at intermediate of
2M concentration.50 For instance, chaotropic ions weaken the H-bonding network, and
therefore facilitate dissolving of unpolar substances, whereas kosmotropic ions have the
opposite effect. Influence of solvated ions on the structure and dynamics of liquid water
requires a proper representation of the electronic effects such as ion and water polari-
zation. The choice of the computational method therefore is crucial for elucidation of
such electronic interactions for correct modeling of ion-water interactions. In these stu-
dies, ab initio molecular dynamics simulations have been employed due to the inherent
advantage of containing all the information about the bonding and polarization fluctua-
tions.

Figure 8: Formation of solvent shared and direct ion pairs.

In this work, a series of divalent ion solutions (MgCl2, CaCl2, MgI2, and CaI2) was
referenced to provide clear information about structure and dynamics of the ion sur-
rounding by means of ab initio molecular dynamics and theoretical and experimental
NMR chemical shift measurements. In general terms, 1H NMR chemical spectroscopy
is a very sensitive probe of the nature of hydrogen bonds, and used to reveal a deeper
understanding of structure-property relationships in terms of subtle changes in the hy-
drogen bonding network due the hydration phenomena of solvated ions. Therefore, in-
stantaneous 1H NMR chemical shifts from first principle calculations were conducted,
and decomposed into contributions from the first solvation shell of the individual ions.
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These contributions confirmed the kosmotropic/chaotropic nature of ions on the local
hydrogen bond structure. Furthermore, the overall agreement between computed 1H
NMR chemical shifts and experimental values was found be fairly good (see Figure 9).
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Figure 9: 1H NMR chemical shifts for CaCl2, MgCl2, CaI2, and MgI2 at 2M concentration.
Calculated NMR shifts are referenced to the H2O trajectory which in turn is set to the
experimental shift of 4.65 ppm. The linear line is meant as a guide to the eye.

Besides the structural aspects, the dynamical changes of hydrogen bonding induced
by solvated ions were quantified by suitable autocorrelation functions. These findings
showed that the impact of ions on water dynamics depends not only on the size and
charge of the ions, but also strongly on the existence and stability of the solvent (water)-
shared ion pairs. In particular, the first solvation shells of divalent ions were found to be
overlapped by forcing the formation of the water-shared ion pairs at 2M concentration
(see Figure 8). The simulations showed that these transient water-shared ion pairs were
accompanied by restrictions on the mobility of the shared water molecules.
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4 Conclusion

A number of theoretical studies have been performed in this thesis in the framework
of aqueous hydrogen bond networks in condensed systems, with a particular focus on
proton dissociation reactions on fast timescales and characterization of the kosmotro-
pic/chaotropic nature of ions. By means of ab initio molecular dynamics simulations,
the equations of motions of all involved atoms are integrated, and structural and dyna-
mical properties as well as spectroscopic features are extracted from the trajectories. The
use of quantum chemical calculations for all atomic forces allows the automatic incor-
poration of all relevant interatomic and intermolecular interactions. The combination of
electronic structure theory and explicit molecular dynamics yields a realistic represen-
tation of the molecular environment of the hydrogen bond networks and an accurate
modeling of ambient conditions.

In the first part of this thesis, the aim was to develop a detailed understanding of the
role water plays in proton transfer processes between specific photoacid/-base moie-
ties along the (persistent) extended hydrogen bonded chains (water wires). We chose
particular model systems from the hydroxyquinoline family (6- and 7HQ), which con-
tain well-defined locations of hydrogen bond donor and acceptor sites, in which proton
transfer reactions can be propagated. The main focus was to discriminate different topo-
logies of solvation i.e. “short” and “long” water wires connecting these functional sites.
Therefore, the existence and persistence of water wires on the picosecond timescale was
characterized in relation to the numbers and lifetimes of the involved hydrogen bonds,
and compared with bulk situations. It was found that the lifetime of water wires between
the acidic and basic sites of chromophores was different from the bulk water wires. The
simulations showed that the persistent (picosecond time scale) water wires with an opti-
mal configuration can be existed at the moment of excitation, and are capable of shifting
the nature of the proton transfer processes (concerted/step-wise).

The second question addressed in this thesis was the direct determination of photo-
induced proton dissociation processes and the role of accompanied water molecules. A
suitable molecule for this purpose was the “super” photoacid N-methyl-6-hydroxyquino-
linium cation (6MQc). The first excited state S1 was approximated with a DFT T1 surface,
which was found to yield a very good accuracy, in particular regarding the hydrogen
bond (strength) change around the chromophore. Therefore, the validation of this ap-
proximative ab initio scheme in turn allowed a considerably better statistical sampling
of molecular dynamics trajectories with a reduced computational effort, which was ne-
cessary to correctly represent the structural disorder inherent to aqueous solvation. This
study confirmed the previous findings on the proton transfer mechanisms in aqueous
solutions, and elucidated the details of a fast structural and dynamical response of hy-
drogen bonded network upon charge rearrangements, triggered by photoexcitation. The-
se intramolecular/intermolecular structural changes were found to be reflected expli-
citly in time-dependent ab initio IR spectra. The computed IR spectra showed a broad
absorption line from 1500 to 2000 cm−1 by indicating the loose bonding situation of the
acidic proton just before its dissociation.

In the final topic, attention was focused on understanding the impact of a specific
combinations of cations and anions on the structure and dynamics of the water molecu-
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les at intermediate of 2M concentration. A series of divalent ion solutions (MgCl2, CaCl2,
MgI2, and CaI2) was investigated by means of ab initio molecular dynamics simulations,
complemented by measurements and corresponding quantum chemical calculations of
the 1H NMR. The simulations demonstrated significant structural and dynamical dif-
ferences in the characteristics of hydrogen bonds in the first solvation shell of ions with
respect to the situation in bulk water. The influence of ions on the overall hydrogen bond
dynamics was found to be ion-specific, and dependent on the existence and stability of
the solvent-shared ion pairs. The simulations showed that these transient water-shared
ion pairs were accompanied by restrictions on the mobility of the shared water mole-
cules. Complementary 1H NMR chemical shifts based on ab initio trajectories showed a
good agreement with experiment.

These studies showed that ab initio treatment of aqueous solvation can offer accu-
rate description of hydrogen bonding, formation and cleavage of covalent bonds (pro-
ton transfer), local water-ion interactions, and fast conformational changes upon charge
rearrangements. The simulations yielded a correlation between structural configurati-
ons and spectroscopic parameters complementary to experimental data. The findings
open the door for elucidating a variety of more sophisticated biological systems such as
ion-induced perturbation on the peptide-peptide interactions. Furthermore, the inves-
tigation of proton dissociation mechanisms in presence of ions could yield fundamental
insights in biocatalysis and in photosynthesis.
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A Abstract/Kurzzusammenfassung

Abstract

This thesis addresses the computational modeling of the fast molecular dynamics of
aqueous hydrogen bond networks in condensed systems at ambient temperatures, with
a particular focus on spectroscopic fingerprints of proton dynamics on short timesca-
les (femtosecond to picoseconds) and of hydration phenomena of solvated ions. Both
phenomena are highly relevant in the context of biophysical systems such as proteins
and their water channels which can serve as ion transporters. Within this thesis, spe-
cific benchmark molecules provide a well-defined model environment which allow a
calculation of quasi quantitative structure-property-relationships. By means of ab in-
itio molecular dynamics simulations, structural and dynamical phenomena as well as
spectroscopic features are extracted from the trajectories at ambient conditions.

In the first part of this thesis, a specific set of bifunctional chromophores (hydro-
xyquinoline derivatives) is investigated in aqueous solution, which contains a specific
acid/base functionality which can be triggered by photoexcitation. The main focus is
characterization of the (persistent) extended hydrogen bonded chains of water molecu-
les along which the proton exchange is supposed to occur. The existence and persistence
of different lengths of water wires on the picosecond timescale is elucidated in relati-
on to the lifetimes of the involved hydrogen bonds, and compared with bulk situations.
The simulations show that the dynamics of bulk water wires substantially differs from
the dynamics of water wires connecting the acidic and basic sites of the chromophores.
Furthermore, proton dissociation mechanisms in aqueous solution are examined with
initiation by electronic excitation of a super photoacid N-methyl-6-hydroxyquinolinium
cation. The details of fast electronic rearrangements of the chromophore, and the follo-
wing proton dissociation steps upon excitation are investigated in a complex hydrogen
bonded network. The early stages in proton dissociation are found to be accompanied
by rearrangements in local hydrogen bonding in the vicinity of the acidic proton, and
characterized by a broad absorption line in the computed IR spectra.

In the final study, aqueous solvation of a series of divalent ions is investigated in or-
der to characterize the ion-specific effects (kosmotropic/chaotropic features). The si-
mulations show significant structural and dynamical differences in the characteristics of
hydrogen bonds in the first solvation shell of ions with respect to the situation in bulk
water. The good overall agreement between the computed 1H NMR chemical shifts and
the experimental values confirm the kosmotropic/chaotropic nature of ions on the local
solvent structure.

The questions and challenges addressed in this thesis can contribute significantly to
atomistic understanding of the proton dissociation processes involved, and impact of
ions on the local hydrogen bonded network. The findings demonstrate a fully consis-
tent first-principles treatment in which ab initio molecular dynamics simulations can
complement spectroscopic observables leading to direct comparison of theory and ex-
periment.
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Kurzzusammenfassung

In der vorliegenden kumulativen Dissertation werden einige Studien über die schnelle
Dynamik von Wasserstoffbrücken-Netzwerken in kondensierten wässrigen Umgebun-
gen vorgestellt. Dabei werden vor allem spektroskopische Signaturen der Protonendy-
namik auf der Femto- und Pikosekundenskala betrachtet, und komplementär hierzu
auch strukturelle und dynamische Eigenschaften der Hydrathülle einer Reihe von Sal-
zionen. Beide Phänomene sind von erheblicher Relevanz im biophysikalischen Kontext,
wo vergleichbare Vorgänge in Wasserkanälen von Proteinen stattfinden, in denen oft Io-
nen transportiert werden können. Im Rahmen dieser Dissertation liegt der Fokus vor al-
lem auf Modellsystemen, die eine definierte Struktur des Wasserstoffbrücken-Netzwerks
erzeugen können. Auf methodischer Seite finden vor allem die Ab-initio-Molekulardyna-
mik-Simulationen Anwendung, mit denen normale Umgebungsbedingungen mit recht
guter Genauigkeit simuliert werden können.

Im ersten Teil der Arbeit werden bifunktionale Chromophore betrachtet, die eine
photogetriggerte Säure-Base-Funktionalität besitzen. Mit Hilfe der hierdurch wohldefini-
erten Protonen-Donor- und Akzeptor-Geometrie können Lebensdauer und Protonenlei-
tungs-Fähigkeiten von Molekülketten aus Wassermolekülen untersucht werden. Es zeigt
sich, dass diese sogenannten Wasser-Drähte (aus Wasserstoffbrücken) eine deutlich ver-
änderte Struktur und Dynamik besitzen, wenn sie statt in der homogenen Wasserphase
an den vordefinierten Säure/Base-Gruppen beginnen und enden. Mit Hilfe von Moleku-
lardynamik-Simulationen wird anschliessend gezeigt, wie der Protonentransfer nach Pho-
toanregung des Chromophors abläuft, und wie die Solvathülle um das saure Proton auf
dessen Bewegung reagiert. Die Dynamik findet in diesem Fall auf einer Zeitskala von we-
nigen Pikosekunden statt, und kann experimentell mit zeitaufgelöster IR-Spektroskopie
erfasst werden. Durch die in der vorliegenden Arbeit vorgestellten Simulationen können
die entsprechenden Messergebnisse nun auch quantitativ interpretiert werden.

Im letzten Teil der Arbeit liegt der Fokus auf der Solvatisierung von Salzionen, die
jeweils entweder kosmotrope (strukturbildende) oder chaotrope (strukturreduzieren-
de) Funktion im wässrigen Wasserstoffbrückennetzwerk haben. Die Simulationen wer-
den durch den Vergleich zwischen berechneten und gemessenen Protonen-NMR che-
mischen Verschiebungen validiert.

Hauptziel der vorliegenden Dissertation ist die Verbesserung des quantitativen Ver-
ständnisses der Pikosekunden-Dynamik von Wasserstoffbrückennetzwerken in der wäss-
rigen Phase in biophysikalisch relevanten Situationen, mit besonderem Fokus auf dem
Einfluss von äusseren Störungen wie die Protonierungsdynamik und gelöste Ionen.
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[P1] Bekçioğlu G., Allolio C., Ekimova M., Nibbering E., and Sebastiani D.

Competition between Excited State Protons and OH− Transport via a Short Wa-
ter Wire: Solvent Effects Open the Gate;
Phys. Chem. Chem. Phys. 2014, 16, 13047-13051

For this publication, I prepared the computational setup of the solvated chromo-
phore. In addition, I performed the analysis of the numerical results and wrote
the manuscript. C. Allolio contributed to evaluation of the findings. Experimen-
tal data was provided by M. Ekimova (Postdoc fellow) who was working under the
supervision of E. Nibbering. D. Sebastiani acted as the supervisor the project, he
coordinated the work and contributed to the redaction of the manuscript. This
paper corresponds to Section 3.1.
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ABSTRACT: We elucidate the concept of water wires in aqueous solutions in
view of their structural and dynamical properties by means of first-principles
molecular dynamics simulations. We employ a specific set of hydroxyquinoline
derivatives (heteroaromatic fluorescent dyes) as probe molecules that provide a
well-defined initial and final coordinate for possible water wires by means of
their photoacid and photobase functionalities. Besides the geometric structure of
the hydrogen bond network connecting these functional sites, we focus on the
dependence of the length of the resulting water wire on the initial/final
coordinates determined by the chromophore. Special attention is devoted to the
persistence of the wires on the picosecond time scale and their capability of
shifting the nature of the proton transfer process from a concerted to a stepwise
mechanism. Our results shed light on the long debate on whether water wires
represent characteristic structural motifs or transient phenomena.

1. INTRODUCTION

A protic solvent such as water often plays a crucial role in
proton transfer reactions due to its ability to form an extended
hydrogen bonded network.1−8 The specific interaction of the
hydrogen bond network of water with solvated compounds
influences the whole reaction path by stabilizing the reaction
intermediates and products via lowering of reaction barriers. In
this regard, there is an ongoing debate on the ability of water to
form a persistent hydrogen bonded chain (i.e., a water wire)
through which the transport of a proton can occur. Water wires
have been postulated in a number of studies dealing with
proton transport in biological systems,9−11 including the proton
pump protein bacteriorhodopsin,12 green fluorescent pro-
tein,13,14 carbonic anhydrase,15 and gramicidin A.16 It remains
debatable whether such water wires also exist for proton
transfer in bulk water, i.e., without strong outer confinement.
Organic fluorescent bifunctional chromophores have a wide

range of applications as molecular probes in various areas.17−20

In this regard, bifunctional heteroaromatic molecules, hydroxy-
quinolines (HQs) and its derivatives, have been extensively
studied due to their fundamental and practical features.21−32

Two members of this family, 6- and 7HQ probe molecules,
provide both proton donor and acceptor groups at well-defined
positions, to which a water wire may be engaged (see Figure 1).
Such a well-defined proton transfer pathway is difficult to
observe directly inside a protein. Therefore, HQs can be seen as
as a model system to observe the properties of hydrogen
bonded wires. HQs exhibit large changes in acidity/pKa

properties upon electronic excitation. Photoacidity/-basicity is
the result of intramolecular changes in the electronic structure

compared to the situations in the electronic ground state. The
excited states of HQ and its derivatives have been examined in
different solvents both experimentally and computationally by
several groups including our group.33−40 In the previous
computational studies on 6- and 7HQ, most simulations start
with a predefined arrangement of an isolated cluster of
H-bonded solvent molecules, and then perform ab initio
calculations of reaction barriers for proton/hydroxide ion
transfer in the excited state. In these situations, the predefined
H-bonded network represents a well-defined pathway for proton

Received: December 5, 2014
Revised: February 17, 2015
Published: February 25, 2015

Figure 1. Possible solute−solvent interactions between 7HQ and
water molecules. Independent water molecules hydrating donor/
acceptor sites are on the left side, while the water wire engaging the
donor/accpetor sites is on the right side.
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transport, and the pathway obtained upon photoexcitation
necessarily follows this trajectory. On the experimental side,
HQs in solution have been studied with transient electronic
spectroscopy with time-resolved fluorescence measure-
ments.21−29,41 These experiments showed that fluorescence
generated by the photoexcitation of 7HQ in water and
methanol solutions reveals two rise components, concluding
that the solute exists in the solution in two distinct states of
solvation depicted in Figure 1.29,42−44 These results suggest two
corresponding processes:

• first a fast process which is accompanied by the intrin-
sic proton transfer through a solvent wire with an opti-
mal configuration existing already at the moment of
excitation

• a slow process starting from solvent reorganization to
form a solvent wire with optimal configuration, which ac-
cordingly undergoes proton transfer rapidly

Although in the experiments no explicit evidence for water
wires mediating proton transfer has been found, the possibility
of the presence of such wires is often assumed as a
characteristic motif of the hydrogen bond network, and used
as a basis for the understanding of protonation dynamics
pathways. Therefore, detailed information on the ground state
solvation is required in the first place, prior to the excited state
proton transfer reactions.45 Recently, the ground state proton
transfer dynamics of 7HQ has been studied by Jang and
co-workers with configurational optimization in a hydrogen
bonded alcohol wire.46

In the present paper, we elucidate the relationships between
local hydrogen bonding structure and picosecond time-resolved
fluorescence experiments. We investigate the ground state
aqueous solvation of 6- and 7HQ by means of first-principles
molecular dynamics simulations in the condensed phase. Being
complementary to experiment, ab initio molecular dynamics
can elucidate the microscopic details of the aqueous solvation
dynamics in terms of correlation between microscopic con-
figurations and spectroscopic parameters. In particular, we deal
mainly with the microscopic details of the water configurations
in terms of local structural motifs such as water wires between
the polar sites of the probe molecules. We aim to understand
the water reorganization to form water wires with optimal
configuration that takes place prior to the excited state proton
transfer process. Consequently, we hope to support the inter-
pretation of experimental results in model systems, in view
of transferring this knowledge to more complex biomole-
cular systems which exhibit similar processes, e.g., ion channel
proteins.
1.1. Computational Details. The molecular dynamics

were staged in a cubic, periodic box with a side length of about
21.58 Å with 6HQ·340 H2O and a side length of 21.45 Å with
7HQ·341 H2O at a density of d = 1.0 g/cm3. The solvation
boxes are thermostated first for 12 ps, using a Nose−́Hoover
thermostat with a time constant of 50 fs at a temperature of
350 K and then continued 18 ps of a run with a time constant
of 600 fs for ground state for both systems. With the increase
in temperature, we hope to counter overstructuring effects,
found in water simulations at lower temperature.47 In addition,
we used the DFT-D2 dispersion corrections48 to account for
dispersion effects.
For all calculations, we used the GPW49 scheme as imple-

mented in the CP2K50 software package. The BLYP functional
was used with a TZVP valence basis set,51 Goedecker52

potentials, and a 350 Ry plane-wave cutoff. We used restricted
Kohn−Sham DFT and a time step of 0.5 fs for the ground
state calculations. The total length of ab initio trajectories used
was 110 ps.
All DFT based static electronic structure calculations were

carried out by using the Gaussian 09 program.53 The
conventional DFT calculations using the hybrid exchange-
correlation functional B3LYP54 were perfomed in the gas phase
and in the presence of the CPCM model.55 The basis set was
TZVP for these calculations.

1.2. Hydrogen Bond Definition. We define a hydrogen
bond by a combined criterion involving the oxygen−oxygen
distance and the O−H−O angle between water molecules. Our
choice was rOO < 3.5 Å, (O2; O1; H1) < π/6, which is a common
definition.56 In addition to that, 2.45 Å is used as the sole
criterion for the nitrogen−hydrogen bond (see the Supporting
Information).

2. RESULTS AND DISCUSSION

2.1. Conformation of Aqueous Solvated 6- and
7-Hydroxyquinolines. Two spatial arrangements available
to HQs, shown in Figure 2 by rotation of the hydroxyl group

with respect to the nitrogen atom, are called cis and trans
conformations, in which the hydroxyl O−H bond points down
and up, respectively. We confirmed the coexistence of cis and
trans conformers of 6- and 7HQs in their ground state by
means of first-principles calculations. The full structure
optimization calculations were performed in the vacuum and
aqueous solution without any symmetry constraint. Solvation
effects were captured by the conductor polarized continuum
model.
The trans-7HQ is found to be 5.1 and 1.8 kJ mol−1 less stable

than cis-7HQ in the vacuum and the presence of implicit
solvent medium, respectively. In contrast, the trans-6HQ is
found to be more stable in energy than cis-6HQ by 1.7 and 1.6
kJ mol−1 in the vacuum and presence of implicit solvent,
respectively. It should be noticed that, under implicit aqueous
solvation, the energy difference between the two rotomers is
significantly below kBT (at T ∼ 300 K). This indicates that HQs
arrange into fast rotational isomerization among the energeti-
cally approachable conformations rather than remaining rarely
immobilized in a single conformation. Furthermore, in the
condensed aqueous solvation of the 6- and 7HQ, cis and trans
rotamers are isoenergetic and will therefore be indistinguishable
in room temperature experiments.

Figure 2. Structures of 6- and 7HQs with their rotational
conformations of the hydroxyl group.

The Journal of Physical Chemistry B Article

DOI: 10.1021/jp5121417
J. Phys. Chem. B 2015, 119, 4053−4060

4054



In order to observe the conformational isomerization in an
actual molecular dynamics trajectory, we started runs for both
6- and 7HQ in the cis conformation at 350 K. In both cases, we
indeed detected the geometric isomerization to the trans
conformation within a simulation period of 14 and 6 ps for
6- and 7HQ, respectively.
2.2. Existence of Water Wires. The existence and the

stability of the hydrogen bond network that connects the donor
and acceptor sites of a photoacid/-base is an ongoing matter of
debate.1−6,57 Figure 3 shows an example of such a water wire

configuration. In liquid bulk water at ambient temperature, the
hydrogen bond network has only a very short lifetime and its
autocorrelation function is typically relaxed within a few
picoseconds.58,59 It should be noted here that the latter is
certainly also a question of the definition of the time scale at
which a water wire is considered stable. Here, we address this
aspect by focusing on the existence of a reactive solute−water
wire complex at a given moment (at the moment of excitation),
and their persistence for a typical duration of a proton exchange
reaction. The alternative scenario would be that the proton
exchange trajectories mostly involve pathways that had not
existed at that time.
We have computed the spatial distribution function (SDF) of

water oxygen atoms between the polar sites of the probe mole-
cules from our ab initio MD simulations (see the Supporting
Information).60 SDFs can provide the three-dimensional
information on the location of water oxygen atoms, and
therefore contain essential details about the spatial positions of
water molecules interacting with HQs. These water oxygen
atom densities are shown in Figure 4, which shows the most
likely positions of water oxygen atoms (red clouds). Parts a and
b show results for cis- and trans-7HQ, while parts c and d show
the cis- and trans-6HQ, respectively. In general, these maps
show that the water oxygen atoms are well localized in the
hydrophilic regions of the chromophores, as expected. This
indicates a strong structure-inducing effect of the HQ hydroxyl
group and nitrogen atom, and water molecules in their imme-
diate vicinity. Further than that, there are additional high-
density clouds at specific locations between donor/acceptor
sites which illustrate that the structure-enhancing effect clearly
goes beyond the directly hydrogen bonding water molecules.
The resulting pattern of high-oxygen-density clouds follows a

specific path between donor/acceptor sites, which represents a
consistent signature of a possible connected water wire.

2.3. Hydrogen Bond Network Dynamics. 2.3.1. Persis-
tence of Water Wires. The concept of water wires intrinsically
raises the question of the persistence of an extended H-bond
network of water molecules for characteristic time scales, e.g.,
those on which a proton exchange occurs. We address this
aspect by determining the evolution of the hydrogen bonded
network between polar sites of the probe molecules. We
computed the number of hydrogen bonded water molecules
which are connecting directly the nitrogen atom and hydroxyl
group of HQs for each snapshot of our ab initio molecular
dynamics trajectories (see the Supporting Information).
The occurrence of these water wires of cis- and trans-6- and

7HQs is consolidated in the histograms shown in Figure 5. The
histograms thus show the probability of finding water wire
consisting of a given number of water molecules connecting
the polar sites of the probe molecules. Figure 5 indicates that
the chemical variation (6- and 7HQ) and hydroxyl group con-
formation lead to characteristic changes in the distribution of the
water wire pattern. For cis-7HQ, there is a preference toward a
typical length of three to four water molecules, while, for the
trans-7HQ, on the other hand, a water wire of six molecules
represents the dominant motif. This result is consistent with
previous combined spectroscopic and total energy calculations of
the 7HQ·(H2O)2 complex,

31 where a water wire of two to three
molecules was found to be crucial for the microscopic
description of solvation and proton transfer reactions.
A water wire of six molecules is the length for the cis-6HQ.

However, it is not as frequent as the one with eight water
molecules. For the trans-6HQ, very few water wires composed
of 5−7 molecules are observed; the typical length is rather
9−11 waters. Thus, conformational isomerization and chemical
variation of the donor/acceptor sites on the probe molecules
have a strong effect on the length of the resulting water wires.
While a translation of the hydroxyl donor group by one carbon
site yields almost a doubling in the length (4→ 8 and 6 → 11),
the geometric isomerization results typically in an extension by
only two water molecules.

2.3.2. Wires in Bulk Water versus HQ-Terminated Water
Wires. Another interesting objective here is to establish an

Figure 3. Snapshot from the MD trajectory of cis-6HQ with the water
wire between proton donor and acceptor sites.

Figure 4. Spatial distribution functions of water oxygen atoms (red
surface) around and between the hydroxyl group and nitrogen atom of
(a) cis-7HQ, (b) trans-7HQ, (c) cis-6HQ, (d) and trans-6HQ.
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atomistic comparison between lifetimes of water wires in bulk
water and water wires of the same length connecting between
the donor and acceptor sites of HQs. For such a comparison,
we introduce here an autocorrelation function for the water
wires as

η
η η≡ ⟨ ⟩ ⟨ + · ⟩C t

t
t t t( )

1
( )

( ) ( )ww
k

i
k i

k
i
k

0
2 0 0

(1)

where ⟨...⟩ denotes an average over all water wires of a given
length k. ηi

k(t) is a water wire population descriptor for a water
wire of length k. i is defined as an index to count the number of
existing water wires of a given length k in each frame.
Specifically, ηi

k(t) = 1 if a tagged loop-free directed hydrogen
bonded path of length k exists at time t and ηi

k(t) = 0 otherwise.
The scalar product reduces to the number of water wires
present at time t0 and t simultaneously. It is important to note
here that Cww

k (t) is insensitive to temporary interruptions of
water wires. We have used the same geometric criteria to define
the hydrogen bonds between two water molecules as described
in the previous section. In order to compare the water wires in
bulk, we have computed water wire autocorrelations according
to eq 1. For the bulk fraction of our simulation box, we used a
spherical cutoff of 5 Å around the HQs, corresponding to the
first peak of the radial distribution function gCO(r) between the
carbon atom of the HQs and the oxygen atom of water (see the
Supporting Information). Complementary to this, we com-
puted the wires in bulk water with a fixed end-to-end distance
cutoff of 5 Å for cis-7HQ.
In Figure 6, we plotted the water wire autocorrelation

function as a function of k. We found that the dynamics of bulk
water wires substantially differs from the dynamics of water
wires connecting the acidic and basic sites of cis-7HQ. Similar

observations are met with other HQs which are reported in the
Supporting Information. In the bulk, the water wire lifetime
decreases linearly with increasing number of water molecules
(see the Supporting Information). However, there is no such
trend for the water wires connecting the donor and acceptor
sites of cis-7HQ. It is well evident in Figure 6 that water wires
with length k = 3 and k = 6 decay much slower and
nonexponentially. Note that the water wire length k = 6
topology is accompanied by the same water molecules which
form the water wire length k = 3. This surprising observation
indicates that a considerably more stable HB network
arrangement is achievable with water of these “magic” lengths.
To verify this interpretation, we have computed the water

HB autocorrelation function within the vicinity of the first
hydration shell of carbon atoms of HQs (4 Å) and outside of
these regions.

≡ ⟨ ⟩ ⟨ + · ⟩C t
h t

h t t h t( )
1

( )
( ) ( )HB

0
2 0 0

(2)

For this autocorrelation function, we used the same HB
criterion as before. Again, h(t) is unity when two tagged
molecules are hydrogen bonded at time t and is h(t) = 0
otherwise. This function CHB(t) represents the conditional
probability that a HB remains intact for a time t, given it
was intact at time t0. Again, CHB(t) ignores temporary breaking
of HB.
In Figure 7, we found slightly slower decay of CHB(t) in the

vicinity of the first hydration shell which indicates the
kosmotropic effect of the internal hydrophobic interface around
the aromatic ring of HQ, stabilizing the water wires and
retarding water reorientation dynamics.8,10,61 This is consistent
with recent work by Laage and co-workers, where it was shown

Figure 5. Occurrence of water wires (WWs) terminating at both the hydroxyl group and nitrogen of HQs.
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that the HB exchange (water rotation) process slowed down
due to the excluded volume effect by the hydrophobic
solute.10,62 Therefore, the short water wires which are formed
in the first solvation shell of HQs are more persistent with
respect to the longer ones.
2.3.3. Water Wires and Proton Exchange Pathways. The

number of water molecules in a water wire between two active
sites (here, proton donor and acceptor sites of the photoacid)
have a considerable influence on the nature of the proton
transfer mechanism. In particular, the proton can in principle
follow either a stepwise reaction dynamics or alternatively a

concerted transfer mechanism.63−71 Concerted mechanisms
likely occur for smaller proton transport distances, and a change
into sequential transfer then is anticipated when the proton
transport distance increases. This striking dynamical activity
could also be driven partly by the ability of the water wires to
undergo collective compressions with the presence of an excess
proton.70,71 In addition to that, oxygen−oxygen separations are
also clearly related to the energy barrier for proton transfer.
Shortening the oxygen−oxygen distance decreases the energy
barrier for proton transfer.
To relate the concerted mechanism to such structural

features of water wires, we have calculated the maximum
oxygen−oxygen distance for the suitable water wires of length
k = 3, ..., 6 of cis-7HQ. Figure 8 shows these short water wire
configurations with their maximum oxygen−oxygen distances.
We observe a similar phenomenon as that for the hydrogen
bond network autocorrelation function: For water wires of
“magic” length k = 3 and k = 6, the distribution is somewhat
sharper peaked at its maximum of 2.9−3.0 Å. In turn, for k = 4
and k = 5, the long-distance-tails (i.e., where the maximum
O−O distance reaches values above 3.0 Å) is more
pronounced. This finding supports the hypothesis of an
increased stability of water wires of length k = 3 and k = 6,
and further an increased likelihood of concerted proton transfer
processes. Consequently, these water wires would be more
stabilized by the presence of an excess proton allowing the
concerted proton transfer event for cis-7HQ.40

On the other hand, in the stepwise process, stable H3O
+ (or

OH−) intermediates will exist at intermediate periods of time
(longer than vibrational modes but shorter than the total
transfer duration), while the concerted transport reaction is
characterized by their absence. On the other hand, it was
known in a study of protonated linear chains of water

Figure 7. Hydrogen bond autocorrelation functions for hydrogen
bonds between water for bulk water molecules (green curve) and
within a distance of 4 Å of cis-7HQ (blue curve). Decays of the
hydrogen bond autocorrelation functions are computed by averaging
over 100 random starting points.

Figure 6. Water wire autocorrelation functions for water wires connecting the active sites of cis-7HQ (blue curve) and wires in bulk (green curve).
Decays of the hydrogen bond autocorrelation functions are computed by averaging over 250 and 1000 random starting points for bulk and cis-7HQ
water wires, respectively.
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molecules that proton transfer along the chain is an extremely
fast process, occurring in subpicosecond time scales.72,73 In
such a short linear chain of water molecules, the translocation
mechanism of the proton was found to be neither a concerted
mechanism nor a result of a single proton hopping along the
chain. The translocation process rather involved a series of
semicollective motion during which rapid fluctuations of the
hydrogen bond lengths along with reorganizations of water
molecules are observed.74−77

So far, experimental work also could not give a conclusive
dependence between the length of a water wire and the nature
of the corresponding proton transfer reaction;29,78,79 only the
presence and absence of vibrational signals of intermediates is
observable experimentally. Combining our present results with
additional previous molecular dynamics simulations40,63−68 and
femtosecond transient IR experiments,5,78 we can now con-
clude that a real concerted mechanism for proton conduction
along a persistent water wire can only happen for water wires of
four molecules and less.80 Larger chains are interrupted too
frequently, allowing only a stepwise mechanism, even if the
interruptions are of transient nature.

3. CONCLUSION
In this work, we have elucidated structural and dynamical
characteristics of water wires of typical length and time scales of
5−15 Å and 2−4 ps, respectively. The concept of water wires is
a controversial matter, partially due to a lack of well-defined
quantitative criteria but also due to uncertainties regarding the
microscopic understanding of the corresponding relevant
molecular motion.
We have addressed this issue by looking at the hydrogen

bond network (and its dynamics) between two well-defined
geometric sites, which are represented by the hydrogen bond
donor and acceptor sites of two specific photoacid/-base
chromophores from the hydroxyquinoline family (6- and
7HQ). Both exist in two rotamers, yielding a total of four
initial/final coordinates for a water wire. Such photoacids/-
bases are of particular interest because transient time-
dependent femtosecond IR spectroscopy can provide spectro-
scopic fingerprints of intermediate conformations during a

proton transfer process initiated by electronic excitation. These
intermediate structures provide experimental evidence for the
existence, persistence, and relevance of water wires between the
donor/acceptor sites.
Different topologies of possible protonation pathways are

discriminated by their geometric properties, in particular the
number of water molecules. Our ab initio molecular dynamic
simulations showed that the water wire patterns for the cis
conformation are more stable than the trans conformers. We
found that cis-7HQ can indeed establish short water wires
consisting of three to six molecules, which can accelerate proton
exchange reactions by lowering the reaction barrier, favoring a
concerted proton transfer reaction. For other HQ derivatives, the
length of the water wires is larger (five molecules and more),
which would yield a stepwise proton transfer process.
Our molecular dynamics simulations provide a consistent

picture of hydrogen bonded chains between well-defined sites
of solvated photoacids/-bases. The present study provides
elements to reconcile the transient water wire motifs with a
detailed atomistic picture of hydrogen bonding in aqueous bulk
solutions. Our results provide a sound microscopic basis for the
interpretation of femtosecond transient fluorescence and IR
experiments in terms of the water wire concept.
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Hydrogen Bonds to Extended Hydrogen-Bond Wires: Low-Dimen-
sional Model Systems for Vibrational Spectroscopy of Associated
Liquids. Angew. Chem., Int. Ed. 2013, 52, 9634−9654.
(12) Garczarek, F.; Gerwert, K. Functional waters in intraprotein
proton transfer monitored by FTIR difference spectroscopy. Nature
2006, 439, 109−112.
(13) Heim, R.; Cubitt, A.; Tsien, R. Improved green fluorescence.
Nature 1995, 373, 663−664.
(14) Chalfie, M.; Tu, Y.; Euskirchen, G.; Ward, W.; Prasher, D.
Improved green fluorescence. Science 1994, 263, 802−805.
(15) Cui, Q.; Karplus, M. Is “proton wire” concerted or step-wise? A
model study of proton transfers in carbonic anhydrase. J. Phys. Chem. B
2003, 107, 1071−1078.
(16) Yu, C.; Cukierman, S.; Pomeś, R. Theoretical study of the
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†Physics Department, Freie Universitaẗ Berlin, Arnimallee 14, 14195 Berlin, Germany
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ABSTRACT: We elucidate the characteristic proton pathways and the transient
infrared signatures of intermediate complexes during the first picoseconds of
photoinduced protonation dynamics of a photoacid (N-methyl-6-hydroxyqui-
nolinium) in aqueous solution from first-principles molecular dynamics
simulations. Our results indicate that the typical latency time between
photoexcitation and proton dissociation ranges from 1 ps to longer time time
scales (∼100 ps). The rate-limiting step for the actual dissociation of the proton
into the solvent is the solvation structure of the first accepting water molecule.
The nature of the proton pathway in water (stepwise or concerted) is not unique
but determined by the coordination number of the accepting water molecules
along the hydrogen bond chain. We find a characteristic uncommon infrared
mode at ∼1300 cm−1 of the transient photobase-Eigen cation complex
immediately after photodissociation that we predict to be observable
experimentally in time-resolved IR spectroscopy. A broad continuous absorption band from 1500 to 2000 cm−1 arises from
the acidic proton imminently before dissociation.

1. INTRODUCTION

Photoinduced proton transfer (PT) in aqueous solutions is of
fundamental interest in a large variety of chemical and
biological processes such as the storage of energy and
radiation-induced damage of DNA.1−6 In aqueous solution,
where the hydrogen bond interactions are very extended, PT
can be very complex due to the structural rearrangement of
water molecules. Water-mediated photoinduced PT may
happen in a concerted or stepwise mechanism from the acid
to the base over large distances.7−14 Central in these
mechanisms is the key role of the surrounding solvent shells,
which facilitate the PT by fluctuations of the hydrogen bond
network or breaking and formation of hydrogen bonds. These
fluctuations are also considered to play important roles for the
stabilization of reaction products and are involved in the
reaction coordinate for proton dissociation mechanisms.
However, the number of theoretical and experimental studies
investigating these mechanisms have remained moderate.15

Ultrafast studies of photoinduced proton dissociation in
aqueous solutions have utilized the class of organic molecules
called photoacids.16−23 A suitable molecule for this purpose is
the “super” photoacid N-methyl-6-hydroxyquinolinium cation
(6MQc) depicted in Figure 1. 6MQc exhibits a large pK drop
from 7.2 in the ground state to −7 in the excited state
(6MQc*).24−29 Peŕez-Lustres et al. reported proton dissocia-
tion kinetics of 6MQc* in aqueous solution with time-resolved
fluorescence studies. It was shown that the excited-state proton
dissociation barrier is 2 kJ mol−1.29 However, the fundamental

question of how the intra- and intermolecular factors affect
photoacidity and PT rate still remain under debate.29−32

The seminal work by Eigen and Weller33−35 has frequently
been utilized to discuss acid dissociation reactions and rates.
The general kinetic approach, based on this model for acid−
base reactions in aqueous solutions, consists of two step
process: (a) The acidic proton is transferred from the acid to a
solvent molecule after photoexcitation to form a contact ion
pair, and (b) subsequently the contact ion pair is separated by
diffusion (see Figure 1).36 However, many details of the PT
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Figure 1. Excited-state PT and relaxation processes of excited 6MQc
species.
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from photoacid to water remain elusive, for example, the
structure and stability of the contact ion pair formed by the
photoacid and the hydrated proton, as well as the hydrogen
bonding network around a solvated photosensitive probe
molecule.
In the present paper, we are particularly interested in the role

water plays in promoting photoinduced acid dissociation and in
the hydrogen bonding rearrangements that accompany it. We
put the chromophore in the triplet state (T1) for the simulation
of the excited-state dynamics; that is, the first excited state (S1)
was approximated with a T1 surface. Our T1 description is
motivated by an increased numerical stability and a reduced
computational effort compared to a real S1 calculation. Of
course, this protocol represents an approximation of the
experimental situation. However, we have extensively bench-
marked the validity of this approximation for 6MQc (see
Supporting Information) and 6MQz37 and verified that it
correctly represents the most significant physical intramolecular
interactions. The central question addressed in this work is the
direct determination of elementary dissociation steps that lead
to the final product: a fully solvated proton and a deprotonated
photoacid. We computed IR spectra to follow the individual
steps during the dissociation processes that occur in a time
range of femtoseconds to tens of picoseconds.38

2. COMPUTATIONAL DETAILS
The molecular dynamics simulations were staged in a cubic,
periodic box with a side length of 16.06 Å hosting one 6MQc
molecule and 130 H2O molecules at a density of d = 1.00 g/
cm3. First, we run 20 ps trajectory in NVT ensemble at 350 K.
Then, we started five independent ground-state simulations
∼10 ps each in NVE ensemble from the previous simulation.
From these NVE trajectories, 16 excited-state trajectories were
started. We run these excited-state trajectories for ∼10 ps if no
PT occurred and for ∼20 ps if PT occurred. For all calculations,
we used GPW39 scheme as implemented in the CP2K40

software package. The BLYP41,42 functional with a TZVP
valence basis set, Goedecker43 potentials, and a 350 Ry plane-
wave cutoff was employed. With the increase in temperature we
hope to balance overstructuring effects, found in water
simulations at lower temperature.44,45 For the very same
reason, we used DFT-D2 dispersion corrections.46 The
simulation temperature of 350 K corresponds to a physical
temperature of 300−320 K. For the ground-state simulations,
we used restricted Kohn−Sham density functional theory
(DFT) and a time step of 1 fs, while for the excited-state
simulations, we used unrestricted Kohn−Sham DFT, a
multiplicity of 3, and a time step of 1 fs. All protons in the
system were given the mass of deuterium to allow us to use 1 fs
time step.
All DFT-based static electronic structure and normal mode

calculations were performed by using Gaussian 09 program.47

The conventional DFT and normal mode calculations using
hybrid exchange-correlation functional B3LYP48 and BLYP41,42

functional were perfomed within the presence of the CPCM
model.49 The basis set was TZVP for these calculations.
To study IR absorptions of the system, the electron density

was subjected on the fly to a localization procedure employing
maximally localized Wannier functions during the excited-state
simulations.50 Wannier centers can be regarded as centers of
charge density of electron pairs in local orbitals and allow
therefore for a chemical intuitive interpretation in terms of
bonds and lone pairs. Moreover, it is well-known that this

approach readily enables the calculation of molecular dipole
moments in a condensed-phase system.51 For instance, the
dipole moment of molecule I can be calculated via

μ μ μ= +I I I
el nuclei

(1)

∑ ∑=− + ·
∈ ∈

e e nr r2
i I

i
j I

j j
Wannier

,val
nuclei

(2)

with μI
el and μI

nuclei designating the electronic and nuclei
contribution to the molecular dipole moment. ri

Wannier and rj
nuclei

are the positions of the Wannier centers and the ions,
respectively; e denotes the elementary charge, and nj,val indicates
the number of valence electrons of the respective atom at
position rj

nuclei.
This, in turn, allows one to compute the classical dipole

autocorrelation function, whose Fourier transform is related to
the product of absorption coefficient per unit length and
refractive index, that is, the IR spectrum, via

∫α ω ω ω μ μ= ⟨ ⟩ ω

−∞
∞ −n F t t( ) ( ) ( ) d (0) ( ) e i t

(3)

where F(ω) = β ω2/6Vcε0 and μ are the total dipole moment of
the simulation box. Note that eq 3 is the classical
approximation of the formerly quantum dipole autocorrelation
function taking into account the harmonic quantum correction
factor.52

IR absorptions for 6MQc, 6MQc*, and 6MQz* are
calculated based on a spectral decomposition approach utilizing
the cross-correlation function of the total dipole moment with
the molecular dipole moment of the solute.38

Accordingly, eq 3 is modified by replacing the dipole auto-
correlation function with the cross-correlation function yielding

∫ω ω μ μ= ⟨ ⟩ ω

−∞
∞ −I F t t( ) ( ) d (0) ( ) eI I

i t
(4)

with the molecular dipole moment μI, where the index I
denotes the set of atoms belonging to 6MQc, 6MQc*, and
6MQz*, respectively. For further analysis of the IR absorptions,
we calculated the Fourier transform of the C−O bond
autocorrelation function defined as

∫ω = ⟨ ̇ ̇ ⟩ ω

−∞
∞ −P t d d t( ) d (0) ( ) e i t

CO CO CO (5)

where dĊO is the time-derivative of the C−O bond distance.
The resulting peaks should be approximately at positions of the
normal modes where this bond vibration contributes, assuming
that this vibration is not highly anharmonic. Shifts in PCO(ω)
can be regarded as a measure of bond strength variations, where
a blue shift corresponds to a strengthening and a red shift
corresponds to a weakening of the C−O bond.

3. RESULTS
3.1. Aqueous Solvation of 6MQc. Five of 16 trajectories

showed successful proton dissociation within 1−2 ps after
photoexcitation. To verify the effects of solvent reorganization
upon excitation, we computed the radial distribution functions
(RDFs) of 6MQc-oxygen and water hydrogen atoms g(O6MQc-
Dw), and the acidic 6MQc-hydrogen and water oxygen atoms
g(D6MQc-Ow) from the ground- and excited-state trajectories.
Our findings are reported in Figure 2. First, we observe a small
peak arising at 1.1 Å g(D6MQc-Ow) in the excited state due to
the RO···D···OD2 bond; that is, the proton is partly shared by
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the two oxygen atoms constituting the first stage of acid
dissociation. The apparent shifts of the first peak and the
following minimum at 2.25 Å in the excited state indicate that
the ROD···OD2 bond shortens by 0.2 Å due to the acidic
proton becoming more positively charged and more disposed
to H-bonding upon excitation. Further, strengthening of H-
bonding does not seem to extend beyond the first solvation
shell. Instead, one observes an increased order as represented
by increase in the coordination number in the second solvation
shell. The integration over the peaks at 3.6 Å in the g(D6MQc-
Ow) corresponds to 8.8 and 9.4 water molecules in the ground
and excited state, respectively. On the other hand, g(O6MQc-Dw)
shows the effect of elongation of the hydrogen bond to the
6MQc*-oxygen due to the charge rearrangements around the
lone pairs of the oxygen atom in the excited state (see
Supporting Information and Figure 4a). However, this bond
reforms as a subsequent solvent stabilization of the product,
completing the PT reaction. Similar findings have been already
discussed in experimental studies in terms of solvatochromic
shifts (a blue shift) in the steady-state fluorescence spectra of
undissociated photoacids.53 Complementary to these findings,
we found no obvious structural differences between the contact
ion pair geometry for the successful and unsuccessful proton
dissociation (see Supporting Information).
Another interesting observation in our simulations is the

back-protonation reaction (geminate reaction) following the
proton dissociation from 6MQc* after ∼10 ps photo-
dissociation. It was shown by time-resolved fluorescence
experiments that the deviation from an exponential fluores-
cence decay results in the existence of the back-protonation
reaction in the excited state.54 Such a process, in turn, gives rise
to a multiexponential time-resolved fluorescence decay, rather
than a purely exponential form.
3.2. Proton Dissociation Mechanism. We now augment

our analysis by elucidating the intake of protons into the H-
bond network to provide a more complete picture of the long-
range PT reaction in bulk aqueous solution. This fundamental
interest lies at the heart of the microscopic character of the
structure and mobility of liquid water. The basic PT reaction
can be explained by a von Grotthuss mechanism involving a
sequential hopping mechanism of protons to neighboring water

molecules.4−6 However, the actual PT reaction has been
discussed to be either concerted or sequential in the bulk
solution.55,56 Although both mechanisms are plausible,
concerted proton charge rearrangements occur in an assembly
of several water molecules linked by hydrogen bonds for
smaller PT distances, and a change into sequential transfer then
is anticipated when the PT distance increases. From an
atomistic point of view, the question of sequential or concerted
PT can be translated into the comparison of typical lifetimes of
particular protonation states in relation to the lifetimes of the
involved hydrogen bonds.55

To verify the relationship between concerted and sequential
PT mechanism, we employ, in Figure 3, the RDFs of the proton

acceptor oxygen atom (denoted O*) and the hydrogen atoms
of water molecules. The RDFs (gO*−D(r)) are computed by
averaging over 20 fs intervals before a successful PT occurs. We
interpret gO*−D(rmin) up to the relevant minimum of the first
solvation peaks, characterized by a radius rmin. Note here that
the peaks in gO−D(r) below 2.45 Å are generally considered as
an indicator of a H-bond in bulk water. Figure 3 shows that in
the case of a stepwise mechanism, there is a broad first peak
with a minimum at 1.65 Å due to the strong O−D···O* bond.
There is no further contribution from the other first solvation
shell water molecules. However, in the case of the concerted
mechanism, the O* atom accepts one additional H-bond, which
is responsible for the small peak at 2.2 Å. This additional peak,
in turn, requires an extension of the coordination radius to rmin
= 2.45 Å. In this regard, the actual character of the PT reaction
depends on how the proton is taken into the H-bonded
network: an increase in the coordination number changes the
character of the PT event. In particular, when the initial
coordination of the acceptor oxygen is ∼fourfold (n(rmin) = 3.7
in Figure 3), the concerted PT is favored in this mechanism,
and the subsequent PT occurs within ∼0.1−0.5 ps. However, if
the accepting water molecule is initially only threefold
coordinated (n(rmin) = 3.1 in Figure 3), it will hold the proton
for typically ∼1−5 ps, which eventually yields a stepwise
migration. Figure 4 illustrates the difference between these

Figure 2. RDFs of 6MQc-hydrogen and water-oxygen atoms (D6MQc-
Ow) and 6MQc-oxygen and water-hydrogen atoms the water
molecules (O6MQc-Dw) are in the ground (black and blue) and the
excited (red and green) states, respectively. The integration number of
the distribution functions (dashed lines) is also reported.

Figure 3. RDF and coordination numbers of a proton acceptor oxygen
atom and the hydrogen atom of water molecules (O*-D)
corresponding to the concerted mechanism (blue line and dashed
line, respectively), and sequential hopping mechanism (red line and
dashed line, respectively). The coordination numbers (n(rmin)) are
computed by characterizing the minimum of the first solvation shell of
gO*−D(r).
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mechanisms regarding the coordination number. Our findings
suggest that the concerted PT occurs when the proton
receiving oxygen (O*) accepts a hydrogen bond from another
water molecule before PT takes place. In contrast, the stepwise
transfer involves a single O−H bond breaking/forming at a
time. Our trajectories reveal that 60% of the proton dissociation
reactions are concerted and that 40% occur in a stepwise
manner. In all cases, the concerted events start from a fourfold
coordinated water, and the stepwise process start from a
threefold coordinated water.
A similar observation on the nature of the proton pathway in

water was also reported by Tuckermann et al.55 concerning the
PT mechanism of the hydrated proton and in the study of
Maurer et al.57 by investigating the ultrafast acid dissociation
and acid−base neutralization reactions. Therefore, we conclude
that an ultrafast (subps, i.e. concerted) long-distance proton
separation from the acid requires an initial fourfold
coordination of all involved water molecules.
3.3. Infrared Spectral Shifts. We computed the IR spectra

of 6MQc, 6MQc*, and 6MQz* to investigate effects of
electronic excitation and proton dissociation on the IR
absorptions. The spectra of 6MQc and 6MQc* are presented
in Figure 5, corresponding to negative and early positive delay
times in transient IR measurements. Figure 5 reveals slight red
shifts by ∼30 cm−1 of most absorption peaks within 1000 to
1500 cm−1 (mainly C−C and C−O stretching) upon electronic
excitation (cf. Supporting Information for mode assignment).
More precisely, peaks at 1000, 1180, 1355, 1420, and 1510
cm−1 in the ground-state spectrum are shifted to 970, 1150,
1330, 1390, and 1480 cm−1 in the excited-state spectrum. These
red shifts are in line with the fact that C−C bonds in the
aromatic rings get lengthened on average, as shown in Figure
S7 in the Supporting Information. Conversely, a shortening of
C−C bonds perpendicular to the direction of largest extension
of 6MQc was observed consistent with findings of Agmon et al.,
who found a roughly alternating pattern of lengthening and

shortening for 2-naphtol upon excitation to S1.
58 A quantitative

comparison of these shifts with transient IR measurements,
however, is not directly possible due to the use of the T1 state
in our case.
Further, Figure 5 reveals intensity changes upon electronic

excitation at 1180 cm−1 and between 1280 and 1400 cm−1,
where intensity is decreased in the former and increased in the
latter case. In contrast, only minor changes appear in the C−D
stretching range ∼2300 to 2700 cm−1 and for frequencies below
700 cm−1.
Most interesting, however, the O−D stretching vibration

gives rise to a continuous absorption band between 1500 and
2000 cm−1 in the excited-state spectrum caused by the flat
potential of the O−D···OD2 hydrogen bond. Additionally, the
chromophore O−D bond is drastically weakened in the excited
state, whereas the hydrogen bond to the coordinating water is
strengthened, as shown in Figure 2. Note here that, in contrast
to spectra obtained from molecular dynamics (MD)
simulations that allow for a fully anharmonic treatment, this
continuous absorption band cannot be obtained from normal
mode calculations, even with perturbative corrections to the
harmonic frequencies, where it always appears as a localized
peak (see Supporting Information).
In Figure 5, the corresponding O−D absorption in the

ground state coalesces with the peak between 1800 and 2800
cm−1 (mainly C−D vibrations) as suggested by normal mode
calculations with explicit water molecules (see Supporting
Information). Therefore, the O−D absorption is located at
higher frequencies than in the excited-state MD spectrum. The
O−D stretching absorption in the normal mode spectrum
without consideration of explicit solvent molecules is expect-
edly red-shifted due to the absence of hydrogen bonds to the
solvent.
To attain further evidence that the continuous absorption

band between 1500 and 2000 cm−1 in the excited-state
spectrum is indeed due to the O−D stretching vibration, we
computed the IR spectrum for 6MQc* based on dipole
moments calculated from atomic Hirshfeld charges,59 leaving
the trajectories unchanged. In Figure 6, it can be seen that the
continuous absorption vanishes by setting the partial charge on
the acidic hydrogen atom to zero, suggesting that the broad
absorption band is dominated by the dynamics of this atom,
which is comparably loosely bonded in 6MQc*. However, note
here that peak patterns and intensities differ slightly compared

Figure 4. Scheme illustrating the PT mechanisms of 6MQc* in
aqueous solution. (a) Formation of contact ion pair and elongation of
hydrogen bond between 6MQc-oxygen atom and water molecule; (b)
transient structures involving the concerted motion of two protons; (c,
d) a threefold coordinated water molecule holding the excess proton.

Figure 5. Infrared spectra for 6MQc and 6MQc* averaged over five
and 11 trajectories, respectively. The simulation length was 10 ps in
each case.
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to Figure 5, since the spectrum based on Hirshfeld charges
misses electronic polarization effects and the underlying dipole
moments differ compared to the Wannier center approach. Our
findings are consistent with previous studies that ascribed
absorption band to the motion of the weakly bonded proton in
contact ion pairs and hydrated protons of ground-state acids as
well as photoacids.60−62 Moreover, experimental results for the
photoacid 8-hydroxy-1,3,6-pyrenetrisulfonic trisodium salt
(HPTS) suggest that the amplitude of the continuous
absorption peak is largest at the onset of proton dissociation,
while the contribution of the hydronium ion, which is not
included in our spectral calculations, contributes with a smaller
amplitude.62

Having discussed the impact of electronic excitation at the
onset of proton dissociation, we now focus on the question
how the IR absorptions change after the proton is released to a
solvating water molecule. Figure 7 shows the spectrum of
6MQc* and 6MQz*, where the inset presents the absorptions
between 1200 and 1500 cm−1. The most significant change in
IR absorption upon proton dissociation is the depletion of the
continuous absorption band between 1500 and 2300 cm−1,
providing further evidence that this feature originates from the
acidic proton. Moreover, the bands between 1250 and 1550

cm−1, originating mostly from bond stretching vibrations of the
ring atoms and the C−O bond, are significantly affected when
proton dissociation occurs. In particular, the peak at 1330 cm−1

is absent in the spectrum of the dissociated photoacid (cf. inset
Figure 7). Notably, this feature is consistent for all single-
trajectory spectra of the protonated and deprotonated
chromophore, based on which we calculated the average
spectra shown in Figure 7. Further, we analyzed this feature by
means of normal-mode analysis (see Supporting Information)
and found that the variation in peak patterns is due to changes
of normal modes dominated by C−C stretching vibrations of
the ring atoms, as illustrated in Figures S10 and S12 in the
Supporting Information. In the region between 1250 and 1550
cm−1, we observe an altered peak structure in the normal mode
spectra due to the absence of the proton. In the MD spectra,
the stretching vibrations between 1200 and 1500 cm−1 (labeled
with D-I in the Supporting Information) are most distinct, and
therefore we can regard the vanishing of the absorption at 1330
cm−1 as a consequence of these altered stretching modes. Note
here that these unique assignments cannot be further resolved
in our MD spectra due to the limited sampling time. This
observation in turn suggests that the peak pattern around 1330
cm−1 might serve as a marker for the protonation state in
transient IR experiments. A similar feature has already been
discussed in an experimental study of HPTS.61 Further, we
investigated this feature for 6MQz* and 6MQz by means of
normal mode calculations (see Supporting Information). We
found that the peak pattern around 1330 cm−1 differs for 6MQz
compared to 6MQz* and therefore regard this marker to be
characteristic for the excited 6MQz* only.
In addition, we investigated the effect of the proton

dissociation on the C−O bond vibration. To this end, we
computed the Fourier transform of the velocity auto-correlation
function according to eq 5, which is depicted in Figure 8. We

note that the vibrational frequency of the C−O bond cannot
easily be extracted from the MD spectrum in Figure 7 due to
the superposition of bands caused by other vibrations. In
contrast, bands in the power spectrum of the distance auto-
correlation function should approximately occur at positions of
the respective normal modes, where the C−O bond vibration
contributes. A comparison of the power spectra of 6MQc* and
6MQz* in Figure 8 reveals that only slight frequency shifts
occur upon proton dissociation. However, the average distance

Figure 6. Infrared spectrum between 1400 and 2600 cm−1 computed
from atomic Hirshfeld charges based on trajectories of 6MQc*. The
spectrum labeled 6MQc* refers to the total chromophore, whereas the
spectrum 6MQc* without D+ was obtained by setting the partial
charge on the proton to zero.

Figure 7. Infrared spectrum of 6MQc* and 6MQz* averaged over 11
and four trajectories, respecticvely. For 6MQz*, spectra were
computed only within the time range of complete dissociation.

Figure 8. Fourier transform of the C−O bond distance velocity
autocorrelation of 6MQc* and 6MQz* averaged over 11 and four
trajectories, respectively.
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of the C−O bond in the simulations gets shortened by ∼0.05 Å
as shown in Figure S7 in the Supporting Information. The fact
that this shortening does not lead to a blue shift of the
vibrational frequencies as in the normal modes spectra can be
explained by the strong hydrogen bonding of water molecules
to the partially negatively charged oxygen, which restrict the
motions of the C−O moiety (cf. normal mode H at 1413 cm−1

for 6MQ* and mode I at 1445 cm−1 for 6MQz* in Supporting
Information).
Regarding the intensities of the individual (single-trajectory

based) power spectra underlying the averaged spectrum in
Figure 8, we found strong variations for the two protonation
states and for each trajectory suggesting a complex dependency
on the actual atomic conformation and hydrogen bonding
configuration around the hydroxyl group.
As mentioned before, all presented MD spectra are

computed based on simulations of fully deuterated samples.
A comparison with experimental data obtained from non-
deuterated samples therefore must take into account isotope
effects. We investigated absorptions for nondeuterated samples
by comparing the normal mode spectra for 6MQc, 6MQc*, and
6MQz* (see Supporting Information) and found blue shifts of
absorptions above 2000 cm−1 by ∼1000 cm−1 in the
nondeuterated case. This suggests that C−H stretch and O−
H stretch vibrations will be observed at higher frequencies in
experimental spectra of nondeuterated samples. We found no
overall absorption shift below 2000 cm−1 but instead observed a
reordering of normal modes resulting in a distinct absorption
pattern compared to the deuterated case (cf. Supporting
Information). As a consequence, the possible marker at 1300
cm−1 indicative of 6MQc* or 6MQz* in the deuterated case
will be different for nondeuterated samples. The normal mode
spectra in the latter case feature as well an altered but distinct
peak pattern upon proton release in the fingerprint region
below 2000 cm−1. Therefore, this regime might be suited as a
marker region in transient IR measurements of the non-
deuterated chromophore similarly as in the deuterated case.

4. CONCLUSION

We have investigated the photoinduced proton dissociation
processes from the super photoacid 6MQc in aqueous solution
from first-principles MD simulations. Besides the prototypical
red-shifting effects of excitation on the intramolecular modes of
the solute, we find a broad IR absorption line from 1500 to
2000 cm−1 after excitation and before deprotonation of the
acid. Our analysis shows that this line is due to the loose
bonding situation of the acidic proton just before dissociation.
Right afterward, we observe the transient formation of a contact
ion pair with a characteristic IR signature of ∼1300 cm−1 that
we predict to be observable experimentally, provided a
sufficient time resolution (femtosecond) is possible.
We also investigated hydrogen bond rearrangements upon

electronic excitation and structural differences between the
contact ion pair geometries. In these terms, the rate-limiting
step for the proton transfer to the first solvent molecule is
found not to be the initial acid−water barrier but instead the
solvation structure around the first water molecule. Further, we
elucidate the nature of the Grotthuss-style dissociation/
transport pathway in terms of stepwise mechanism versus
concerted motion across multiple water molecules. Our
findings indicate that the concerted mechanism is possible if
the accepting water molecule is fourfold coordinated. In the

case of only threefold coordination, the character of the
protonation pathway is rather stepwise.
Our results will support the experimental assignment of

transient IR signatures from femtosecond spectroscopy,
providing an atomistic interpretation of the underlying short-
lived molecular conformations of such photoacids. The findings
on the coordination dependence of the nature of the proton
pathway illustrate why the long-standing debate on the stepwise
versus concerted mechanisms will prevail, as there both
mechanisms can coexist for flexible coordination states of the
involved water molecules.
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1. Introduction

Solvated ions are of vital importance in many technological

and biochemical systems, and they are among the decisive
chemical components, since the interaction between ions and

water plays a key role in the specific structure and functions of
proteins.[1, 2] They are involved in a wide range of biological

and inorganic processes, such as the aggregation of proteins

and nucleic acids,[3, 4] enzyme catalysis,[5–9] and numerous cellu-
lar signaling processes.[10] Ions can have distinctive abilities to

salt out or salt in proteins in aqueous solutions, which is
known as the Hofmeister effect.

Classification of the influences of ions on the water H-bond
network has been crucial to experimental (ultrafast) IR and

NMR spectroscopy, terahertz and neutron scattering, and also

theoretical studies.[11–29] Despite their importance, many details
of the hydration properties of ions remain elusive on the mo-

lecular level. An important question is whether the effect of
ions on dynamical properties of H-bonds is limited to their first

hydration shell, or whether there are long-range structural and

dynamical effects. Recent studies showed the existence of
long-range effects on water molecules beyond the first hydra-

tion shells in MgSO4 and Na2SO4 solutions by using a combina-
tion of femtosecond time-resolved IR and dielectric relaxation

spectroscopy.[30] On the other hand, earlier studies revealed op-
posite findings regarding the H-bonding dynamics of
water.[31, 32] Therefore, such electrolyte solutions combining

a kosmotropic cation, that is, one that reinforces the H-bond
network, with a chaotropic anion having the opposite effect
can be used to determine cooperative effects, which involve
a complex interplay between the ions.

Herein, we combined ab initio molecular dynamics (MD) sim-
ulations and NMR experiments to study the effect of divalent

salts on extended aqueous H-bonded networks. Specifically,

we studied aqueous solvated ions of MgCl2, CaCl2, MgI2, and
CaI2 at an intermediate concentration of 2 m. We elucidated

the influence of these specific combinations of cations and
anions on the H-bonding dynamics and determined the

impact of a given ion on the dynamics of the water molecules
in the first hydration shell with respect to the situation in bulk

water.

Computational Details

We carried out ab initio MD simulations on five boxes of side
length 11.84 æ containing 55 water molecules for pure-water simu-
lation, 53 water molecules and two ion pairs for CaCl2, 52 water

A systematic characterization of the competing kosmotropic
and chaotropic effects of a series of divalent salts on the aque-

ous H-bonding structure by means of first-principles molecular
dynamics simulations is presented. The structural properties
are quantified by means of experimental and computed
1H NMR chemical shifts, whereby the local environments of cat-

ions and anions can be discriminated. Complementary to the
well-established structural features, a dynamical aspect is

added to the concept of kosmotropes and chaotropes. The H-

bond dynamics, quantified in terms of the H-bonding autocor-
relation functions, shows a good correlation with the structural

kosmotropic and chaotropic modifications, which are com-
monly referred to as the Hofmeister series. The considerably
enhanced (reduced) fluctuations of the H-bonding network in
the hydration shells around the anions (cations) are a comple-
mentary dynamical dimension to the concept of kosmotropic/
chaotropic behavior of solvated ions.
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molecules and two ion pairs for MgCl2, 48 water molecules and
two ion pairs for CaI2, and 49 water molecules and two ion pairs
for MgI2. The densities of the boxes were set to 0.99 for pure
water, 1.12 for MgCl2, 1.45 for CaI2, and 1.43 g cm¢3 for MgI2 ac-
cording to a polynomial fit from literature values at 25 8C.[33, 34] For
the particular simulation of CaCl2 solution, we used different exper-
imental reference density[35] of 1.17 g cm¢3 due to the incorrect pa-
rameters in our main literature baseline. Firstly, we pre-equilibrated
the solutions of MgCl2, CaI2, and MgI2 using the DZVP basis set for
about 10 ps. Secondly, we ran our ab initio MD simulations of each
system in the NVT ensemble for about 40 picoseconds. All systems
were thermostated by using a CSVR thermostat[36] with a time con-
stant of 100 fs at a temperature of 350 K. The computational tem-
perature was set to this value to compensate for overstructuring of
water at the BLYP-D level of theory.[37] The simulations were per-
formed with deuterated water in 1 fs MD time steps with the initial
guess provided by the always-stable predictor–corrector extrapola-
tion method at each MD step.[38, 39] Despite this, our nomenclature
uses “H” rather than “D” referring to the deuteron.

For all ab initio simulations, we used the GPW[40] scheme with
QUICKSTEP module[41] as implemented in the CP2K[42] software
package. The BLYP-D[43] dispersion-corrected density functional[44, 45]

with a triple-z augmented basis set for hydrogen and oxygen
(TZV2PX), a quadruple-z (QZV2P) basis set for the cations, and
a DZVP-MOLOPT basis set for the anions,[46] Goedecker[47] poten-
tials, and a 600 Rydberg plane-wave cutoff were employed. In ad-
dition, we used the DFT-D2 dispersion corrections[43] to account for
dispersion effects.

For the calculations of NMR chemical shifts, we used IGLO-III
(Perdew, Burke, and Ernzerhof/Individual Gauge for (each) Local-

ized Molecular Orbital) basis set[48] without pseudopotentials for
protons, and DZVP-MOLOPT[46] basis set with GTH[49, 47] pseudopo-
tentials for the rest of the atoms. The GAPW[50] method with
a 320 Ry cutoff was employed. For each system, the simulated
NMR chemical shifts were computed by averaging over 30 snap-
shots extracted randomly from the last several picoseconds of ab
initio MD trajectories. The cumulative NMR spectrum of each
system was then computed over more than 2000 instantaneous 1H
chemical shifts.

2. Results and Discussion

2.1. Ion–Water Coordination

We calculated ion–oxygen radial distribution functions (RDFs)

of CaCl2, MgCl2, CaI2, and MgI2 solutions (Figure 1). The coordi-
nation numbers of each ion, obtained as the integrated value

of the RDF up to the first minimum, are also included. In

agreement with earlier first-principles MD results,[11, 25, 28, 51] Mg2 +

exhibits a very rigidly structured first hydration shell with six

water molecules in an octahedral arrangement, with a highly
depleted area between the first and second peaks. In compari-

son, Ca2 + has a more flexible first hydration shell than Mg2 +

with seven water molecules and a more distant first minimum

at 3.25 æ (2.95 æ for Mg2 +). Note that, as the positive charge of

Ca2 + is more diffuse than that of Mg2 + , the height of the first
peak of gCa2þ¢O rð Þ is lower.

A similar difference is observed for the dynamics of the first
hydration shells of cations. No exchange of water molecules

Figure 1. Radial hydration structure of ion–oxygen atom pairs. The gIon–O(r) functions are shown as solid lines and the coordination numbers NIon–O(r) as
dashed lines.
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between the first and the second hydration shells of Mg2 + is
observed within the simulation time of 40 ps. In contrast, we

noticed several exchanges of water molecules between the
first and the second hydration shells of Ca2 + .

Concerning the solvation structure around the anions, varia-
tion of the cation has no noticeable effect on the first hydra-

tion shells of Cl¢ and I¢ at 2 m concentration. As expected, the
position of the first hydration minimum is shifted to longer dis-
tances as the ionic radius of the anion increases. The first hy-

dration minima were found to be 4.0 and 4.5 æ for Cl¢ and I¢ ,
respectively. Unlike the Cl¢–O RDF, there is no peak for
a second hydration shell in the I¢–O RDF (see Supporting Infor-
mation). The incomplete separation of the peaks, in combina-

tion with the fact that they are broader and lower, leads to the
conclusion that the hydration shell of I¢ is rather unstructured

and diffuse. On the other hand, the Cl¢ ion can apparently fit

into the water structure relatively easily without causing major
perturbation. These results show good agreement with previ-

ous X-ray diffraction and molecular dynamics studies regarding
the position of the first peaks in the RDFs.[11, 15, 17, 28, 52]

2.2. Water–Water Coordination

A comparison of the O–O RDFs of CaCl2, MgCl2, CaI2, MgI2 solu-
tions with that of pure water is shown in Figure 2. The RDFs

evidence a chaotropic effect on the water–water H-bond net-
work. The first peaks are lower for all electrolyte solutions

except for the MgI2 solution. The minimum of the first peak is
shifted by about 0.2 and 0.4 æ to longer distances in MgCl2/

MgI2 and CaCl2/CaI2 solutions, respectively. In all solutions, the

structure of the second hydration shell, which is well defined
in pure water, is strongly suppressed. This reduction of local

ordering is of course partially due to the high concentration of
ions, but our simulations indicate a surprisingly exclusive de-

pendence on the cation species; replacing I¢ with Cl¢ makes
no virtually difference.

2.3. Directionality of Ion–Water Interaction

The ion–water RDFs show important structural information,
but they ignore the intramolecular structure of water mole-

cules. Therefore, we now augment our analysis by elucidating
specific orientational preferences of the water molecules in the

first hydration shell of the ions. We describe the orientation by
using the angle q between the bisector vector of a water mol-
ecule and the ion–oxygen vector (see Figure 3). The angular

distributions of cos q for all ions with their solvating water mol-
ecules are shown in Figure 3.

The distributions of the angular orientations of the water

molecules around Mg2+ and Ca2 + ions show a peak located at
cos q =¢1. The narrower angle distributions of the Mg2 + ion

confirm the expected enhanced structural ordering. The distri-
bution functions for the anions are quite different. For the sol-

utions containing Cl¢ ions, the distributions strongly peak
around 558. On the other hand, the peaks for the I¢-containing

solutions are slightly broader and centered around 508. These

findings demonstrate that anion–water H-bonds are almost lin-
early aligned.

In the case of water–water angular distribution functions in
electrolyte solutions, we observe two peaks, because water

molecules act as H-bond donor or acceptor. These angular dis-
tributions are nearly identical. Compared to pure water, these

angular distribution functions behave slightly differently (see
Supporting Information).

2.4. NMR Chemical Shifts

We measured the dependence of (experimental) 1H NMR
chemical shifts on salt concentration for CaCl2, MgCl2, CaI2,

MgI2, CaBr2, and MgBr2 solutions. The trends in chemical shifts

can be seen as an indicator for the degree of ordering of the
H-bonded network, and thus as a quantification of the respec-

tive kosmotropic/chaotropic effects.[53] Figure 4 shows that the
1H NMR chemical shifts of all electrolyte solutions vary linearly

with concentration. The variation of the slopes of the change
of the 1H NMR chemical shifts reflect the different magnitudes

Figure 2. Comparison of the gO–O(r) radial distribution functions of CaCl2,
MgCl2, CaI2, and MgI2 with that of pure water.

Figure 3. Distribution of cos q for the water molecules in the first hydration
shells of Mg2 + , Ca2 + , Cl¢ , and I¢ and the water molecules in these systems.
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to which the respective ions affect the H-bond strength. The

net effect of the salts ranges from strongly kosmotropic
(MgCl2) and moderately kosmotropic (MgBr2) through neutral

(CaCl2 and MgI2) to moderately chaotropic (CaBr2) and strongly

chaotropic (CaI2). In line with the common understanding of
the Hofmeister series, these findings show that the kosmotrop-

ic/chaotropic effects of the individual ions almost exactly
cancel for CaCl2 and MgI2. The chaotropic effect increases from

Cl¢ to Br¢ to I¢ , and the kosmotropic strength increases from
Ca2 + to Mg2 + .

We computed 1H NMR chemical shifts from our ab initio sim-

ulations. Figure 5 shows a comparison between our calculated
1H NMR chemical shifts and experimental data. In absolute

values, the 1H NMR chemical shifts of the 2 m solutions differ
only slightly from that of pure water. This reflects partial can-

cellation of the kosmotropic and chaotropic effects of cations

and anions, respectively. Nevertheless, the correlation between
ab initio calculations and experimental data is fairly good, with

residual deviations on the order of 0.1–0.2 ppm. These differ-
ences in turn represent systematic (DFT, finite-size effects) and

statistical (length of MD simulations, trajectory sampling fre-
quencies) errors inherent to our approach.

To quantify the individual effects of the cations and anions,
we decomposed the 1H NMR chemical shifts into contributions

from the first hydration shells of halide and divalent metal
ions, as well as the fraction of bulk water molecules in our sim-
ulations (Figure 6). The effect on the chemical shielding is
more pronounced in the case of I¢ than Cl¢ . This confirms the
more strongly chaotropic character of Cl¢ compared to I¢ , and

the increased kosmotropic character of Ca2 + compared to
Mg2 + . Thus, our findings are a direct microscopic elucidation

of the Hofmeister effect in terms of H-bonding.

2.5. Dynamics

Besides the structural aspects, a very important, yet often over-

looked, feature induced by solvated ions is the molecular dy-

namics. On the molecular level, the translational and rotational
motion of water molecules is heavily affected by the modified

H-bond network. This can cause changes in the behavior of
water that are of equal importance to the structural variations.

To quantify this effect on the level of the H-bonding network,
we introduce an autocorrelation function for the H-bonds

[Eq. (1)]:

CHB tð Þ � 1

h t0ð Þh i2 h t0 þ tð Þ ¡ h t0ð Þh i ð1Þ

where h…i denotes an average over all H-bonds[54, 55] and h(t)

is a vector, the elements hi(t) of which are the dimension of
the number of possible H-bonds. The H-bond vector compo-
nent hi(t) is unity if water molecule i is H-bonded to the refer-
ence molecule at time t, and is zero otherwise. CHB(t) repre-

sents the conditional probability that an H-bond remains intact
for a time t, given it was intact at time t0. In our definition, we
ignore transient breaking of a H-bond shorter than a tolerance

time of 25 fs. Two water molecules are considered to be H-
bonded if the distance between their oxygen atoms is less

than 3.5 æ, and the O2-O1-H1 angle is less than p/6. To examine
the characteristics of H-bonds in the vicinity of the ionic spe-

cies, we separately considered the modifications that operate

in the first hydration shells. The boundaries of these shells
were defined by the positions of the first minimum of the ion–

oxygen RDFs.

Figure 7 shows the lifetime of the inter-water H-bonds in
the entire system, and inter-water H-bonds of the water mole-

cules in the first hydration shells of cations (illustrated in the

inset of Figure 7) are compared with the lifetime of pure water
H-bonds. With the exception of CaCl2, the lifetime of inter-

water H-bonds of the water molecules in the first hydration
shells of the cations decay more slowly than the lifetime of

pure-water H-bonds due to the stabilizing cationic field. As ex-
pected, this effect is more visible for the water molecules of

Figure 4. Experimental 1H chemical shifts for different aqueous solutions of
divalent cations at concentrations from 1 to 3 mol L¢1.

Figure 5. 1H NMR chemical shifts for CaCl2, MgCl2, CaI2, and MgI2 at 2 m con-
centration. Calculated NMR shifts are referenced to the H2O trajectory which
in turn is set to the experimental shift of 4.65 ppm. The linear line is meant
as a guide to the eye.
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the first hydration shell of Mg2 + . Additionally, the H-bond life-

time decays show a biexponential character, which may reflect
slowing down of the H-bond rearrangements around cat-
ions.[56] On the other hand, the impact of ions on the overall

water H-bond relaxation is ion-specific and does not follow
a simple trend. This complexity originates from the existence
of solvent-shared ion pairs in which the cation and anion share
a fraction of their hydration shells. In 2 m solutions, the overlap

of hydration shells can force the formation of various stable
and transient water-shared ion pairs. Although the solvent-

shared ion pairs were found to be stable on the 3–4 ps time-
scale, it is impossible to infer their relative stability from the
present simulations due to the simulation protocol parameters

or system-size dependencies. Nevertheless, our simulations
reveal the presence of such relatively stable clusters, especially

in the solutions containing the large I¢ ion, that is, CaI2 and
MgI2, in which the mobility of these shared water molecules is

restricted. We found the same effect in our previous study of

LiI solutions.[57] In this respect, depending on the stability of
these clusters, overall water H-bond relaxation can be faster or

slower relative to that of pure water. Interestingly, even
though the lifetime of the I¢–water H-bond is shorter, the dy-

namical structure-breaking effect of I¢ on the overall H-bond
dynamics of water is not as strong as that of Cl¢ in all solutions

(see Figure 8). This mobility restriction is due to the larger ac-
cessible surface of I¢ to water molecules compared to Cl¢ . De-
spite its larger size, the I¢ ion has only one more water mole-

cule than Cl¢ in the first hydration shell (see Supporting Infor-

mation). Therefore, I¢-induced structural changes in the water
H-bond network (see Figure 2) increase the presence of water
molecules in interstitial positions. As a result, these interstitial
water molecules form stronger H-bonds with the water mole-

cules of the first cation hydration shell, which in turn further
lowers the overall mobility of water molecules. Such a mecha-

nism is consistent with slowdown of H-bond rearrangements
induced by hydrophobic sites of other solutes.[58–61]

We also investigated how the dynamics of the water mole-

cules around anions is affected by the counterions. To this end,
we defined the residence-time autocorrelation function CWres(t)

by using Equation (2):

CWres tð Þ � 1

w t0ð Þh i2 w t0 þ tð Þ ¡ w t0ð Þh i ð2Þ

where h…i denotes an average over all water molecules in the
first hydration shell of a given ion. For the vector function w(t),

wi(t) = 1 if water molecule i is in the first hydration shell of
a given ion at time t, and otherwise 0. We again tolerated tem-

Figure 6. 1H NMR chemical-shift distribution for hydrating water and bulk water in the CaCl2, MgCl2, CaI2, and MgI2 solutions. The average for pure water is
marked with a black bar, and the chemical-shift average of water molecules of hydration of the cation and anion are marked with the orange and purple
bars, respectively. We used cation–oxygen and anion–hydrogen cutoffs from the RDFs.
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porary escape of a water molecule from the first hydration

shell shorter than 25 fs, and the boundaries of the hydration
shells were defined by the positions of the first minima of the

ion–oxygen RDFs. For the anion–water H-bond, the angular cri-

terion is defined as ]Ion-O1-H1<p/6. Figure 8 shows the resi-
dence-time correlation functions of water molecules around

Figure 7. H-bond autocorrelation functions of water molecules in the CaCl2, MgCl2, CaI2, and MgI2 solutions, in the first hydration shells of cations, and for
pure water.

Figure 8. Autocorrelation functions characterizing the water residence time and water–anion H-bond (Y¢···H2O) lifetime in the first hydration shells of Cl¢ and
I¢ ions.
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the first hydration shell of the Cl¢ and I¢ ions CWres(t) and
anion–water H-bond (depicted in the inset) lifetimes CHB(t). The

residence times are consistently shorter than the correspond-
ing H-bond lifetimes for all anions. Clearly, some water mole-

cules around anions do not form an H-bond and can diffuse
away from the hydration shell. This dynamical result is consis-

tent with the difference between the average number of H-

bonds and coordination numbers (see Supporting Informa-
tion). In addition, the length of the H-bond lifetime can be

again attributed to the existence of solvent-shared ion pairs,
which can make water molecules experience very low mobility

in the first hydration shells. Note that for the divalent cations it
is virtually impossible to determine water residence times from

the ab initio molecular dynamics simulations, since the correla-

tion times exceed our simulation time by far.

3. Conclusions

We have characterized the structure and dynamics of the H-

bond networks of a series of divalent salt solutions (MgCl2,
CaCl2, MgI2 and CaI2 at 2 m concentration) by means of first-

principles MD simulations, complemented by measurements
and corresponding quantum chemical calculations of the
1H NMR chemical shifts. Our calculations provide atomistic in-

sight into the kosmotropic and chaotropic mechanisms. We
extend our analysis beyond the structural picture (i.e. the con-
ventional Hofmeister effect) by including dynamical properties
of water molecules around the first hydration shell of ions. Our
results show that the impact of ions on water dynamics is ion-
specific. It depends not only on ionic size and charge, but also

strongly on the existence and stability of solvent-shared ion
pairs. The dynamical behavior of the first hydration shell of
water molecules around Mg2 + is significantly slower than that

of Ca2+ and prevails beyond the first hydration shell. The
effect is particularly visible in the presence of I¢ ions (as op-

posed to Cl¢ ions), due to the immobilization of water mole-
cules in interstitial sites. Our work explains the conventional

concept of the Hofmeister effect by incorporating the addition-

al aspect of molecular dynamics within the H-bond network.
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