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1. INTRODUCTION 1.1 The human skin

1.1 The human skin

Covering an area of 1.6− 1.8 m2 (BioNumbers ID (BNID) 100578 [1]), the human
skin is the largest organ of our body [2]. It protects muscles and internal organs from
environmental effectors, mediating protection against pathogens and water loss. The skin
is responsible for various functionalities, including heat regulation, sensation, excretion
(e.g. of sweat), deposition of lipids, and production of vitamin D. Notably, our skin
comprises roughly 1.1 ∗ 1011 cells (BNID 101734) covered with approximately 10
bacteria per cell, resulting in a total of 1012 bacteria (BNID 105712 [1]). There are two
distinct skin types, thin and thick skin, each comprising three layers called epidermis,
dermis, and hypodermis (Figure 1.1).

1.1.1 Layers of the skin

The epidermis is the outermost layer of the skin (Figure 1.1) and responsible for the
protection against environmental stressors such as pathogens, heat, ultraviolet (UV)
radiation, and water loss. As an avascular tissue, the epidermis is sustained solely by
diffused oxygen [3]. The epidermis can be divided into five sublayers (bottom to top):
stratum basale, spinosum, granulosum, licidum and stratum corneum. Notably, 95% of
epidermal cells are keratinocytes (BNID 103639 [1]).

During differentiation, keratinocytes produce increased amounts of keratin resulting
in a process called keratinization. Consequently, a differentiation gradient with the
youngest cells at the bottom (stratum basale) and the oldest, cornified keratinocytes
(stratum corneum) at the top is formed. In humans, this keratinocyte turnover takes
between 26 and 27 days (BNID 109215 [1]). In total, 1.76∗1011 cells [4] make up the
epidermis, including keratinocytes, melanocytes (causing skin pigmentation), antigen-
presenting immune cells, and “touch” cells.
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1. INTRODUCTION 1.1 The human skin
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Figure 1.1: Layers of the skin. The human skin contains two skin types, namely thick and thin skin, each
containing three layers called epidermis, dermis, and hypodermis. Adapted from [5].

The dermis is the second layer of the skin (Figure 1.1) consisting of connective tissue
and providing touch (Meissner’s corpuscle) and heat sensation through about 4∗106 free
nerve endings (BNID 101736 [1]). The dermis is segregated into two sublayers called
papillary and reticular region. The latter is characterized by a dense network of matrix
components, e.g. collagen, elastin and an extrafibrillar matrix, providing strength and
elasticity. This layer contains mainly fibroblasts, macrophages, and adipocytes, as well
as hair follicles, sweat and sebaceous glands, and diverse blood vessels (Figure 1.1).

The hypodermis is the third skin layer (Figure 1.1) connecting the skin to bones
and muscles. It consists of connective tissue, elastin, and subcutaneous fat and contains
fibroblasts, macrophages and adipocytes which sum up to a total number of 1.85∗1012

dermal cells [4].

1.1.2 Skin aging

Aging is a complex phenomenon caused by intrinsic and extrinsic factors. Aged skin is
characterized by increased wrinkling, irregular pigmentation and increased laxity [6, 7].
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1. INTRODUCTION 1.2 Polyphenols

Aging is associated with reduced metabolic activity, accumulation of oxidative damage
and inflammatory processes. During aging, the skin decreases in volume and elasticity,
becomes thinner, and has reduced self-healing properties. Consequently, anti-aging
supplements were developed and used frequently to combat aging of the skin.

The intrinsic skin aging describes a deterioration of tissue function and as such is
comparable to the aging of internal organs. Although the outermost epidermis layer
(stratum corneum) remains comparatively stable, both epidermis and dermis change
metabolically and structurally. This process is characterized by decreased proliferation
of keratinocytes, fibroblasts and melanocytes, as well as reduced matrix synthesis and
elevated expression of collagen matrix disintegrating enzymes [6].

The primary reason for extrinsic aging is UV light exposure [8]. In general, pho-
toaging describes the aging of skin due to continuous and long-term exposure to UV
radiation [9–11]. Photoaged skin can be identified histopathologically by a substantial
accumulation of extracellular matrix (ECM) components in the dermis and increased
expression of so-called matrix metalloproteinases [6]. The relations between photoaging,
UV radiation and matrix metalloproteinases are reviewed in [7, 12, 13].

1.2 Polyphenols

Polyphenols are natural organic substances, historically known as “vegetable tannins”
[14], which are characterized by multiple phenolic structures. In 2011, Quideau et
al. revised the White-Bate-Smith-Swain-Haslam (WBSSH) definition [15] of plant
polyphenols (Figure 1.2) [14]. The authors suggested defining polyphenols as plant
secondary metabolites derived from distinct pathways featuring at least two phenolic
rings while lacking a nitrogen-based functional group in their basic structure [14]. The
biological role of plant polyphenols is diverse, as these natural products regulate growth,
provide coloration, protect against solar radiation, and antagonize microbial pathogens
and animal herbivores [14].
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Figure 1.2: Representatives of plant polyphenols. According to Quideau et al. (2011), plant polyphenols
are defined as plant secondary metabolites derived from distinct pathways featuring at least two phenolic
rings while lacking a nitrogen-based functional group in their basic structure [14]. Representatives include
the flavonols quercetin (a) and epigallocatechin gallate (EGCG) (b) as well as the phenylpropanoid-derived
pigment curcumin (c) and the hydroxystilbene trans-resveratrol (RSV) (d).

Traditional medicines have been using polyphenol-rich extracts for thousands of years
and their molecular and supposedly health beneficial effects were studied in the past
decades. Consequently, the number of scientific publications on “polyphenols” increased
almost exponentially over the last 20 years (Figure 1.3). The “French paradox” drew
major attention towards plant polyphenols in the late 1980s. Despite consuming a high
fat diet, the French population has a low incidence of coronary heart diseases. In 1992,
Renaud and De Lorgeril published their scientific data on the “French paradox” [16].

Trans-resveratrol (RSV) (Figure 1.2d) was identified as a major polyphenolic com-
ponent of red wine [17, 18] and received considerable attention in subsequent research
(Figure 1.3). This scientific focus was even intensified, when Jang et al. reported striking
chemo-preventive properties of RSV [19].
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Figure 1.3: Publications in PubMed concerning “Polyphenol” and “Resveratrol”. The “French paradox”
in the late 1980s and a corresponding scientific study presented by Renaud and De Lorgeril in 1992 [16]
as well as evidence of a chemo-preventive action of RSV in 1997 [19] boosted polyphenol research.
Publications from 01.01.1990 until 31.12.2015 were considered (data from PubMed database [20]).

From early on, polyphenols were thought to have antioxidant properties and to
nonspecifically interact with diverse proteins [21, 22]. The increasing number of studies
on plant polyphenols enabled a more detailed insight into the mechanism of action,
molecular targets, and regulated pathways. Nowadays, many polyphenolic compounds
are known to interact more or less directly with their target(s), thereby inducing inhibition
of key enzymes or modulation of receptors and transcription factors. Thus, polyphenols
can broadly influence cellular functions such as proliferation, inflammation, apoptosis
and metastasis [23–25].

Nevertheless, bioavailability studies on plant polyphenols have delivered rather dis-
appointing results, so far [26]. In general, dietary plant polyphenols are ineffectively
absorbed and immediately metabolized, which disqualifies them as potential pharma-
ceutical drugs. However, these characteristics could be beneficial, when considering
long-term treatments to prevent slowly developing diseases [27]. The development and
design of novel polyphenol-inspired drugs could have an important impact on future
research [28, 29]. When consumed on a regular basis, polyphenols are present in modest
but continuous doses owing to weak absorption and rapid metabolization.
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1. INTRODUCTION 1.3 Resveratrol

1.3 Resveratrol

Trans-resveratrol (RSV) (Figure 1.2d) was originally isolated in 1939 from roots of
Veratrum grandiflorum O. Loes [30] and is naturally occurring in at least 72 plant
species [19], including Japanese knotweed [31], grapevines [32], red wine [17, 18],
mulberries and peanuts [33]. These plants synthesize RSV as protection against microbial
infections and environmental stressors such as UV light [32]. Notably, grape skin contains
between 50 and 100 µg RSV per gram wet weight [34].

Since the “French paradox” and the identification of RSV as a major ingredient of
red wine, RSV has become the object of numerous studies and publications (Figure 1.3).
Moreover RSV incited research, whether regular wine consumption could be beneficial
for human health. Nowadays, RSV is widely known, however, most of its suggested
health benefits have yet to be verified in vitro and in vivo.

1.3.1 Chemical properties and stability

The stability of RSV and its chemical properties are influenced by diverse factors, which
are still a matter of debate (Figure 1.4). Nevertheless, these factors need to be kept in
mind when considering the use of RSV in biological assays or cell culture.

Stability of RSV

Temperature pHUV light

Oxygen levelROS Bicarbonate 
ions

Figure 1.4: Determinants of RSV stability. Under experimental conditions several factors influence the
stability of RSV. These factors include temperature [35], pH value [35–37], the presence of reactive
oxygen species [38–40] and bicarbonate ions [41, 42], the oxygen level [43], and UV irradiation [36, 44].

One of the well-known characteristics of RSV is its photosensitivity. If exposed to
UV or visible light, RSV converts from a trans- to a cis-isomer (Figure 1.5). This process
is called photoisomerisation [36, 44]. Although the pharmacology of trans-resveratrol
was intensively studied, only little is known about cis-resveratrol [45, 46]. Considering
its characteristic absorption maximum at 308 nm [36], the amount of photoisomerisation
or metabolization of RSV can be monitored and quantified [35, 44].
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Figure 1.5: Isomeric conversion of RSV. After exposure to light (h ∗ν) or UV light, trans-resveratrol
isomerizes rapidly into its cis-isomer [45, 46].

There is growing evidence that polyphenols, including RSV, degrade rapidly at alka-
line pH values, while they are stable at acidic pH [35–37]. Moreover, high temperature
was recently reported to decrease the stability of RSV [35].

Our organism continuously generates reactive oxygen species (ROS, see Section 1.4)
as a side product of metabolism and as second messengers. Notably, RSV can scavenge
ROS and function as an antioxidant. During the scavenging process, RSV is rapidly
oxidized and generates more or less stable radical adducts [38–40].

In biological systems the majority of ROS generated are superoxide (O•−2 ) and
hydrogen peroxide (H2O2). Spontaneous or enzymatic dismutation of O•−2 results in
H2O2 production, which can readily react with transition metal ions to generate hydroxyl
radical (HO•) (Figure 1.10a).

Several studies identified hydroxyl radical as major species acting on RSV [38–40].
Recently, Li et al (2012) investigated the kinetics of the reaction of RSV with HO• [40]
(Figure 1.6). The reaction of RSV with HO• generates a relatively short-lived C2 or
C6 hydroxyl radical adduct (absorbance maximum 420 nm; lowest transition energy for
C2 adduct [40]). Afterwards, a relatively long-lived 4′-phenoxyl radical (absorbance
maximum 390 nm) is formed (Figure 1.6).
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Figure 1.6: Reaction products of RSV and HO• according to Li et al. (2012) [40]. Absorbance maximum
is given in brackets. Adapted from [40].

Although often ignored, it is known for several years that polyphenols, including
RSV, are rapidly oxidized in cell culture media to generate significant amounts of
H2O2 [41, 42, 47]. Notably, the degradation process and subsequent H2O2 generation is
accelerated in the presence of bicarbonate ions [?, 41,42]. In cell culture media, pyruvate
was identified as an important scavenger of H2O2 [?, 48, 49].

Oxygen is essential for the survival of organs and tissues, but depending on the
physiological context it can be a potent stressor as well. The oxygen partial pressure
(pO2) is a measure for the oxygen concentration [50]. The earth’s atmosphere comprises
20.9460% O2, equalling 160 mmHg [51]. Although the oxygen level is supposed to
influence the oxidation of RSV, this hypothesis remains to be further investigated [43,52].
So far most in vitro studies have been performed at 150 mmHg (95% air), a fact that is
often referred to as “artifact of cell culture” [41,42]. Due to the limited diffusion distance
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1. INTRODUCTION 1.3 Resveratrol

of oxygen (physioxia range between 11% and 1% O2) physiological oxygen amounts
(e.g. in liver or kidney cells) tend to be much lower. Notably, the pO2 in a tumor is even
lower compared to normal tissue [50, 53].

Factors that determine the integrity of RSV i.e. pH, temperature, cell culture medium
containing NaHCO3, and supposedly pO2, must be kept in mind to correctly interpret
experimental results [41,42]. Even though a plethora of in vitro studies have been showing
beneficial effects of RSV, those results are rarely seen in vivo. The low bioavailability of
RSV might be one reason of this divergence [26, 54–59]). Differential conditions that
influence chemical properties of RSV can be another still often neglected reason.

1.3.2 Molecular targets

The mechanism of action of RSV is largely elusive and controversially discussed, in
addition, a direct molecular target remains to be identified. Currently, direct enzymatic,
allosteric or indirect activation are proposed [60–63]. Notably, the reported interaction
of RSV with target molecules is often low (in mid micromolar range) and most likely
unspecific [63–66].

Although numerous studies have been conducted with RSV, the observed results are
diverse and the induced effects seem to be highly dependent on cell type, concentration,
treatment conditions, and duration [67]. An overview of RSV targets is given in Figure 1.7
[68–73].
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Figure 1.7: Molecular targets of RSV. In consideration of its comparatively simple structure, RSV
influences an tremendous range of function and pathways resulting in multiple biological activities [68–73].
Protein kinase B (Akt), 5′adenosine monophosphate (AMP)-activated protein kinase (AMPK), B-cell
lymphoma 2 (BCL2)-antagonist/killer (BAK), BCL2-associated X protein (BAX), B-cell lymphoma
2 (BCL2), catalase (CAT), cyclooxygenase (COX), cAMP-response element-binding protein (CREB),
cytochrome p450 monooxygenase (CYP), direct inhibitor of apoptosis protein (IAP) binding protein
with low pI (DIABLO), forkhead box proteins (FOXOs), hypoxia-inducible factor 1-alpha (HIF-1α),
heme oxygenase 1 (HMOX1), interleucins (ILs), c-Jun N-terminal kinase 1 (JNK1), liver X receptor
alpha (LXRα), mitogen-activated protein kinase (MAPK), monocyte chemoattractant protein 1 (MCP-
1), nuclear factor kappa-light-chain-enhancer of activated B cells (NFκB), NAD(P)H dehydrogenase
(quinone 1) (NQO1), nuclear factor (erythroid-derived 2)-like 2 (Nrf2), cyclin-dependent kinase (CDK)
inhibitor 1A (p21), adenovirus early region 1A (E1A) binding protein p300 (p300), tumor protein p53
(p53), poly(ADP-ribose) polymerase (PARP), cyclic adenosine monophosphate (cAMP)-specific 3′,5′-
cyclic phosphodiesterase 4 (PDE4), peroxisome proliferator-activated receptor (PPAR) gamma (PPARγ)
coactivator 1-beta (PGC1-α), phosphatidylinositol-4,5-bisphosphate 3-kinase (PI3K), PPARγ, reactive
oxygen species (ROS), superoxide dismutase (SOD), sirtuin 1 (SIRT1), tumor necrosis factor α (TNFα).

Sirtuins

Sirtuins were originally discovered as NAD-dependent type III histone deacetylase
(HDAC) in Saccharomyces cerevisiae, where silent information regulator 2 (SIR2) (or-
thologue of SIRT1) silenced specific genomic loci by deacetylation [74]. The mammalian
family of sirtuins can be divided into four classes (I-IV) comprising seven members
(SIRT1-SIRT7) in total, each with characteristic tissue specificity, subcellular localization,
enzyme activity and target proteins [75, 76].

At first, RSV was identified to extend lifespan by direct interaction with the histone
deacetylase sirtuin 1 (SIRT1) [65]. However, several reports indicated that fluorescent
labels produced activation artifacts and the unlabeled peptide did not activate SIRT1 at
all [60, 61, 77]. Still a potential direct enzymatic, allosteric or indirect activation have
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been discussed [60–63]. Sirtuins have been suggested as a mediator of beneficial effects
of calorie restriction (CR) on health and longevity [65, 78–81].

Regulation of SIRT1. SIRT1 is regulated by different kinases, modifiers and diverse
regulatory mechanisms [82–86], thus connecting various metabolic pathways [87] (Fig-
ure S1). To catalyze the deacetylation of target proteins, SIRT1 requires nicotinamide
adenine dinucleotide phosphate (NAD+) cofactor [88]. Therefore, this cofactor is a
potent regulator of SIRT1 activity [86, 89, 90]. In contrast, the reaction product nicoti-
namide (NAM) functions as inhibitor [91]. Notably, the deoxyribonucleic acid (DNA)
repair enzyme PARP also requires NAD+ for the repair of DNA strand breaks and
chromatin remodeling. Consequently, PARP and SIRT1 seem to be connected via a
negative feedback loop as both enzymes compete for NAD+ [92–94].

During oxidative stress, JNK1 phosphorylates SIRT1 at three distinct sites, increasing
its activity and linking SIRT1 to inflammatory processes and ROS signaling [95]. Inter-
estingly, the level and activity of SIRT1 is regulated by the intracellular thiols [96, 97].
Post-translational modifications such as phosphorylation of SIRT1 by cell cycle kinases
have been shown to increase enzyme activity and additionally link SIRT1 to proliferation
and cell cycle progression [98]. For a detailed review of the regulation of SIRT1 and
other members of this family please see [75, 76] and Figure S1.

Molecular targets of SIRT1. The genome integrity depends on the chromatin structure
and DNA repair mechanisms, which in turn depends on the (de-)acetylation status of
histones and general chromatin-associated factors [99–103]. In addition, deacetylation
of SIRT1 target proteins often results in epigenetic silencing of genes including the
interaction with p300 [104–106]. Apart from histones, SIRT1 has several non-histone
targets such as transcription factors, cell signaling components, DNA repair modulators
and metabolic regulators [75, 76, 107–113] (Figure S1). However, the identification of
signaling targets remains incomplete. Notably, the acetylation status of a target protein
might influence its cellular localization [99] and stability [114]. For a detailed review of
SIRT1 target molecules please see [75, 76, 112, 115, 116].
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1.3.3 Hormesis

Hormesis describes a biphasic dose-response phenomenon characterized by low-dose
stimulation and high-dose inhibition [117]. Although the importance and relevance is
vigorously discussed [118,119], hormesis has become an appropriate model in toxicology
and risk assessment [120,121]. Meanwhile, the concept of hormesis is applied to various
fields including xenohormesis [122], neurohormesis [123] and mitohormesis [124, 125].
Moreover, hormesis might in fact represent a superior model for low-dose assessment of
drugs, as low treatment doses might activate repair mechanisms, thus preventing future
damage. [119, 126].
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Figure 1.8: Dose-response models used in toxicology and risk assessment. The linear non-threshold model
(a) is used to estimate cancer risks, whilst the threshold model (b) is used in toxicology and pharmacology.
(c and d) Typical hormetic models show either a U- or J-shaped dose-response relationship depending on
the type of response. The control level is indicated by a dotted line. Adapted from [127].

In general, the linear non-threshold model (Figure 1.8a) is used to assess the health
risks of chemical carcinogens and radiation, whilst for non-carcinogens and drugs the
threshold model (Figure 1.8b) is applied [127]. However, both linear models overlook the
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fact that organisms might have developed mechanisms to respond to noxious substances
and radiation. When considering hormetic models for risk assessment either an inverted
U-shaped or a J-shaped model can be applied, depending on the endpoint of measurement
(Figures 1.8c and 1.8d) [127].

In fact, the reported health benefits of diverse phytochemicals seem to be based
on hormetic mechanisms, as phytochemicals activate adaptive stress response signal-
ing [123]. These pathways are commonly associated with activation of kinases and
transcriptions factors, leading to increased levels of cytoprotective phase 2 and an-
tioxidant enzymes, heat-shock proteins, growth factors and energy metabolism regula-
tors [123, 128].

Resveratrol and other phytochemicals

The biological role of phytochemicals is to protect the plant against microorganisms
and insects [129]. However, in humans consumption of low doses of phytochemicals
might induce a mild cellular stress response. Hormetic effects have been described
for several polyphenols and phytochemicals including curcumin [130], quercetin [131],
RSV [132, 133] and sulforaphane (SFN) [129]. According to Calabrese et al. (2009) the
antioxidant potential of polyphenols results from up-regulation of so called “vitagenes”
including heat shock proteins (HSPs) and sirtuins (SIRTs) as well as the thioredoxin
(TXN) system [134].

Curcumin. The phenolic compound curcumin (Figure 1.2c) can be isolated from the
roots of Turmeric (Curcuma longa) and is known to induce hormetic effects [130].
Activation of nuclear factor (erythroid-derived 2)-like 2 (Nrf2) signaling (see Section 1.5)
induces expression of heme oxygenase 1 (HMOX1) and results in cellular protection
against further stressors [135–137].

Resveratrol. Hormetic effects of RSV have been described in several publications
[132,133]. RSV activates various hormetic pathways including the expression of phase 2
enzymes and antioxidant enzymes (catalase (CAT) and glutathione S-transferase (GST))
[138], Nrf2 signaling and the expression of the antioxidant enzyme HMOX1 [139].
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Sulforaphane. The isocyanate sulforaphane (SFN) (Figure 1.15a) can be found in
broccoli sprouts, kale, radish, mustard and many more [140]. It is known to activate
Nrf2-dependent expression of antioxidant enzymes [141], increase glutathione (GSH)
and thioredoxin (TXN) levels as well as NAD(P)H dehydrogenase (quinone 1) (NQO1)
expression [142, 143].

Potential and limitations

In general, hormetic effects resemble mild stress conditions causing only moderate
and not striking effects, thus making it difficult to justify the biological significance of
hormesis. However, even if the initial hormetic effects might be small and difficult to
detect biochemically, the biological outcome might be larger leading to improved stress-
tolerance and longevity, respectively. Hormesis might represent an adaptive amplification
principle to improve overall cellular robustness and performance [137, 143–148].

1.4 Reactive oxygen species

The term reactive oxygen species (ROS) describes oxygen-derived reactive molecules.
This definition includes the two major reactive species superoxide (O•−2 ) and hydroxyl
radical (HO•) [149] as well as hydrogen peroxide (H2O2) and nitric oxide (NO). ROS
are omnipresent and hazardous, however, they are also important second messengers and
regulators of transcription factor activity [150–153].

During oxidative stress the cell is attacked by ROS which decreases the cellular
antioxidant capacity. ROS interact with biomolecules causing oxidation of nucleic
acids, lipid peroxidation and protein denaturation. Notably, ROS-mediated oxidative
stress is involved in carcinogenesis [154], neurodegeneration [155], diabetes [156] and
aging [157].

1.4.1 Origins

ROS are either exogenously or endogenously produced, in addition, ROS are formed
by Fenton and Haber-Weiss reaction (Figures 1.9 and 1.10) [158, 159]. The majority
of endogenous ROS are produced in the mitochondria during generation of adenosine
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triphosphate (ATP) generation [160–162]. Approximately 1% of the total rate of the
mitochondrial oxygen consumption are ROS [163]. Considering the average rate of
oxygen consumption per cell (2.5∗10−18 mol s−1 [51]), roughly 1.3 billion (1.3∗109)
ROS are generated daily per cell. Considering only the epidermis with its 1.76∗1011

cells [4], the “physiological” ROS flux would be roughly 229 sextillion (2.29 ∗ 1020)
molecules per day.

Radiation
UV light

Induction of inflammation
Solvents and pesticides

NADPH oxidase (NOX)
Cytochrome P450 (CYP)
Lipoxygenase (LOX)
Mitochondrial respiration
Beta-oxidation of fatty acids
Inflammation

Endogenous Exogenous

Metal 
ion-catalyzed via 
Fenton reaction

Figure 1.9: Origins of ROS. ROS are either exogenously, endogenously or metal ion-catalyzed via Fenton
reaction (adapted from [164]).

Regardless of being a ROS, superoxide (O•−2 ) is not highly reactive (half-life time [s]
at 37°C: 1∗10−6 [165]), as it is unable to penetrate lipid membranes and is therefore
“trapped” in the compartment where it was initially generated. Superoxide is endoge-
nously produced by several enzymes including lipoxygenases (LOXs), NADPH oxidases
(NOXs) and cyclooxygenases (COXs) [151,164]. Enzymatic detoxification of superoxide
is conducted by superoxide dismutases (SODs) [166].

Hydrogen peroxide (H2O2) is often generated as intermediate reaction product in
the generation of additional reactive oxygen species [159, 167] (Figure 1.10a) and
an important intracellular signaling molecule and second messenger [150, 168]. The
removal of H2O2 is conducted by catalases (CATs), glutathione peroxidases (GPXs) and
peroxiredoxins (PRXs).
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H2O2 + Mn OH• + OH− + Mn+1

(a) Fenton reaction

H2O2 + O•−2 O2 + OH− + OH•

(b) Haber-Weiss reaction

Figure 1.10: Physiological ROS generation by Fenton and Haber-Weiss reaction. (a) Transition metal
ions (M) such as iron (Fe(II)), copper (Cu(I)), chromium (Cr(III-V)), cobalt (Co(I)) and vanadium (V(III))
are prone to engage in these reactions [158, 164, 169]. Notably, standard cell culture media provide an
ideal environment for Fenton reactions. (b) An alternative way to generate hydroxyl radical (HO•) via
H2O2 and O•−2 [159].

The hydroxyl radical (HO•), generated via Fenton [158] or Haber-Weiss reaction
[159, 167] (Figure 1.10), is highly reactive and thus comparatively short-lived (half-life
time [s]: 1∗10−9 at 37°C) [165]. Due to its reactivity HO• is often bound to proteins
and biomolecules.

Physiologically ROS are used against infections, e.g. by activated phagocytes as they
produce ROS when attacking bacteria [170]. Moreover, ROS affect the conformation of
thiol-containing molecules, which is an important mechanism known as redox-regulated
signaling. Similarly, ROS are able to influence several transcription factors [171–174].

1.4.2 Defense mechanisms

The cellular antioxidant defense mechanisms can be divided into non-enzymatic (Fig-
ure 1.11) and enzymatic strategies (Figure 1.12). Increasing the antioxidant capacity is
an essential concept when facing oxidative stress and accomplishing protection against
oxidative damage. Accordingly, the defense system is strongly regulated and highly
coordinated [151, 165]. The epidermis possesses an extremely high antioxidant capacity
which is supposed to be superior to the capacity of most tissues of our organism [175].
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Non-enzymatic defense

Non-enzymatic ROS defense consists mainly of intracellular scavengers such as glu-
tathione (GSH, Figure 1.11c) and vitamins (Figures 1.11a and 1.11b).

Vitamin C, also known as ascorbic acid (Figure 1.11a), is a hydrophilic antioxidant
capable of reducing peroxides and ROS [176]. Additionally, vitamin C recycles vitamin
E radicals, which are located in lipid membranes. In concert with GSH, vitamin C
protects cell membranes against lipid peroxidation [177]. In contrast, vitamin E (α-
tocopherol, Figure 1.11b) has lipophilic properties and is thus often associated with
lipid-rich membranes in mitochondria and the endoplasmatic reticulum (ER) [165].
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Figure 1.11: Non-enzymatic defense against ROS. (a) Vitamin C is a hydrophilic antioxidant, while
vitamin E has lipophilic properties (b). The thiol-based tripeptide glutathione can be found in a reduced
(GSH, c) or oxidized form (GSSG, d).

The GSH system is one of the most potent cellular antioxidant systems. GSH (Fig-
ure 1.11c) is a thiol-based tripeptide (γ-glutamyl-cysteine-glycine) with intracellular
concentrations in millimolar range [151]. Two GSH molecules are oxidized to form glu-
tathione (oxidized form, GSSG) (Figure 1.11d) and enable the detoxification of ROS and
xenobiotic compounds via glutathione peroxidase (GPX) and glutathione S-transferase,
respectively. The ATP-dependent de-novo GSH synthesis is conducted by the glutamate-
cysteine ligase (GCL) and the glutathione synthase (GSS, Figure 1.12). Notably, the
GSH system is closely connected to the nicotinamide adenine dinucleotide phosphate
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(NADPH) metabolism (e.g. via glucose-6-phosphate dehydrogenase (G6PD)) as both
biomolecules are responsible for maintaining the cellular redox balance (Figure 1.12).

Intriguingly, recent studies revealed the importance of GSH for cellular proliferation
[178]. The substitution of GSH with its precursor N-acetyl-cysteine (NAC) did not
promote proliferation, thus indicating a more complex purpose of GSH than “just” the
equilibration of redox homeostasis [179].

Enzymatic defense

Antioxidant enzymes play a major role in reducing ROS levels and represent the second
layer of the cellular defense system. In general, the cell can increase its antioxidant
capacity through expression of NADPH producing enzymes (e.g. G6PD) and ROS metab-
olizing enzymes including superoxide dismutases (SODs), catalases (CATs), glutathione
peroxidases (GPXs) and thioredoxins (TXNs) (Figure 1.12).

SODs catalyze the transformation of superoxide (O•−2 ) into hydrogen peroxide (H2O2)
[166] (Figure 1.12). In humans, three isoenzymes have been found: Mn-SOD (SOD2)
localized in the mitochondria and two Cu/Zn-SODs (cytosolic SOD1 and extracellular
SOD3). Notably, the dismutation of O•−2 by SOD is roughly 104 times faster than the
spontaneous dismutation of O•−2 [180].

Catalase (CAT) is localized in mammalian peroxisomes and catalyzes the detoxi-
fication of H2O2 [181, 182], phenols and alcohols [151] (Figure 1.12). Its ability to
bind NADPH protects the enzyme from inactivation and increases its efficiency [183].
While low H2O2 concentrations are handled by peroxidases, CAT is responsible for the
metabolization of higher concentrations [165]. By limiting the amount of hydrogen
peroxide catalase prevents the formation of hydroxyl radicals (HO•).
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Figure 1.12: Enzymatic antioxidant defense. The second level of ROS detoxification is mediated by sev-
eral highly interconnected enzymes. Superoxide dismutase (SOD) neutralizes superoxide (O•−2 ), whereas
catalase (CAT) metabolizes hydrogen peroxide (H2O2). The glutathione (GSH and GSSG, blue) and
thioredoxin (TXN) system increase the antioxidant capacity and facilitate the link to the nicotinamide
adenine dinucleotide phosphate (reduced form, NADPH) metabolism. Enzymes are depicted in bold green
font and reactive oxygen species in magenta. Adenosine diphosphate (ADP), adenosine triphosphate
(ATP), glucose-6-phosphate dehydrogenase (G6PD), glutamate-cysteine ligase (GCL), glutathione per-
oxidase (GPX), reduced glutathione (GSH), glutathione reductase (GSR), glutathione synthase (GSS),
oxidized glutathione (GSSG), glutathione S-transferase (GST), nicotinamide adenine dinucleotide phos-
phate (NADP+), peroxiredoxin (PRX), thioredoxin reductase (TR), thioredoxin (TXN), oxidized (ox),
reduced (red). Adapted from [184].

Glutathione peroxidases (GPXs) use GSH to detoxify H2O2; in mammals four
isoenzymes are known including the ubiquitously expressed GPX1 and GPX4 both
localized in the cytosol. The glutathione reductase (GSR) recycles GSSG to refill the
glutathione pool (Figure 1.12).

In addition to the GSH system, the so called thioredoxin (TXN) system is in place to
cope with ROS (Figure 1.12). Thioredoxins are ubiquitously expressed and characterized
by a wide substrate specificity [151]. In general, thioredoxin targets comprise specific
proteins, transcription factors and enzymes from the antioxidant defense [185, 186].
Thioredoxin reductase (TR) catalyzes recycling of oxidized TXN in a NADPH-dependent
manner [151]. Finally, peroxiredoxin (PRX) reduce peroxides including H2O2 and are
recycled through the TXN system [185–187] (Figure 1.12).

1.4.3 Oxidative damage and cellular signaling

Due to their highly reactive character, oxygen species can cause tremendous damage to
biomolecules including DNA, lipids and proteins. Alterations such as DNA cleavage,
crosslinking to proteins and oxidation of purines are caused by the interaction with
ROS [151]. These DNA damages are recognized by repair enzymes such as ataxia
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telangiectasia mutated (ATM) and ataxia telangiectasia and Rad3-related protein (ATR)
[188–191].

Moreover, ROS efficiently target the double bonds of polyunsaturated fatty acids
thus leading to lipid peroxidation. When targeting amino acid residues, ROS attacks
can generate modified enzymes and proteins with less or completely diminished activity,
denaturation and malfunction [192].

ROS and cancer

The role of ROS in cancer is controversially discussed and complex. Most cancer cells
favor aerobic glycolysis, which is commonly referred to as “Warburg effect”. Despite
utilizing glucose for ATP and lactate generation, most cancer cells re-route glucose to
pentose phosphate pathway (PPP) to generate NADPH, which in turn is needed for the
recycling of glutathione (reduced form, GSH). The path of glucose is influenced by the
pyruvate kinase (PKM) activity [193]. Additionally, ROS interlink cancer metabolism to
autophagy [194], senescence [195] and apoptosis [196].

Mechanisms of ROS signaling

ROS are able to directly interfere with various cellular signaling pathways by utilizing
cysteine (Cys) and methionine (Met) residues as redox-dependent switches. The process
is similar to the de-/phosphorylation of serine (Ser) and threonine (Thr) residues, a
rapid and reversible regulatory mechanism. Interestingly, many kinases and transcription
factors are regulated in a redox-sensitive manner including mitogen-activated protein
kinases (MAPKs) and PI3K [152,197] as well as NFκB [171,198,199], activating protein
1 (AP-1), FOXO [174] and Nrf2 [172, 173].

1.5 Nuclear factor (erythroid-derived 2)-like 2

The transcription factor nuclear factor (erythroid-derived 2)-like 2 (Nrf2) was first
described by Moi et al. (1994) [200] and comprises seven domains, called Nrf2-ECH
homology (Neh) domain 1-7 [201]. The most important is the Neh1 domain as it enables
dimerization with small musculoaponeurotic fibrosarcoma (Maf) proteins [202] and
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facilitates the binding to DNA containing an antioxidant response element (ARE) or
electrophile response element (EpRE) [203–205].

Although the biological relevance of Nrf2 remained elusive at first [206], it is now
regarded as key mediator of oxidative stress response [202]. Currently, about 200 target
genes linking Nrf2 to cytoprotection, lipid metabolism, NADPH regeneration, xenobiotic
metabolism and oxidative stress response are known [207].

1.5.1 Regulatory mechanisms of Nrf2

Due to the central role of Nrf2 in metabolism, its activity is tightly regulated. Most
important is the regulation by kelch-like ECH-associated protein 1 (Keap1) that se-
questers Nrf2 to the cytosol. In cooperation with the actin cytoskeleton Keap1 prevents
Nrf2 from translocation and thus limits its basal activity [208]. In addition to several
Keap1 dependent mechanisms, the activity of Nrf2 can be regulated independently from
Keap1 [209] (Figure 1.13).

Keap1-independent regulation

In addition to the regulation of Nrf2 by Keap1, there is growing evidence of regulatory
mechanisms independent of Keap1. The expression and function of a protein can be
influenced transcriptionally, post-transcriptionally and by the availability of binding
partners and ARE-inducing compounds (Figure 1.13). However, the Keap1-independent
regulation of Nrf2 is complex and highly regulated as various factors are involved [209].
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Figure 1.13: Regulation of Nrf2 signaling. Regulation of Nrf2 can be either dependent or independent
of kelch-like ECH-associated protein 1 (Keap1). The canonical signaling Nrf2 (Figure 1.14) is Keap1-
dependent. In general, the Keap1-independent regulation of Nrf2 is quite complex and highly regulated
as various factors are involved. On a transcriptional level different DNA binding sequences enable
auto-regulation of Nrf2 [210, 211]. In addition, micro RNAs (miRNAs) have been recently identified
as Nrf2 regulators. Post-translational modification is a well established mechanism of regulation e.g.
considering cellular localization and interaction with binding factors. Moreover, antioxidant response
element (ARE)-inducing agents are known to regulate the activity of Nrf2. 4-hydroxynonenal (HNE),
nuclear factor kappa-light-chain-enhancer of activated B cells (NFκB), tert-butylhydroquinone (tBHQ),
xenobiotic response element (XRE).

Transcriptional regulation. The promotor region of many cellular defense genes com-
prises an antioxidant response element (ARE) or xenobiotic response element (XRE)
sequence. Nrf2 can bind to ARE sequences, while the transcription factor aryl hydrocar-
bon receptor (AhR) binds to XRE to induce the expression of phase I enzymes including
cytochrome p450 monooxygenases (CYPs) [212]. Interestingly, the Nrf2 promotor itself
contains XRE elements and an ARE sequence, thus establishing a feedback loop and en-
abling autoregulation of Nrf2 [210,211]. However, when analyzing the Nrf2 interactome,
Papp et al. (2012) discovered that roughly 20% of the identified Nrf2 interacting proteins
have a regulatory feedback connection with Nrf2 [209].

MiRNAs are short, single-stranded non-coding ribonucleic acids (RNAs) which are
exported after transcription and bind their target messenger RNA (mRNA) to cause
mRNA degradation, inhibition of protein translation, and inhibition of protein expres-
sion [213]. Up to now several miRNAs have been identified to regulate Nrf2 [214]
(Figure 1.13).

Post-translational regulation. Comprising many serine (Ser), threonine (Thr) and
tyrosine (Tyr) residues, Nrf2 provides various sides for phosphorylation (Figure 1.13).
Several kinase pathways have been identified as regulators including MAPK cascades
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[215–218], PI3K and Akt pathway [217–219], protein kinase C (PKC) [220, 221] and
glycogen synthase kinase 3 beta (GSK3β) pathway [222–225]. Only recently, Nrf2 has
been shown to be regulated by acetylation [226–228].

Binding Partners and co-factors. Next to ubiquitination and phosphorylation, acety-
lation plays a major role in the regulation of Nrf2. Once translocated into the nucleus,
Nrf2 is able to recruit additional transcriptional machinery. Transcriptional co-activators
such as p300/CREB binding protein protein (CBP) are known to acetylate histones and
reported to associate with Nrf2 [226–228] (Figure 1.13).

Keap1-dependent regulation

In 1999, Itoh et al. identified Keap1 as negative regulator of Nrf2 [203]. Notably,
the Keap1 protein contains twice the amount of cysteine residues (roughly 4.3%) than
the average protein [229]. In general, cysteine residues are redox-responsive to their
environment and can be found in functional protein domains and enable Keap1 to act as
redox sensor [230, 231].
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Figure 1.14: Canonical nuclear factor (erythroid-derived 2)-like 2 (Nrf2) signaling. Under physiological
conditions Nrf2 resides in the cytoplasm and is bound to its inhibitor kelch-like ECH-associated protein 1
(Keap1) [203], which facilitates ubiquitination via cullin 3-based ubiquitin E3 ligase (Cul3) [232–235].
Oxidative stimuli trigger the formation of bisulfide bonds of Keap1 cysteine residues. The resulting
conformational change causes the release of Nrf2, subsequent translocation into the nucleus and expression
of target genes [202, 207, 211, 236]. Antioxidant response element (ARE), catalase (CAT), glucose-6-
phosphate dehydrogenase (G6PD), reduced glutathione (GSH), oxidized glutathione (GSSG), glutathione
S-transferase (GST), heme oxygenase 1 (HMOX1), NAD(P)H dehydrogenase (quinone 1) (NQO1).
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Under physiological, non-stressed conditions, the majority of Nrf2 resides in the
cytoplasm (Figure 1.14) whilst each Nrf2 molecule is sequestered by a Keap1 homodimer
[203,237,238]. In addition to its inhibitory functionality on Nrf2, Keap1 serves as adaptor
for the cullin 3-based ubiquitin E3 ligase (Cul3) [232–234], facilitating ubiquitination
and proteasomal degradation of the complex [234, 235]. Thus, Keap1 causes the high
turnover and short half life of Nrf2 of roughly 10-20 min [239, 240].

Keap1 comprises multiple highly reactive and redox sensitive cysteine residues (Cys),
which are accessible for oxidation by ROS or electrophiles [236, 241]. Specifically,
modification of Cys151, Cys273 and Cys288 is suggested to affect the conformation
of Keap1 [173]. Upon oxidation of Keap1 cysteines, Nrf2 is freed and translocates
into the nucleus (Figure 1.14). Notably, there is still an ongoing discussion concerning
the relief of Nrf2 [242–245]. In the nucleus, Nrf2 forms a heterodimer with small
musculoaponeurotic fibrosarcoma (Maf) proteins, which promote binding to the ARE
and subsequent expression of target genes (Figure 1.14).

S

O

N
C

S

(a) Sulforaphane (SFN)

HO OH

(b) tert-Butylhydroquinone
(tBHQ)

O

OH

(c) 4-Hydroxynonenal
(HNE)

Figure 1.15: Representative examples of ARE-inducing agents. Both compounds induce Nrf2 signaling
[135, 246, 247]. (a) The isothiocyanate sulforaphane (SFN) can be found in broccoli and other cruciferous
vegetables such as kohlrabi, mustard and radish. (b) 4-hydroxynonenal (HNE) was first characterized
by Esterbauer et al. (1991) [248] and is endogenously generated by the oxidation of lipids. (c) The
hydroquinone derivative tert-butylhydroquinone (tBHQ) is a potent antioxidant and used as food additive
(E number: E319).

ARE inducers. Small molecule electrophiles are known to modify cysteine residues
of Keap1 thus rendering it inactive [236, 249] and simultaneously increasing the half-life
of Nrf2 (roughly 7.5-15 min) depending on the electrophile and cell line used [210, 219,
250, 251]. Several pharmacological compounds and natural agents have been shown to
activate Nrf2 signaling including sulforaphane (SFN, found in broccoli, Figure 1.15a
[246]), curcumin (found in tumeric, Figure 1.2c, [135, 247]), tert-butylhydroquinone
(tBHQ, Figure 1.15b, [217, 219, 252]), resveratrol (RSV, Figure 1.2d, [139, 146]), 4-
hydroxynonenal (HNE, Figure 1.15c, [253]) and hydrogen peroxide (H2O2) [254].
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1.5.2 Nrf2-Keap1 signaling: Nexus of metabolic pathways

Up to now more than 200 target genes of Nrf2 are known [207, 209]. These target
genes are involved in gene transcription, detoxification, cytoprotection, lipid metabolism,
glutathione synthesis and ROS homeostasis [207, 209, 255–257]. At present, it appears
that proteasomal degradation of Nrf2 and transcription factor half-life are dependent on
the redox state of the cell and mediated by the redox sensor Keap1 [258].

NADPH regeneration

The important metabolite and cofactor nicotinamide adenine dinucleotide phosphate
(NADPH) is used for reductive biosynthesis (e.g. fatty acids, aromatic amino acids)
and contributes to the maintenance of the cellular redox state. Notably, NADPH is used
to recycle GSH and thus replenishes the cellular GSH pool via glutathione reductase
(glutathione reductase) (Figure 1.12). Nrf2 regulates the expression of various NADPH
generating enzymes including glucose-6-phosphate dehydrogenase (G6PD), phosphoglu-
conate dehydrogenase (PGD), isocitrate dehydrogenase 1 (IDH1) and malic enzyme 1
(ME1) [255, 259–262] (Figure 1.17). The regulation of the NADPH links Nrf2 to cancer
cell metabolism and increased cell proliferation [263, 264].
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Figure 1.16: Nrf2 target genes. Nrf2 is the nexus of various metabolic pathways thus inducing the expres-
sion of a plethora of genes [205, 256, 257, 265, 266]. Phosphogluconate dehydrogenase (6PGD), catalase
(CAT), CCAAT/enhancer-binding protein beta (CEBPB), glucose-6-phosphate dehydrogenase (G6PD),
glutamate-cysteine ligase (catalytic subunit, GCLC), glutamate-cysteine ligase (modifier subunit, GCLM),
glutathione peroxidase 2 (GPX2), GPX4, glutathione reductase (GSR), glutathione S-transferase alpha
1 (GSTA1), heme oxygenase 1 (HMOX1), isocitrate dehydrogenase 1 (IDH1), microtubule-associated
protein 1 light chain 3 (MAP1LC3), malic enzyme 1 (ME1), NFE2L2 (Nrf2), NAD(P)H dehydrogenase
(quinone 1) (NQO1), CDK inhibitor 1A (p21), sequestosome-1 (p62), PPAR gamma (PPARG), PPARγ

coactivator 1-beta (PPARGC1B), phosphoribosyl pyrophosphate amidotransferase (PPAT), retinoid X
receptor alpha (RXRA), transaldolase 1 (TALDO1), transketolase (TKT), thioredoxin 1 (TXN1).

Transcription factors

Nrf2 binds to the PPARγ promotor and stimulates its transcription [267]. Furthermore,
PPARγ and Nrf2 are linked via a mutual feedback loop [268]. As direct interaction
between the two transcription factors is possible as well, the inter-regulatory mechanisms
appear to be more complex and require further investigation. Moreover, interaction
of Nrf2 with retinoid X receptor alpha (RXRα) and PPARγ coactivator 1-beta (PGC1-
β) [257] as well as CCAAT/enhancer-binding protein beta (C/EBPβ) [269] has been
reported in mice.

Pentose phosphate pathway and purine synthesis

Recently, Mitsuishi et al. showed that Nrf2 can promote a metabolic switch by re-
routing glucose and glutamine into pentose phosphate pathway (PPP) [261]. The two
key functionalities of the PPP are i) to generate ribose 5-phosphate (R5P) for nucleotide
synthesis and ii) to provide NADPH as reduction equivalent [261].
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Oxidative arm. The oxidative PPP is irreversible and solely responsible for the
NADPH generation. Glucose 6-phosphate (G6P) marks the start of the PPP and contem-
poraneously the conjunction to glycolysis (Figure 1.17). In a highly regulated, irreversible
and rate-limiting step, G6PD catalyses the regeneration of NADPH [270, 271]. More
than 400 million people suffer from a G6PD deficiency. Notably, this deficiency has
major implications for DNA repair, lipogenesis and antioxidant defenses [271]. Recently,
a link to DNA repair and oxidative defense was established, as SIRT2 was identified as
a post-translational regulator of G6PD [271, 272]. In addition to G6PD, Nrf2 regulates
the expression of phosphogluconate dehydrogenase (PGD), another NADP+-dependent
enzyme of the oxidative arm (Figure 1.17).
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Figure 1.17: Nrf2 is at the nexus of cellular metabolism. The enzymes regulated by Nrf2 are indicated with
white, framed boxes and corresponding metabolic pathways are marked with colored double-framed boxes.
Fructose 6-phosphate (F6P), glucose 6-phosphate (G6P), glucose-6-phosphate dehydrogenase (G6PD),
glyceraldehyde 3-phosphate (GAP), glutamate-cysteine ligase (GCL), glutathione (GSH), malic enzyme 1
(ME1), phosphogluconate dehydrogenase (PGD), phosphoribosyl pyrophosphate amidotransferase (PPAT),
ribose 5-phosphate (R5P), transaldolase 1 (TALDO1), tricarboxylic acid (TCA), transketolase (TKT).
Adapted from [263].

Non-oxidative arm. The requirement for NADPH drives the non-oxidative PPP, whilst
the balance between NADPH and ribose 5-phosphate (R5P) determines its direction [273].
Pentose phosphates generated in the oxidative arm can be converted back to glycolytic
intermediates, when NADPH is required. In contrast, both the oxidative and the non-
oxidative arm can concur to R5P and nucleotide synthesis [274] (Figure 1.17). Nrf2
controls two enzymes of the non-oxidative arm: transketolase (TKT) and transaldolase 1
(TALDO1). The latter is a key enzyme of the non-oxidative arm and contributing R5P for
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nucleotide synthesis as well as NADPH. Transketolase is a thiamine-dependent enzyme
establishing a link between the PPP and glycolysis (Figure 1.17).

Glutamine and pyruvate metabolism. The expression of glutamate-cysteine ligase
(GCL) with its catalytic (GCLC) and modifier subunit (GCLM) is driven by Nrf2 [141],
thus redirecting glutamine towards GSH synthesis. The intracellular GSH level is
maintained via Nrf2-dependent regulation of GPX2, GPX4 (both generating GSSG, Fig-
ure 1.12) and glutathione reductase (GSR) (regenerating GSH, Figure 1.12). Additionally,
Nrf2 facilitates the decarboxylation of malate via malic enzyme 1 (ME1). Subsequently,
pyruvate is introduced to TCA cycle [261] (Figure 1.17).

Purine nucleotide synthesis. Ribose 5-phosphate (R5P) generated by the PPP is the
starting point for the synthesis of nucleotides, with phosphoribosyl pyrophosphate ami-
dotransferase (PPAT) catalyzing the rate-limiting step of the de-novo synthesis of purines.
In addition, PPAT is regulated by Nrf2 [261] (Figure 1.17).

1.5.2.1 Repair, death, and cancer

Increased levels of Nrf2 have been found in cancer tissues [275]. Consequently, Nrf2
might actually contribute to an increased cancer cell metabolism and proliferation [263,
264].

Senescence. The term senescence describes an arrest in G1 phase of the cells cycle in
deliberately proliferating cells [6, 276]. In general, senescent cells exhibit a flattened
and enlarged morphology [277]. Among many factors, telomere shortening, DNA
damage and oxidative stress can cause senescence [276]. Moreover, the accumulation
of damaged material within a cell might result in a diminished proliferative capacity
[277]. Senescence biomarker include CDK inhibitor 2A (CDKN2A), galactosidase β 1
(GLB1) [278], insulin-like growth factor-binding protein 3 (IGFBP3) [279], regucalcin
(RGN) [280] and β-catenin β (CTNNB1) [281].

Autophagy. The term autophagy describes the regulated disassembly of unnecessary or
dysfunctional cellular components and their subsequent recycling. There are three main
types of autophagy: i) macroautophagy (often referred to as autophagy) involving the
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formation of a double-membrane autophagosome; ii) microautophagy involving recycling
via lysosomes and iii) chaperone-mediated autophagy [282]. Various signaling pathways
induce autophagy, including amino acid signaling (via leucine and glutamine), glucose
signaling (via 5′AMP-activated protein kinase (AMPK)), oxidative stress [283, 284],
oxidative damage and redox signaling [285] via reactive cysteine residues acting as
“molecular switches” (for a detailed review see [282]).

In general, ubiquitinylated proteins are recognized by sequestosome-1 (p62) und
subsequently subjected to proteasomal or lysosomal (autophagic) degradation. Using
its microtubule-associated protein 1 light chain 3 (LC3) interacting region, p62 bridges
autophagy-targeted components to autophagosomes bearing LC3 on their surface [282].
Notably, p62 is regulated by Nrf2 [286, 287]; p62 binds to Keap1 [288], thus subjecting
Keap1 to degradation via autophagy and enabling translocation of Nrf2 [289, 290]. Once
the DNA has been damaged by ROS, repair mechanisms such as DNA damage repair
(DDR) are activated. Interestingly, Poly(ADP-ribose) polymerase (PARP) establishes the
link between autophagy and DDR, thus connecting it with NAD+ and ATP metabolism
as well as AMPK signaling [291–293]. On this basis, it seems likely that oxidative stress
response and autophagy work hand in hand to reduce ROS levels and inhibit damage to
biomolecules and cellular components (recently reviewed in [294]).

Apoptosis. While autophagy is more or less a “self-eating” mechanism, apoptosis
describes a programmed cell death and thus a “self-killing” mechanism. Apoptosis
involves the activation of proteases, which rapidly degrade cellular structures within the
intact plasma membrane. Hallmarks of apoptosis include condensation of chromatin,
nuclear fragmentation, cellular shrinkage and plasma membrane blebbing [295]. Initia-
tion of apoptosis can be either intrinsic via mitochondria or extrinsic via activation of
death receptor signaling. At the mitochondrial side, apoptosis is tightly regulated by
proteins of the B-cell lymphoma 2 (BCL2) family. The three groups are i) multidomain
members with anti-apoptotic functionalities (BCL2), ii) multidomain members with
pro-apoptotic functionalities (BAX, BAK1) and iii) further pro-apoptotic proteins (e.g.
BCL2-associated death promoter (BAD)) [277].

Cancer. The ability to directly influence the expression of genes involved in detox-
ification and oxidative defense makes Nrf2 a promising target for cancer prevention.
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However, this ability has been proven to be a double-edged sword, as cancer cells facili-
tate this Nrf2 “protective mechanism” to fasten their growth and promote a drug and/or
radiation resistance [296]. Indeed, increased Nrf2 levels are a frequent feature of human
cancers [275, 297–300]. Mechanisms how cancer cells increase Nrf2 activity include
somatic mutations in Keap1 or Nrf2, DNA hypermethylation at the Keap1 promotor,
accumulation of inhibitors of Keap1-Nrf2 interaction and the modification of Keap1
itself [263].

1.5.3 Protection of the skin

The skin is frequently challenged with ultraviolet (UV) light, mechanical insults, irritants,
allergens, and pathogens. Thus a robust mechanism for reactive oxygen species (ROS)
detoxification is vital. Nrf2 is expressed in all cell types of the skin. Notably, in
the murine epidermis an expression gradient of Nrf2 has been observed. Remarkably,
highest Nrf2 levels were found in the differentiated, suprabasal keratinocytes [301, 302]
(Figure 1.18). Accordingly, basal keratinocytes tend to undergo apoptosis in response to
UVB irradiation to maintain skin integrity and to dispose damaged or even mutated stem
cells [301]. Interestingly, Nrf2 is suggested to promote keratinocyte differentiation [302].

Stratum corneum

granulosum

spinosum

basale

Epidermis

Nrf2

Undifferentiated
cells

Figure 1.18: Epidermal distribution of Nrf2 expression. The expression of Nrf2 correlates with the
differentiation of keratinocytes. The suprabasal keratinocytes are superiorly protected against reactive
oxygen species (ROS) damage compared to basal cells. Adapted from [303].

Owing to their Nrf2-activating properties, several natural extracts have been tested
for protection against UV light. Topical application of sulforaphane (SFN, Figure 1.15a)
protected mice skin against UVB-induced damage and inflammation [145]. Similar
protective effects were confirmed for human skin [148]. Although these results seem
promising, the concern remains that long-term activation of Nrf2 might promote tu-
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morgenesis. Various tumors were shown to highjack Nrf2 signaling for metabolic
reprogramming, promotion of anabolic pathways and increased proliferation [261].

1.6 Redox state and redox environment

Redox processes are the fundament of almost every biological process. The cellular
redox environment is a crucial parameter for biochemical pathways, networks, and
organism health. The homeostasis of ROS, oxidants and antioxidants is substantial
for the functioning of cells and tissues. To understand the complex dynamics of intra-
and intercellular signaling mechanisms, a global and systemic approach is needed.
Consequently, knowledge of the redoxome, meaning quantification of redox active
compounds and information on redox enzymes and proteins is essential to generate valid
models of biochemical pathways and networks [304–306].

To survive, cells and tissues sustain a reductive environment to ensure an electro-
chemical gradient essential for electron flow. In 1958, Bücher and Klingenberg were the
first to estimate the reduction potentials of NADH/NAD+ and NADPH/NADP+ [307].

It is important to clearly discriminate redox state and environment [304]. The redox
state considers only one specific redox couple (Figure 1.19a and Equation (1.8)). More-
over, it is defined by the reduction potential (E◦

′
) of one redox couple and characterized

by the concentration of the reduced species. For the majority of redox couples, the ratio
of oxidized to reduced form is sufficient to calculate the redox state. However, knowledge
of absolute concentrations is mandatory for some redox couples including GSH/GSSG
(see Equations (3.1) and (3.2)).

Couple 1 Couple 2 Couple 6……	

Redox 
state

Redox 
state

Redox 
state

……	

(a) Redox State

Couple 1

Couple 2

Couple 3

Couple 6

Couple 5

Couple 4

Redox 
environment

(b) Redox environment

Figure 1.19: Redox state and redox environment. The redox state (a) considers only one specific redox
couple. In contrast, the redox environment considers a set of linked redox couples (b). [304].
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The redox environment (Figure 1.19b and Equation (1.9)) takes into account a set of
redox couples, thus enabling a more global evaluation of the cellular redox state. Using
the Gibbs energy change (∆G, Equations (1.1) and (1.2)) the voltage of an electrochemical
cell (∆E) can be calculated according to the Nernst equation (Equation (1.3)).

∆G◦ = −nF∆E◦ (1.1)

∆G = ∆G◦+RT ∗ lnQ (1.2)

∆E = ∆E◦− RT
nF
∗ lnQ (1.3)

with ∆G: Gibbs energy change
◦ : Standard conditions (1 M solution, T = 298 K (25°C), pH = 0)
n: Number of exchanged electrons
F : Faraday constant (9.6485∗104 C mol−1)

∆E: Standard reduction potential
R: Gas constant (8.314 J K−1 mol−1)
T : Temperature (Kelvin)
Q: Mass action expression

Interestingly, a physiological (cellular) system is per se not in equilibrium and often on
purpose maintains a non-equilibrium steady state for structural and functional reasons.
Nevertheless, the Nernst equation (Equation (1.3)) can be applied as the concentrations
of the redox couples are constant at least over short periods of time [304]. Additionally,
the Nernst equation (Equation (1.3)) can be adapted to fit experimental parameters in
cell culture, e.g. temperature (Equation (1.4)) and pH value (Equation (1.7)).

∆E = ∆E◦− 61.5 mV
n

∗ logQ (1.4)

with T : Temperature (310 K = 37°C)
ln to log: Conversion factor 2.303

It is important to consider shifts in pH, as these either result in changes in redox couple
concentrations or are immediately counterbalanced by certain redox couples such as
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lactate/pyruvate. The half-cell reduction potential (Ehc, see Equation (1.5)) at a certain
pH (Ehc,pH) can be calculated by adjusting the standard reduction potential at pH 7 (E◦

′
,

see Table 1.1) to the pH of interest (Equations (1.5) to (1.7)). Notably, ∆E
∆pH depends on

the number of electrons and protons involved [304].

Ehc = E◦− 61.5 mV
n

∗ logQ (1.5)

E◦pH = E◦
′
+

[
(pH−7.0)∗ ∆E

∆pH

]
(1.6)

Ehc,pH = E◦
′
+

[
(pH−7.0)∗ ∆E

∆pH

]
− 61.5 mV

n
∗ logQ (1.7)

with Ehc: Half-cell reduction potential at pH 7
′
: Experimental conditions at pH 7

E◦pH: pH adjusted standard reduction potential (E◦
′
)

∆E
∆pH : Change in E, if pH is increased by 1 unit

Ehc,pH: pH adjusted half-cell reduction potential

In a biological context, most redox reactions are 2e−-processes in order to avoid the
generation of reactive intermediates. Nevertheless, some redox reactions (e.g. of O•−2 )
are 1e−-processes. Independently of the number of electrons involved, there is a thermo-
dynamic hierarchy or “pecking order” (Table 1.1) for redox reactions [176, 308].
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Table 1.1: Standard reduction potentials at pH 7 and 37°C, with n being the number of electrons transferred.
Adapted from [176, 305, 308].

Oxidant Reductant n E◦′ in mV

O2 O2
•− 1 −330

NAD+, H+ NADH 2 −316

NADP+, H+ NADPH 2 −315

GSSG, 2H+ 2GSH (Glutathione) 2 −240

TXN-SS, 2H+ TXN(SH2) (Thioredoxin) 2 −240

Cys-S-S-Cys, 2H+ 2Cys-SH (Cystiene) 2 −230

FAD, 2H+ FADH2 2 −219

Acetaldehyde, 2H+ Ethanol 2 −195

Pyruvate, 2H+ Lactate 2 −183

Fe+3 Fe+2 1 770

O2, 2H+ H2O2 2 300

H2O2, H+ H2O, HO• 1 320

T-O•, H+ TOH (Trolox) 1 480

H2O2, 2H+ 2H2O 2 1320

Redox state

The redox state (Figure 1.19a and Equation (1.8)) is defined by the reduction potential
(E◦

′
) of one redox couple and characterized by the concentration of the reduced species.

Redox state = E◦
′
+

[
(pH−7.0)∗ ∆E

∆pH

]
− 61.5 mV

n
∗ log

[Reduced species]
[Oxidized species]

(1.8)

with [Reduced species]: Concentration of the reduced species of redox couple
[Oxidized species]: Concentration of the oxidized species of redox couple

Redox environment

Although the redox environment (Figure 1.19b and Equation (1.9)) considers a set of
redox couples, in practice it is impossible to quantify the entirety of redox couples
of a biological system. Hence, an indicator couple can be used to estimate changes
in the redox environment. The glutathione couple (GSH/GSSG) provides by far the
largest pool of reducing equivalents and is considered to be the major cellular redox
buffer. Consequently, the glutathione couple is a suitable indicator for the cellular redox
environment [304, 309].
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Redox environment =
n(Couple)

∑
i=1

Ei ∗ [Reduced species]i (1.9)

with Ei: Half-cell reduction potential of redox pair i
[Reduced species]i: Concentration of the reduced species of redox pair i

The cellular redox environment influences cell cycle, signal transduction, synthesis
of DNA, RNA and protein and enzyme activation [152, 304, 310, 311]. Moreover, many
transcription factors are regulated by the cellular reduction potential including p53, NFκB
and Nrf2 [310]. Consequently, cellular life is driven by the reduction potential of diverse
redox couples. Schafer et al. (2001) suggested thiols and disulfides as nano-switches
responsible for the movement through cellular stages (Figure 1.20) and proposed GSH
as master regulator [304].

Ehc [mV] - +

Sw
itc

h

off

on

Proliferation Differentiation Apoptosis Necrosis

Figure 1.20: Changes in reduction potential drive the cellular life cycle. Under normal conditions, the
half-cell reduction potential (Ehc) is highly negative and cells proliferate normally. With increasing Ehc
(becomes more positive) fewer cells proliferate and start differentiating instead. If the reduction potential
increases even further, death signaling pathways are activated and cells undergo apoptosis or even necrosis.
Adapted from [304].

The metabolic activity of proliferating cells is different from that of quiescent cells.
The latter invest most of their energy in maintaining functional and morphological
integrity for protection against putative insults such as oxidative stress. In contrast,
proliferating cell direct nutrients into anabolic pathways to promote proliferation. Conse-
quently, a quiescent cell can be pushed into proliferation when its metabolic activities are
shifted [261]. Under physiological conditions, cells proliferate normally and switches
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for differentiation, apoptosis and necrosis are off (Figure 1.20 in green). A shift of the
half-cell reduction potential (Ehc) towards a more positive value inflicts thiol groups of
proteins and enzymes resulting in the initiation of differentiation. When Ehc becomes
even more positive, the number of differentiating cells increases further, while fewer cells
proliferate until the proliferation switch is completely turned off (Figure 1.20 in purple).
If the reduction potential increases further, death switches are activated pushing cells into
apoptosis and necrosis (Figure 1.20 in blue and brown). Consequently, proliferating cells
can be pushed directly into necrosis if the oxidative stimulus is only high enough [304].

1.7 Aims of this thesis

Trans-resveratrol (RSV) has gained tremendous interest in applied, biochemical, biomed-
ical and clinical research due to multiple reported health-beneficial effects. However, the
underlying mechanism of action remained largely elusive and controversially discussed.
Considering this controversy, new insights connecting the available pieces are required.
Despite the promising effects observed in vitro, RSV failed to endorse these abilities in

vivo.
The objective of this work is to identify the mechanism of action of RSV. Firstly, we

hypothesize that RSV is unstable under physiologically relevant conditions. Thus, we
determined the stability of the compound under different biochemical conditions.

Secondly, we propose that the decay of RSV results in the generation of various
reactive oxygen species (ROS). Consequently, we investigated the RSV-dependent gen-
eration of ROS in a cell-free and intracellular context. On the basis of these hypotheses,
a topological application of RSV seems to be a relevant approach, as already a number
of dermatological products based on RSV are available. Thus, this study is focused on
the potential protection of the human epidermis and primary human keratinocytes were
used. Notably, these cells are frequently used for physiological testing in dermatological
research as keratinocytes form the outer layer of the skin. Hence, these cells are a prime
target for RSV-based lotions and emollients.

Thirdly, we anticipate that RSV-driven generation of ROS induces a mild oxida-
tive stress resulting in a hormetic, bi-phasic dose-response relationship. Hence, “low”
concentrations would result in beneficial and high concentrations in adverse effects.

Fourthly, assuming a rather broad mechanism of action and the induction of mild
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oxidative stress, we propose that RSV influences the intracellular concentration of key
redox biomolecules subsequently shifting the redox state of redox couples. Therefore,
we determine central metabolic parameters and the intracellular concentrations of diverse
metabolites. Interconvertible metabolites form redox couples, which are utilized to
calculate the metabolite-specific redox state.

For a more global assessment of the cellular redox status, we calculate the redox
environment of the system. Supposedly, a shift of the redox environment to a more
reduced value would render the cells more robust against oxidative challenges. In contrast,
a more oxidized redox environment would contribute to an increased susceptibility
against oxidative challenges. The final aim is to provide a conceptually comprehensive
mechanistic understanding to evaluate a potential preventive or therapeutic application
of RSV.
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2. METHODS AND MATERIALS 2.1 Compounds and natural products

2.1 Compounds and natural products

Compounds were purchased from the following sources: Trans-resveratrol (RSV), 4-
hydroxynonenal (HNE), (Cayman Chemicals, Biomol, Hamburg, Germany), glutathione
(GSH, GSSG) and N-acetyl-cysteine (NAC) (all Sigma-Aldrich, Taufkirchen, Germany).

2.2 Decay of resveratrol

The time-dependent decay of RSV in diverse solvents was analyzed with the POLARstar
Omega (BMG LABTECH, Ortenberg, Germany) at 37°C. Samples (100 µl/well) were
transferred into an UV-Star 96-well plate (# 655801, Greiner Bio-one, Frickenhausen,
Germany) for kinetic and spectral measurement (between 220 and 720 nm, ∆λ 2 nm).
Data was smoothed using GraphPad Prism 5.0 with four neighbors to average and 2nd
order of smoothing polynomial.

pH-dependent oxidation of RSV

The time-dependent oxidation of 50 µM RSV in ddH2O with or without 44 mM sodium
bicarbonate (NaHCO3, Merck GmbH, Darmstadt, Germany) was analyzed using the
POLARstar Omega (BMG LABTECH) at 37°C. Samples were transferred (150 µl/well)
into an UV-Star 96-well plate (# 655801, Greiner Bio-one) for kinetic and spectral
measurement (between 230 and 550 nm, ∆λ 2 nm). The pH was adjusted from 1 to
12 using HCl and NaOH (both Merck). Putative oxidation products of RSV [40], a
hydroxyl radical adduct (characteristic absorbance maximum at 420 nm) and a relatively
stable 4′-phenoxyl radical adduct (characteristic absorbance maximum at 390 nm), were
monitored.

For data analyses, signals were normalized to the zero value and the vehicle control.
Data were fitted (dashed line) using GraphPad Prism 5.0 according to a second order
polynomial (pH 3 and 5; absorbance at 420 nm all pH values) or Equation (2.1) with a
Hill slope set to −1 (pH 7 and 8 except absorbance at 420 nm). The fitting model was
chosen to gain maximal correlation.

Y = Bottom+
Top−Bottom

1+10(X−logIC50)
(2.1)
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Time- and pH-dependent oxidation of RSV were visualized as surface-contour plots
using Matplotlib (Figure S4) [312].

Oxygen partial pressure-dependent oxidation of RSV

96-well plates prepared for the determination of the pH-dependent oxidation of RSV (see
Section 2.2) were incubated at atmospheric oxygen levels (21% O2), slightly reduced
oxygen partial pressure (10% O2) mimicking conditions in the blood vessels, or highly
reduced oxygen levels (1% O2) resembling tissue or tumor micro-environment. For
experiments with reduced oxygen partial pressure, plates were incubated at 37°C at
corresponding oxygen levels using a CO2 Incubator Model CB 60 (Binder, Tuttlingen,
Germany). For spectral measurements, plates were quickly analyzed (< 2 minutes) using
the POLARstar Omega (BMG LABTECH) at 37°C. Afterwards, the plates were further
incubated at indicated conditions.

Putative oxidation products of RSV [40] were monitored. For data analyses signals
were normalized to the zero value and the vehicle control. Data were fitted (dashed line)
using GraphPad Prism 5.0 with Hill slope set to −1 according to Equation (2.1).

2.3 Cell culture

NHEK cells

Neonatal normal human epidermal keratinocyte (NHEK) cells (# CC-2503, Lonza, Basel,
Swiss) were isolated from a black, newborn male and maintained in keratinocyte growth
medium (KGM) containing keratinocyte basal medium (KBM) (# CC-3101, Lonza)
supplemented with KGM SingleQuot Kit Suppl. & Growth Factors (# CC-4131, Lonza).
Cells in passage 1 (P1) were used.

NHDF cells

Neonatal normal human dermal fibroblast (NHDF) cells (# CC-2509, Lonza) were iso-
lated from a caucasian, newborn male and were maintained in Dulbecco′s modified
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Eagle′s medium (DMEM) (# 31966, Gibco, Thermo Fisher Scientific, Karlsruhe, Ger-
many) supplemented with 10% fetal bovine serum (FBS) (Biochrom, Berlin, Germany).
NHDFs from passages 2-5 (P2-P5) were used.

HaCaT cells

Human adult low calcium high temperature keratinocyte (HaCaT) cells were kindly
provided by Unilever (Sharnbrook, UK) and were cultured in the following growth
medium: DMEM (# 21068-028, Gibco, Thermo Fisher Scientific), 1% FBS (Biochrom),
2 mM L-glutamine (Biochrom), 1 mM sodium pyruvate (# 11360-039, Thermo Fisher
Scientific), 70 µM calcium chloride (CaCl2, Merck), 100 U/ml penicillin (Biochrom)
100 µg/ml streptomycin RSV. Cells from passage 47 (P47) were treated for 16 hours
with either 50 µM or 100 µM RSV or dimethyl sulfoxide (DMSO), respectively.

ARE clone 7 HaCaT cells were kindly provided by Unilever (Sharnbrook, UK) and
were revived in DMEM (# 31966, Gibco, Thermo Fisher Scientific) supplemented with
10% FBS (Biochrom). The following day, the medium was changed to ARE clone 7
HaCaT selective medium (DMEM, 10% FBS (Biochrom), 400 µg/ml Hygromicin B (#
10687-010, Thermo Fisher Scientific). Cells from passage 7 (P7) were treated for 16
hours with either 50 µM or 100 µM RSV or DMSO, respectively.

HepG2 cells

Human liver carcinoma (HepG2) cells (ATCC, LGC Standards GmbH, Wesel, Germany)
were cultured in DMEM (# 31966, Gibco, Thermo Fisher Scientific) supplemented with
10% FBS (Biochrom), 100 U/ml penicillin (Biochrom) and 100 µg/ml streptomycin
(Biochrom). HepG2 cells from passage 9 (P9) were seeded into 12-well plates (# 3513,
Corning, Thermo Fisher Scientific, Schwerte, Germany) and treated for 16 hours with
either 50 µM or 100 µM RSV or DMSO, respectively.

HEK293 cells

Human embryonic kidney (HEK293T) cells (ATCC, LGC Standards GmbH) were
cultured in DMEM (# 31966, Gibco, Thermo Fisher Scientific) supplemented with
10% FBS (Biochrom), 100 U/ml penicillin (Biochrom) and 100 µg/ml streptomycin
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(Biochrom). HEK293T cells from passage 23 (P23) were seeded into 12-well plates
(Corning, Thermo Fisher Scientific) and treated for 16 hours with either 50 µM or 100
µM RSV or DMSO, respectively.

HeLa cells

Human cervical cancer (HeLa) cells (ATCC, LGC Standards GmbH) were cultured
in DMEM (# 31966, Gibco, Thermo Fisher Scientific) supplemented with 10% FBS
(Biochrom), 100 U/ml penicillin (Biochrom) and 100 µg/ml streptomycin (Biochrom).
Cells were seeded into 12-well plates (Corning, Thermo Fisher Scientific) and treated for
16 hours with either 50 µM or 100 µM RSV or DMSO, respectively.

HT-29 cells

Human colon cancer (HT-29) cells (# ACC-299, DSMZ, Braunschweig, Germany)
were cultured in DMEM Nutrient Mixture F-12 (DMEM/F-12) (# 11330-057, Gibco,
Thermo Fisher Scientific) supplemented with 5% FBS (Biochrom), 100 U/ml penicillin
(Biochrom) and 100 µg/ml streptomycin (Biochrom). HT-29 cells from passage 27 (P27)
were seeded into 12-well plates (Corning, Thermo Fisher Scientific) and treated for 16
hours with either 50 µM or 100 µM RSV or DMSO, respectively.

THP-1 cells

Human monocytic (THP-1) cells (# ACC-16, DSMZ) were cultivated in Roswell Park
Memorial Institute medium (RPMI) (Biochrom) supplemented with 10% FBS (Biochrom)
and 100 µg/ml streptomycin (Biochrom). Cells were seeded into 12-well plates (Corning,
Thermo Fisher Scientific) and treated for 16 hours with either 50 µM or 100 µM RSV or
DMSO, respectively.

All cell lines were maintained at 37°C in a humidified 5% CO2 atmosphere and treated
after reaching 60% confluence.
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2.4 Hematoxylin and eosin staining

NHEK cells were seeded into 12-well plates (# 83.3922 Sarstedt, Nürnbrecht, Germany)
and treated with RSV and DMSO for 16 hours at 37°C. Cells were washed twice with
phosphate buffered saline (PBS) and fixed with 4% formaldehyde (both Sigma-Aldrich)
for 5 minutes at room temperature. Afterwards, cells were washed twice with PBS
and once with water prior to staining with Mayer′s Hematoxylin Solution (# MHS32,
Sigma-Aldrich) staining for 1 to 2 minutes. All wells were rinsed in tap water for 1
minute and afterwards stained with Eosin Y solution (# HT110232, Sigma-Aldrich) for
10 to 30 seconds. Finally, an ethanol series containing 70%, 96% and 100% ethanol was
performed before wells were air-dried.

2.5 Knockdown of Nrf2 and SIRT1

Knockdown of Nrf2 or SIRT1 with small interfering RNAs was done in NHEK cells
seeded into 6-well plates (Corning). Cells were transfected with 30nM Silencer Pre-
designed siRNA Nrf2 (# 16708), Silencer Pre-designed siRNA SIRT1 (# 136457) or
Silencer Select negative control siRNA (# 4390844, all Ambion, Thermo Fisher Scien-
tific) using Lipofectamine 2000 transfection reagent (# 11668019, Life Technologies,
Thermo Fisher Scientific). Transfection was carried out in 1ml for 48 hours in KGM,
whereby 0.5ml KGM were added after 24 hours. The medium was then renewed and
cells were treated with 50 µM RSV or DMSO for 16 hours prior to harvest of RNA and
protein. Data were analyzed using GraphPad Prism 5.0.

2.6 RNA purification, cDNA synthesis, and qPCR

RNeasy Plus Mini Kit (QIAGEN, Hilden, Germany) was used to isolate total RNA
according to the manufacturer′s instructions. For cell lysis 10 µl/ml β-mercaptoethanol
(Sigma-Aldrich) were added to RLT buffer (QIAGEN). Genomic DNA was digested on
a column using the RNase-free DNase set (# 79254, QIAGEN). The concentration of
extracted RNA was measured using the Nanodrop ND-2000 Spectrophotometer (Thermo
Fisher Scientific).

44



2. METHODS AND MATERIALS 2.6 Gene expression analysis

RNA was reversely transcribed into cDNA applying the High Capacity cDNA Re-
verse Transcription Kit (# 4368814, Thermo Fisher Scientific) with random primers.
Quantitative polymerase chain reaction (PCR) (qPCR) was carried out on the 7900 HT
Fast Real-Time PCR System (Applied Biosystems, Thermo Fisher Scientific) using
the Power SYBR Green PCR Master Mix (# 4367659, Thermo Fisher Scientific) to
investigate the effects on target gene expression. After an initial denaturation (at 95°C)
for 10 minutes, the cDNA was amplified by 40 cycles of PCR (95°C, 15 seconds; 60°C,
60 seconds).

Primers used for qPCR are summarized in Table 2.1. The relative gene expression
levels were normalized using β-Actin gene (ACTB) and quantified by the 2−∆∆Ct method
[313]. Primers were designed with the Primer3 software [314] following specificity
check with NCBI BLAST search [315]. All real-time PCR primer were purchased from
Sigma-Aldrich.

Table 2.1: Primers and their sequences used in qPCR.

Symbol Forward primer Reverse primer

ACLY TGCCATGCCACAAGATTCAGTCCC ACAATGGCCTTGGTGTGGCGG

ACTB CAGCCATGTACGTTGCTATCCAGG AGGTCCAGACGCAGGATGGCATG

BAD TCCTTTAAGAAGGGACTTCCTCG CAAGTTCCGATCCCACCAGG

BAK1 TGATTCAGCCAAATGCAGGG GGTGAGGGGATTGCACAGTTT

BAX CTTCTGGAGCAGGTCACAGT GCAGGGTAGATGAATCGGGG

BCL2 GCGGCCTCTGTTTGATTTCTC GTTGACTTCACTTGTGGCCC

BIRC5 TGAGAACGAGCCAGACTTGG TGTTCCTCTATGGGGTCGTCA

CAT GCTTCAGGGCCGCCTTTTTGC AGTTGGCCACTCGAGCACGG

CDKN2A GTGGACCTGGCTGAGGAG CTTTCAATCGGGGATGTCTG

CTNNB1 ACGGAGGAAGGTCTGAGGAG TCAAATACCCTCAGGGGAACAG

CXCL8 CTGATTTCTGCAGCTCTGTG GGGTGGAAAGGTTTGGAGTATG

DAPK1 GCAGCAGTTTGTGTACGACG ATGTTGATCTCGCCTGTGCT

DIABLO CCACGCGGAGGTTGTAATTG GTGTATTCTGCGATCTCGGC

FOXO3 CTACGAGTGGATGGTGCGTT TGTGCCGGATGGAGTTCTTC

G6PD GCCTCTTCTACCTGGCCTTG GATGCGGTTCCAGCCTATCT

GCLC GAGGTCAAACCCAACCCAGT TGTTAAGGTACTGAAGCGAGGG

GLB1 CCGTGGGTCCTTAGTCAAGT CAACAGAGGGAGGATGCGAA

GPX1 TGTTGCTCGTAGCTGCTGAA TGAGTCACCGGGATTTTGCC

GPX3 CTGCTTTCCCTGCTCCTGG ACCATGGCAGTCCATCTTCG

GSR GAGGTGCTGAAGTTCTCCCAGGTCA CCGGGAACTGCAGTAACCATGCTG

GSTA4 AGCTCCACTATCCCAACGGA TTCATCAAACTCGACTCCGGC

GSTZ1 CCTGATTCGTCGAGTCTCACT ATAGAGGATGGGCTTCCCCG

IGFBP3 CGCGCCAGGAAATGCTAGTG AATGGAGGGGGTGGAACTTG

JUN TTGCACTGAGTGTGGCTGAA GACTATACTGCCGACCTGGC

KEAP1 CGACAACCAAGACCCCGCA GATAAGCAACACCACCACCTCT

KRT14 CAGAGATGTGACCTCCTCCAG CTCAGTTCTTGGTGCGAAGG

MAP1LC3A CCATGTGGAAAAGCAGCTGTG CACCCTTGTAGCGCTCGAT

MAP1LC3B CCGCCTTTTTGGGTAGAAGT AACTGTGATGGCAAATGCGT
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Symbol Forward primer Reverse primer

MAPK8 AGCTCCACCACCAAAGATCC GCTGCACCTGTGCTAAAGGA

NFE2L2 CCCAACACACGGTCCACAGCTC AATCCATGTCCTGCTGGGACGGG

NFKBIA CTTCGAGTGACTGACCCCAG TCACCCCACATCACTGAACG

NQO1 GAAAGGCTGGTTTGAGCGAG CCTTCTTACTCCGGAAGGGT

PPAT GCTTACGCAGGAAAGTGTGG TGGCTGAATGAAGGTTCTCCC

RGN GCCCTGTACTCCCTCTTTCC GTGGTCTAGCGACCAATCCA

SIRT1 TGCAACAGCATCTTGCCTG AGGACATCGAGGAACTACCTGATT

2.7 Genome-wide gene expression analyses

Genome-wide gene expression analyses were done by ATLAS Biolabs GmbH (Berlin,
Germany) using HumanHT-12 Expression BeadChips (Illumina, Eindhoven, The Nether-
lands). A basic expression data analysis was carried out using GenomeStudio V2011.1
(Illumina). In brief, raw data were background-subtracted and normalized (cubic spline
algorithm). Processed data were filtered (detection p value ≤ 0.01) and analysis of
differential expression vs. DMSO was done according to the Illumina t-test error model
and corrected according to the Benjamini-Hochberg procedure (p value ≤ 0.05).

Gene set enrichment analysis (GSEA) [316] was performed using the following
parameters: 1,000 gene set permutations, weighted enrichment statistic and signal-to-
noise metric. Microarray data were analyzed using the curated C2 KEGG pathways
gene sets (version 4.0, 186 gene sets). Gene expression data were submitted to the Gene
Expression Omnibus database (GSE72119).

Gene expression profiles were further subjected to analyses using the Connectivity
Map database [317] (Connectivity Map build August 2012).

2.8 Viability assay

Cell viability was analyzed using the CellTiter-Fluor Cell Viability Assay (# G6081,
Promega, Mannheim, Germany) according to the manufacturer′s instructions. Notably, a
fluorescent-based viability assay was used, as RSV is known to inhibit luciferase and
thus causes artifacts in luminescence-based assays [318, 319]. The probe enters live cells
and is cleaved by live-cell proteases to generate a fluorescent signal correlating to the
number of live cells. However, loss of membrane integrity results in inactivation of the
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substrate. NHEK cells were seeded in a black 96-well plate (# 353219, BD Biosciences,
Heidelberg, Germany) with a density of 10,000 cells/well and a final volume of 200
µl/well. The following day, the medium was renewed and cells were then treated for 16
hours with the indicated compound concentrations and a final volume of 100 µl/well.

Fluorescence intensity was measured (410/520 nm) with the POLARstar Omega
(BMG LABTECH) and transformed to the relative number of cells. Data were fitted
(dashed line) according to Equation (2.2) with variable Hill slope and Bottom constrained
to 0. The maximal observed induction of cell death after treatment relative to non-treated
cells (set to 0%) is termed efficiency. The concentration required for a 50% inhibition
is called IC50. For a better comparison between different cell lines the concentration
required for 70% (IC70) inhibition was calculated (Equation (2.3)).

Y = Bottom+
Top−Bottom

1+10(logIC50−X)·Hill Slope (2.2)

logIC70 = logIC50 +
1

Hill Slope
∗ log

70
100−70

(2.3)

2.9 Measurement of reactive oxygen species

Cell-free ROS generation

The CellROX Green dye (# C10444, Thermo Fisher Scientific) was used to quantify
the formation of ROS. Upon oxidation by ROS the probe exhibits green photostable
fluorescence and binds to DNA. The probe is compatible with cell culture medium
and requires no cellular processing, the CellROX Green dye was used for measuring
ROS generation in a cell-free environment. Notably, the CellROX Green dye detects
particularly HO• and O•−2 .

The dye was diluted to 10 µM in KGM in presence of 1 µg/ml lambda DNA (Thermo
Fisher Scientific). Subsequently, the compounds were added as indicated. Measurement
was performed in a final volume of 150 µl/well in black 96-well plates (# 655090, Greiner
Bio-One). The dye was protected against atmospheric oxygen by adding a sealing layer
of 100 µl/well HS mineral oil (Luxcel Biosciences, Cork, Ireland). Fluorescence intensity
(485/520 nm) was recorded for 16 hours (at 37°C) in the POLARstar Omega (BMG
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LABTECH). For data analyses in GraphPad Prism 5.0 fluorescence values at time zero
and background signals were subtracted.

Intracellular generation of ROS

The intracellular formation of ROS was quantified using the 5-(and-6)-chloromethyl-
2′,7′-dichlorodihydrofluorescein diacetate, acetyl ester (CM-H2DCFDA) dye (# C6827,
Thermo Fisher Scientific). NHEK cells were seeded in a 96-well plate (TPP, Biochrom)
with a density of 10,000 cells/well. The following day, cells were washed once with
pre-warmed PBS (Sigma-Aldrich) and loaded with 50 µM dye diluted in PBS (Sigma-
Aldrich). For successful incorporation and activation of CM-H2DCFDA, cells were
incubated for 30 minutes at 37°C. Afterwards, free dye was removed by washing with
pre-warmed PBS (Sigma-Aldrich). KGM (100 µl/well) was added and cells were once
more incubated at 37°C for 60 minutes. Compounds were added as indicated and
fluorescence (485/530 nm) was measured for 16 hours (at 37°C) using the POLARstar
Omega (BMG LABTECH).

For the quantification of ROS generation in RSV or DMSO pre-treated NHEKs, cells
were seeded in a 96-well plate (TPP, Biochrom) with a density of 10,000 cells/well. Cells
were pre-treated with 50 µM RSV or DMSO for 16 hours. Afterwards, the samples were
treated as already described to measure intracellular ROS generation. Putative protection
of NHEKs against oxidative stress by RSV pre-treatment was tested by adding ethanol
(0.781%) or the thiol-scavenger 4-hydroxynonenal (HNE) at indicated concentrations
(dissolved in 0.781% ethanol) [248]. Fluorescence (485/530 nm) was measured for 16
hours (at 37°C) of treatment with the POLARstar Omega (BMG LABTECH). Data were
analyzed using GraphPad Prism 5.0 and fluorescence values at time zero were subtracted.

Superoxide generation

Superoxide (O•−2 ) generation was quantified using the MitoSOX Red Mitochondrial
Superoxide Indicator (# M36008, Life Technologies, Thermo Fisher Scientific). O•−2
specifically oxidizes the dye, which subsequently exhibits a red fluorescence signal after
binding to nucleic acids. In combination with lambda DNA (Life Technologies, Thermo
Fisher Scientific), the dye was used for measuring the amount of O•−2 generation in a
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cell-free environment. The dye (10 µM/well) was added to 200 ng/well lambda DNA
prior to addition of compounds. Measurement was performed in a final volume of 150
µl/well in a black 96-well plate (# 655090, Greiner Bio-One). To protect the dye from
atmospheric oxygen, a sealing layer of 100 µl/well mineral oil (Luxcel Biosciences) was
added. Fluorescence intensity (485/530 nm) was recorded at 37°C for 16 hours using
the POLARstar Omega (BMG LABTECH). The fluorescence signals were background-
subtracted and normalized to vehicle control before they were plotted using a second
order 4 neighbors smoothing in GraphPad Prism 5.0.

Quenching the effects of RSV

NHEK cells were seeded in 150 cm2 cell culture flasks (Corning, Thermo Fisher Sci-
entific) and treated at 60% confluence for 16 hours with: 25 mM GSH, 25 mM NAC,
DMSO, 50 µM RSV, DMSO + 25 mM GSH or 25 mM NAC, 50 µM RSV + 25 mM
GSH or 25 mM NAC, respectively. Trypsinized cells (Subculture Reagent Pack, # CC-
5034, Lonza) were subjected to qPCR and analyses of phosphatidylserine externalization
(Accuri C6 flow cytometer, BD Biosciences). Data were analyzed using GraphPad Prism
5.0 and FlowJo 7.6 (Tree Star, Ashland, USA).

2.10 Antioxidant capacity

The total antioxidant capacity of a sample equals the sum of all endogenous and food-
derived antioxidants. The Antioxidant Assay Kit (# 709001, Cayman Chemicals, Biomol)
measures the ability of antioxidants to inhibit the metmyoglobin-catalyzed oxidation of
2,2′-azino-di-[3-ethylbenzthiazoline sulphonate] (ABTS) to ABTS•+ (absorbance maxi-
mum at 405 nm). The amount of antioxidant is negatively correlated to the absorbance
at 405 nm in a concentration-dependent manner [320–322]. Subsequently, the capacity
of the antioxidant to prevent the oxidation of ABTS was compared with that of Trolox
(Figure 2.1), an analog of vitamin E (Figure 1.11b).

The assay was conducted according to the manufacturer′s instructions and minia-
turized to a final volume of 60 µl/well. All samples, including Trolox standards, were
mixed with metmyoglobin and chromogen (both Cayman Chemicals). The reaction was
initiated by adding hydrogen peroxide (H2O2, Cayman Chemicals) prior to a 5 minute
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incubation at room temperature on a shaker. Finally, the absorbance was determined at
405 nm using the POLARstar Omega (BMG LABTECH). Data were analyzed and fitted
according to a linear regression model using GraphPad Prism 5.0.

O

O

OH

OH

Figure 2.1: The vitamin E (Figure 1.11b) analog Trolox has potent anti-oxidative properties and is used
as reference to estimate the antioxidant capacity of RSV.

2.11 Metabolic parameter measurements

For the calculation of the cellular redox state and redox environment, key metabolites
were quantified.

Analyses of intracellular glucose

Intracellular glucose concentration was determined using the PicoProbe Glucose Flu-
orometric Assay Kit (# K688-100, Biovision, BioCat, Heidelberg, Germany). NHEK
cells were seeded into 25 cm2 cell culture flasks (Corning, Thermo Fisher Scientific)
and treated at 60% confluence for 16 hours with 50 µM RSV or DMSO. Samples
were processed according to the manufacturer′s instruction and deproteinized using the
Deproteinizing Sample Preparation Kit (# K808-200, Biovision, BioCat).

The assay was miniaturized to 10% of the initial volume and conducted in a clear 384-
well plate (# 784101, Greiner Bio-one). Fluorescence (535/587 nm) was measured after
45 minutes using the POLARstar Omega (BMG LABTECH). Samples were normalized
to protein content and data analysis was conducted using GraphPad Prism 5.0.

Intracellular pyruvate quantification

Intracellular pyruvate concentration in NHEKs was determined using the Pyruvate Assay
Kit (# 700470, Cayman Chemicals, Biomol). Cells were seeded in 150 cm2 cell culture
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flasks (Corning, Thermo Fisher Scientific) and treated at 60% confluence for 16 hours
with 50 µM RSV or DMSO. Sample preparation was done according to the manufacturer′s
instruction. Fluorescence (530/585 nm) was measured after 20 minutes (at 37°C) with
the POLARstar Omega (BMG LABTECH). Samples were normalized to protein content.
Data were analyzed using GraphPad Prism 5.0.

Pyruvate content in NHDFs was determined using the Pyruvate Colorimetric/Fluoro-
metric Assay Kit (# K609-100, Biovision, BioCat). Cells were seeded in 150 cm2 cell
culture flasks (TPP, Biochrom) and treated at 60% confluence for 16 hours with 100 µM
RSV or DMSO. Samples were diluted 1:5 and prepared according to the manufacturer′s
instruction. OD was measured at 570 nm (background OD measured at 670 nm) after 20
minutes with the POLARstar Omega (BMG LABTECH). Samples were normalized to
protein content; data were analyzed using GraphPad Prism 5.0.

Intracellular lactate quantification

Lactate content was quantified with the Lactate Assay Kit (# 700510, Cayman Chemicals,
Biomol). NHEK cells were seeded in a 150 cm2 (Corning, Thermo Fisher Scientific) and
treated at 60% confluence with 50 µM RSV or DMSO for 16 hours. Sample preparation
was done according to the manufacturer′s instructions. Fluorescence (530/585 nm)
was measured with the POLARstar Omega (BMG LABTECH) at 37°C. Samples were
normalized to protein content and data analysis was done using GraphPad Prism 5.0.

Intracellular lactate concentration in NHDFs was determined using the Lactate Col-
orimetric/Fluorometric Assay Kit (# K607-100, Biovision, BioCat). Cells were seeded in
150 cm2 cell culture flasks (TPP, Biochrom) and treated at 60% confluence for 16 hours
with 100 µM RSV or DMSO. Samples were diluted 1:40 and prepared according to the
manufacturer′s instruction. OD was measured at 570 nm (background OD measured
at 670 nm) after 20 minutes with the POLARstar Omega (BMG LABTECH). Samples
were normalized to protein content; data were analyzed using GraphPad Prism 5.0.

Intracellular ADP and ATP quantification

The ADP Colorimetric/Fluorometric Assay Kit (# K355-100, Biovision, BioCat) and
ATP Colorimetric/Fluorometric Assay Kit (# K354-100, Biovision, BioCat) were used to
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quantify intracellular ADP and ATP content. NHEK cells were seeded into 150 cm2 cell
culture flasks (Corning, Thermo Fisher Scientific) and treated at a confluence of 60%
for 16 hours with 50 µM RSV or DMSO. Flasks were washed once with ice-cold PBS
(Sigma-Aldrich) prior to harvest using a dispenser (TPP, Biochrom). Cell suspensions
were centrifuged at 1,000g for 5 minutes (at 4°C) and resuspended in ice-cold extraction
buffer (Biovision, BioCat), aliquoted and stored at -20°C until usage.

The assay was miniaturized to 10% of the initial volume and conducted in a clear
384-well plate (# 784101, Greiner Bio-one) according to the manufacturer′s protocol.
Optical density was measured after 45 minutes at 570 nm using the POLARstar Omega
(BMG LABTECH). Samples were normalized to protein content. Data were analyzed
using GraphPad Prism 5.0.

Intracellular NAD+ and NADH quantification

Intracellular NAD+ and NADH content was analyzed using the colorimetric NAD+/NADH
Quantitation Kit (# K337-100, Biovision, BioCat) according to the manufacturer′s in-
structions. NHEK cells were seeded into 150 cm2 cell culture flasks (Corning, Thermo
Fisher Scientific) and treated at 60% confluence for 16 hours with either 50 µM RSV or
DMSO. NHDF cells were seeded into a 150 cm2 cell culture flask (TPP, Biochrom) and
treated at 60% confluence for 16 hours with either 100 µM RSV or DMSO.

Flasks were washed once with ice-cold PBS (Sigma-Aldrich) prior to harvest using a
dispenser (TPP, Biochrom). Cell suspensions were centrifuged at 1,000g for 5 minutes (at
4°C) and resuspended in ice-cold extraction buffer (Biovision, BioCat). Afterwards, cells
were lysed by two freeze-thaw-cycles, followed by intensive vortexing and centrifugation
at 20,800g 15 minutes (at 4°C). Part of the cell lysate was incubated at 60°C for 30
minutes to generate NAD+.

Cycling buffer, enzyme mix and developer (all Biovision, BioCat) was added and the
optical density was measured after 30 minutes at 660 nm using the POLARstar Omega
(BMG LABTECH). Samples were normalized to protein content and data analysis was
done using GraphPad Prism 5.0.
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Intracellular NADP+ and NADPH quantification

The NADP+/NADPH-Glo Assay Kit (# G9081, Promega, Mannheim, Germany) was
used to quantify the intracellular NADP+ and NADPH content in NHEKs. Cells were
seeded into a 12-well plate (Corning, Thermo Fisher Scientific) and treated at 60%
confluence for 16 hours with either 50 µM RSV or DMSO. The following day, cells
were washed once in PBS (Sigma-Aldrich), 60 µl PBS/well were added and cells were
lysed in 60 µl 0.2 M NaOH (Merck) supplemented with 1% dodecyltrimethylammonium
bromide (DTAB) (# D8638, Sigma-Aldrich).

Afterwards, 50 µl lysate were transferred into a 96-well plate (TPP, Biochrom) to
measure NADP+ and NADPH individually according to the manufacturer′s protocol.
Finally, 30 µl sample were transferred to a white 384-well plate (# 781098, Greiner
Bio-one) and 30 µl of NADP+/NADPH-Glo Detection Reagent (Promega) were added.
Luminescence was measured after 30 minutes with the POLARstar Omega (BMG
LABTECH). Samples were normalized to protein content and data analysis was done
using GraphPad Prism 5.0.

The NADP/NADPH Quantitation Colorimetric Kit (# K347-100, Biovision, BioCat)
was used to quantify the intracellular NADP+ and NADPH content in NHDFs. Cells were
seeded into a 75 cm2 cell culture flask (TPP, Biochrom) and treated at 60% confluence
for 16 hours with either 100 µM RSV or DMSO. The following day, cells were washed
once in PBS (Sigma-Aldrich) and 200 µl NADP/NADPH Extraction Buffer were added
followed by two freeze/thaw cycles (20 min on dry-ice, then 10 min at RT). The assay
was conducted according to the manufacturer′s instructions. Finally, the OD was read at
450 nm with the POLARstar Omega (BMG LABTECH). Samples were normalized to
protein content and data analysis was done using GraphPad Prism 5.0.

Analyses of intracellular reduced and oxidized glutathione

Intracellular reduced (GSH) and oxidized (GSSG) glutathione were quantified using the
GSH/GSSG-Glo Assay Kit (# V6611, Promega). NHEK cells were seeded in a 96-well
plate (TPP, Biochrom) with a density of 30,000 cells/well. The following day, cells were
treated for 16 hours with either 50 µM RSV or DMSO. The assay was miniaturized to
25% of the initial volume and conducted according to the manufacturer′s protocol.

Cell culture medium was removed, 12.5 µl/well Total Glutathione Lysis Reagent or
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Oxidized Glutathione Lysis Reagent (both Promega) were added and incubated for 5
minutes at room temperature while shaking. Afterwards, 12.5 µl/well Luciferin Genera-
tion Reagent (Promega) were added and incubated at room temperature for 30 minutes.
Samples and standards were transferred to a white 96-well plate (# 655083, Greiner
Bio-one) and 25 µl Luciferin Detection Reagent (Promega) were added. Luminescence
was measured after 15 minutes with the POLARstar Omega (BMG LABTECH). Samples
were normalized to protein content and data analysis was done using GraphPad Prism
5.0.

Extracellular acidification rate

Extracellular acidification rate (ECAR) is reflecting lactate production and thus glycolytic
activity [323]. The pH-sensitive probe pH Xtra (Luxcel Biosciences) was used determine
ECAR using time-resolved fluorescence. Notably, the fluorescence lifetime of the probe
is anti-correlated to the pH. NHEK cells were seeded in a 96-well plate (TPP, Biochrom)
with a density of 25,000 cells/well. The day after, cells were treated for 16 hours
under CO2-free conditions (at 37°C) with either 50 µM RSV or DMSO. For subsequent
measurements, low-buffering aspiration buffer was used according to the manufacturers
instructions: 1 mM PBS (pH 7.4), 20 mM glucose (Sigma-Aldrich), 75 mM NaCl
(Sigma-Aldrich), 54 mM KCl (Sigma-Aldrich), 2.4 mM CaCl2 (Merck), and 0.8 mM
MgSO4 (Merck).

The following day, cells were washed twice with 200 µl of aspiration buffer and incu-
bated with 140 µl of pre-warmed probe diluted in aspiration buffer. Cells were incubated
at 37°C for 20 minutes. Wells were sealed with mineral oil (Luxcel Biosciences) to
prevent trapping of CO2. Time-resolved fluorescence was measured in the POLARstar
Omega (BMG Labtech) with the following settings: temperature = 37°C; TRF optic Z
height 6 mm; excitation 380/20 nm; emission 615/50 nm; window 1 (w1): 100 µs delay,
30 µs integration time; window 2 (w2): 300 µs delay, 30 µs integration time; interval
time 60 s; measurement time 360 min. Background fluorescence was measured in wells
with medium without cells.

For data analysis, background fluorescence was subtracted for each well. Fluores-
cence lifetime (τ) was calculated for each sample (Equation (2.4)) and transformed to
absolute pH values (Equation (2.5)) [323]. The pH values were plotted over time. The
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ECAR was determined between 50 and 250 min. Data were analyzed using GraphPad
Prism 5.0.

τ =
200

ln w1
w2

(2.4)

pH =
1687.2− τ

199.12
(2.5)

Analyses of oxygen consumption

Oxygen Consumption was analyzed using the cell impermeable, oxygen-sensing fluo-
rophore MitoXpress Xtra and MitoXpress Xtra Oxygen Consumption assay (HS Method)
(Luxcel Biosciences). NHEK cells were seeded in a 96-well plate (TPP, Biochrom)
with a density of 25,000 cells/well. The day after, cells were incubated for 20 minutes
under CO2-free conditions at 37°C. After aspirating cell culture medium, 62.5 nM/well
MitoXpress Xtra diluted in KGM (Lonza) was added. The plate was incubated for 10
minutes under CO2-free conditions at 37°C. Compounds were added as indicated and
each well was sealed with 100 µl pre-warmed HS mineral oil (Luxcel Biosciences) to
limit diffusion of ambient oxygen.

Time-resolved fluorescence was measured in the POLARstar Omega (BMG Labtech)
with the following settings: temperature 37°C; TRF optic Z height 6 mm; excitation
380/20 nm; emission 655/50 nm; window 1 (w1): 30 µs delay, 30 µs integration time;
window 2 (w2): 70 µs delay, 30 µs integration time; interval time 90 s; measurement
time 16 h. Background fluorescence was measured in wells with medium and oil but
without cells and probe.

For data analysis, background fluorescence was subtracted for each well. Fluores-
cence lifetime (τ) was calculated (Equation (2.6)) and plotted over treatment time. For
comparing oxygen consumption between treatments, the rate of probe fluorescence
lifetime was determined between 1 and 4 hours and expressed relative to untreated cells.
Data were analyzed using GraphPad Prism 5.0.

τ =
40

ln w1
w2

(2.6)
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Cell cycle analysis

Analyses of cell cycle regulation were performed in NHEK cells treated with the indicated
compounds for 16 hours. Trypsinized (Subculture Reagent Pack, Lonza) cells were fixed
in 70% ethanol (Merck) and incubated on ice for 15 minutes. Fixed cells were then
resuspended in propidium iodide (PI)/RNase staining solution (# 4087, Cell Signaling
Technology, Merck), incubated for 15 minutes at room temperature and stored at -20°C
until use. Finally, cells were measured in the Accuri C6 flow cytometer (BD Biosciences).
Data analyses were performed using the Watson pragmatic model in FlowJo 7.6 (Tree
Star).

Analyses of phosphatidylserine externalization

To quantify the apoptosis, the externalization of phosphatidylserine [324] was determined
in NHEK cells by staining with annexin-V-FLUOS (annexin) and PI using the Annexin-
V-FLUOS Staining Kit (Roche, Mannheim, Germany). NHEK cells were seeded in 150
cm2 cell culture flasks (Corning, Thermo Fisher Scientific) and treated at 60% confluence
for 16 hours with 50 µM RSV, 25 mM GSH, or DMSO. In addition, RSV/DMSO and
GSH were combined into one treatment to analyze quenching effects. Trypsinized cells
(Subculture Reagent Pack, Lonza) were analyzed by flow cytometry (Accuri C6, BD
Biosciences) according to the manufacturer′s instructions. Analyses were performed
using FlowJo 7.6 (Tree Star).

Cells stained annexin positive/PI negative were defined as early apoptotic, whereas
late apoptotic cells were defined as annexin positive/PI positive. Annexin negative/PI
positively stained cells were defined as dead or necrotic.

2.12 Immunoblotting

Isolation of protein extracts

For the extraction of whole cell lysate, cell culture samples were washed with PBS
(Sigma-Aldrich), scraped (TPP, Biochrom) in ice-cold PBS (Sigma-Aldrich) containing
cOmplete ULTRA Tablets (protease inhibitor cocktail tablets, # 05892970001, Roche)
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and Phosphatase Inhibitor Cocktail 2 (# P5726, Sigma-Aldrich). Samples were cen-
trifuged at 3,200g for 5 minutes (4°C). The cell pellet was washed once more with
ice-cold PBS (Sigma-Aldrich) containing cOmplete ULTRA Tablets (Roche) and Phos-
phatase Inhibitor Cocktail 2 (Sigma-Aldrich). Nuclear and cytoplasmic protein extracts
were isolated and prepared using the NE-PER Nuclear & CytoplasmicExtraction Kit (#
78833, Thermo Fisher Scientific) according to the manufacturer′s protocol.

Protein samples were lysed in buffer containing: 50 mM Tris-HCl (pH 8.0, Merck), 10
mM ethylenediaminetetraacetic acid (EDTA) (Merck), 1% sodium dodecyl sulfate (SDS)
(Sigma-Aldrich), cOmplete ULTRA Tablets (Roche) and Phosphatase Inhibitor Cocktail
2 (Sigma-Aldrich). Afterwards, samples were sonicated (Bandelin electronic, Berlin,
Germany), centrifuged for 10 minutes at 10,000g (4°C) and the supernatants were stored
at -80°C until use. The protein content of the isolated extracts was quantified using ionic
detergent compatibility reagent (IDCR) (# 22663) and the colorimetric Protein Assay
Reagent (# 22660, both Thermo Fisher Scientific). Protein concentration dependent
absorbance changes were quantified at 660 nm using the POLARstar Omega (BMG
Labtech). The total protein content was calculated using a bovine serum albumin (BSA)
(Sigma-Aldrich) standard curve (0-1.5 mg/ml).

SDS Page and Western Blot

Protein lysates (10-20 µg) were denatured by adding 1x NuPAGE LDS Sample Buffer
(Invitrogen, Thermo Fisher Scientific) and 50 mM dithiothreitol (DTT) (Sigma-Aldrich)
prior to incubation at 70°C for 10 minutes. Denatured samples were separated using a
NuPAGE Novex 4-12% Bis-Tris Gel (# NP0321BOX, Thermo Fisher Scientific) and
blotted onto Hybond ECL nitrocellulose membranes (GE Healthcare, München, Ger-
many) using a wet blotting system (EasyPhor PAGE WetBlotter Mini System, Biozym,
Hessisch-Oldendorf, Germany) and transfer buffer (25M Trizma (Sigma-Aldrich), 186
mM glycine (Carl Roth, Karlsruhe, Germany)). Membranes were blocked for 1 hour at
room temperature according to the manufacturer′s protocol and washed in diluted 10x
tris(hydroxymethyl)aminomethane (Tris)-buffered saline (TBS) (0.2 M Trizma (Sigma-
Aldrich), 1.37 M NaCl (Sigma-Aldrich), adjusted to pH 7.6) containing 0.1% Tween 20
(Sigma-Aldrich).
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Primary antibodies (Table 2.2) were diluted in TBS-T (0.1%) with milk powder
and BSA (both Sigma-Aldrich), respectively, according to the manufacturer′s proto-
cols. Membranes were shaken at 4°C overnight, washed with TBS-T (0.1%) and sub-
sequently incubated with anti-rabbit IgG-HRP (# sc-2004, Santa Cruz, Heidelberg,
Germany) and anti-mouse IgG-HRP (# sc-2005, Santa Cruz), respectively, according to
the manufacturer′s protocols. Detection was carried out with Western Lightning ECL
solution (Perkin Elmer, Rodgau, Germany). Membranes were stripped with Restore
Plus Western Blot Stripping Buffer (# 46430, Thermo Fisher Scientific) for 5-7 minutes.
Densitometry was performed with FUSION-SL Advance 4.2 MP (Peqlab, Erlangen,
Germany).

Table 2.2: Primary antibodies used for immunoblotting.

Antibody Provider

β-Actin Antibody (C4) (# sc-47778) Santa Cruz (Heidelberg, Germany)

Caspase-7 Antibody (# 9492) Cell Signaling Technology (Merck, Darmstadt, Germany)

Caspase-9 Antibody (Human Specific) (# 9502) Cell Signaling Technology (Merck, Darmstadt, Germany)

Cleaved Caspase-7 (Asp198) (D6H1) Rabbit mA (# 8438) Cell Signaling Technology (Merck, Darmstadt, Germany)

Cleaved Caspase-9 (Asp330) (D2D4) Rabbit mAb (# 7237) Cell Signaling Technology (Merck, Darmstadt, Germany)

Cleaved PARP (Asp214) (D64E10) XP Rabbit mAb (# 5625) Cell Signaling Technology (Merck, Darmstadt, Germany)

CDK2 (78B2) Rabbit mAb (# 2546) Cell Signaling Technology (Merck, Darmstadt, Germany)

CDK4 (DCS156) Mouse mAb (# 2906) Cell Signaling Technology (Merck, Darmstadt, Germany)

Cyclin A2 (BF683) Mouse mAb (# 4656) Cell Signaling Technology (Merck, Darmstadt, Germany)

Cyclin D1 (DCS6) Mouse mAb (# 2926) Cell Signaling Technology (Merck, Darmstadt, Germany)

Cyclin E2 Antibody (# 4132) Cell Signaling Technology (Merck, Darmstadt, Germany)

Glutathione reductase Antibody (B-12) (# sc-133159) Santa Cruz (Heidelberg, Germany)

Keap1 Antibody (G-2) (# sc-365626) Santa Cruz (Heidelberg, Germany)

Anti-NF-κB p65 (acetyl K310) antibody - ChIP Grade (# ab52175,

K310)

Abcam (Cambridge, UK)

NFκB p65 (L8F6) Mouse mAb (# 6956) Cell Signaling Technology (Merck, Darmstadt, Germany)

Anti-NQO1 antibody [A180] (# ab28947) Abcam (Cambridge, UK)

Anti-Nrf2 (phospho S40) antibody [EP1809Y] (# ab76026, Ser40) Abcam (Cambridge, UK)

Nrf2 Antibody (H-300) (# sc-13032) Santa Cruz (Heidelberg, Germany)

p21 Waf1/Cip1 (12D1) Rabbit mAb (# 2947) Cell Signaling Technology (Merck, Darmstadt, Germany)

PARP Antibody (# 9542) Cell Signaling Technology (Merck, Darmstadt, Germany)

Anti-Pyruvate Dehydrogenase E1-α subunit antibody (# ab67592) Abcam (Cambridge, UK)

Anti-Pyruvate Dehydrogenase E1-α subunit (phospho S293) anti-

body (# ab92696, Ser293)

Abcam (Cambridge, UK)

SirT1 monoclonal antibody - Pioneer (# MAb-063-050) Diagenode (Seraing, Belgium)

Phospho-SirT1 (Ser47) Antibody (# 2314) Cell Signaling Technology (Merck, Darmstadt, Germany)
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2.13 Detection of lipid peroxidation

Click-iT Lipid Peroxidation Imaging Kit-Alexa Fluor 488 (# C10446, Thermo Fisher
Scientific) was used to determine lipid peroxidation. Increasing fluorescence intensities
correspond to enhanced lipid peroxidation. NHEKs were seeded in 25 cm2 cell culture
flasks (Corning, Thermo Fisher Scientific) and treated at 60% confluence for 16 hours
with 50 µM RSV or DMSO in presence of 50 µM linoleamide alkyne (LAA).

Trypsinized (Subculture Reagent Pack, Lonza) cells were washed with PBS (Sigma-
Aldrich) and fixed in 3.7% formaldehyde (Sigma-Aldrich) for 15 minutes at room
temperature. Cells were washed in PBS (Sigma-Aldrich) again, permeabilized by use
of 0.5% Triton X-100 (Sigma-Aldrich) in PBS for 10 minutes at room temperature
and subsequently blocked by adding 1% BSA (Sigma-Aldrich) for 30 minutes at room
temperature. The remaining BSA (Sigma-Aldrich) was removed by rigorously washing
the cells with PBS (Sigma-Aldrich).

The pelleted cells were then incubated with 500 µl Click iT reaction cocktail (Thermo
Fisher Scientific) for 30 minutes at room temperature according to the manufacturer′s
protocol. The “Click” reaction was stopped by adding 1% BSA/PBS. The cells were again
washed and resuspended with PBS (Sigma-Aldrich). Flow cytometry was performed on
the Accuri C6 (BD Biosciences). Data were analyzed using FlowJo 7.6 (Tree Star) and
GraphPad Prism 5.0.

2.14 Fluorescence microscopy

NHEK cells were seeded in x-well tissue culture chambers (# 94.6140.80, Sarstedt) at
a density of 20,000 cells/well. The following day cells were treated for 16 hours with
50 µM RSV or DMSO, respectively. Visualization of MAP1LC3, Actin, Nrf2, Keap1,
GCLC and GSR was done as recently described in [325].

Cells were treated for 16 hours with the indicated compounds, washed with PBS
(Sigma-Aldrich) and fixed in 4% formaldehyde/PBS (both Sigma-Aldrich) for 15 minutes
at room temperature. Cells were washed with PBS (Sigma-Aldrich), permeabilized
in 0.3% Triton X-100/PBS (PBS-Tx, both Sigma-Aldrich) for 10 minutes at room
temperature, washed with PBS (Sigma-Aldrich) and afterwards blocked in 5% goat
serum (Sigma-Aldrich) in PBS-Tx for 60 minutes at room temperature. Afterwards, cells
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were incubated with primary antibodies overnight at 4°C.
Primary antibodies and dilutions were as follows: MAP1LC3 (# AP1801d-ev-AB,

Biovision, BioCat; 1:100), Nrf2 (# sc-13032X, Santa Cruz; 1:100), Keap1 (# sc-365626,
Santa Cruz; 1:100), GCLC (# ab41463, Abcam; 1:100) and GSR (# sc-133159, Santa
Cruz; 1:100). Subsequently, cells were washed with PBS-Tx and stained with anti-
mouse IgG (H+L) F(ab′)2 fragment Alexa Fluor 555 Conjugate (# 4409, Cell Signaling
Technology) and anti-rabbit IgG (H+L), F(ab′)2 fragment Alexa Fluor 488 Conjugate
(# 4412, Cell Signaling Technology) diluted (1:1,000) in 1% BSA/PBS-Tx for 1 hour
at room temperature in the dark. Subsequently, cells were washed with PBS (Sigma-
Aldrich) for 5 minutes, and the MAP1LC3 stained cells were counterstained with Texas
Red-X Phalloidin (# T7471, Thermo Fisher Scientific; 1:100) for 20 minutes at room
temperature in the dark.

Cells were washed with PBS, the chamber was removed from the slide, samples
were counterstained with ProLong Gold Antifade Mountant with 4’,6-diamidino-2-
phenylindole (DAPI) (# P-36931, Thermo Fisher Scientific), and a cover slip was applied
(# 235503704, Duran Group). Afterwards, samples were incubated at room temperature
for 24 hours. Fluorescence microscope imaging was performed using the LSM700
microscope (Zeiss, Jena, Germany); data were analyzed with ImageJ [326, 327].

2.15 Statistical analyses

Experimental data are presented as mean ± standard error of the mean (SEM), if not
denoted otherwise. Data were analyzed using GraphPad Prism 5.0. Statistical significance
was determined as follows: for single comparisons by unpaired two-tailed student‘s t-test
and for multiple comparisons by one-way analysis of variance (ANOVA) with Dunnett′s
post test. A p value ≤ 0.05 was defined as statistically significant.

2.16 Equipment and reagents

Reagents The reagents used in this study are listed in Table 2.3.
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Table 2.3: Reagents.

Reagent Manufacturer/Provider

β-Mercaptoethanol Sigma-Aldrich (Taufkirchen, Germany)

Adenosine diphosphate (ADP) Sigma-Aldrich (Taufkirchen, Germany)

ADP Colorimetric/Fluorometric Assay Kit Biovision (BioCat, Heidelberg, Germany)

Annexin-V-FLUOS Staining Kit Roche (Mannheim, Germany)

Anti-GCLC Antibody Abcam (Cambridge, UK)

Anti-mouse IgG (H+L) F(ab′)2 Fragment Alexa Fluor 555 Conju-

gate

Cell Signaling Technology (Merck, Darmstadt, Germany)

Antioxidant Assay Kit Cayman Chemicals (Biomol, Hamburg, Germany)

Anti-rabbit IgG (H+L), F(ab′)2 Fragment Alexa Fluor 488 Conju-

gate

Cell Signaling Technology (Merck, Darmstadt, Germany)

Adenosine triphosphate (ATP) Sigma-Aldrich (Taufkirchen, Germany)

ATP Colorimetric/Fluorometric Assay Kit Biovision (BioCat, Heidelberg, Germany)

Bovine serum albumin (BSA) Sigma-Aldrich (Taufkirchen, Germany)

CellROX Green dye Thermo Fisher Scientific (Karlsruhe, Germany)

Calcium chloride (CaCl2) Merck GmbH (Darmstadt, Germany)

CellTiter-Fluor Cell Viability Assay Promega (Mannheim, Germany)

5-(and-6)-chloromethyl-2′,7′-dichlorodihydrofluorescein diacetate,

acetyl ester (CM-H2DCFDA)

Thermo Fisher Scientific (Karlsruhe, Germany)

Click-iT Lipid Peroxidation Imaging Kit-Alexa Fluor 488 Thermo Fisher Scientific (Karlsruhe, Germany)

cOmplete ULTRA Tablets Roche (Mannheim, Germany)

Deproteinizing Sample Preparation Kit Biovision (BioCat, Heidelberg, Germany)

Dimethyl sulfoxide (DMSO) AppliChem (Darmstadt, Germany)

Dulbecco′s modified Eagle′s medium (DMEM) (# 31966) Gibco (Thermo Fisher Scientific, Karlsruhe, Germany)

DMEM (# 21068-008) Gibco (Thermo Fisher Scientific, Karlsruhe, Germany)

DMEM Nutrient Mixture F-12 (DMEM/F-12) Thermo Fisher Scientific (Karlsruhe, Germany)

Dodecyltrimethylammonium bromide (DTAB) Sigma-Aldrich (Taufkirchen, Germany)

Dithiothreitol (DTT) Sigma-Aldrich (Taufkirchen, Germany)

Ethylenediaminetetraacetic acid (EDTA) Merck KGaA (Darmstadt, Germany)

Eosin Y solution Sigma-Aldrich (Taufkirchen, Germany)

Ethanol Merck (Darmstadt, Germany)

FBS Superior Biochrom (Berlin, Germany)

Formaldehyde (37%) Sigma-Aldrich (Taufkirchen, Germany)

Glucose Sigma-Aldrich (Taufkirchen, Germany)

Glutathione Reductase Antibody Santa Cruz (Heidelberg, Germany)

Glycine Carl Roth (Karlsruhe, Germany)

Glutathione (reduced form, GSH) Sigma-Aldrich (Taufkirchen, Germany)

GSH/GSSG-Glo Assay Promega (Mannheim, Germany)

Hematoxylin solution Sigma-Aldrich (Taufkirchen, Germany)

High Capacity cDNA Reverse Transcription Kit Applied Biosystems (Thermo Fisher Scientific, Karlsruhe, Ger-

many)

Hydrochloride (HCl) Merck (Darmstadt, Germany)

Hygromicin B Thermo Fisher Scientific (Karlsruhe, Germany)

HS mineral oil Luxcel Biosciences (Cork, Ireland)

Ionic detergent compatibility reagent (IDCR) Thermo Fisher Scientific (Karlsruhe, Germany)

Keratinocyte basal medium (KBM) Lonza (Basel, Swiss)

Keap1 Antibody Santa Cruz (Heidelberg, Germany)

L-glutamine Sigma-Aldrich (Taufkirchen, Germany)

Lactate Assay Kit Cayman Chemicals (Biomol, Hamburg, Germany)

Lactate Colorimetric/Fluorometric Assay Kit Biovision (BioCat, Heidelberg, Germany)
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Reagent Manufacturer/Provider

Lambda DNA Thermo Fisher Scientific (Karlsruhe, Germany)

Lipofectamine 2000 Thermo Fisher Scientific (Karlsruhe, Germany)

Magnesium sulfate (MgSO4) Merck GmbH (Darmstadt, Germany)

MAP1LC3A Antibody Biovision (BioCat, Heidelberg, Germany)

Milk powder Sigma-Aldrich (Taufkirchen, Germany)

Mineral oil Luxcel Biosciences (Cork, Ireland)

MitoSOX Red Mitochondrial Superoxide Indicator Life Technologies (Thermo Fisher Scientific, Karlsruhe, Germany)

MitoXpress Xtra Oxygen Consumption Assay (HS Method) Luxcel Biosciences (Cork, Ireland)

N-acetyl-cysteine (NAC) Sigma-Aldrich (Taufkirchen, Germany)

NAD+/NADH Quantitation Colorimetric Kit Biovision (BioCat, Heidelberg, Germany)

NADP+/NADPH Quantification Colorimetric Kit Biovision (BioCat, Heidelberg, Germany)

NADP+/NADPH-Glo Assay Promega (Mannheim, Germany)

NE-PER Nuclear and Cytoplasmic Extraction Kit Thermo Fisher Scientific (Karlsruhe, Germany)

Nrf2 Antibody Santa Cruz (Heidelberg, Germany)

Nuclease-free water Ambion (Thermo Fisher Scientific, Karlsruhe, Germany)

NuPAGE LDS sample buffer (4x) Thermo Fisher Scientific (Karlsruhe, Germany)

NuPAGE MES SDS running buffer (20x) Thermo Fisher Scientific (Karlsruhe, Germany)

Opti-MEM I medium Thermo Fisher Scientific (Karlsruhe, Germany)

PBS Sigma-Aldrich (Taufkirchen, Germany)

Penicillin Biochrom (Berlin, Germany)

pH-Xtra Lucxel Biosciences (Cork, Ireland)

Phosphatase Inhibitor Cocktail 2 Sigma-Aldrich (Taufkirchen, Germany)

PicoProbe Glucose Fluorometric Assay Kit Biovision (BioCat, Heidelberg, Germany)

PonceauS 0.1% AppliChem (Darmstadt, Germany)

Potassium chloride (KCl) Sigma-Aldrich (Taufkirchen, Germany)

Power SYBR Green PCR Master Mix Applied Biosystems (Thermo Fisher Scientific, Karlsruhe, Ger-

many)

ProLong Gold Antifade Mountant with DAPI Thermo Fisher Scientific (Karlsruhe, Germany)

PI/RNase Staining Solution Cell Signaling Technology (Merck, Darmstadt, Germany)

Pyruvate Assay Kit Cayman Chemicals (Biomol, Hamburg, Germany)

Pyruvate Colorimetric/Fluorometric Assay Kit Biovision (BioCat, Heidelberg, Germany)

ReagentPack Subculture Reagents Lonza (Basel, Swiss)

RPMI 1640 Biochrom (Berlin, Germany)

RNase-free DNase set QIAGEN (Hilden, Germany)

RNeasy Plus Mini Kit QIAGEN (Hilden, Germany)

RNase-free water Ambion (Thermo Fisher Scientific, Karlsruhe, Germany)

Protein Assay Reagent Thermo Fisher Scientific (Karlsruhe, Germany)

Restore Plus Western Blot Stripping Buffer Thermo Fisher Scientific (Karlsruhe, Germany)

Silencer Pre-Designed siRNA Nrf2 Ambion (Thermo Fisher Scientific, Karlsruhe, Germany)

Silencer Pre-Designed siRNA SIRT1 Ambion (Thermo Fisher Scientific, Karlsruhe, Germany)

Silencer Select Negative Control siRNA Ambion (Thermo Fisher Scientific, Karlsruhe, Germany)

SingleQuot Kit Suppl. & Growth Factors Lonza (Basel, Swiss)

Sodium bicarbonate (NaHCO3) Merck GmbH (Darmstadt, Germany)

Sodium chloride (NaCl) Sigma-Aldrich (Taufkirchen, Germany)

Sodium dodecyl sulfate (SDS) Sigma-Aldrich (Taufkirchen, Germany)

Sodium hydroxide (NaOH) Merck GmbH (Darmstadt, Germany)

Sodium pyruvate Thermo Fisher Scientific (Karlsruhe, Germany)

Streptomycin Biochrom (Berlin, Germany)

Subculture Reagent Pack Lonza (Basel, Swiss)

Texas Red-X Phalloidin Thermo Fisher Scientific (Karlsruhe, Germany)

Trizma Sigma-Aldrich (Taufkirchen, Germany)
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Reagent Manufacturer/Provider

Tris hydrochloride (Tris-HCl) Merck (Darmstadt, Germany)

Triton X-100 Sigma-Aldrich (Taufkirchen, Germany)

Tween-20 Sigma-Aldrich (Taufkirchen, Germany)

Western Lightning ECL solution Perkin Elmer (Rodgau, Germany)

Cell lines Cellular models used in this study are listed in Table 2.4.

Table 2.4: Cell lines.

Cell line Provider

NHDF-Neo Lonza (Basel, Swiss)

NHEK-Neo Lonza (Basel, Swiss)

HaCaT Kindly provided by Unilever (Sharnbrook, UK)

HaCaT ARE Clone 7 Kindly provided by Unilever (Sharnbrook, UK)

HepG2 ATCC (LGC Standards GmbH, Wesel, Germany)

HEK293T ATCC (LGC Standards GmbH, Wesel, Germany)

HeLa Kindly provided by Dr. David Meierhofer (Berlin, Germany)

HT-29 DSMZ (Braunschweig, Germany)

THP-1 DSMZ (Braunschweig, Germany)

Equipment and consumables The equipment and consumables used in this study are
listed in Table 2.5.

Table 2.5: Equipment and consumables.

Product Manufacturer

0.22 µm Steritop-GP Polyethersulfon filter (SCGPT02RE) Millipore (Schwalbach, Germany)

3MM chromatography paper Whatman (GE Healthcare, München, Germany)

6-well cell culture plate Corning (Thermo Fisher Scientific, Schwerte, Germany)

12-well cell culture plate Corning (Thermo Fisher Scientific, Schwerte, Germany)

12-well cell culture plate Sarstedt (Nürnbrecht, Germany)

96-well plate, Thermowell, PCR Corning (Thermo Fisher Scientific, Schwerte, Germany)

96-well plate, cell culture TPP (Biochrom, Berlin, Germany)

96-well plate, UV-Star (# 655801) Greiner Bio-one (Frickenhausen, Germany)

96-well plate, white (# 655083) Greiner Bio-One (Frickenhausen, Germany)

96-well plate, black (# 353219) BD Biosciences (Heidelberg, Germany)

96-well plates, black (# 655090) Greiner Bio-One (Frickenhausen, Germany)

384-well plate, white (# 781098) Greiner Bio-One (Frickenhausen, Germany)

384-well plate, clear (# 784101) Greiner Bio-One (Frickenhausen, Germany)

384-well plate, black (# 784076) Greiner Bio-One (Frickenhausen, Germany)

x-well tissue culture chambers Sarstedt (Nürnbrecht, Germany)

7900 HT Fast Real-Time PCR System Applied Biosystems (Thermo Fisher Scientific, Karlsruhe, Ger-

many)

Accuri C6 flow cytometer BD Biosciences (Heidelberg, Germany)

CO2-Incubator Model CB 60 Binder (Tuttlingen, Germany)

CO2-Incubator BBD 6220 Thermo Fisher Scientific (Karlsruhe, Germany)
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Product Manufacturer

C-Chip counting chamber Biochrom (Berlin, Germany)

Cell culture flask TPP (Biochrom, Berlin, Germany)

Cell culture flask Corning (Thermo Fisher Scientific, Schwerte, Germany)

Collection Microtube Caps QIAGEN GmbH (Hilden, Germany)

Collection Microtubes QIAGEN GmbH (Hilden, Germany)

Cover slip DURAN (Wertheim/Main, Germany)

Dispenser TPP (Biochrom, Berlin, Germany)

EasyPhor PAGE WetBlotter Mini System Biozym (Hessisch Oldendorf, Germany)

fluorescence-activated cell sorting (FACS) tubes BD Falcon (NJ, USA)

FUSION-SL Advance 4.2MP Peqlab (Erlangen, Germany)

Hybond ECL nitrocellulose membranes GE Healthcare (München, Germany)

Image Reader LAS-1000 Pro V2.61 Fujifilm (Düsseldorf, Germany)

LSM700 microscope Zeiss (Jena, Germany)

MicroAmp optical adhesive cover Applied Biosystems (Thermo Fisher Scientific, Karlsruhe, Ger-

many)

MicroAmp optical 384 well plate Applied Biosystems (Thermo Fisher Scientific, Karlsruhe, Ger-

many)

Nanodrop ND-2000 Thermo Fisher Scientific (Karlsruhe, Germany)

Nunclon cell culture plate Nunc (Wiesbaden, Germany)

NuPAGE Novex 4-12% Bis-Tris Gel Thermo Fisher Scientific (Karlsruhe, Germany)

NuPAGE LDS-PAGE chamber Invitrogen (Thermo Fisher Scientific, Karlsruhe, Germany)

POLARstar Omega BMG Labtech (Ortenberg, Germany)

Protein LoBind Tubes Eppendorf (Hamburg, Germany)

PTC-200 Peltier Thermal Cycler MJ Research (Waltham, MA, USA)

Sonificator OW 2200 Bandelin electronic (Berlin, Germany)

Stericup Receiver Flask (SC00B05RE) Millipore (Schwalbach, Germany)

Thermomixer comfort Eppendorf (Hamburg, Germany)

UV Gel Imaging System Ultra Lum (Claremont, USA)

Xcell SureLock Mini-Cell Electrophoresis System Invitrogen (Thermo Fisher Scientific, Karlsruhe, Germany)

Software The software used in this study is listed in Table 2.6.

Table 2.6: Software.

Software Manufacturer

Connectivity Map Broad Institute (Cambridge, MA, USA)

FlowJo software TreeStar Inc. (Ashland, USA)

FUSION-SL Advance 4.2 MP Peqlab (Erlangen, Germany)

GelAnalyzer 2010a GelAnalyzer

Gene Set Enrichment Analysis (GSEA) Broad Institute (Cambridge, MA, USA)

GenomeStudio V2011.1 Illumina (Eindhoven, The Netherlands)

GraphPad Prism 5.0 GraphPad Software (La Jolla, CA, USA)

ImageJ W.S. Rasband [326] (Bethesda, MD, USA)

Primer-BLAST National Center for Biotechnology Information (NCBI)

SDS 2.2 Applied Biosystems (Thermo Fisher Scientific, Karlsruhe, Ger-

many)
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3.1 Chemical properties of resveratrol

The majority of studies tends to assume the integrity of RSV throughout treatments and
presume a specific RSV-target molecule mechanism. However, several recent publica-
tions challenge this presumption [35–44]. To examine the stability of RSV a simple
setup was chosen to avoid unpredictable disturbances [42]. With cell culture-oriented
applications of RSV in mind, the NaHCO3 concentration was set to a value matching
most generic cell culture media (44 mM NaHCO3). In addition, a mid micromolar range
concentration of 50 µM RSV, which is often used in the literature [59, 133, 328, 329],
was used for the experiments.

240 260 280 300 320 340 360 380 400 420 440 460 480 500 520 540 560
0.0

0.1

0.2

0.3

0.4

0.5

0.6

Wavelength [nm]

Re
la

tiv
e 

Ab
so

rb
an

ce
 

0
1
3
5
10
16

Hours of incubation 
(H2O + NaHCO3 + RSV)

Figure 3.1: Effect of NaHCO3 on RSV. Kinetic wavelength scan of water containing 44 mM NaHCO3
and 50 µM RSV after indicated incubation periods at 37°C. Absorbance was recorded between 240 and
560 nm (∆ 2 nm) and data were smoothed. The dotted line marks RSV absorbance maximum at 308 nm.
Data are expressed as mean (n = 3) relative to DMSO. See also Figure S2.

RSV was incubated for different time periods at 37°C in water without (Figure S2)
or with 44 mM NaHCO3 (Figure 3.1) while a wavelength scan between 240 and 560 nm
(∆ 2 nm) was performed. Whereas the principal shape of the curve did not change when
RSV was incubated in water (Figure S2), the presence of 44 mM NaHCO3 dramatically
changed the curve shape in a time-dependent manner (Figure 3.1). An effect that is
also observed at the specific absorbance maximum of RSV at 308 nm (dotted line in
Figures 3.1 and S2, [36]), where the absorbance was decreased roughly 30% after 1 hour
of incubation. After 16 hours of incubation, there is almost no measurable absorbance at
308 nm in the presence of NaHCO3 (Figure 3.1).
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Figure 3.2: Time-dependent decay of RSV. Decay of the RSV-specific absorbance maximum at 308
nm after incubation in water with and without 44 mM NaHCO3 (a) and cell culture media (b) at 37°C.
Absorbance was measured kinetically and values are expressed as mean (n = 3) relative to corresponding
DMSO controls. Data were fitted (dashed line) using cubic spline fit (a) and linear regression model (b). #
50 µM RSV; $ 100 µM RSV. See also Figure S3 and Table S1.

A detailed view on time-dependent changes of the absorbance at 308 nm is depicted
in Figure 3.2a. Whereas the absorbance remained stable in water over 16 hours, a
multiphase decrease was observed in presence of 44 mM NaHCO3. In preparation of
cell culture-based applications, RSV was incubated in DMEM (100 µM) and KGM (50
µM) while the absorbance at 308 nm was monitored. Interestingly, the decay of RSV-
specific absorbance in cell culture media was linear (Figure 3.2b) and not multi-phased
as observed in NaHCO3 containing water (Figure 3.2a magenta). According to the linear
regression fit, the decay of RSV-specific absorbance was almost equally fast in both cell
culture media tested (Table S1).

Based on the time-dependent decrease in RSV-specific absorbance (Figure 3.1), we
hypothesized that RSV did decompose in response to 44 mM NaHCO3 [42]. Hence,
the wavelength scan data (Figure 3.1) was scanned for putative breakdown products of
RSV, as their time-dependent increase in absorbance should correspond to the decrease
of RSV absorbance. Remarkably, the wavelength scan data (Figure 3.1) revealed a
time-dependent absorbance increase around 390 nm and 420 nm, if RSV was incubated
in the presence of 44 mM NaHCO3 (Figure S3).

Li et. al. (2012) determined two major reaction products of the reaction of RSV
and HO• (Figure 1.6) [40]. At first, a rather short-lived hydroxyl radical of RSV was
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3. RESULTS 3.1 Chemical properties of resveratrol

formed (absorbance maximum: 420 nm) and second a long-lived 4‘-phenoxyl radical
adduct (absorbance maximum: 390 nm) (Figure 1.6) [40]. For both oxidation products,
the absorbance increased in a time-dependent manner, thus these findings endorse the
results published by Li et al. (2012) [40].

3.1.1 Effect of pH

pH has been identified as another factor that influences RSV stability [35–37]. Continuing
to focus on preferably simple solvents, a pH gradient was applied to determine the effect
of pH on the stability of RSV in water without (Figure 3.3a) and with 44 mM NaHCO3

(Figure 3.3b) after 16 hours of incubation at 37°C. The RSV-specific absorbance at
308 nm was decreased at alkaline pH levels below 8 (Figure 3.3a). The presence of 44
mM NaHCO3 dramatically shifted the starting point of absorbance decrease to lower
pH levels (pH < 4, Figure 3.3b). Notably, the absorbance of RSV did not converge to
0% but only to roughly 40% of the initial value independent of the presence of NaHCO3

(Figure 3.3).
Although widely ignored, it has been known for several years now that polyphenols

including RSV are rapidly oxidized in cell culture media and generate significant amounts
of H2O2 [41, 42, 47]. The H2O2 generation is accelerated in the presence of bicarbonate
ions [41, 42]. Incidentally, the majority of cell culture and physiological media contain
minerals including iron, thus enabling the generation of HO• through the Fenton reaction
(Figure 1.10) [158].
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Figure 3.3: Effect of pH on the oxidation of RSV. RSV (50 µM) was incubated for 16 hours in water (a)
and in presence of 44 mM NaHCO3 (b) at 37°C. Absorbance of RSV was measured at 308 nm, whilst the
absorbance of corresponding oxidation products was measured at 420 nm (hydroxyl radical adduct) and
390 nm (phenoxyl radical adduct), respectively. pH values were adjusted using HCl and NaOH. Values
are expressed as mean (n = 3) relative to corresponding DMSO controls. Data were fitted (dashed line)
according to equation Equation (2.1).

The generation of putative oxidation products of RSV according to [40] was mon-
itored in pH titration experiments in the absence (Figure 3.3a magenta and blue) and
presence of 44 mM NaHCO3 (Figure 3.3b magenta and blue). In water the absorbance
of both oxidation products started to increase at pH 8 (Figure 3.3a), whereas in presence
of 44 mM NaHCO3 an increase was already observed at pH around 4 (Figure 3.3b). No-
tably, the curve shape of RSV absorbance mirrored the curve of RSV oxidation products
(Figure 3.3a).
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Figure 3.4: Kinetic view on the pH-dependent oxidation of RSV. RSV (50 µM) was incubated in water
containing 44 mM NaHCO3 at pH 3 (a), pH 5 (b), pH 7 (c) and pH 8 (d) at 37°C. Absorbance of RSV was
measured at 308 nm, whilst the absorbance of corresponding oxidation products was measured at 420 nm
(hydroxyl radical adduct) and 390 nm (phenoxyl radical adduct), respectively. pH values were adjusted
using HCl and NaOH. Values are expressed as mean (n = 3) relative to corresponding DMSO controls.
Data were fitted (dashed line) according to second order polynomial (pH 3 and 5; absorbance at 420 nm all
pH values) or equation Equation (2.1) (pH 7 and 8 except absorbance at 420 nm). See also Figure S4.

A more detailed view on the kinetics of pH-dependent oxidation of RSV is given in
Figures 3.4 and S4. At acid pH (Figure 3.4a), absorbance of RSV remained quite stable
and corresponded to the fold change of the putative oxidation products. Nevertheless, at
a pH of 5 oxidation of RSV started already after 2 hours of incubation, while the amount
of both radical adducts of RSV increased correspondingly (Figure 3.4b). Notably, at pH
above 7 (pH ≥ 7) the oxidation of RSV started within the first hour of incubation and
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3. RESULTS 3.1 Chemical properties of resveratrol

reached a plateau after roughly 4 hours (Figures 3.4c and 3.4d).
The fold change of the hydroxyl radical adduct of RSV (magenta) steadily increased

whereas the phenoxyl radical adduct (blue) did not reach a plateau (Figures 3.4c and 3.4d).
The kinetics of the oxidation of RSV changes in a pH-dependent manner. Hence, different
fitting models were used to obtain optimal correlation coefficients (see Section 2.2).

3.1.2 Effect of oxygen

According to the mechanism proposed by Li et al. [40] it seemed likely that the oxygen
level might influence the oxidation of RSV [43, 52], a hypothesis referred to as “cell
culture artifact” [41, 47]. Therefore, the RSV oxidation experiments in water and in
presence of 44 mM NaHCO3 were conducted under reduced oxygen conditions at 10%
oxygen (Figures 3.5a and S5a) and 1% oxygen (Figures 3.5b and S5b), respectively.
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Figure 3.5: Effects of oxygen level and pH on the oxidation of RSV. RSV (50 µM) was incubated at 37°C
for 16 hours in water containing 44 mM NaHCO3 and in presence of 10% oxygen (a) and 1% oxygen
(b), respectively. Absorbance of RSV was measured at 308 nm, whilst the absorbance of corresponding
oxidation products was measured at 420 nm (hydroxyl radical adduct) and 390 nm (phenoxyl radical
adduct), respectively. pH values were adjusted using HCl and NaOH. Values are expressed as mean
(n = 3) relative to corresponding DMSO controls. Data were fitted (dashed line) according to equation
Equation (2.1).

A reduction of oxygen to 10% (Figure S5a) considerably shifted the starting point of
oxidation of RSV in water to higher pH values (pH > 10). Notably, a more significant
reduction of oxygen to 1% did not shift the oxidation process any further (Figure S5b).
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3. RESULTS 3.2 Generation of reactive oxygen species

In presence of 44 mM NaHCO3, the efficiency of RSV oxidation was dependent on the
amount of oxygen available (Figure 3.5). At 10% oxygen a markable oxidation of RSV
was observed at pH 6 (Figure 3.5a), however, at 1% oxygen the starting point was slightly
shifted to a pH of 7 (Figure 3.5b).

3.2 Generation of reactive oxygen species

In view of the oxidation products caused by the interaction of RSV with HO• [40] (see
Figures 3.3 to 3.5, S4 and S5), the generation of HO•, O•−2 and other ROS was monitored
in a cell-free and intracellular environment (Figures 3.6a, 3.6b and S6).

3.2.1 Hydroxyl radical and superoxide generation

RSV incubated in water did not generate ROS (Figures S6a and S6b in green), whereas
the presence of 44 mM NaHCO3 resulted in a 1.75-fold increase of ROS (Figure S6b
in magenta) compared to DMSO. A kinetic analysis revealed that generation of ROS
increased in the first hours of incubation before it reached a stable plateau after 4 hours
(Figure S6a in magenta).

In a next step, 50 µM RSV was incubated at 37°C in KGM cell culture medium,
which is used for NHEK cells (Figure 3.6a). After 16 hours the levels of ROS increased
significantly by 1.16-fold (Figure 3.6a in green) when RSV was incubated in KGM
compared to DMSO. Notably, comparable effects were also observed for the generation
of O•−2 (Figure S7a).

The ongoing generation of O•−2 in KGM (Figure S7a green) can be explained by
Fenton reaction-favoring conditions prevalent in cell culture medium. In contrast, in
water containing 44 mM NaHCO3 the O•−2 generation declined (Figure S7a magenta),
after reaching a maximum after roughly 2 hours, and amounted a similar level as the
DMSO control.
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Figure 3.6: RSV-driven generation of ROS. Kinetic (upper panel) and summed (lower panel) generation
of ROS during 16 hours of incubation of RSV at 37°C. (a) Experiment was conducted in a cell-free
environment using 50 µM RSV. Values are expressed as mean ± SEM (n = 6) relative to DMSO (dotted
line) and statistical analysis was done using two tailed Student′s t-test: ∗∗∗p ≤ 0.001 versus DMSO. (b)
Intracellular generation of ROS during treatment NHEK cells with RSV. Values are expressed as mean
± SEM (n = 6) relative to DMSO (dotted line) and statistical analysis was done using one-way ANOVA
with Dunnett′s post test for multiple comparisons: ∗ ∗ p < 0.01 versus DMSO. See also Figure S6 for
kinetic/summed ROS generation in water and Figure S7a for O•−2 generation in KGM (both: cell-free
environment).

The use of RSV in a skin context is a cutting-edge topic [329] as epidermal ker-
atinocytes are a prime target for RSV-based lotions and emollients. In this work, neonatal
normal human epidermal keratinocyte (NHEK) cells were chosen as primary cellular
model for the study of the mechanism of action of RSV. The treatment of NHEKs with
50 µM RSV for 16 hours at 37°C resulted in a significant 1.26-fold increase of ROS
compared to DMSO (Figure 3.6b). Interestingly, for lower RSV concentrations (< 50
µM) increased intracellular ROS levels could not be detected. However, higher RSV
concentrations (150 µM, 1.17-fold) increased ROS levels (Figure 3.6b lower panel).

73



3. RESULTS 3.2 Generation of reactive oxygen species

ROS can interact with various biomolecules including DNA, proteins and lipids.
When targeting amino acid residues, ROS attacks can generate modified enzymes and
proteins with less or completely diminished activity, denaturation and malfunction [192].
Moreover, ROS efficiently target the double bonds of polyunsaturated fatty acids thus
leading to lipid peroxidation. The protection of cell membranes against lipid peroxidation
is facilitated e.g. by GSH (Figure 1.11c), vitamin C (Figure 1.11a) and vitamin E
(Figure 1.11b) [165, 177].

We hypothesized that an increased generation of diverse ROS driven by oxidation
of RSV could cause lipid peroxidation in NHEK cells. Consequently, we analyzed
NHEK cells treated with 50 µM RSV for 16 hours for intracellular lipid peroxidation
(Figure S7b). Indeed, RSV significantly increased the lipid peroxidation in treated NHEK
cells, thus endorsing our hypothesis.

3.2.2 Antioxidant capacity

From early on, polyphenols including RSV have been thought to possess antioxidant
properties accounting to their ability to scavenge ROS [22, 38–40, 330]. The here
applied assay measures the ability of antioxidants to inhibit the metmyoglobin-catalyzed
oxidation of ABTS to ABTS•+. The amount of antioxidant is negatively correlated to the
absorbance at 405 nm in a concentration-dependent manner [320–322]. Subsequently,
the capacity of the antioxidant to prevent oxidation of ABTS (Figure 3.7a and Table S2a)
is compared with that of Trolox (Figures 2.1 and 3.7b and Table S2b).
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Figure 3.7: Antioxidant capacity of RSV and Trolox. (a) Trolox and RSV inhibit the oxidation of ABTS.
(b) Antioxidant capacity of RSV was expressed as Trolox equivalents. Values are expressed as mean
± SEM (n = 3). Data were fitted (dashed line) using linear regression model. See also Table S2 and
Figure 2.1.

The anti-oxidative capacity of RSV was roughly 6-fold smaller than that of Trolox,
as an absorbance reduction to 0.1 OD was reached in presence of approximately 40
µM Trolox, whereas about 240 µM RSV were needed for the same effect (Figure 3.7a
and Table S2a). Notably, the presence of 44 mM NaHCO3 tremendously decreased the
antioxidant capacity of RSV, whereas it did not affect Trolox (Figure 3.7a and Table S2a)
[331].

The impact of 44 mM NaHCO3 on RSV became obvious, when the antioxidant
capacity of RSV was expressed as Trolox equivalents (Figure 3.7b and Table S2b).
While about 280 µM RSV had an anti-oxidative capacity equal to 50 µM Trolox, 450
µM RSV were needed in the presence of 44 mM NaHCO3 (dotted line in Figure 3.7b
and Table S2b).

3.2.3 Antioxidants as scavengers

The ability of the potent antioxidants GSH and NAC to quench the RSV-driven generation
of ROS was determined in cell-free environment as well as intracellularly using NHEKs.
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Figure 3.8: Effects of GSH and NAC on RSV-driven generation of ROS. (a) Summed ROS generation
after 16 hours of incubation in KGM. Either 50 µM RSV (green) or a combination of 50 µM RSV and
GSH (magenta) or NAC (blue) were incubated at 37°C. Values are expressed as mean ± SEM (n = 4). (b)
Summed intracellular ROS generation in NHEK cells after 16 hours treatment with RSV or a combination
of RSV (green) and GSH (magenta). Values are expressed as mean ± SEM (n = 2-5). One-way ANOVA
with Dunnett′s post test for multiple comparisons: ∗∗ p < 0.01, ∗∗∗p ≤ 0.001 versus DMSO.

GSH and NAC significantly reduced the generation of ROS caused by the incubation
of 50 µM RSV in KGM for 16 hours at 37°C (Figure 3.8a). Interestingly, the generation
of ROS was reduced largely independent of the concentration of antioxidant. In a
cellular context, GSH but not NAC (10−25 mM) efficiently quenched intracellular ROS
generation (Figure 3.8b, data for NAC data not shown).

3.3 Cytotoxic effects

Under physiological conditions keratinocytes (including NHEKs) form a tight cell-layer
(Figure 3.9) suitable as epidermal graft [329]. Notably, treatment with higher RSV
concentrations for 16 hours changed the macroscopical appearance of NHEK cells
tremendously to a more cobble-stone-like shape (Figure 3.9, 150 µM RSV). At 300 µM
RSV holes appeared in the NHEK layer, the overall cell shape appeared to be more fringy
and membrane blebbing was increased [67, 328].
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Figure 3.9: NHEK cells after 16 hours of treatment with RSV. Cells were stained with hematoxylin and
eosin. Scale bar indicating 50 µm.

Keeping in mind the pro-oxidative and potentially cytotoxic effects of RSV [67, 328],
the cytotoxicity of RSV was measured in diverse cellular models including skin and liver
cells as well as macrophages (Figures 3.10 and S8). The majority of viability assays are
luminescent-based and utilize luciferase as a reporter. However, luciferase is known to
be inhibited by RSV [318]. Thus, a fluorescent-based viability assay was used measuring
live-cell protease activity.

In NHEK cells treated with RSV for 16 hours at 37°C the amount of viable cells
decreased with increasing RSV concentrations (Figure 3.10a green). However, at low
doses an increase of viability was observed. In a control experiment, RSV treatment
was conducted in presence of 25 mM GSH to quench ROS derived from RSV oxida-
tion. Strikingly, there were almost no measurable effects on the viability of NHEKs
(Figure 3.10a magenta). GSH tremendously truncated the cytotoxic effects of RSV on
NHEK cells. When the IC50 and IC70 as well as the efficiency of RSV in NHEK cells
was analyzed, the presence of 25 mM GSH resulted in a roughly 20-fold decreased
IC70 value and a 75% reduced efficiency compared to RSV only treatment (Table S3).
Importantly, the beneficial effects of lower RSV doses were also truncated in presence of
GSH (Figure 3.10a magenta).
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Figure 3.10: Effects on viability of skin cells. NHEK (n = 3) (a) and NHDF cells (n = 6) (b) were treated
for 16 hours with either RSV (green) or a combination of RSV and 25 mM GSH (magenta). Data were
fitted (dashed line) according to equation Equation (2.3). Values are expressed as mean ± SEM. See also
Figure S8 and Table S3.

In addition to epidermal keratinocytes, the cytotoxicity of RSV was assessed in
NHDF cells, which were in summary less susceptible to RSV (Figure 3.10b). While
lower doses of RSV (< 150 µM) exhibited beneficial effects on NHDF cells, higher
concentrations resulted in a reduction of cellular viability (Figure 3.10b green). Similar to
the effects observed in NHEK cells, the addition of 25 mM GSH resulted in a decreased
IC70 value (roughly 1.6-fold) and a 63% reduced efficiency compared to RSV only
treatment (Table S3). Quenching of ROS truncated not only the adverse but also the
beneficial effects of RSV on cell viability (Figure 3.10b magenta).

Notably, the effects of RSV and quenching abilities of GSH were similar in HepG2
cells (Figure S8a) and THP-1 cells (Figure S8b), although the quenching effects of 25
mM GSH were smaller (Table S3) in these cell lines compared to skin cells (Figure 3.10).

3.4 Changes in whole-genome gene expression

To further analyze global expression changes induced by RSV, NHEK, and NHDF cells
were subjected to genome-wide gene expression analysis. Experimental array data were
validated with data obtained by qPCR. Accordingly, several target genes were chosen
from qPCR-derived expression values and correlated to the array data (Figure S9).
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Figure 3.11: Venn diagram of differentially expressed genes after treatment of NHEK cells with 50 µM
RSV (green) and NHDF cells with 100 µM RSV (magenta). Numbers in circles indicate up- and down-
regulated genes, numbers in parentheses represent a total of regulated genes.

Whole-genome gene expression analysis of NHEK cells treated with 50 µM RSV and
NHDF cells treated with 100 µM RSV revealed striking expression patterns (Figure 3.11).
In treated NHEKs, 2,246 genes were significantly regulated (Figure 3.11 green), whereas
in NHDFs RSV treatment resulted in 1,075 significantly regulated genes (Figure 3.11
magenta).

Gene set enrichment analysis (GSEA) was performed on the NHEK expression data
to gain insights on major regulated gene pathways. The gene sets comprised curated
KEGG pathways. Gene sets that were highly significantly changed (false discovery
rate (FDR) ≤ 0.05) by RSV are shown in Figure 3.12 (See also Table S4). Gene sets
were manually clustered; the most enriched pathways for RSV included oxidative stress,
energy metabolism, inflammatory and PPAR signaling (all up-regulated) as well as
down-regulated proliferation pathways (Figure 3.12 and Table S4).
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Figure 3.12: Enriched KEGG pathways after RSV treatment. NHEKs treated with 50 µM RSV for 16
hours were subjected to GSEA and the most highly enriched KEGG pathways (FDR≤ 0.05) were selected.
Values are NES (DMSO: n = 4; RSV: n = 3). Statistical analysis was done as described in Section 2.7:
∗p < 0.05, ∗∗ p < 0.01, ∗∗∗p ≤ 0.001 versus DMSO. See also Table S4. False discovery rate (FDR),
normalized enrichment score (NES).

The Connectivity Map tool [317] was applied to the NHEK data to connect small
molecules sharing a mechanism of action by comparison with stored data that were
obtained from other research groups. Notably, a rather broad mechanism was revealed
as in total 37 gene expression profiles of cells treated with diverse small molecules
correlated highly significantly with a p value below 0.001 (data not shown).

Using the Connectivity Map implemented Anatomical Therapeutic Chemical (ATC)
classification reduced the number of connections to 16 (p ≤ 0.001, Table S5). ATC
classifications included amongst many others anti-nematodal, anti-psychotic, immuno-
suppressant, anti-depressant, anti-cestodal, and anti-fungal agents. These results again
emphasized a rather broad mode of action of RSV at least in NHEK cells.
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3.5 Identification of marker genes

The whole-genome gene expression analysis highlighted several significantly regulated
pathways. To elucidate the mechanism of action of RSV targeted experiments were
conducted to explore the relationship of RSV to inflammatory signaling, proliferation,
oxidative stress and energy metabolism in NHEKs.

3.5.1 Inflammation

As affirmed by whole-genome gene expression analysis (Figure 3.12), several pathways
associated with inflammatory signaling were significantly up-regulated. The transcription
factor NFκB is a key mediator of the inflammatory response and involved in diverse
cellular pathways including apoptosis and development. Upon phosphorylation of its
inhibitor nuclear factor of kappa light polypeptide gene enhancer in B-cells inhibitor
(IκB), NFκB translocates into the nucleus to induce transcription of target genes [332,
333]. Recently, NFκB signaling has been linked to Nrf2 as both transcription factors
appear to be redox-regulated [334–337]. However, the interaction of these two important
factors requires further study.
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Figure 3.13: Effects of RSV on the expression of NFκB in NHEKs. Cells were treated with 50 µM RSV for
16 hours at 37°C. Expression of NFκB was detected by Western blot (left) and analyzed densitometrically
(right) relative to β-Actin. Values are expressed as mean ± SEM (n = 4). Statistical analyses were done
using two tailed Student′s t-test: ∗p < 0.05, ∗∗∗p ≤ 0.001 versus DMSO.

The expression of NFκB in the nuclear fraction of NHEK cells treated with 50 µM
RSV for 16 hours was investigated using Western blot (Figure 3.13). The amount of
NFκB was highly significantly increased in the nuclear fraction of treated NHEK cells.
Simultaneously, the amount of NFκB was highly significantly decreased in the cytosolic
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fraction (Figure 3.13). These findings indicate a RSV-induced translocation of NFκB
into the nucleus.

To further elucidate the mechanism of action of RSV in a concentration- and time-
dependent manner, genes associated with inflammatory signaling were selected and
analyzed by qPCR. CXCL8 gene encodes the chemokine interleukin 8 (IL-8), which can
be produced by numerous cell types including macrophages and keratinocytes [338]. As
a so-called neutrophil chemotactic factor, IL-8 is able to induce chemotaxis as well as
phagocytosis. Nuclear factor of kappa light polypeptide gene enhancer in B-cells inhibitor
alpha (NFκBIA) encodes nuclear factor of kappa light polypeptide gene enhancer in
B-cells inhibitor alpha (IκB α), which inhibits the translocation of NFκB by blocking its
translocation signal and ability to bind to DNA [332, 333].

JUN gene encodes the transcription factor c-Jun, which is known to interact with Nrf2
and CBP [339, 340]. JNK1 is encoded by mitogen-activated protein kinase 8 (MAPK8)
gene and involved in proliferation, differentiation and regulation of transcription factors.
In addition, it is known to interact with c-Jun [341], SIRT1 [95] and Nrf2 [342].
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Figure 3.14: Effects of RSV on expression of inflammatory marker genes in NHEKs. Cells were treated
at 37°C. Expression of marker genes was determined in response to different treatment times (a) and
concentrations of RSV (b) relative to β-Actin. Values are expressed as mean ± SEM (n = 4).

As depicted in Figure 3.14a, the induction of inflammatory markers was dependent
on the duration of treatment with 50 µM RSV. Notably, distinct increases were observed
after 12 to 24 hours (Figure 3.14a) of treatment. Remarkably, the concentration of
RSV had only a minor influence on the gene expression after 16 hours of treatment
(Figure 3.14b). Starting from 25 µM, the increases in expression were comparable
between the biomarkers up to 300 µM RSV. In addition, CXCL8 expression was increased
considerably at RSV concentrations above 100 µM [343].

Notably, the induction of inflammatory marker genes by RSV was not only restricted
to NHEKs cells, as similar effects were observed in diverse cellular model systems
(Figure S10). These findings suggest at least a mild induction of inflammation in RSV
treated NHEKs as well as in other cell lines.
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3.5.2 Proliferation and Autophagy

As revealed by whole-genome gene expression analysis several pathways associated
with proliferation, including cell cycle, DNA replication, and spliceosome, were highly
significantly down-regulated (Figure 3.12). Thus, cell cycle phase distribution and the
expression of several proliferation marker genes were analyzed in RSV-treated NHEKs.

Cell cycle phase distribution

The cell cycle is defined by several highly controlled phases. The G1 phase is the entrance
phase of the cell cycle where cells prepare for DNA duplication in S phase. Afterwards,
cells enter G2 phase where preparations are made for the subsequent M phase. Finally,
cells can re-enter cell cycle through G1 phase or go into the quiescent phase (G0).
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Figure 3.15: Effects of RSV on the cell cycle phase distribution. NHEK cells were treated for 16 hours
with 50 µM RSV or DMSO. A Watson pragmatic fitting model was applied using FlowJo software. Values
are shown as mean ± SEM (n = 4). Statistical analysis was done using two tailed Student′s t-test: ∗p <
0.05, ∗∗ p < 0.01 versus DMSO.

To analyze the cell cycle phase distribution, NHEK cells were treated with 50
µM RSV for 16 hours at 37°C, stained by propidium iodide (PI) and subjected to
flow cytometric analysis (Figure 3.15). The percentage of cells in S phase was not
altered, in contrast to G0/G1 and G2/M phase, which were both influenced by RSV. The
number of cells in G0/G1 phase was significantly increased (+ 10%) by RSV, whereas
the percentage of cells in the G2 phase was significantly decreased (− 4%) after RSV
treatment (Figure 3.15). These findings corroborate the results revealed by whole-genome
gene expression analysis (Figure 3.12).
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In a next step several cell cycle progression proteins were analyzed, to determine
whether a RSV-induced cell cycle arrest might be involved in the cell cycle phase
distribution (Figure 3.15). Thus, several cyclins, cyclin-dependent kinases (CDKs) and
cell cycle regulators were detected by Western blot.

During G1 phase cyclin D1 forms a complex with CDK4 to enable cell cycle pro-
gression [344]. Moreover, CDK2 is known to form complexes with cyclin E2 in G1

phase [345] and cyclins A2 in S phase [346]. Several other cyclin-CDK complexes are
required to complete the cell cycle including cyclin A/CDK1 in G2 and cyclin B/CDK1
in S phase. p21 binds to cyclin-CDK complexes and regulates cell cycle progression by
inhibiting complexes of CDK1 and CDK2 at G1 and S phase. Correspondingly, p21 is as-
sociated with cell cycle arrest, apoptosis and protection against oxidative stress [347,348].
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Figure 3.16: Effects of RSV on protein expression of cell cycle markers in NHEKs. Cells were treated
for 16 hours at 37°C with 50 µM RSV. Expression of marker proteins was detected by Western blot (left)
and analyzed densitometrically (right) relative to β-Actin. Values are expressed as mean ± SEM (n = 3).
Statistical analysis was done using two tailed Student′s t-test: ∗p < 0.05, ∗ ∗ p < 0.01, ∗ ∗ ∗p ≤ 0.001
versus DMSO.

After 16 hours of treatment with 50 µM RSV, the protein levels of almost all cell
cycle markers were highly significantly decreased in treated NHEK cells (Figure 3.16).
The only exception was cyclin E2, which was up-regulated 3-fold (Figure 3.16). The
accumulation of cyclin E2 and the simultaneous decrease of CDK4 and CDK2 suggested
a cell cycle arrest in G1 phase, thus supporting the results presented in Figure 3.15.
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Apoptosis

The link between cell cycle arrest and apoptosis has been well established [349, 350].
Apoptosis describes a form of programmed cell death and involves active proteases, which
degrade cellular structures within the intact plasma membrane. Initiation of apoptosis can
be either intrinsic (via mitochondrial signaling) or extrinsic (via death receptor signaling).
To investigate the role of RSV in the putative induction of apoptosis, several marker
genes associated with (mitochondrial regulated) programmed cell death were analyzed
by qPCR (Figure 3.17a). Furthermore, the externalization of phosphatidylserine was
investigated by flow cytometric analysis (Figure 3.17b) and several protein markers for
apoptosis were monitored (Figure 3.18).
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Figure 3.17: Effect of RSV on apoptosis. (a) Expression of apoptosis marker genes in NHEKs after
treatment with 50 µM RSV for 16 hours. Values are expressed as mean ± SEM (n = 4). Statistical analysis
was done using two tailed Student′s t-test: ∗p < 0.05, ∗ ∗ p < 0.01, ∗ ∗ ∗p ≤ 0.001 versus DMSO. (b)
Effect of RSV on the externalization of propidium iodide (PI) in NHEKs treated with RSV for 16 hours
analyzed by flow cytometric FACS. Values are expressed as mean ± SEM (n = 2).

The proteins of the B-cell lymphoma 2 (BCL2) family tightly regulate intrinsic
apoptotic signaling. Members of this family are the anti-apoptotic BCL2, as well as
pro-apoptotic BCL2-associated X protein (BAX), BCL2-antagonist/killer1 (BAK1) and
BCL2-associated death promoter (BAD). For a detailed review of specific functionalities
please see [351, 352]. In NHEK cells treated with 50 µM RSV for 16 hours at 37°C,
the expression of most apoptosis marker genes was not significantly changed. A mild
induction of apoptosis is nevertheless suggested by the increased expression of pro-
apoptotic BAD as well as decreased expression of anti-apoptotic BCL2 (Figure 3.17a).
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Direct IAP binding protein with low pI (DIABLO) is required for the cytochrome-
c-dependent activation of caspase cascades by binding several apoptosis inhibitors in-
cluding baculoviral inhibitor of apoptosis repeat-containing 5 (BIRC5) [353]. The gene
expression of both apoptosis markers was highly significantly regulated, hence further
endorsing the hypothesis of a mild induction of apoptosis by RSV treatment in NHEK
cells (Figure 3.17a).

Using flow cytometry the externalization propidium iodide (PI) was analyzed to
further elucidate the role of apoptosis in RSV treated NHEKs. After 16 hours of treatment
with RSV the proportion of necrotic cells was reduced, while the number of apoptotic
cells remained unchanged (Figure 3.17b). These findings suggest a protective effect of
RSV against necrosis, simultaneously there is no evidence of increased apoptosis.

Additionally, apoptosis was studied by Western blotting of relevant caspases (Fig-
ure 3.18). Caspases are cysteine-aspartic proteases and important regulators of apoptosis.
Caspase signaling although hierarchical is highly inter-dependent as each caspase has
an inactive pro-form and a cleaved effector form [354]. Cleavage and thus activation
of caspase 9 is caused by intrinsic signaling via c-Jun N-terminal kinase (JNK) and
cytochrome c. Once activated, the effector caspase 9 cleaves pro-caspase 7, which in
turn cleaves PARP [354].
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Figure 3.18: Effect of RSV on apoptotic protein markers. Protein expression in NHEK cells treated for
16 hours at 37°C with 50 µM RSV. Expression of marker proteins was detected by Western blot (left)
and analyzed densitometrically (right) relative to β-Actin. Values are expressed as mean ± SEM (n = 4).
Statistical analysis was done using two tailed Student′s t-test: ∗∗ p < 0.01, ∗∗∗p ≤ 0.001 versus DMSO.
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In NHEKs treated with 50 µM RSV for 16 hours, the amount of the effector form
of caspase 9 was significantly decreased compared to the pro-form (Figure 3.18). The
significant increase of cleaved caspase 7 suggested apoptotic signaling downstream of
caspase 9 [355] and cleavage of PARP indicating efficient activation of the apoptotic
cascade in NHEKs (Figure 3.18).

Senescence and Autophagy

Besides apoptosis, senescence and autophagy are two additional possibilities to cope
with damaged cells [277]. In general, senescence features an arrest in G1 cell cycle phase
of deliberately proliferating cells in account to stress [6,276]. As such, senescence can be
a part of cell cycle arrest. Although senescence is widely regarded as a contributor to life
span expansion, with age the cells accumulate in tissues diminishing their proliferative
capacity [277]. In contrast, autophagy describes the regulated disassembly of unnecessary
or dysfunctional elements and their subsequent recycling [277, 282].

The expression of selected senescence marker genes was analyzed in NHEK cells
treated with 50 µM RSV for 16 hours (Figure S11a). While the cell cycle regulators
cyclin-dependent kinase inhibitor 2A (CDKN2A) and insulin-like growth factor-binding
protein 3 (IGFBP3) were significantly down-regulated, the remaining senescence markers
including e.g. galactosidase β 1 (GLB1) were significantly up-regulated (Figure S11a).
The observed effects indicate a slightly increased senescence, which in turn might be
attributed to the cell cycle arrest in G1 phase.

To investigate the putative induction of autophagy by RSV, treated NHEKs were
stained against microtubule-associated protein 1 light chain 3 (MAP1LC3), a frequently
used marker of autophagosomes [356, 357] (Figure 3.19). After RSV treatment, flu-
orescent MAP1LC3 signals were visible throughout the cell (Figure 3.19d) and not
anymore restricted to the proximity of the nucleus (Figure 3.19c). In addition, gene
expression analysis of autophagy markers showed a highly significant up-regulation
of death associated protein kinase 1 (DAPK1) and MAP1LC3 (Figure S11b). These
findings suggest that RSV slightly induced autophagy in NHEK cells [358].
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Figure 3.19: Effects of RSV on autophagosomal marker protein MAP1LC3. NHEKs were treated with 50
µM RSV and DMSO were subjected to fluorescence staining marking DAPI (blue, a and b), MAP1LC3
(green, c and ) and Actin (magenta, e and f). Scale bar equals 25 µm. Pictures were processed using
ImageJ [326, 327].

To further elucidate the mechanism of action of RSV, genes associated with prolifer-
ation and autophagy were selected and analyzed by qPCR. Keratin 14 (KRT14) encodes
a member of the very diverse keratin family and is important for the cytoskeleton of
epithelial cells and a well-known differentiation marker of keratinocytes. However, the
influence of RSV on KRT14 gene expression was very minor. Whereas prolonged (12 to
24 hours) treatment with 50 µM RSV increased the expression of KRT14 (Figure 3.20a),
a concentration-dependent regulation was not observed after 16 hours of treatment with
RSV (Figure 3.20b).
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Figure 3.20: Effects of RSV on expression of proliferation marker genes. NHEK cells were treated
at 37°C. Expression of marker genes was determined in response to different treatment times (a) and
concentrations of RSV (b) relative to β-Actin. Values are expressed as mean ± SEM (n = 4).

Death associated protein kinase 1 (DAPK1) and microtubule-associated protein 1
light chain 3B (MAP1LC3B) are both associated with autophagy [359] and often used as
autophagosomal markers [356, 357]. After treatment with 50 µM RSV, the expression of
DAPK1 and MAP1LC3B was increased after 4 to 24 hours of treatment (Figure 3.20a)
and after 16 hours at 5 to 100 µM RSV (Figure 3.20b). Notably, the induction of
autophagy marker genes by RSV was not only restricted to NHEKs. It was observed
in diverse cellular model systems (Figure S12). These findings suggest at least a mild
induction of autophagy in RSV treated NHEKs [360] as well as in other cell lines.

3.5.3 Oxidative stress

Under physiologically relevant conditions the oxidation of RSV resulted in the gener-
ation of various ROS. In addition, whole-genome gene expression analysis displayed
significantly increased pathways related to oxidative stress (Figure 3.12). To further
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elucidate the mechanism of action of RSV, genes associated with oxidative stress were
selected and analyzed by qPCR (Figure 3.21).

Catalase (CAT) is localized in mammalian peroxisomes and catalyzes the detoxifica-
tion of H2O2 [181, 182], phenols and alcohols [151] (Figure 1.12). Nrf2 is the central
regulator of oxidative stress response, as the transcription factor binds to the promotor
of target genes including NAD(P)H dehydrogenase (quinone 1) (NQO1), glutamate-
cysteine ligase (catalytic subunit) (GCLC) and glutathione reductase (GSR) to induce
transcription (see Section 1.5). Kelch-like ECH-associated protein 1 (KEAP1) directly
interacts with Nrf2 and regulates the activity of the transcription factors very tightly (see
Section 1.5).
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Figure 3.21: Effects of RSV on expression of oxidative stress marker genes. NHEK cells were treated at
37°C and the expression of marker genes was determined in response to different treatment times (a) and
concentrations of RSV (b) relative to β-Actin. Values are expressed as mean ± SEM (n = 4).

91



3. RESULTS 3.5 Identification of marker genes

As shown in Figure 3.21a, the induction of oxidative stress markers was dependent
on the duration of treatment with 50 µM RSV. Notably, an increase of gene expression
was observed after 12 to 24 hours (Figure 3.21a) of treatment. After 48 hours, expression
was strikingly decreased for the majority of marker genes.

Remarkably, the concentration of RSV had only a minor influence on the gene
expression (Figure 3.21b). From 5 µM to 100 µM the increases in expression were
comparable between the different biomarkers. At higher treatment concentrations, marker
genes were either highly down-regulated (150 µM) or not regulated (300 µM).

The expression of marker genes associated with oxidative stress was investigated in
additional cellular models, which displayed an expression pattern comparable to that of
NHEK cells (Figure S13 and Table S6), suggesting a conserved mode of action.
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Figure 3.22: Effects of RSV on the translocation of Nrf2. NHEKs were treated with 50 µM RSV and
DMSO were subjected to fluorescence staining marking DAPI (blue, a and b), Nrf2 (green, c and d) and
Keap1 (magenta, e and f). Scale bar equals 25 µm. Pictures were processed using ImageJ [326, 327].

The increased expression of Nrf2 and corresponding target genes such as NQO1,
GCLC and GSR suggests a prominent role of Nrf2 in RSV-induced signaling. To test
this hypothesis, NHEK cells were treated for 16 hours with 50 µM RSV to analyze the
subcellular localization of fluorescent labeled Nrf2 and KEAP1 (Figure 3.22). Whereas
Nrf2 resided in the cytoplasm in DMSO treated cells (Figure 3.22c), it translocated into
the nucleus after RSV treatment (Figure 3.22d). Remarkably, Keap1 fluorescence was
almost invisible after RSV treatment of NHEKs (Figure 3.22e vs. f).

92



3. RESULTS 3.5 Identification of marker genes

P-Nrf2 (Ser40)

Nrf2

-Actin

Nuclear
DMSO RSV DMSO RSV

Cytosolic

P-Nrf2 Nrf2 P-Nrf2/Nrf20.5

1

2

Fo
ld

 C
ha

ng
e 

vs
. D

M
SO

* **

Cytosolic
Nuclear 

** *

Figure 3.23: Effect of RSV on the translocation and phosphorylation of Nrf2. NHEK cells were treated
for 16 hours at 37°C with 50 µM RSV. Nrf2 translocation and phosphorylated at serine 40 was detected by
Western blot (left) and analyzed densitometrically (right) relative to β-Actin. Values are expressed as mean
± SEM (n = 4). Statistical analysis was done using two tailed Student′s t-test: ∗p < 0.05, ∗∗ p < 0.01
versus DMSO.

To induce the transcription of target genes, Nrf2 has i) to translocate into the nucleus
and ii) to be phosphorylated (see Section 1.5). Both molecular events were monitored in
NHEKs treated for 16 hours with 50 µM RSV (Figure 3.23). Upon treatment with RSV,
the cytosolic level of Nrf2 and its phosphorylated form were significantly decreased,
whilst the amount of phosphorylated Nrf2 significantly increased in the nuclear fraction
(Figure 3.23). In addition, RSV increased the amount of phosphorylated Nrf2 (relative to
non-phosphorylated Nrf2) in the nuclear fraction. These findings suggest a RSV-driven
translocation and phosphorylation of Nrf2 causing subsequent activation of target genes.

To further investigate the role of Nrf2 in mediating RSV-induced effects, a knockdown
of Nrf2 gene was performed prior to RSV treatment. Notably, a knockdown of 80% was
achieved for Nrf2 (Figure 3.24a in black). In addition, a SIRT1 knockdown was carried
out, resulting in a knockdown efficacy of 70% for SIRT1 and simultaneously 20% for
Nrf2 (Figure 3.24a). These finding suggest a link between Nrf2 and SIRT1 in mediating
RSV-induced effects.
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Figure 3.24: Effects of RSV in NHEK cells after knockdown of Nrf2 and SIRT1. Expression of marker
genes was determined relative to β-Actin. (a) Efficiency of SIRT1 and Nrf2 knockdown. Values are
expressed as mean ± SEM (n = 4). Statistical analysis was done using two tailed Student′s t-test: ∗∗ p
< 0.01, ∗∗∗p ≤ 0.001 versus negative siRNA DMSO. (b) Expression of Nrf2 marker genes after Nrf2
knockdown. Values are expressed as mean ± SEM (n = 4). Statistical analysis was done using two tailed
Student′s t-test: ∗p < 0.05, ∗∗ p < 0.01 versus negative siRNA DMSO. See also Figure S14.

Knockdown of Nrf2 truncated RSV-induced changes on gene expression, as all Nrf2
target genes were significantly down-regulated. Notably, the effects of Nrf2 knockdown
were less distinct (Figure S14). These findings endorse the hypothesis that Nrf2 is a key
mediator of the effects observed after RSV treatment in NHEK cells.

Nrf2 is known as the key regulator of oxidative stress response. Induction of Nrf2
signaling could be caused by the RSV-driven generation of ROS. To test this hypothesis,
NHEK cells were treated for 16 hours with 50 µM RSV and the expression of selected
marker genes was investigated in response to 25 mM GSH, which was directly added to
RSV (Figure 3.25).
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Figure 3.25: GSH quenches effects of RSV on gene expression. NHEKs were treated for 16 hours with
50 µM RSV (green bars) or a combination of RSV/DMSO and 25 mM GSH (patterned bars). Values are
expressed as mean ± SEM (n = 4). Statistical analysis was done using one-way ANOVA with Dunnett′s
post test for multiple comparisons: ∗∗ p < 0.01, ∗∗∗p ≤ 0.001 versus RSV.

The RSV-driven increases in gene expression were significantly quenched in presence
of 25 mM GSH, with DAPK1 being the only exception (Figure 3.25). Remarkably, the
quenching effect of GSH was also observed for Nrf2 target genes NQO1, GCLC and
GSR. These findings endorse the hypothesis that RSV-driven generation of ROS is the
major cause for the observed Nrf2 signaling.

3.5.4 Energy metabolism

As revealed by whole-genome gene expression analysis (Figure 3.12) several pathways
associated with energy metabolism signaling were significantly up-regulated due to RSV
treatment. To further investigate the influence of RSV on the energy metabolism, the
expression of several marker genes was monitored. Glucose-6-phosphate dehydrogenase
(G6PD) and phosphoribosyl pyrophosphate amidotransferase (PPAT), which seemed
regulated by RSV, are both part of the pentose phosphate pathway (PPP). Recently
Mitsuishi et al. showed that Nrf2 can promote a metabolic switch by re-routing glucose
and glutamine into PPP [261] and that G6PD and PPAT are target genes of Nrf2.

Adenosine triphosphate (ATP) citrate lyase (ACLY) links carbohydrates metabolism
to fatty acid biosynthesis, which was also significantly influenced by RSV (Figure 3.12).
Moreover, FOXO3 belongs to the family of forkhead box proteins (FOXOs) transcription
factors, which are phosphorylated by protein kinase B (PKB) during phosphatidylinositol-
4,5-bisphosphate 3-kinase (PI3K) signaling resulting in nuclear exclusion and subsequent
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inhibition. In addition, FOXO3 is regulated by post-translational modification and a
known target of SIRT1 (see Section 1.3.2).
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Figure 3.26: Effects of RSV on expression of energy metabolism marker genes. NHEK cells were treated
at 37°C. Expression of marker genes was determined in response to different treatment times (a) and
concentrations of RSV (b) relative to β-Actin. Values are expressed as mean ± SEM (n = 4).

As shown in Figure 3.26a the induction of energy metabolism markers was dependent
on the duration of treatment with 50 µM RSV. Notably, distinct increases were observed
after 4 to 24 hours (Figure 3.21a) of treatment. After 48 hours of treatment, the fold
change was decreasing for the majority of marker genes. Remarkably, the concentration
of RSV had only a minor influence on the gene expression (Figure 3.26b). Starting
from 5 µM the increases in gene expression were comparable between the biomarkers
until 100 µM RSV. At higher treatment concentrations, marker genes were either highly
down-regulated (150 µM) or not regulated (300 µM).

The expression of marker genes associated with oxidative stress was investigated in
additional cellular models, which mostly displayed an expression pattern comparable to
that of NHEK cells (Figure S15 and Table S6), suggesting a conserved mode of action.
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To further investigate the regulation of SIRT1 by RSV, we analyzed the phosphoryla-
tion and subcellular localization of SIRT1 after 16 hours of treatment with 50 µM RSV
in NHEK cells (Figure S17). RSV significantly increased the amount of phosphorylated
SIRT1 in the nuclear fraction and, compared to SIRT1, in both cytosolic and nuclear
fraction. These results suggest that RSV induced phosphorylation and translocation of
SIRT1 into the nucleus to promote subsequent signaling [95].

To quantify the redox state and finally the redox environment, a reliable quantitative
analysis of intracellular metabolites is mandatory. The glutathione couple (GSH/GSSG)
provides by far the largest pool of reducing equivalents and can be used as an indicator
for the cellular redox environment [304].
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Figure 3.27: Quantification of intracellular metabolites in RSV treated skin cells; NHEKs depicted in
green and NHDFs depicted in magenta. Values are expressed as mean ± SEM (NHEK: n = 4; NADPH,
NADP+ n = 3; NHDF: n = 4; NADH, NAD+ n = 3). Statistical analyses were done using two tailed
Student′s t-test: ∗p < 0.05, ∗∗ p < 0.01, ∗∗∗p ≤ 0.001 versus DMSO. See also Figure S19.

The intracellular concentration of several other metabolites (see Section 2.11) was
determined in NHEK cells treated for 16 hours with 50 µM RSV (Figure 3.27). While
the amount of ATP remained unchanged, glucose was significantly increased and ADP
significantly decreased. Remarkably, only concentrations of glucose, GSH and pyruvate
were significantly increased. Notably, the strong increase of the GSH level is mirrored
by the highly significant regulation of GSH metabolism-associated marker genes (Fig-
ure S16). Moreover, RSV increased the phosphorylation of pyruvate dehydrogenase
E1-alpha (PDE1α), which inhibited the enzyme and prevented further metabolization of
pyruvate (Figure S18).

Concentrations of most of the remaining metabolites were highly significantly de-
creased including NADPH, NADP+, and NADH. In contrast, the levels of GSSG and

97



3. RESULTS 3.5 Identification of marker genes

lactate were not influenced by RSV treatment (Figure 3.27). These findings are in line
with the results of the whole-genome gene expression analysis, indicating increased
glutathione metabolism, pyruvate metabolism, and pentose as well as glucuronate in-
terconversions in NHEKs (Figure 3.12). Notably, NADPH, NADP+, NADH, NAD+,
and lactate were regulated similarly in NHEK and NHDF cells (Figure 3.27 green vs.
magenta). In a next step, metabolite ratios of corresponding redox couples were calcu-
lated, which are in turn required for the calculation of the redox state and environment
(Figure S19 and Section 3.6).
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Figure 3.28: Effects of RSV on oxygen consumption. NHEKs were treated for 16 hours with 50 µM
RSV. Mitochondrial oxygen consumption was determined by fluorescence quenching. The fluorescence
lifetime was kinetically monitored (a) and the rate of fluorescence lifetime change calculated (b). Values
are expressed as mean ± SEM (n = 8). For statistical analysis a two tailed Student′s t-test: ∗∗∗p ≤ 0.001
versus DMSO was applied.

RSV has been linked to mitochondrial biogenesis via the SIRT1-PGC1-α-axis [361–
363]. Thus, the mitochondrial oxygen consumption was investigated by fluorescence
quenching (Figure 3.28). The increased fluorescence lifetime corresponds to a reduced
concentration of extracellular oxygen (Figure 3.28a). The rate of fluorescence lifetime
change between 1 and 4 hours after the treatment revealed a significant decrease of
relative oxygen consumption (Figure 3.28b). These findings suggest that RSV did not
induce mitochondrial biogenesis in treated NHEK cells.

The Nernst equation (Equation (1.3)) provides the basis for calculating redox state and
environment. Hence, it is crucial to consider experimental parameters such as temperature
(Equation (1.4)) and pH (Equation (1.7)). RSV decreased the lactate concentration though
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not significantly (Figure 3.27). To gain more detailed information on lactate fluctuations
the extracellular acidification rate (ECAR) was measured in NHEK cells treated with 50
µM RSV for 16 hours (Figure 3.29).
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Figure 3.29: Effects of RSV on extracellular acidification (ECAR). NHEKs were treated for 16 hours
with 50 µM RSV. ECAR was determined and the fluorescence lifetime was transformed to pH values (a)
and plotted as hydrogen ion concentration change per minute (b). Values are expressed as mean ± SEM (n
= 8). For statistical analysis a two tailed Student′s t-test: ∗∗∗p ≤ 0.001 versus DMSO was applied.

RSV treatment resulted in a slightly higher pH compared to DMSO within the first 6
hours after of treatment (Figure 3.29a). Calculating the acidification rate (Figure 3.29a)
revealed a significant decrease of pH. As ECAR reflects glycolytic activity [323], these
results confirm the slightly reduced lactate concentration (Figure 3.27). In addition,
the here determined pH values were considered for the calculation of the redox state
according to Equation (1.8).

3.6 Redox environment

The redox state (Equation (1.8)) is defined by the reduction potential (E◦
′
) of one redox

couple and characterized by the concentration of the reduced species. In contrast, the
redox environment (Equation (1.9)) takes into account a set of redox couples, thus
enabling a more global evaluation of the cellular redox state. The glutathione couple
(GSH/GSSG) provides by far the largest pool of reducing equivalents and is a suitable
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indicator for the cellular redox state and environment [304, 309].

GSSG + 2H+ + 2e− → 2GSH E0′ =−240 mV (3.1)

Ehc = −240 mV+[(pH−7.0)∗−61.5 mV]− 61.5 mV
2

∗ log
[GSH]2

[GSSG]
(3.2)

To further investigate putative protective effects of RSV treatment in NHEK cells,
the redox state and the redox environment were calculated according to Equations (1.8),
(1.9), (3.1), (3.2) and (S1) to (S6) with the results shown in Tables 3.1, S7 and S8.

Table 3.1: Calculation of redox state and redox environment in RSV-treated NHEK cells. Data presented
in Figure 3.27 were normalized to protein content. Quantitative data for NADP+ and NADPH was obtained
as relative fluorescence units (RFU), thus could not be used for redox environment calculation. See also
Figure 3.27, Tables 3.1, S7 and S8, and Equations (1.8), (3.1), (3.2), (S2) and (S5).

Redox Couple
Redox state

∆

Redox environment
∆[mV] [mV mmol (g protein)−1]

DMSO RSV DMSO RSV

GSH/GSSG −331.79 −342.55 −10.77 −6.87 −9.48 −2.61

NADPH/NADP+ −273.21 −277.81 −4.60 − − −

GSH/GSSG −331.79 −342.55 −10.77
NADH/NAD+ −286.95 −279.63 7.32

Lactate/Pyruvate −204.89 −204.13 0.76
−10.81 −13.00 −2.19

Considering just GSH, both the redox state and the redox environment were markedly
decreased after RSV treatment in NHEK cells (Tables 3.1 and S7 indicated in bold
font). Although the redox state of NADPH/NADP+ was decreased, the redox state
calculated for NADH/NAD+ and lactate/pyruvate was slightly increased. However, the
combination of all metabolites resulted in a decreased redox environment (Tables 3.1
and S7). Remarkably, the results were different in NHDF cells treated with 100 µM RSV,
as neither the redox state of any redox couple nor the redox environment was decreased
but rather increased (Table S8).

According to these calculations (Table 3.1), the reduction of the redox environment
should result in a protection against future oxidative stress. To test this hypothesis,
NHEK cells were treated for 16 hours with 50 µM RSV or DMSO as vehicle control.
Afterwards, the medium was renewed, the cells were exposed to 0.8% ethanol or different
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concentrations of HNE, while the generation of ROS was monitored for additional 16
hours (Figure 3.30).
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Figure 3.30: Effects of RSV pre-treatment on ethanol-induced intracellular ROS generation. NHEK cells
were pre-treated with 50 µM RSV or DMSO for 16 hours. The following day, the medium was changed
and cells were treated with ethanol (0.78%) or HNE for 16 hours while the generation of intracellular
ROS was monitored. Values are expressed as mean ± SEM (n = 7). Statistical analysis was done using
two tailed Student′s t-test: n.s. not significant, ∗∗ p < 0.01, ∗∗∗p ≤ 0.001 versus corresponding DMSO
control.

The cellular metabolization of ethanol is known to generate ROS [364, 365], corre-
spondingly ethanol (0.8%) induced the generation of ROS in DMSO pre-treated NHEKs.
In contrast, RSV pre-treatment resulted in a highly significant reduction of ROS gen-
eration (Figure 3.30). We hypothesize that an increased amount of endogenous GSH
resulting in an overall reduced redox environment permits RSV-pre-treated NHEKs to
tolerate additional oxidative stress such as the biotransformation of ethanol. However,
NHEK cells did not tolerate higher doses of ethanol (> 1%) without loss of viability.

NHEKs challenged with HNE did show a reduced ROS generation, when pre-treated
with RSV. Notably, the reduction of ROS generation was dependent on the concen-
tration of HNE, as at concentrations above 20 µM the quenching effects of RSV pre-
treatment were truncated (Figure 3.30). These results confirm the hypothesis that RSV
pre-treatment protects NHEK cells by increasing endogenous amounts of reduced metabo-
lites (such as GSH) leading to a shift of the cellular redox environment which enables
cells to tolerate additional oxidative challenges.
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4. DISCUSSION 4.1 Oxidation of resveratrol

The phytoalexin resveratrol (RSV) has received a lot of attention from the research com-
munity due to its reported health-beneficial effects. However, the underlying mechanism
of action remains largely elusive and controversially discussed up to date.

4.1 Oxidation of resveratrol

The majority of studies conducted with RSV presume molecular integrity and a specific
RSV-target molecule interaction. In a kinetic wavelength scan the conditions for the
decay of RSV were analyzed (Figures 3.1 and S2). The absorbance maximum of RSV
was determined at 308 nm [36] and remained stable over almost 16 hours in water
(Figures 3.2a and S2). Overall reductions of absorbance observed at longer incubation
times were affected by evaporation as the assay was conducted at 37°C (without a lid).
Thus, we refrained from using results from incubation times exceeding 16 hours.

In the presence of 44 mM NaHCO3 the absorbance of RSV was truncated in a time-
dependent manner (Figures 3.1 and 3.2a), resulting in an almost flat line (Figure 3.1 in
green). This behavior confirms analyses of Yang et al. (2010) [42].

As we were targeting physiologically relevant conditions, the stability of RSV was
investigated in cell culture media, namely DMEM and KGM (Figure 3.2b). In both
media, the absorbance at 308 nm decreased in a time-dependent manner [42] and could
be fitted applying a linear regression model (Table S1). In addition, the decay of RSV
was equally fast in both media, which was supported by calculated X-intercept values
(Table S1).

The difference in curve shape compared to the incubation in water could be attributed
to various biomolecules [318, 366–369]; hence RSV and its decay product(s) were likely
to interact with components of the media. This might also explain the differences in
absorbance after 16 hours of incubation. As cell culture media provide Fenton reaction
conditions, an accelerated and complete metabolization of RSV was observed, compared
to the incubation in water (Figure 3.2b vs. Figure 3.2a).

In conclusion, we were able to show that RSV remains stable in H2O at least for 16
hours. However, in presence of 44 mM NaHCO3 the RSV-specific absorbance decreased
rapidly in a time-dependent manner, suggesting decomposition of RSV. These findings
might explain the reported low bioavailability of RSV as well as the general discrepancy
between in vitro and in vivo studies [26, 54–59].
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Next, we were looking for known breakdown products of RSV. Remarkably, the
wavelength scan data (Figure 3.1) revealed a time-dependent absorbance increase around
390 nm and 420 nm in presence of 44 mM NaHCO3 (Figure S3). According to Li et
al. (2012) the interaction of RSV and HO• results in the formation of intermediate
short-lived products [40], with an absorbance maximum at 420 nm, and a long-lived
4′-phenoxyl radical of RSV (absorbance maximum: 390 nm, Figure 3.1).

The abundance and kinetic generation of these oxidation products of RSV was in-
vestigated further (Figure S3). For both oxidation products, the absorbance increased
in a time-dependent manner and reached a maximum after 7 hours (Figure S3a) and 5
hours (Figure S3b), respectively. Moreover, the increases of absorbance at the specific
wavelengths suggest the presence of both oxidation products and consequently HO•.
To further investigate this hypothesis, we examined the generation of ROS in diverse
contexts (see Section 3.2).

In summary, the NaHCO3-driven decomposition of RSV results in the generation
of reaction products with characteristic absorbance maxima at 390 and 420 nm. In line
with recent a publication [40], these reaction products comprise presumably a hydroxyl
radical of RSV and a phenoxyl radical of RSV.

4.1.1 pH-dependent oxidation

As the pH influences the stability of RSV [35–37], we investigated the stability of RSV
in water without (Figure 3.3a) and with 44 mM NaHCO3 over a pH range from 1 to 12
(Figure 3.3b). In addition, the generation of oxidation products [40] was monitored. RSV-
specific absorbance started to decline at pH above 7 in water and pH 3 in the presence
of 44 mM NaHCO3 (Figures 3.3a and 3.3b), corresponding recent literature [35–37].
Notably, the decay of RSV corresponds to the generation of hydroxyl and phenoxyl
radical of RSV.

Furthermore, the kinetics of the pH- and time-dependent oxidation of RSV in pres-
ence of with 44 mM NaHCO3 were investigated (Figure 3.4). A 3D representation of
the influence of NaHCO3, pH and time on the integrity of RSV as well as the generation
of putative oxidation products was shown (Figure S4). While RSV remained intact at
acid pH (< 3) over at least 16 hours, the decay was accelerated by higher pH levels
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and incubation periods (Figures 3.4b to 3.4d and S4). Similarly, the amount of putative
oxidation products was increased with higher pH levels and due to elongated incubation
times.

In review, the integrity of RSV is strongly influenced by pH. Acid pH levels decelerate
the NaHCO3-induced decay of RSV and subsequent generation of oxidation products.
Here, the time- and pH-dependent decomposition of RSV has been linked to the time-
and pH-dependent formation of corresponding reaction products for the first time.

4.1.2 Oxygen-dependent oxidation

The integrity of RSV can be challenged by various factors. What is sometimes referred
to as “cell culture artifact” [41, 47], is the hypothesis that high concentrations of oxygen
might trigger the oxidation of RSV [43, 52]. In general cell culture experiments are
carried out at 37°C in a humidified environment at 5% CO2 and 21% oxygen. However,
physiological oxygen levels are often lower e.g. for liver, kidney or tumor cells (between
11% and 1% O2) [50,53]. We investigated the stability of RSV in a pH-dependent manner
not only at atmospheric oxygen level (21%) but at 10% and 1% oxygen (Figures 3.5
and S5).

In the absence of NaHCO3, a reduction to 10% oxygen postponed the starting point
of RSV oxidation to pH 10 (Figure S5a) compared to pH 8 at atmospheric conditions
(Figure 3.3a). However, a more rigorous limitation of oxygen to 1% (Figure S5b) did not
result in an additional shift of the starting point relative to results at 10% (Figure S5a).

The reduction of oxygen partial pressure had comparable effects on the oxidation
of RSV even in the presence of 44 mM NaHCO3. While the starting point of oxidation
was around pH 3 at atmospheric conditions (Figure 3.3b), it was shifted to pH 6 at 10%
oxygen (Figure 3.5a) and almost to pH 7 at 1% oxygen (Figure 3.5b).

In conclusion, we were able to show that oxygen partial pressure indeed influences
the oxidation of RSV. A reduction of the oxygen amount shifted of the starting point of
oxidation of RSV tremendously. Keeping in mind standard cell culture conditions (5%
CO2, 21% oxygen, pH 7-7.4, 37°C) it seems impossible that RSV remained unimpaired
under these conditions. In addition, a reduced oxygen partial pressure would in fact
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provide physioxia growth conditions for numerous cell lines used in the laboratory
[50, 53].

4.2 Resveratrol and reactive oxygen species

RSV can scavenge ROS and has been attributed antioxidant capabilities. However,
during this process, RSV is rapidly oxidized and subsequently generates ROS [38–40].
Moreover, RSV and other polyphenols are known to generate H2O2 in various contexts
[?, 41, 47, 52, 370]. Recently, Li et al (2012) investigated the kinetics of the reaction of
RSV with HO• and the generation of subsequent reaction products (Figure 1.6) [40].

4.2.1 Generation of ROS

We investigated the kinetics of RSV-driven generation of ROS in water and KGM
(Figures 3.6a and S6) using a fluorescent dye particularly responsive to HO• and O•−2 .
The incubation of RSV in water did not result in a change of ROS generation (Figures S6a
and S6b in green). However, under the same conditions and in presence of 44 mM
NaHCO3 the ROS generation was significantly increased after 16 hours (Figures S6a
and S6b in magenta). Similar results were observed after the incubation of RSV in KGM,
where ROS were generated in a time-dependent manner (Figure 3.6a).

Moreover, we investigated the generation of O•−2 in water and KGM both contain-
ing 44 mM NaHCO3 (Figure S7a). In both solvents, the RSV-driven O•−2 generation
was increased. The ongoing O•−2 generation in KGM can be accounted to the Fenton
conditions provided in cell culture medium in general.

These findings are in accordance with recent publications [?,41,47,52,370]. However,
we were able to show that in addition to H2O2, also HO• and O•−2 were generated during
the decay of RSV. Thus, we can assume that under both conditions, H2O2 is converted
to HO• e.g. via mechanisms illustrated in Figure 1.10. Subsequently, HO• might interact
with RSV to generate the oxidation products suggested by Li et al. (2012) [40].

Next, we investigated the intracellular accumulation of ROS after 16 hours of treat-
ment in NHEK cells (Figure 3.6b). An increased ROS generation was detected at 50
and 150 µM RSV (Figure 3.6b green and blue). In addition, RSV increased the lipid
peroxidation in treated NHEK cells (Figure S7b). In conclusion, RSV treatment results in
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intracellular accumulation of ROS, which subsequently leads to an increased intracellular
lipid peroxidation.

4.2.2 Anti- versus pro-oxidant properties

Despite their ability to generate H2O2 in diverse contexts [?, 41, 47, 52, 370], RSV and
other polyphenols are widely regarded as antioxidants [22, 38–40, 330]. We analyzed
the antioxidant properties of RSV and compared it to trolox, a vitamin E analogue
(Figures 2.1 and 3.7). In addition, we investigated the influence of 44 mM NaHCO3 on
the antioxidant capacity of both compounds (Figures 2.1 and 3.7 magenta and blue).

The antioxidant capacity of RSV turned out to be relatively small compared to trolox
(Figure 3.7 and Table S2). Moreover, trolox was not affected by 44 mM NaHCO3 [331],
whereas the antioxidant capacity of RSV was truncated even further under the same
conditions (Figure 3.7 and Table S2).

In summary, these findings suggest that RSV features a small antioxidant capacity,
which is even lower in the presence of 44 mM NaHCO3. As RSV rapidly decomposes in
the presence of NaHCO3, it is likely that the subsequent breakdown products have either
no or only very limited endogenous antioxidant capacities.

To further investigate the oxidative properties of RSV, the generation of ROS was
monitored in presence of potent antioxidants GSH and NAC (Figure 3.8). In a cell-free
environment the RSV-driven generation of ROS was efficiently quenched by GSH and
NAC (Figure 3.8a).

NAC exhibited potent quenching capabilities in a cell-free setup. However, in a
cellular environment, NAC failed to decrease the RSV-driven ROS generation, whereas
GSH was able to quench RSV-induced effects (Figure 3.8b). NHEK cells did not tolerate
such high NAC concentrations (Figure 3.8a in blue) without increased cytotoxicity
(verified by hematoxilin staining, data not shown).

Although the utilized amounts of GSH and NAC seem rather high, lower concen-
trations (≤ 10 mM) did not result in a decreased ROS generation (data not shown).
Notably, the physiological intracellular GSH concentration varies between 0.5 and 15
mM [304, 371, 372] and none of the used GSH concentrations showed adverse effects on
NHEK cells (verified by hematoxilin staining, data not shown). The potent quenching
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effects of 25 mM GSH were also evident from truncated expression of marker genes
(Figure 3.25).

In consequence, we refrained from the use of NAC accounting to its cytotoxic
effects on NHEK cells. However, GSH appeared to efficiently reduce the RSV-driven
generation of ROS even at high concentrations without adverse effect for NHEK cells.
The considerably increased tolerance of NHEK cells against GSH might be accounted to
an inherent higher GSH level.

4.3 Hormetic effects of resveratrol caused by oxidation
products

Treatment of NHEK cells for 16 hours with 50 µM to 150 µM RSV changed the cellular
appearance to a cobble-stone like cell shape (Figure 3.9). However, treatment with
higher concentrations (≥ 300 µM) resulted in membrane blebbing and severe membrane
damage [328].

To assess effects of RSV treatment in more detail, we investigated the viability of
treated NHEK cells. The standard pharmacological model to assess health risks of sub-
stances is the linear non-threshold model and the threshold model (Figures 1.8a and 1.8b).
Nevertheless, several studies reported a bi-phasic dose-response curve (Figures 1.8c
and 1.8d) for RSV [133, 328], with “low” concentrations exhibiting stimulating effects
and higher concentrations causing inhibition [117, 119, 120, 127, 373]. Nevertheless,
these findings have been widely ignored as the general acknowledgement of applying
hormetic concepts remains low and a mechanism exploring this phenomenon has not
been proposed so far.

Due to the inhibition of luciferase by RSV [318,319], we used a fluorescent-based cell
viability assay to avoid RSV-induced artifacts. We observed a bi-phasic dose-viability
curve in NHEK cells treated with RSV (Figure 3.10a and Table S3a). More precisely, the
cellular viability was increased up to about 50 µM RSV, whereas higher concentrations
inhibited the viability (Figure 3.10a and Table S3a) [127, 133, 328, 373, 374].
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The addition of 25 mM GSH, strongly quenched the hormetic dose-viability curve
(Figure 3.10a and Table S3b), thus suggesting that an increased viability can be attributed
to the generation of ROS and other oxidation products of RSV.

In conclusion, these data endorse the widely ignored bi-phasic response of cells due
to RSV treatment [133, 328]. For the first time, we provide evidence that an increased
viability induced by treatment with midrange concentrations of RSV can be mainly
attributed to the generation of ROS and reaction products of RSV. Hence, we identified
for the first time that the induction of mild oxidative stress is a key feature of the
mechanism of action of RSV to improve the cellular fitness.

Notably, similar bi-phasic, hormetic dose-viability curves were observed for NHDF
(Figure 3.10b and Table S3), HepG2 (Figure S8a and Table S3) and THP-1 cells (Fig-
ure S8b and Table S3). Strikingly, THP-1 cells were very susceptible to RSV [328]. The
quenching effect of 25 mM GSH was observed in all three cell lines (Figures 3.10b, S8a
and S8b and Table S3).
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Figure 4.1: Hormesis in theory and experimental data. (a) Quantitative features of hormesis including the
hormetic zone (averages 10- to 20-fold concentration), maximum response (averages 130 to 160% of con-
trol), no-observed-adverse-effect-level (NOAEL) and distance to NOAEL (averages 5-fold concentration).
Control is depicted as dotted line. Adapted from [133]. (b) Observed hormetic effects in NHEK cells after
treatment with RSV.

The nature and quantitative features of hormesis are depicted in Figure 4.1a [133].
We combined the bi-phasic dose-viability curve of RSV-treated NHEKs with expression
data of the oxidative stress marker catalase (CAT) to distinctly show the hormetic effects
of RSV (Figure 4.1b). The hormetic zone, characterized by beneficial treatment effects,
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emerged from small RSV amounts up to 50 µM. Notably, our applied treatment concen-
tration (50 µM RSV) is close to the no-observed-adverse-effect-level (NOAEL), which is
characterized by a maximum molecular effect (e.g. increased CAT expression) and simul-
taneously the absence of adverse effects on cellular viability. Strikingly, in presence of 25
mM GSH the hormetic features of the RSV treatment are strongly truncated (Figure 4.1b).

In conclusion, we identified the induction of mild oxidative stress as a common
mechanism of action of RSV in diverse cellular models resulting in an improved cellular
fitness and a hormetic, bi-phasic cellular response.

4.4 Nrf2 as central mediator

We utilized whole-genome gene expression analysis of RSV-treated NHEK cells and gene
set enrichment analysis (GSEA) [316] to identify most enriched pathways (Figure 3.12).
In addition, the Connectivity Map tool [317] was used to investigate connections of
RSV to other small molecules sharing a common mechanism of action (Table S5).
Summarizing, these findings emphasized a rather broad mechanism of action of RSV
[60–63]. Accordingly, the reported interaction of RSV with designated target molecules
is often only in micromolar range [63–66] corroborating a hormetic, bi-phasic cellular
response.

The transcription factor Nrf2 is a key component of the cellular antioxidant defense
and enables transcription of diverse defense genes (Figure 1.16). Accounting to the
RSV-driven generation of ROS, we hypothesized that Nrf2 might be part of the cellular
response to treatment with RSV. Notably, Nrf2 is linked to diverse metabolic pathways
including inflammation [334–337], autophagy [286–290], glycolysis and PPP [261, 270,
271], and subsequently central redox metabolites [141, 261, 270, 271, 273].

4.4.1 Inflammatory signaling

Several inflammatory pathways were significantly up-regulated after RSV treatment
in NHEK cells as revealed by whole-genome gene expression analysis (Figure 3.12).
Thus, the localization of nuclear factor kappa-light-chain-enhancer of activated B cells
(NFκB) and the expression of inflammatory markers genes were investigated. RSV
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highly significantly increased the amount of NFκB in the nuclear fraction. In contrast,
NFκB was significantly decreased in the cytosolic fraction (Figure 3.13). Hence, RSV
induced the translocation of NFκB into the nucleus, suggesting activation of downstream
signaling. Correspondingly, the expression of inflammatory marker genes was regulated
in a time- rather than a concentration-dependent manner (Figure 3.14a). We showed that
the observed expression pattern of inflammatory marker genes is a common feature of
diverse cell types (Figure S10 and Table S6).

In conclusion, NFκB-mediated inflammatory signaling was slightly increased after
treatment with RSV. We suppose that the RSV-driven generation of ROS activates
the redox-sensitive transcription factor NFκB [171, 198, 199]. Recently, a relationship
between Nrf2 and NFκB has been established [334,336,337], hence a transactivation via
Nrf2 seems possible [335].

4.4.2 Autophagy versus Senescence

Proliferation associated pathways were significantly down-regulated after RSV treatment
in NHEK cells (Figure 3.12). Thus, we analyzed the cell cycle phase distribution and
investigated markers of apoptosis, senescence and autophagy [375].

The cell cycle is defined by several highly regulated phases and corresponding
checkpoints. In NHEK cells, RSV induced a G1 phase cell cycle arrest (Figures 3.15
and 3.16) [376–378]. However, other studies reported cell cycle arrests at G2 and S
phase [67, 379, 380]. These findings suggest that the point of RSV-induced cell cycle
arrest is context-dependent and as such might be different in each cell line.

Accounting to the close link of cell cycle arrest and apoptosis [349, 350], we investi-
gated whether RSV influenced the proportion of apoptotic cells, the expression of marker
genes and the amount of apoptosis marker proteins. The regulation of apoptotic marker
gene expression suggests a mild induction of apoptosis by RSV treatment in NHEK cells
(Figure 3.17a). To further investigate this matter, we analyzed the externalization of
propidium iodide (PI) as a quantitative measure of apoptosis. Notably, even at higher
concentrations, RSV seemed to reduce the number of necrotic cells without influencing
the amount of apoptotic cells (Figure 3.17b).
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In addition, we analyzed the protein content of several components of the apoptotic
caspase signaling (Figure 3.18). Although the effector form of caspase 9 was signifi-
cantly decreased, a significant increase in cleaved caspase 7 suggests apoptotic signaling
downstream of caspase 9 [355]. Moreover, RSV-induced cleavage of PARP suggests an
efficient activation of the apoptotic cascade in NHEKs (Figure 3.18). In a nutshell, the
results suggest a mild induction of apoptosis by RSV treatment [67].

Senescence and autophagy represent two additional possibilities to cope with damaged
cellular components or cells in general [277]. In account to reports that senescence is
directly linked to an arrest in G1 cell cycle phase [6, 276], we investigated the expression
of senescence marker genes (Figure S11a). Indeed, RSV increased the expression of
marker genes, suggesting augmented senescence, which in turn is supposedly attributed
to the observed G1 cell cycle arrest (Figures 3.15 and 3.16).

In contrast to senescence, autophagy describes the regulated disassembly of unnec-
essary or dysfunctional elements and their subsequent recycling [276, 277, 282]. The
influence of RSV on autophagy was investigated by fluorescent labelling of autophago-
somal marker protein MAP1LC3 [282, 356, 357, 359] and analysis of marker gene
expression. As revealed by fluorescent staining (Figure 3.19), RSV increased the amount
of MAP1LC3. The expression of proliferation marker genes was regulated in a time-
and to a lesser extent in a concentration-dependent manner (Figure 3.20). Similar results
were obtained from marker gene analyses in diverse cellular model systems (Figure S12
and Table S6). These findings suggest at least a mild induction of autophagy by RSV
treatment [360].

In conclusion, RSV treatment caused cell cycle arrest with subsequent slight induc-
tion of senescence. However, rather than inducing apoptosis RSV treatment resulted
in augmented autophagy enabling the cell to facilitate a regulated disassembly of un-
necessary or dysfunctional elements and features subsequent recycling [276, 277, 282].
Moreover, recent studies link Nrf2 signaling to autophagy [286–288]. Hence, the RSV-
induced activation of Nrf2 and subsequent signaling cascades might actually contribute
to increased autophagy as a safeguard mechanism.
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4.4.3 Energy metabolism

Energy metabolism associated pathways were significantly up-regulated after RSV
treatment in NHEK cells (Figure 3.12). To investigate the influence of RSV on the energy
metabolism, the expression of several marker genes was monitored and intracellular
concentrations of redox-relevant metabolites were determined for the calculation of redox
state and environment.

The expression of energy metabolism marker genes (Figure 3.26) was regulated in a
time- rather than a concentration-dependent manner (Figure 3.26). Similar expression
patterns of energy metabolism marker genes were obtained in diverse cellular model
systems (Figure S15 and Table S6). Pentose phosphate pathway (PPP) associated genes
G6PD and PPAT were strongly, though inversely expressed. Notably, both genes are
downstream targets of Nrf2 [261]. Accordingly, Nrf2 might promote a metabolic switch
resulting in re-routing of glucose and glutamine into the PPP (Figure 1.17) [261].

The two key functionalities of the PPP are i) to generate R5P for nucleotide synthesis
and ii) to provide NADPH as reduction equivalent [261]. The down-regulation of PPAT
corroborates the findings of whole-genome gene expression analysis (Figure 3.12) and
suggests a re-routing of metabolites through PPP, e.g. to increase NADPH generation
(Figure 1.17). In contrast, ACLY is connected to the fatty acid synthesis; especially
in rapidly growing cancer cells ACLY is increasingly expressed [381]. In light of the
observed macroscopical changes of cell shape, ACLY might play a role in restructuring
the cell membrane.

As revealed by whole-genome gene expression analysis (Figure 3.12) RSV increased
metabolic pathways associated with lipid metabolism. Notably, acetylation increases
ACLY stability, whilst SIRT2 has been shown to destabilize ACLY [381]. At first, the
histone deacetylase SIRT1 has been identified as direct target of RSV mediating lifespan
extension [65]. However, several studies reported fluorescent activation artifacts and that
the unlabeled peptide did not activate SIRT1 at all [60, 61, 77]. Although no concrete
mechanism of interaction has been established so far, a potential direct enzymatic,
allosteric or indirect activation are discussed [60–63].

RSV increased the expression of SIRT1 and its down-stream target FOXO3 (Fig-
ure 3.26). In addition, RSV induced phosphorylation and translocation of SIRT1 into
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the nucleus (Figure S17). We hypothesize that RSV-driven generation of ROS results in
phosphorylation and translocation of SIRT1 [95] and promotion of subsequent SIRT1
signaling [382]. Recently, SIRT2 was linked to PPP via G6PD a known target gene of
Nrf2 [271, 272]. Hence, RSV-driven activation of Nrf2 and increased levels of G6PD
might also contribute to the observed effects on SIRT1. Remarkably, a knockdown of
SIRT1 gene resulted in a 20% decreased expression of Nrf2 (Figure 3.24a), endorsing
our hypothesis.

We investigated the intracellular concentration of relevant metabolites to further analyze
the influence of RSV on the energy metabolism in NHEK and NHDF cells (Figure 3.27).
Notably, similar results were obtained in NHEK and NHDF cells for NADPH, NADP+,
NADH, NAD+ and lactate (Figure 3.27), suggesting a comparable influence of RSV
on both skin cell types. However, in NHEK cells the significantly increased amount
of glucose and simultaneously decreased amount of NADPH and NADP+, strengthen
our hypothesis that RSV-driven activation of Nrf2 results in a metabolic switch towards
PPP [261].

Indeed a re-routing of metabolites through PPP would rescue the RSV-induced de-
crease of NADPH (Figure 1.17). While GSSG was not regulated by RSV, the amount of
GSH was highly significantly increased 1.3-fold after treatment (Figure 3.27). In addition,
marker genes associated with GSH metabolism were highly significantly up-regulated
(Figure S16). As Nrf2 drives the expression of glutamate-cysteine ligase (GCL), glu-
tamine is redirected towards GSH synthesis [141, 146]. In addition, the intracellular
GSH level is maintained via Nrf2-dependent regulation of GPX2, GPX4 and GSR (Fig-
ure 1.12). Thus, we hypothesize that the observed effects on GSH metabolism and an
increased GSH amount are mainly mediated by RSV-driven induction of Nrf2 signaling.
In contrast, the slightly increased NAD+ level in NHEK cells establishes a link to the
SIRT1 axis [86, 88, 383].

Moreover, RSV resulted in a slightly reduced intracellular amount of lactate (Figure 3.27).
These findings are endorsed by the reduced acidification rate (Figure 3.29). As lactate
and pyruvate are interconvertible metabolites, the intracellular amount of pyruvate was
increased in NHEK cells, thus corresponding to the results obtained for lactate. In addi-
tion, RSV significantly increased the amount of phosphorylated pyruvate dehydrogenase
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E1-alpha (PDE1α), which inhibited the enzyme and prevented further metabolization of
pyruvate (Figure S18). Notably, Nrf2 has recently been linked to pyruvate metabolism,
as Nrf2 facilitates the decarboxylation of malate via malic enzyme 1 (ME1) and caus-
ing channeling of pyruvate into the TCA cycle [261] (Figure 1.17). In addition, the
relative oxygen consumption was significantly decreased in RSV-treated NHEK cells
(Figure 3.28). These findings contradict reports that RSV induces mitochondrial biogen-
esis via the SIRT1-PGC1-α-axis [361–363].

Summarizing, RSV indues major changes in the cellular energy metabolism and
shifts the concentration of key redox metabolites. However, we hypothesize that the
majority of these changes can be accounted to the activation of Nrf2. Consequently, we
anticipate that Nrf2 is the central mediator of the effects observed after RSV. Moreover,
the induced shifts in metabolite concentration might indeed result in a shift of redox
environment but certainly the redox state (see Section 4.5).

4.4.4 Oxidative stress signaling

Oxidation of RSV resulted in the generation of oxidation products and ROS (Figures 3.3,
3.6, S3, S6 and S7). Consequently, several oxidative stress pathways were significantly
up-regulated after RSV treatment in NHEK cells (Figure 3.12).

Similar to energy metabolism genes, the expression of oxidative stress marker genes
was regulated in a time- rather than a concentration-dependent manner (Figure 3.21). We
showed that the observed expression pattern of oxidative stress markers is a common
feature of primary and cancer cells (Figure S13 and Table S6). Accounting to these
findings, we analyzed the subcellular localization of Nrf2 after RSV treatment in NHEK
cells (Figures 3.22 and 3.23).

As revealed by fluorescent labeling of Nrf2 (Figure 3.22), RSV induced the transloca-
tion of Nrf2. Moreover, the amount of phosphorylated Nrf2 was significantly increased in
the nuclear fraction after RSV treatment (Figure 3.23). These findings suggest that RSV-
driven generation of ROS results in the translocation of Nrf2 and activation of subsequent
signaling. The expression of Nrf2 target genes induces autophagy [286–288], changes in
energy metabolism [141, 146, 261] and oxidative stress response [139, 146, 384].
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To further evaluate the role of Nrf2 in mediating RSV-induced effects, we performed
a knockdown of Nrf2 and SIRT1 in NHEK cells using small interfering RNA (siRNA)
(Figures 3.24 and S14). Indeed, knockdown of Nrf2 (efficiency: 80%, Figure 3.24a)
significantly truncated the RSV-induced effects on the expression of selected genes (Fig-
ure 3.24b); the effects of Nrf2 knockdown were less distinct on protein level (Figure S14).
However, these findings corroborate our hypothesis that Nrf2 is the central mediator of
RSV-induced effects. Notably, a knockdown of SIRT1 (efficiency: 70%) resulted in a
simultaneous decrease of Nrf2 of roughly 20% (Figure 3.24a). These findings suggest an
interaction between both factors, which requires further study.

The application of ROS scavengers truncated the RSV-driven generation of ROS
(Figure 3.8). Remarkably, 25 mM GSH significantly truncated RSV-induced increases
in gene expression. RNA expression analyses corroborate (Figure 3.25) our hypothesis
that RSV-driven generation of ROS is primarily responsible for the observed beneficial
effects, which were severely quenched by 25 mM GSH.

4.5 Shift of redox state and environment

According to the data presented so far, RSV induces mild oxidative stress resulting
in expression of inflammatory, proliferation, energy metabolism, and oxidative stress
marker genes. In addition, RSV treatment shifts the intracellular concentration of key
metabolites. We hypothesize that changes of redox-relevant metabolites result in a
reduced redox state and environment.

To calculate a metabolite-specific redox state and the redox environment, we de-
termined concentration ratios of relevant redox couples in NHEK and NHDF cells
(Figure S19). After normalization to protein content, the metabolite concentrations
and ratios were used to calculate the individual redox states and the redox environment
according to Equations (1.8) and (1.9) (Tables 3.1, S7 and S8).

In NHEK cells the redox state of the NADH/NAD+ and lactate/pyruvate couples was
increased, however, GSH/GSSG and NADPH/NADP+ were highly decreased (Tables 3.1
and S7). Thus, RSV shifts the redox state of selected metabolites to a more reduced
status, which is supporting our initial hypothesis. In addition, the GSH/GSSG couple
provides by far the largest pool of reducing equivalents and is considered to be the major
cellular redox buffer [304]. Consequently, we calculated the cellular redox environment
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for NHEKs i) using only GSH/GSSG [304], and ii) using all available metabolite ratios.
Notably, in both cases, the redox environment was reduced (Table 3.1). These results
suggest that RSV shifts the redox environment to a more reduced status. Moreover, the
increased endogenous level of GSH is the driving force for the observed reduction of
redox environment.

In NHDF cells, all calculated redox states were increased, thus more oxidative, for
each redox couple. Correspondingly, the redox environment was slightly increased after
RSV treatment (Table S8). These findings, oppose our hypothesis, as RSV-induced
oxidative stress shifted the redox environment to a more oxidized status. In review, we
were able to approve our hypothesis in NHEK cells, but not in NHDF cells. Different
treatment concentrations might be one explanation for the observed differences. Keeping
in mind the hormetic effects of RSV, the treatment concentration of 100 µM RSV for
NHDFs is in close vicinity to the NOAEL (Figures 3.10 and 4.1). In contrast to NHEKs,
NHDF cells do not face oxidative challenges on a daily basis and have a smaller endoge-
nous amount of Nrf2 [301, 302].

Finally, we anticipate that the reduced redox environment in NHEK cells after RSV
treatment would allow for tolerating additional oxidative challenges. Consequently,
we analyzed the ethanol-induced intracellular generation of ROS in NHEK cells that
were pre-treated and primed by RSV (Figure 3.30). Indeed, the RSV pre-treated cells
generated 24% less ROS than DMSO control cells. These effects were depleted by
4-hydroxynonenal (HNE) in a concentration-dependent manner. Notably, HNE acts as
strong electrophile and thus depletes cellular sulfhydryl compounds including GSH [385].
In general, these results confirm our hypothesis that RSV pre-treatment protects NHEK
cells by increasing endogenous amounts of reduced metabolites (such as GSH); finally
leading to a shift of the cellular redox environment, which enables cells to tolerate
additional oxidative challenges.

Subsequently, we aimed to quantify, how much more ethanol is tolerated by RSV pre-
treated NHEK cells. However, the NHEKs did not tolerate higher doses of ethanol
(> 1%) without serious reduction of viability. To further evaluate RSV pre-treatment-
related cellular protection against oxidative stress, a gedankenexperiment was conducted
(Equations (4.1) to (4.14)). As said, ethanol is known to stimulate the production of
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ROS [364,365]. A plethora of data is available for the ethanol/acetaldehyde redox couple,
thus it was chosen for the gedankenexperiment (Equation (4.1)).

Eventually, the redox state of DMSO and RSV pre-treated cells shall be calculated
based on the ethanol/acetaldehyde redox couple (Equation (4.2)). In addition, determined
concentrations for GSH and GSSG (Figure 3.27) were used for the calculation and the
pH assumed to be equal to 7 to simplify the calculation (Figure 3.29 and Table S7).

Acetaldehyde + 2H+ + 2e− → Ethanol E0′ =−195 mV (4.1)

EhcpH = −195 mV+[(pH−7.0)∗−61.5 mV]− 61.5 mV
2

∗ log
[Ethanol]

[Acetaldehyde]
(4.2)

The redox state of DMSO pre-treated cells can be calculated by applying physio-
logical conditions (T = 37°C, pH 7). Subsequently, the redox state of RSV pre-treated
cells and finally the amount ethanol can be calculated for both pre-treatment conditions
(Equations (4.3) and (4.4)).

EEthanolDMSO = −195 mV−30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]

= −195 mV−30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]
(4.3)

EEthanolRSV = −195 mV−30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]

= −195 mV−30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]
(4.4)
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The redox state for the ethanol/acetaldehyde redox couple is calculated and the
direction of a putative redox state shift (∆EEthanol) RSV-induced can be estimated (Equa-
tions (4.5) and (4.6)).

∆EEthanol = EEthanolRSV−EEthanolDMSO (4.5)

= −195 mV−30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]

− (−195 mV−30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]

= −195 mV−30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]

+195 mV+30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]

= −30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]
+ 30.75 mV ∗ log

[Ethanol]
[Acetaldehyde]

(4.6)

Sarkola et al. (2002) showed that the formation of acetaldehyde is linearly dependent on
the concentration of ethanol. In addition, they were able to determine a mean slope of
the reaction Equation (4.7)) [386].

Mean slope: 0.13
µM Acetaldehyde

mM Ethanol
=

0.13 µM Acetaldehyde
1,000 µM Ethanol

(4.7)

Facilitating Equation (4.7), the ethanol/acetaldehyde ratio after pre-treatment with
DMSO can be calculated (Equations (4.8) and (4.9)).

QDMSO =
[Ethanol]

[Acetaldehyde]
= 7,692.30769 (4.8)

logQDMSO = log
[Ethanol]

[Acetaldehyde]
= 3.88606 (4.9)
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Correspondingly, the shift of the redox state based on ethanol/acetaldehyde can be
calculated as shown in Equation (4.10).

∆EEthanol = −30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]
+ 119.5 mV (4.10)

As quantitative concentrations of GSH and GSSG have already been determined in
NHEK cells (Tables 3.1 and S7) the shift of the redox state can be calculated as shown in
Equation (4.11). However, at equilibrium the change of the reduction potentials equals 0
(Equation (4.12)).

∆EGSH = EGSHRSV−EGSHDMSO (4.11)

∆EGSH = ∆EEthanol = 0 (4.12)

Both (EGSHRSV , EGSHDMSO) can be calculated according to Equation (1.5) as the pH
was set to 7 to simplify the calculation. Thus, the concentration ratio of ethanol/acetaldehyde(

[Ethanol]
[Acetaldehyde]

)
can be calculated accordingly (Equation (4.13)).

EGSHRSV−EGSHDMSO = −30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]
+ 119.5 mV

EGSHRSV−EGSHDMSO−119.5 mV = −30.75 mV ∗ log
[Ethanol]

[Acetaldehyde]

QRSV =
[Ethanol]

[Acetaldehyde]
= 10

EGSHRSV
−EGSHDMSO

−119.5 mV

−30.75 mV

= 10
−338.67 mV−(−331.63 mV)−119.5 mV

−30.75 mV

QRSV =
[Ethanol]

[Acetaldehyde]
= 9,856.3077 (4.13)
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Comparing the results for DMSO and RSV pre-treatment (Equations (4.8) and (4.13)),
the observed shift of the redox environment was mostly attributed to the increased
intracellular GSH levels.

QDMSO =
[Ethanol]

[Acetaldehyde]
= 7,692.3 = 100%

QRSV =
[Ethanol]

[Acetaldehyde]
= 9,856.3 = 128.13% (4.14)

According to these calculations (Equations (4.1) to (4.14)) RSV pre-treated NHEK
cells are likely to tolerate roughly 28% higher ethanol concentrations compared to DMSO
pre-treated cells. Assuming a 1:1 mechanism of ethanol-induced ROS generation, the
results of the gedankenexperiment corroborate our experimental data as RSV pre-treated
cells generating 24% less ROS than DMSO control cells when exposed to 0.8% ethanol
(Figure 3.30). Although these calculations were merely a gedankenexperiment, this is the
fist time this mathematical technique is used to quantify the protective effects of RSV.

4.6 Proposed mechanism of action

We propose a hormetic, bi-phasic pharmacological model to understand the mechanism of
action of RSV (Figure 4.2). In addition, we expect that our proposed mechanism of action
might be applicable to other polyphenols. Our model comprises firstly the oxidation of
RSV and concurrent generation of ROS at non-toxic concentrations under physiologically
relevant conditions (presence of NaHCO3); secondly, mediation of cellular response to
oxidation by the redox-sensitive transcription factor Nrf2 and thirdly, a slight shift of
the redox environment resulting in cellular protection from additional oxidative stress
(Figure 4.2). The human epidermis represents a prime target for external stressors and
thus might particularly benefit from a topical, dermatological application of RSV. Our
proposed mechanism provides a new conceptual basis to explain RSV-induced skin
resistance against oxidative stress [329].
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Figure 4.2: Proposed mechanism of action of RSV. Under physiological relevant conditions oxidation of
RSV results in the generation of ROS and further reaction products, thus inducing mild oxidative stress.
Translocation and phosphorylation of central transcription factor Nrf2 causes expression of target genes.
Finally, RSV shifts the energy metabolism towards PPP and an increased generation of redox equivalents,
finally resulting in a overall reduced cellular redox environment. Consequently, cells are protected
against oxidative challenges. Increased values are depicted in green; decreased values are depicted in
magenta. Glucose 6-phosphate (G6P), glucose-6-phosphate dehydrogenase (G6PD), glutamate-cysteine
ligase (catalytic subunit) (GCLC), glutathione (GSH), glutathione (GSSG), 4-hydroxynonenal (HNE),
nicotinamide adenine dinucleotide phosphate (NAD+), nicotinamide adenine dinucleotide phosphate
(NADP+), nicotinamide adenine dinucleotide phosphate (NADPH), NAD(P)H dehydrogenase (quinone
1) (NQO1), nuclear factor (erythroid-derived 2)-like 2 (Nrf2), Phosphorylation (P), pentose phosphate
pathway (PPP), ribose 5-phosphate (R5P), reactive oxygen species (ROS), tricarboxylic acid (TCA),
ultraviolet (UV).

Concerning potential nutritional applications of RSV, the previously elaborated influ-
ence of pH needs to be considered. Although RSV might endure acid pH conditions, as
present in the stomach, immediate oxidation of RSV can be anticipated in the duodenum.
The here applied quantitative analysis of redox-relevant metabolites and subsequent
determination of the cellular redox environment allow for quantifying the often-reported
pleiotropic effects of RSV. Nevertheless, short-lived oxidation products and ROS are
difficult to determine quantitatively under in vitro and even more under in vivo conditions.
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4.7 Outlook and future perspectives

This study provides new and comprehensive insights into the mechanism of action of
RSV. The calculation of metabolite-specific redox states and the redox environment
in general provides a powerful and easyly applicable way to assess the effects of pro-
oxidative compounds such as polyphenols. However, new questions have been raised,
which require further experimental investigation.

Firstly, the proposed connection of Nrf2 and SIRT1 provides an interesting starting
point for further experiments. The knockdown of SIRT1 resulted in a contemporaneous
20% reduction of Nrf2 gene expression. Using chromatin immunoprecipitation (ChIP)-
seq technology, the role of SIRT1 in Nrf2 gene regulation could be investigated in detail.
Accounting to the data presented in this study, a putative direct or indirect interaction of
Nrf2 and SIRT1 could contribute to the further elucidation of the mechanism of action
of RSV. Moreover, the “new” clustered regularly-interspaced short palindromic repeats
(CRISPR)-Cas technology [387] could be used to edit the genome, as commonly applied
knockdown technologies tend to be quite stressful for the cells and thus might induce
artifacts.

Secondly, the RSV-induced regulation of lipid metabolism and associated pathways
could be of interest, especially in the skin context. The macroscopical changes to a
cobble-stone-like cell shape indicate major structural changes of the cellular membrane.
Recently, interactions of Nrf2 with the PPARγ promotor [267] as well as a mutual
feedback loop of Nrf2 and PPARγ were identified [268].

Thirdly, the translocation of NFκB and subsequent downstream signaling was ob-
served after RSV treatment. However, further experiments are needed to investigate
whether RSV-driven generation of ROS activates the redox-sensitive transcription fac-
tor NFκB [171, 198, 199]. Recently, a relationship between Nrf2 and NFκB has been
established [334, 336, 337], hence a transactivation seems possible [335], which in turn
could be investigated using ChIP-seq and CRISPR-Cas technologies [387]. In addition,
a putative protection of RSV pre-treated cells against inflammatory challenges (e.g.
bacteria, pathogens), due to activation of NFκB signaling, could be investigated.

Fourthly, the oxidation of RSV requires further attention to investigate the generation
of oxidation products and ROS in more detail. However, the complex systems used in
cell culture applications complicate a quantitive assessment tremendously. Moreover, a
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4. DISCUSSION 4.7 Outlook and future perspectives

detailed chemical and kinetic analysis of the oxidation products is needed to complete
the mechanism of action of RSV.

Fifthly, the RSV-induced reduction of the redox environment requires quantitative
data on metabolites and metabolite ratios. To exactly calculate the redox environment,
quantitative information are needed for all redox couples. Although GSH is regarded
as major cellular redox buffer [304], a combined metabolic-redoxomic approach would
enable a more precise calculation of the redox environment. In case of the presented data
on NHDF, quantitative knowledge of the redoxome might reveal a reduction of the redox
environment after all.

Keeping in mind the small and often pleiotropic changes induced by hormetic compounds,
a combined metabolic-redoxomic approach could have an important impact on the
research, development, and design of novel polyphenol-inspired drugs.
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5
Summary

Polyphenols, historically known as “vegetable tannins”, feature health-beneficial effects
[14]. The phytoalexin trans-resveratrol (RSV) was originally isolated from Veratrum

grandiflorum O. Loes [30] and is ascertained to naturally occur in approximately 72 plant
species [19]. The “French paradox” [16] and early reports of cancer chemo-preventive
properties [19] contributed to the growing popularity of RSV [24, 388, 389].
The human skin is the largest organ of our body [2] and challenged by oxidative and
environmental stressors on a daily basis [390–392]. The use of RSV in a skin context is a
cutting-edge topic [19, 329] as epidermal keratinocytes are a prime target for RSV-based
lotions and emollients. However, the mechanism of action of RSV remains largely
elusive and controversially discussed. In this study, neonatal normal human epidermal
keratinocyte (NHEK) cells are used as a primary cellular model to investigate the
mechanism of action of RSV. We demonstrate that RSV is unstable under physiologically
relevant conditions, resulting in the generation of oxidation products and reactive oxygen
species (ROS). In addition, RSV increases the cellular viability at “low”, hormetic
doses (≤ 50 µM) in representative cell models. The application of ROS scavengers
truncates these beneficial effects. Moreover, Nrf2-dependent gene expression is initiated
by RSV. A 1.3-fold increase of endogenous glutathione (GSH) is sufficient to cause a
quantitative reduction of the cellular redox environment. Consequently, RSV pre-treated
cells are more resistant to ethanol-induced oxidative stress and generate 24% less ROS.
We propose that the major effect of RSV is to induce a mild oxidative stress resulting in
hormetic shifting of cellular metabolism towards a more reductive state.
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6
Zusammenfassung

Polyphenole wurden anfänglich als Tannine zur Herstellung von Leder verwendet und
sind heutzutage vor allem für ihre gesundheitsfördernden Eigenschaften bekannt [14].
Das Phytoalexin trans-Resveratrol (RSV) wurde ursprünglich aus Veratrum grandiflorum

O. Loes isoliert [30] und wurde bisher in ca. 72 verschiedenen Pflanzen nachgewiesen
[19]. Besonders das sogenannte französische Paradoxon [16] sowie Berichte über chemo-
preventive Eigenschaften [19] rückten RSV in den Fokus der Forschung [24, 388, 389].

Die Haut ist das größte Organ unseres Körpers [2] und tagtäglich verschiedenen
oxidativen und umweltbedingten Stressfaktoren ausgesetzt [390–392]. Die Anwendung
von RSV im Hautkontext ist ein hochaktueller Themenbereich, insbesondere, da die
epidermalen Keratinozyten ein Hauptziel für RSV-basierte Lotionen darstellen. Unge-
achtet dessen ist der Reaktionsmechanismus von RSV weitestgehend unbekannt und
wird heftig diskutiert. In dieser Arbeit werden vor allem neonatale normale humane
epidermale Keratinozyten (NHEK) verwendet, um den Wirkmechanismus von RSV
zu untersuchen. Wir zeigen, dass RSV unter physiologischen Bedingungen instabil ist
und dass der Zerfall von RSV die Entstehung von Oxidationsprodukten und reaktiven
Sauerstoffspezies (ROS) nach sich zieht. Darüber hinaus erhöht die Anwendung von
RSV in kleinen, hormetischen Konzentrationen (≤ 50 µM) die zelluläre Viabilität in
diversen Zellmodellen. Eine gleichzeitige Anwendung von Radikalfängern beseitigt diese
Viabilitätssteigerung vollständig. Zusätzlich initiiert RSV die Expression von Zielgenen
über den Transkriptionsfaktor Nrf2. Eine vergleichsweise kleine, 1,3-fache Steigerung
des endogenen Glutathiongehalts (GSH) führt zu einer messbaren, quantitativen Verrin-
gerung der zellulären Redoxumgebung. Dementsprechend sind mit RSV vorbehandelte

126



6. ZUSAMMENFASSUNG

Zellen resistenter gegen bspw. Ethanol-induzierten oxidativen Stress und produzieren
24% weniger ROS. Wir schlagen einen Wirkmechanismus vor, der vor allem auf der
Induktion von mildem oxidativen Stress beruht und letzten Endes zu einer hormetischen
Verschiebung der zellulären Redoxumgebung führt.
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[303] M. Schäfer and S. Werner. Nrf2-A regulator of keratinocyte redox signaling. Free
Radical Biology & Medicine, 88(Pt B):243–52, 2015.

[304] F. Q. Schafer and G. R. Buettner. Redox environment of the cell as viewed
through the redox state of the glutathione disulfide/glutathione couple. Free
Radical Biology & Medicine, 30(11):1191–212, 2001.

[305] F. Q. Schafer and G. R. Buettner. Redox State and Redox Environment in Biology.
In H. Forman, J. Fukuto, and M. Torres, editors, Signal Transduction by Reactive
Oxygen and Nitrogen Species: Pathways and Chemical Principles, pages 1–14.
Kluwer Academic Publishers, Dordrecht, 2003.

[306] G. R. Buettner, B. A. Wagner, and V. G. J. Rodgers. Quantitative redox biology:
an approach to understand the role of reactive species in defining the cellular redox
environment. Cell Biochemistry and Biophysics, 67(2):477–83, 2013.
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9.1 Supplementary Figures
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Figure S1: Regulation and signaling of Sirtuin 1 (SIRT1). Protein kinase B (Akt), cyclin-dependent kinases
1 (CDK1), cAMP-response element-binding protein (CREB), dual specificity tyrosine-phosphorylation-
regulated kinase (DYRK), forkhead box protein 1 (FOXO1), histone 1 lysine 26 (H1K26), histone 3
lysine 9 (H3K9), histone 4 lysine 16 (H4K16), hypoxia-inducible factor 1-alpha (HIF-1α), c-Jun N-
terminal kinase 1 (JNK1), liver kinase B1 (LKB1), nicotinamide adenine dinucleotide phosphate (NAD+),
nicotinamide (NAM), E1A binding protein p300 (p300), tumor protein p53 (p53), poly(ADP-ribose)
polymerase 1 (PARP1), PARP2, PPARγ coactivator 1-alpha (PGC1-α), peroxisome proliferator-activated
receptor (PPAR) a (PPARα), PPARb (PPARβ), PPAR gamma (PPARγ), mitochondrial uncoupling protein
2 (UCP2), Werner syndrome ATP-dependent helicase (WRN) [75, 76, 99–113, 115, 116].
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Figure S2: Kinetic wavelength scan of RSV (50 µM) incubated in water. Absorbance was recorded
between 240 and 560 nm (∆ 2 nm) and data were smoothed. Dotted line marks RSV absorbance maximum
at 308 nm. Data are expressed as mean (n = 3) relative to corresponding DMSO. See also Figure 3.1.
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Figure S3: Oxidation of 50 µM RSV in water without (in green) and with (in magenta) 44 mM NaHCO3.
Oxidation products and corresponding absorbance maxima were recently published by Li et al. (2012) [40].
Values are mean (n = 3) relative to corresponding DMSO control. Data were fitted using cubic spline
method with 36 segments. See Figure 3.2a.
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(a) Water (b) Water + 44mM NaHCO3

Figure S4: Kinetic effects of pH-dependent oxidation of RSV. Oxidation of 50 µM RSV in pH-adjusted
water without (a) or with 44 mM NaHCO3 (b) at 37°C. Absorbance of RSV was recorded at 308 nm,
whilst the absorbance of the corresponding oxidation products was measured at 420 nm (hydroxyl radical
adduct) and 390 nm (phenoxyl radical adduct), respectively. pH values were adjusted using HCl and
NaOH. Values are expressed as mean (n = 6) relative to corresponding DMSO control. See also Figure 3.4.
Surface-contour plots were done using Matplotlib [312].
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Figure S5: Effects of oxygen level and pH on the oxidation of RSV. RSV (50 µM) was incubated at 37°C
for 16 hours in water and in presence of 10% oxygen (a) and 1% oxygen (b), respectively. Absorbance of
RSV was measured at 308 nm, whilst the absorbance of corresponding oxidation products was measured
at 420 nm (hydroxyl radical adduct) and 390 nm (phenoxyl radical adduct), respectively. pH values were
adjusted using HCl and NaOH. Values are expressed as mean (n = 3) relative to corresponding DMSO
controls. Data were fitted (dashed line) according to Equation (2.1). See also Figure 3.5.
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Figure S6: Effects of RSV oxidation on the generation of ROS in water in a cell-free environment. (a)
50 µM RSV were incubated at 37°C for indicated time periods in water without (green) and with 44 mM
NaHCO3 (magenta). Values are expressed as mean± SEM (n = 4) relative to DMSO. (b) Summed reactive
oxygen species (ROS) generation was calculated as area under the curve (AUC) of the data presented in
(a). Values are expressed as mean ± SEM (n = 4) relative to DMSO control. Statistical analysis was done
using two tailed Student′s t-test: ∗p < 0.05 versus corresponding DMSO control. See also Figure S7a for
O•−2 generation (cell-free environment) as well as Figure 3.6 for intracellular ROS generation and in KGM
(cell-free environment).
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Figure S7: RSV-driven generation of O•−2 and lipid peroxidation. (a) Kinetic (left) and summed (right)
generation of O•−2 after 16 hours of incubation at 37°C. Summed ROS generation was calculated as AUC
until 8 (magenta) and 16 (green) hours of incubation. The experiment was done in a cell-free environment.
Values are expressed as mean ± SEM (n = 3-4) relative to DMSO. Statistical analyses were done using
two tailed Student′s t-test: ∗∗ p < 0.01, ∗∗∗p ≤ 0.001 versus corresponding DMSO control. (b) neonatal
normal human epidermal keratinocyte (NHEK) cells were treated with 50 µM RSV for 16 hours and lipid
peroxidation was analyzed. Values are expressed as mean ± SEM (n = 4) relative to DMSO. Statistical
analysis was done using two tailed Student′s t-test: ∗p < 0.05 versus DMSO. See also Figure S6 for ROS
generation in water (cell-free environment) as well as Figure 3.6 for intracellular ROS generation and in
KGM (cell-free environment).
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Figure S8: Cytotoxicity of RSV in HepG2 (a) and THP-1 cells (b). Cells were treated for 16 hours with
either RSV (green) or a combination of RSV and 25 mM GSH (magenta). Data were fitted (dashed line)
according to Equation (2.2) using GraphPad 5.0. The concentration required for 50% (IC50) and for 70%
(IC70; Equation (2.3)) inhibition were calculated. Values were transformed to relative cell number and
expressed as mean ± SEM (n = 6). See also Figure 3.10 for effects on skin cells and Table S3.
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Figure S9: Correlation of array and qPCR data from NHEK cells treated with 50 µM RSV (a) and NHDF
cells treated with 100 µM RSV (b) for 16 hours.
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Figure S10: Effects of RSV on expression of inflammatory marker genes in various cells treated with
RSV for 16 hours at 37°C. Expression of marker genes was expressed relative to β-Actin. Values are
expressed as mean ± SEM (n = 4). See also Table S6.
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Figure S11: Effect of RSV on senescence (a) and autophagy (b) marker gene expression. NHEKs were
treated with 50 µM RSV for 16 hours. Values are expressed as mean ± SEM (n = 4). Statistical analysis
was done using two tailed Student′s t-test: ∗p < 0.05, ∗∗ p < 0.01, ∗∗∗p ≤ 0.001 versus DMSO.
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Figure S12: Effects of RSV on expression of proliferation marker genes in various cells treated with RSV
for 16 hours at 37°C. Expression of marker genes was expressed relative to β-Actin. Values are expressed
as mean ± SEM (n = 4). See also Table S6.
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Figure S13: Effects of RSV on expression of oxidative stress marker genes in various cells treated with
RSV for 16 hours at 37°C. Expression of marker genes was expressed relative to β-Actin. Values are
expressed as mean ± SEM (n = 4). See also Table S6.
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Figure S14: Effects of Nrf2 knockdown on target protein expression in NHEK cells treated for 16 hours
at 37°C with 50 µM RSV. Protein expression was detected by Western blot and analyzed densitometrically
(right) relative to β-Actin. Values are expressed as mean ± SEM (n = 3). One-way ANOVA with Dunnett′s
post test for multiple comparisons: ∗p < 0.05, ∗∗ p < 0.01, ∗∗∗p ≤ 0.001 versus neg. siRNA RSV. See
also Figure 3.24.
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Figure S15: Effects of RSV on expression of energy metabolism marker genes in various cells treated
with RSV for 16 hours at 37°C. Expression of marker genes was expressed relative to β-Actin. Values are
expressed as mean ± SEM (n = 4). See also Table S6.
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Figure S16: Effect of RSV on the expression of genes associated with GSH metabolism in NHEK cells
treated with 50 µM RSV for 16 hours. Values are expressed as mean ± SEM (n = 4). Statistical analysis
was done using two tailed Student′s t-test: ∗∗∗p ≤ 0.001 versus DMSO.
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Figure S17: Effects of RSV on SIRT1 phosphorylation and translocation in NHEK cells treated for
16 hours at 37°C with 50 µM RSV. Protein expression was detected by Western blot and analyzed
densitometrically (right) relative to β-Actin. Values are expressed as mean ± SEM (n = 4).
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Figure S18: Effects on PDE1α phosphorylation in NHEK cells treated for 16 hours at 37°C with
50 µM RSV. PDE1α phosphorylated at serine 293 (left) was detected by Western blot and analyzed
densitometrically (right) relative to β-Actin. Values are expressed as mean ± SEM (n = 4). Statistical
analysis was done using two tailed Student′s t-test: ∗∗ p < 0.01 versus DMSO as vehicle control.
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Figure S19: Calculation of metabolite ratios from data presented in Figure 3.27 for NHEK cells (green)
and NHDF cells (magenta). Values are expressed as mean ± SEM and statistical analysis was done using
two tailed Student′s t-test: ∗p < 0.05, ∗∗ p < 0.01 versus DMSO.
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9.2 Supplementary Tables

Table S1: Linear regression fit of the data presented Figure 3.2b. Analysis was done in GraphPad Prism
5.0. Values are expressed as mean ± standard deviation. See also Figure 3.2b.

KGM (50 µM RSV) DMEM (100 µM RSV)

Slope −0.02950 ± 0.001156 −0.05592 ± 0.001542

Y-intercept 0.4642 ± 0.01045 0.8310 ± 0.01394

X-intercept 15.74 14.86

R2 0.9630 0.9813

p value < 0.0001 < 0.0001

Table S2: Linear regression fit of the data presented in Figure 3.7a (a) and Figure 3.7b (b). Analysis was
done in GraphPad Prism 5.0 and values are expressed as mean ± standard deviation. See also Figure 3.7.

Trolox RSV Trolox + 44 mM NaHCO3 RSV + 44 mM NaHCO3

Slope −0.001760 ± 0.0001282 −0.0009624 ± 6.503*105 −0.0003878 ± 3.701*105 −0.0001649 ± 1.885*105

Y-intercept 1.210 ± 0.02275 0.5522 ± 0.01154 1.231 ± 0.009829 0.5787 ± 0.005006

X-intercept 687.3 573.7 3175 3510

R2 0.9084 0.9202 0.8941 0.8547

p value < 0.0001 < 0.0001 < 0.0001 < 0.0001

(a) Antioxidant Assay: fit

RSV RSV + 44 mM NaHCO3

Slope 0.2203 ± 0.02103 0.1713 ± 0.01959

Y-intercept −12.14 ± 5.584 −27.58 ± 5.202

X-intercept 55.12 161.00

R2 0.8941 0.8547

p value < 0.0001 < 0.0001

(b) Trolox equivalents: fit
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Table S3: Calculation of the inhibitory concentration required for 50% inhibition (IC50) and 70% (IC70)
inhibition of viability. Data are presented in Figures 3.10 and S8. Efficiency (Eff.) is the maximal observed
induction of cell death after treatment relative to non-treated cells (set to 0%). Values are expressed as
mean ± standard deviation. See also Figures 3.10 and S8.

IC50 [µM] IC70 [µM] Eff. [%]

NHEK 219.90 ± 1.15 80.60 ± 1.26 67.61 ± 3.98

NHDF 343.50 ± 1.03 274.60 ± 1.05 77.32 ± 0.70

HepG2 445.30 ± 1.15 217.40 ± 1.19 40.88 ± 4.56

THP-1 53.74 ± 1.80 10.08 ± 2.53 72.16 ± 1.34

(a) RSV

IC50 [µM] IC70 [µM] Eff. [%]

NHEK 247,747 ± 216.27 1,578 ± 11,940 10.65 ± 5.92

NHDF 1,163 ± 1.39 436.90 ± 1.20 28.51 ± 5.86

HepG2 ambiguous ambiguous 34.90 ± 3.97

THP-1 35.67 ± 8.54 3.18 ± 24.55 68.36 ± 1.84

(b) RSV + 25mM GSH

Table S4: Enriched KEGG pathways (FDR ≤ 0.25) in NHEKs treated with RSV for 16 hours subjected
to GSEA (DMSO n = 4; RSV n = 3). See also Figure 3.12. False discovery rate (FDR), normalized
enrichment score (NES).

Name NES FDR q value

Spliceosome − 2.581 0.000

RNA degradation − 2.340 0.000

DNA replication − 2.239 0.000

Cell cycle − 2.143 0.000

Lysosome 2.160 0.000

Systemic lupus erythematosus 2.110 0.001

Metabolism of xenobiotics by cytochrome p450 1.882 0.015

Steroid hormone biosynthesis 1.898 0.015

Other glycan degradation 1.907 0.017

Adipocytokine signaling pathway 1.847 0.021

Pentose and glucuronate interconversions 1.821 0.025

Pyruvate metabolism 1.777 0.029

PPAR signaling pathway 1.779 0.031

Peroxisome 1.784 0.034

Epithelial cell signaling in helicobacter pylori infection 1.745 0.034

Natural killer cell mediated cytotoxicity 1.732 0.035

Glutathione metabolism 1.750 0.036

Nitrogen metabolism 1.719 0.038

Cytokine cytokine receptor interaction 1.732 0.038

Drug metabolism cytochrome p450 1.691 0.043

Retinol metabolism 1.699 0.044

Proximal tubule bicarbonate reclamation 1.691 0.045

Fatty acid metabolism 1.680 0.045

Purine metabolism − 1.747 0.055

Arachidonic acid metabolism 1.647 0.060

Pyrimidine metabolism − 1.721 0.061

Sphingolipid metabolism 1.637 0.062

Toll like receptor signaling pathway 1.626 0.066

Propanoate metabolism 1.620 0.067

Glycine serine and threonine metabolism 1.587 0.087

Valine leucine and isoleucine degradation 1.564 0.094
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Table S4: GSEA analysis: KEGG pathways (continued)

Name NES FDR q value

Limonene and pinene degradation 1.568 0.095

Glycerolipid metabolism 1.572 0.095

Butanoate metabolism 1.552 0.097

FC epsilon RI signaling pathway 1.557 0.097

Steroid biosynthesis 1.530 0.102

Taste transduction 1.526 0.103

B cell receptor signaling pathway 1.533 0.103

Cell adhesion molecules CAMS 1.538 0.103

RNA polymerase − 1.633 0.126

NOD like receptor signaling pathway 1.467 0.152

One carbon pool by folate − 1.595 0.153

Chemokine signaling pathway 1.459 0.157

Glycosaminoglycan biosynthesis keratan sulfate 1.445 0.167

Proteasome − 1.557 0.168

Oocyte meiosis − 1.568 0.170

Amino sugar and nucleotide sugar metabolism 1.431 0.174

Tryptophan metabolism 1.426 0.175

Arginine and proline metabolism 1.432 0.177

FC gamma r mediated phagocytosis 1.420 0.178

Inositol phosphate metabolism 1.400 0.193

Glycosaminoglycan biosynthesis chondroitin sulfate 1.401 0.197

Progesterone mediated oocyte maturation − 1.522 0.199

Citrate cycle TCA cycle 1.382 0.212

Base excision repair − 1.475 0.218

Nucleotide excision repair − 1.460 0.224

ECM receptor interaction − 1.480 0.227

Aminoacyl tRNA biosynthesis − 1.482 0.243
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Table S5: Connectivity of the RSV gene expression profile in NHEKs with other small molecules using
the Connectivity Map. The best connection with molecules sharing the same Anatomical Therapeutic
Chemical (ATC) classification (p ≤ 0.001).

Rank Cmap Name Mean n Enrichment p specificity Percent non-null

1 P02CX 0.653 6 0.88 0 0.0186 100

2 C08EA 0.572 7 0.839 0 0.0052 100

3 N05AG 0.606 8 0.821 0 0.0049 100

4 N05AB 0.597 60 0.703 0 0 95

5 N05AC 0.578 24 0.674 0 0.0046 83

6 L04AA 0.456 51 0.544 0 0.006 88

7 N06AA 0.428 46 0.469 0 0.0096 78

8 P02DA 0.64 5 0.871 0.00008 0.0105 100

9 A07DA 0.641 6 0.809 0.00008 0.0101 100

10 D01AC 0.286 35 0.352 0.00022 0.0353 62

11 P01BC 0.707 5 0.821 0.00038 0.0539 100

12 R02AD 0.228 13 0.548 0.0004 0.0065 61

13 G04BX 0.608 4 0.865 0.00044 0.026 100

14 C01AA 0.357 10 0.583 0.00084 0.2917 90

15 C03CA −0.28 16 −0.468 0.00094 0.0118 50

16 R06AX 0.337 36 0.317 0.00102 0.0809 69
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Table S6: Calculation of Pearson correlation coefficient r (a) and p (b) value from the data presented in
Figures S12, S13 and S15.

NHEK # NHEK $ HaCaT #
HaCaT #

NHDF $ HepG2 # HepG2 $ HEK # HEK $ HT29 # HT29 $ THP $ THP # HeLA $ HeLa #
CLONE #

NHEK # − 0.716 0.654 0.799 0.373 0.515 0.525 0.428 0.430 −0.011 0.432 0.047 0.041 0.406 0.439

NHEK $ 0.716 − 0.704 0.414 0.159 0.512 0.502 0.676 0.689 −0.258 0.277 0.415 0.394 0.659 0.680

HaCaT # 0.654 0.704 − 0.523 0.261 0.538 0.612 0.301 0.333 −0.176 0.103 0.278 0.291 0.346 0.386

HaCaT
0.799 0.415 0.523 − 0.692 0.412 0.483 0.109 0.110 0.119 0.407 −0.073 −0.106 0.107 0.117

CLONE #
NHDF $ 0.373 0.159 0.261 0.691 − 0.236 0.373 −0.164 −0.141 0.136 0.338 −0.123 −0.179 −0.232 −0.253

HepG2 # 0.515 0.512 0.538 0.412 0.233 − 0.959 0.443 0.486 0.498 0.677 0.512 0.490 0.593 0.573

HepG2 $ 0.525 0.502 0.612 0.483 0.373 0.959 − 0.279 0.336 0.397 0.562 0.484 0.469 0.419 0.401

HEK293 # 0.428 0.676 0.301 0.109 −0.164 0.443 0.279 − 0.986 0.124 0.544 0.307 0.298 0.910 0.913

HEK293 $ 0.430 0.689 0.333 0.110 −0.141 0.486 0.336 0.986 − 0.110 0.501 0.269 0.253 0.876 0.876

HT-29 # −0.011 −0.258 −0.176 0.119 0.136 0.498 0.397 0.125 0.110 − 0.601 0.157 0.130 0.190 0.200

HT-29 $ 0.432 0.277 0.103 0.407 0.338 0.677 0.562 0.544 0.501 0.601 − 0.273 0.245 0.586 0.558

THP-1 $ 0.0468 0.415 0.277 −0.073 −0.123 0.512 0.484 0.307 0.269 0.157 0.273 − 0.990 0.598 0.568

THP-1 # 0.041 0.394 0.291 −0.106 −0.179 0.490 0.469 0.298 0.253 0.130 0.245 0.990 − 0.597 0.570

HeLa $ 0.406 0.659 0.346 0.107 −0.232 0.593 0.419 0.910 0.876 0.190 0.586 0.598 0.597 − 0.983

HeLa # 0.439 0.680 0.386 0.117 −0.253 0.573 0.401 0.913 0.876 0.200 0.558 0.569 0.570 0.983 −

with #: Treatment with 50 µM RSV
$: Treatment with 100 µM RSV

(a) Pearson correlation coefficient r
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Table S6: Calculation of Pearson correlation coefficient r (a) and p (b) value (continued).

NHEK # NHEK $ HaCaT #
HaCaT #

NHDF $ HepG2 # HepG2 $ HEK # HEK $ HT29 # HT29 $ THP $ THP # HeLA $ HeLa #
CLONE #

NHEK # − 0.001 0.004 0.000 0.128 0.034 0.030 0.076 0.075 0.965 0.074 0.854 0.871 0.094 0.069

NHEK $ 0.001 − 0.002 0.110 0.542 0.043 0.047 0.003 0.002 0.317 0.282 0.098 0.118 0.004 0.003

HaCaT # 0.004 0.002 − 0.031 0.311 0.032 0.012 0.240 0.191 0.500 0.695 0.282 0.258 0.174 0.126

HaCaT
0.000 0.110 0.031 − 0.002 0.113 0.058 0.677 0.674 0.648 0.105 0.779 0.686 0.684 0.654

CLONE #
NHDF $ 0.128 0.542 0.311 0.002 − 0.369 0.140 0.516 0.576 0.590 0.170 0.627 0.477 0.355 0.312

HepG2 # 0.034 0.043 0.032 0.113 0.370 − 0.000 0.075 0.048 0.042 0.002 0.036 0.046 0.012 0.016

HepG2 $ 0.030 0.047 0.012 0.058 0.140 0.000 − 0.279 0.188 0.115 0.019 0.049 0.058 0.094 0.111

HEK293 # 0.077 0.003 0.240 0.677 0.516 0.075 0.279 − 0.000 0.623 0.020 0.215 0.230 0.000 0.000

HEK293 $ 0.075 0.002 0.191 0.674 0.576 0.048 0.188 0.000 − 0.664 0.034 0.280 0.312 0.000 0.000

HT-29 # 0.965 0.317 0.500 0.648 0.590 0.042 0.115 0.623 0.664 − 0.008 0.533 0.608 0.450 0.427

HT-29 $ 0.074 0.282 0.695 0.105 0.170 0.003 0.019 0.020 0.034 0.008 − 0.273 0.326 0.011 0.016

THP-1 $ 0.854 0.098 0.282 0.779 0.627 0.036 0.049 0.215 0.280 0.533 0.273 − 0.000 0.009 0.0138

THP-1 # 0.871 0.118 0.258 0.686 0.477 0.046 0.058 0.230 0.312 0.608 0.326 0.000 − 0.009 0.0134

HeLa $ 0.094 0.004 0.174 0.684 0.355 0.012 0.094 0.000 0.000 0.450 0.011 0.009 0.009 − 0.000

HeLa # 0.069 0.003 0.126 0.654 0.312 0.016 0.111 0.000 0.000 0.427 0.016 0.014 0.013 0.000 −

with #: Treatment with 50 µM RSV
$: Treatment with 100 µM RSV

(b) Pearson correlation p value
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Table S7: Calculation of the pH-dependent half-cell potential (EpH) (a) and the redox state (b) for each
redox couple in NHEK cells treated with 50 µM RSV for 16 hours. Data presented in Figure 3.27 were
normalized to protein content. Values are expressed as mean, while relative fluorescence units are depicted
in in italic font. See also Figure 3.27, Tables 3.1 and S8, and Equations (1.8), (3.1), (3.2) and (S1) to (S6).

Redox Couple E0 e− H+ ∆E
∆pH

pH EpH

DMSO RSV DMSO RSV

GSH/GSSG −240 2 2 −61.50 −240.16 −243.89

NADPH/NADP+ −315 2 1 −30.75 −315.08 −316.94

NADH/NAD+ −316 2 1 −30.75 −316.08 −317.94

Lactate/Pyruvate −183 2 2 −61.50

7.0026 7.0632

−183.89 −1186.89

(a) Consideration of pH

Redox Couple
Reduced species Oxidized species

n
Ehc, pH

[µmol per g protein] [µmol per g protein]

DMSO RSV DMSO RSV DMSO RSV

GSH/GSSG 20.71 27.68 0.45 0.47 2 −331.79 −342.55

NADPH/NADP+ 14,349.64 9,043.69 329,983.45 169,419.42 2 −273.21 −277.81

NADH/NAD+ 0.37 0.21 3.25 3.71 2 −286.95 −279.63

Lactate/Pyruvate 18.09 17.72 3.56 4.87 2 −204.89 −204.13

(b) Calculation of redox state
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Table S8: Calculation of redox state and redox environment in NHDF treated with 100 µM RSV for 16
hours. Data presented in Figure 3.27 were normalized to protein content and pH values were assumed
equal to NHEK cells (Table S7a). See also Figure 3.27, Tables 3.1 and S7, and Equations (1.8), (3.1), (3.2),
(S2) and (S5).

Redox Couple
Reduced species Oxidized species

n
Ehc, pH

[µmol per g protein] [µmol per g protein]

DMSO RSV DMSO RSV DMSO RSV

NADPH/NADP+ 0.26 0.05 0.46 0.46 2 −307.41 −288.58

NADH/NAD+ 2.29 1.25 3.65 4.59 2 −309.89 −300.58

Lactate/Pyruvate 0.64 0.56 0.10 0.12 2 −208.30 −207.79

(a) Calculation of the redox state

Redox Couple
Redox state

∆

Redox environment
∆[mV] [mV mmol (g protein)−1]

DMSO RSV DMSO RSV

NADPH/NADP+ −307.41 −288.58 18.83
NADH/NAD+ −309.89 −300.58 9.32

Lactate/Pyruvate −208.30 −207.79 0.51
−0.94 −0.52 0.42

(b) Redox state vs. redox environment.
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9.3 Supplementary Equations

NADP+ + H+ + 2e− → NADPH E0′ =−320 mV (S1)

Ehc, pH = −320 mV+[(pH−7.0)∗−30.75 mV]− 61.5 mV
2

∗ log
[NADPH]

[NADP+]
(S2)

NAD+ + H+ + 2e− → NADH E0′ =−320 mV (S3)

Ehc, pH = −320 mV+[(pH−7.0)∗−30.75 mV]− 61.5 mV
2

∗ log
[NADH]

[NAD+]
(S4)

Pyruvate + 2H+ + 2e− → Lactate E0′ =−190 mV (S5)

Ehc, pH = −190 mV+[(pH−7.0)∗−61.5 mV]− 61.5 mV
2

∗ log
[Lactate]
[Pyruvate]

(S6)

186



Abbreviations

Notation Description
ABTS 2,2′-azino-di-[3-ethylbenzthiazoline sulphonate]
ACLY Adenosine triphosphate (ATP) citrate lyase
ADP Adenosine diphosphate
AhR Aryl hydrocarbon receptor
Akt Protein kinase B (also known as PKB)
AMP Adenosine monophosphate
AMPK 5′AMP-activated protein kinase
ANOVA Analysis of variance
AP-1 Activating protein 1
ARE Antioxidant response element
ATM Ataxia telangiectasia mutated
ATP Adenosine triphosphate
ATR Ataxia telangiectasia and Rad3-related protein
AUC Area under the curve

BAD BCL2-associated death promoter (protein symbol Bad)
BAK BCL2-antagonist/killer (protein symbol Bak)
BAX BCL2-associated X protein (protein symbol Bax)
BCL2 B-cell lymphoma 2 (protein symbol Bcl-2)
BIRC5 Baculoviral inhibitor of apoptosis repeat-containing 5 (protein symbol

Survivin)
BNID BioNumbers ID [1]
BSA Bovine serum albumin

c-Jun c-Jun (gene symbol JUN)
C/EBPβ CCAAT/enhancer-binding protein beta (gene symbol CEBPB)
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Notation Description
cAMP Cyclic adenosine monophosphate
CAT Catalase
CBP CREB binding protein protein (gene symbol CREBBP)
CDK Cyclin-dependent kinase
CDKN2A CDK inhibitor 2A
CEBPB CCAAT/enhancer-binding protein beta (protein symbol C/EBPβ)
ChIP Chromatin immunoprecipitation
CM-H2DCFDA 5-(and-6)-chloromethyl-2′,7′-dichlorodihydrofluorescein diacetate,

acetyl ester
COX Cyclooxygenase
CR Calorie restriction
CREB cAMP-response element-binding protein
CRISPR Clustered regularly-interspaced short palindromic repeats
CTNNB1 β-Catenin
Cul3 Cullin 3-based ubiquitin E3 ligase
CXCL8 Interleukin 8 (protein symbol IL-8)
CYP Cytochrome p450 monooxygenase

DAPI 4’,6-diamidino-2-phenylindole
DAPK1 Death associated protein kinase 1
DDR DNA damage repair
DIABLO Direct IAP binding protein with low pI
DMEM Dulbecco′s modified Eagle′s medium
DMEM/F-12 DMEM Nutrient Mixture F-12
DMSO Dimethyl sulfoxide
DNA Deoxyribonucleic acid
DTAB Dodecyltrimethylammonium bromide
DTT Dithiothreitol
DYRK Dual specificity tyrosine-phosphorylation-regulated kinase

E1A Adenovirus early region 1A
ECAR Extracellular acidification rate
ECM Extracellular matrix
EDTA Ethylenediaminetetraacetic acid
EpRE Electrophile response element
ER Endoplasmatic reticulum

F6P Fructose 6-phosphate
FACS Fluorescence-activated cell sorting
FBS Fetal bovine serum
FDR False discovery rate
FOXO Forkhead box protein
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Notation Description

G6P Glucose 6-phosphate
G6PD Glucose-6-phosphate dehydrogenase
GAP Glyceraldehyde 3-phosphate
GCL Glutamate-cysteine ligase
GCLC Glutamate-cysteine ligase (catalytic subunit)
GCLM Glutamate-cysteine ligase (modifier subunit)
GLB1 Galactosidase β 1
GPX Glutathione peroxidase
GSEA Gene set enrichment analysis
GSH Glutathione (reduced form)
GSK3β Glycogen synthase kinase 3 beta
GSR Glutathione reductase
GSS Glutathione synthase
GSSG Glutathione (oxidized form)
GST Glutathione S-transferase
GSTA1 Glutathione S-transferase alpha 1

H2O2 Hydrogen peroxide
H1K26 Histone 1 lysine 26
H3K9 Histone 3 lysine 9
H4K16 Histone 4 lysine 16
HaCaT Human adult low calcium high temperature keratinocyte
HDAC Histone deacetylase
HEK293 Human embryonic kidney cell
HeLa Human cervical cancer cell
HepG2 Human liver carcinoma cell
HIF-1α Hypoxia-inducible factor 1-alpha
HMOX1 Heme oxygenase 1
HNE 4-Hydroxynonenal
HSP Heat shock protein
HT-29 Human colon cancer cell
HO• Hydroxyl radical

IκB Nuclear factor of kappa light polypeptide gene enhancer in B-cells in-
hibitor

IκB α Nuclear factor of kappa light polypeptide gene enhancer in B-cells in-
hibitor alpha (gene symbol NFκBIA)

IAP Inhibitor of apoptosis protein
IDCR Ionic detergent compatibility reagent
IDH1 Isocitrate dehydrogenase 1
IGFBP3 Insulin-like growth factor-binding protein 3
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Notation Description
IL Interleucin
IL-8 Interleukin 8 (gene symbol CXCL8)

JNK c-Jun N-terminal kinase
JNK1 c-Jun N-terminal kinase 1 (gene symbol MAPK8)
JUN c-Jun (protein symbol c-Jun)

KBM Keratinocyte basal medium
KEAP1 Kelch-like ECH-associated protein 1 (protein symbol Keap1)
Keap1 Kelch-like ECH-associated protein 1 (gene symbol KEAP1)
KGM Keratinocyte growth medium
KRT14 Keratin 14

LAA Linoleamide alkyne
LC3 Microtubule-associated protein 1 light chain 3
LKB1 Liver kinase B1
LOX Lipoxygenase
LXRα Liver X receptor alpha

Maf Small musculoaponeurotic fibrosarcoma
MAP1LC3 Microtubule-associated protein 1 light chain 3 (protein symbol LC3)
MAPK Mitogen-activated protein kinase
MAPK8 Mitogen-activated protein kinase 8 (protein symbol JNK)
MCP-1 Monocyte chemoattractant protein 1
ME1 Malic enzyme 1
miRNA Micro RNA
MMP Matrix metalloproteinase
mRNA Messenger RNA

NAC N-acetyl-cysteine
NAD+ Nicotinamide adenine dinucleotide (oxidized form)
NADH Nicotinamide adenine dinucleotide (reduced form)
NADP+ Nicotinamide adenine dinucleotide phosphate (oxidized form)
NADPH Nicotinamide adenine dinucleotide phosphate (reduced form)
NAM Nicotinamide
Neh Nuclear factor (erythroid-derived 2)-like 2 (Nrf2)-ECH homology
NES Normalized enrichment score
NFκB nuclear factor kappa-light-chain-enhancer of activated B cells
NFκBIA Nuclear factor of kappa light polypeptide gene enhancer in B-cells in-

hibitor alpha (protein symbol IκB α)
NHDF Neonatal normal human dermal fibroblast
NHEK Neonatal normal human epidermal keratinocyte
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Notation Description
NO Nitric oxide
NOAEL No-observed-adverse-effect-level
NOX NADPH oxidase
NQO1 NAD(P)H dehydrogenase (quinone 1)
Nrf2 Nuclear factor (erythroid-derived 2)-like 2

O•−2 Superoxide

p21 CDK inhibitor 1A
p300 E1A binding protein p300
p53 Tumor protein p53
p62 Sequestosome-1 (also known as SQSTM1)
PARP Poly(ADP-ribose) polymerase
PBS Phosphate buffered saline
PCR Polymerase chain reaction
PDE1α Pyruvate dehydrogenase E1-alpha
PDE4 cAMP-specific 3′,5′-cyclic phosphodiesterase 4
PGC1-α PPARγ coactivator 1-alpha
PGC1-β PPARγ coactivator 1-beta (gene symbol )
6PGD Phosphogluconate dehydrogenase (protein symbol PGD)
PGD Phosphogluconate dehydrogenase (gene symbol 6PGD)
PI Propidium iodide
PI3K Phosphatidylinositol-4,5-bisphosphate 3-kinase
PKB Protein kinase B (also known as Akt)
PKC Protein kinase C
PKM Pyruvate kinase
PPAR Peroxisome proliferator-activated receptor
PPARG PPAR gamma (protein symbol PPARγ)
PPARγ PPAR gamma (gene symbol PPARG)
PPARGC1B PPARγ coactivator 1-beta (protein symbol PGC1-β)
PPAT Phosphoribosyl pyrophosphate amidotransferase
PPP Pentose phosphate pathway
PRX Peroxiredoxin

qPCR Quantitative PCR

R5P Ribose 5-phosphate
RFU Relative fluorescence units
RGN Regucalcin
RNA Ribonucleic acid
ROS Reactive oxygen species
RPMI Roswell Park Memorial Institute medium
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Notation Description
RSV Trans-resveratrol
RXRA Retinoid X receptor alpha (protein symbol RXRα)
RXRα Retinoid X receptor alpha (gene symbol RXRA)

SDS Sodium dodecyl sulfate
SFN 1-Isothiocyanato-4-methylsulfinylbutane (Sulforaphane)
SIR2 Silent information regulator 2
siRNA Small interfering RNA
SIRT Sirtuin
SIRT1 Sirtuin 1
SOD Superoxide dismutase

TALDO1 Transaldolase 1
tBHQ tert-Butylhydroquinone
TBS Tris-buffered saline
TCA Tricarboxylic acid
THP-1 Human monocytic cell
TKT Transketolase
TNFα Tumor necrosis factor α

TR Thioredoxin reductase (gene symbol )
Tris Tris(hydroxymethyl)aminomethane
TXN Thioredoxin

UCP2 Mitochondrial uncoupling protein 2
UV Ultraviolet

WBSSH White-Bate-Smith-Swain-Haslam
WRN Werner syndrome ATP-dependent helicase

XRE Xenobiotic response element
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