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Zusammenfassung

Die vorliegende Dissertation untersucht eine neue geometrische Flussgleichung, die die Be-
wegung geschlossener Hyperflächen in Riemannschen Mannigfaltigkeiten beschreibt. Ist
die Hyperfläche sphärisch, kann diese Bewegungsgleichung als ein idealisiertes mathe-
matisches Modell für die Bewegung einer Seifenblase betrachtet werden. Sie wird als
Euler-Lagrange-Gleichung eines Wirkungsintegrals hergeleitet. Dieses enthält neben der
kinetischen Energie auch Terme für die Oberflächenspannung und den Innendruck abhängig
vom eingeschlossenen Volumen. Die resultierende Euler-Lagrange-Gleichung ist eine quasi-
lineare entartete hyperbolische partielle Differentialgleichung zweiter Ordnung, die extrin-
sisch die Bewegung einer Fläche beschreibt.

Dieser Typ der Gleichung begründet das mathematische Interesse an der Untersuchung.
Während die Einsteingleichungen zwar eine ähnliche Struktur haben, beschreiben diese
jedoch die Evolution der Geometrie nur durch intrinsische Größen. Im Unterschied zu
Wave-Maps ist die vorgestellte Gleichung nicht mehr semilinear, sondern quasilinear und
entartet. Eine der wenigen mathematisch exakten Untersuchungen von Gleichungen dieses
Typs ist die Arbeit von Smoczyk und LeFloch [LS08].

Einführend leiten wir die Gleichung her, um anschließend grundlegende Eigenschaften
wie Energie- und Impulserhaltung zu untersuchen. Als spezielle Lösungen dieser Gleichung
finden wir Sphären mit oszillierendem Radius sowie Sphären, die zusätzlich mit konstanter
Geschwindigkeit translatieren.

Die Frage der Existenz einer Lösung für kurze Zeit wird in Kapitel 2 wie folgt beant-
wortet: Zu einer gegebenen glatten Immersion der Ausgangsmannigfaltigkeit und einer
gegebenen glatten Anfangsgeschwindigkeit existiert für kurze Zeit eine glatte Lösung mit
diesen Anfangsdaten. Der Beweis dieses Kurzzeitexistenzsatzes wird mit Hilfe des Satzes
über inverse Funktionen von Nash und Moser geführt.

In Kapitel 3 beweisen wir ein Fortsetzungskriterium (Theorem 3.1), das eine hin-
reichende Bedingung angibt, unter der eine Lösung auf ein größeres Zeitintervall fortgesetzt
werden kann. Die Bedingung ist, dass die Familie der Parametrisierungen der Flächen sowie
deren Zeitableitung in der räumlichen C4-Norm beschränkt sind. Anders ausgedrückt: Ist
das maximale Existenzintervall endlich, werden diese C4-Normem zum Ende des Inter-
valls unbeschränkt. Darüber hinaus beweisen wir, dass der Abstand zweier Lösungen nicht
schneller als exponentiell wächst, wenn die Anfangsdaten dicht beieinander liegen (Theo-
rem 3.7). Aus dieser Abschätzung folgt die Eindeutigkeit von Lösungen der Gleichung und
eine untere Schranke an die maximale Existenzzeit. Wenn eine der beiden Lösungen für
unendliche Zeit existiert, dann wächst die Existenzzeit der anderen Lösung mindestens wie
der negative Logarithmus des Abstands der Anfangsdaten, wenn dieser nach Null geht.
Eine analoges Wachstum der Existenzzeit erhalten wir auch, wenn sich die Metrik des
umgebenden Raumes der euklidischen Metrik annähert (Theorem 3.10).
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Preface

This thesis is devoted to the study of a new geometric flow equation, which describes
the motion of closed hypersurfaces in Riemannian manifolds. If the surface is spherical, this
equation can be considered as an idealised mathematical model of a moving soap bubble. It
will be obtained as an Euler-Lagrange equation of a suitable action integral. In addition to
the kinetic energy this action integral contains terms for the surface tension and the inner
pressure, which depends on the enclosed volume. The resulting Euler-Lagrange equation
is a quasilinear degenerate hyperbolic partial differential equation of second order, which
describes the motion of the surface extrinsically.

The structure of this equation generates interest from a mathematical point of view.
Although Einstein’s equations have a similar structure they describe the evolution of the
geometry via intrinsic quantities. In contrast to wave maps our equation is not semilinear,
but rather quasilinear and degenerate. One of the few mathematically rigorous studies of
equations in this category is the paper of Smoczyk and LeFloch [LS08].

In the introduction we derive the equation. We then study the basic properties of solu-
tions of this equation, like energy and momentum conservation, and find special solutions
of the equation such as oscillating and translating spheres.

In Chapter 2 we answer the question of short time existence in the following way:
given a smooth immersion of a closed hypersurface and a smooth initial velocity, there
exists a smooth solution for a short time attaining these initial data. The proof relies on
the Nash-Moser inverse function theorem.

Finally in Chapter 3 we prove a continuation criterion (Theorem 3.1) which gives a
sufficient condition under which the solution can be extended to a larger time interval.
The condition is that the family of parametrisations of the surface and its time derivative
are bounded in the spatial C4-norm. To state it differently: at the end of the maximal time
interval these C4-norms become unbounded if the interval is finite. Furthermore in that
chapter we prove that the distance between two solutions grows at most exponentially if
they are close to each other initially (Theorem 3.7). This estimate implies the uniqueness
of solutions and gives a lower bound on the maximal time of existence. If one of the two
solutions exists for all future times then the maximal time of existence of the other solution
goes to infinity at least as fast as the negative logarithm of the initial distance between
the solutions if this initial distance goes to zero. A similar stability estimate holds if the
metric of the ambient manifold is close to the Euclidean metric (Theorem 3.10).
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CHAPTER 1

Introduction

This chapter is structured as follows. In Section 1.1 we set up the notation for closed
hypersurfaces moving in an ambient manifold and we state some formulas that we will use
frequently. In Section 1.2 we define the action integral and derive the equation [EQ] that
we will study in this thesis. Section 1.3 contains the derivation of conservation laws and
its impliciations. Special solutions of our equation are given in Section 1.4.

1.1. Notation and Preliminaries

Let N be a smooth closed oriented manifold of dimension n. By Sn we will denote
the n-dimensional sphere. Let (Mn+1, g) be a smooth complete oriented n+ 1-dimensional
Riemannian manifold. We will mostly write 〈·, ·〉 for g(·, ·) and M for (Mn+1, g).

We represent the evolving surfaces by a smooth family of immersions u : [0, T )×N→M

and for the surface at time t we write Σt = u(t,N). The induced metric on N at time t
is g(t) = u(t)∗g. Now suppose we have local coordinates xi on N and yα on M. Here
latin indices run from 1 to n and greek indices run from 0 to n. Then the canonical
tangent vectors associated to xi and yα are ∂1, . . . , ∂n and ∂̄0, . . . , ∂̄n respectively. The
Levi-Civita connection of g is denoted by ∇∂i∂j = Γkij∂k and that of g by ∇∂̄α ∂̄β = Γ

γ

αβ∂̄γ.

In local coordinates the inverse of the metric gij is denoted gij, i. e. gijgjk = δik. We use
the summation convention, i. e. we sum over repeated indices if they have a position of
different height and the sum goes over the whole range of values the index can take.

The map u induces a Riemannian vector bundle u∗TM over [0, T ) × N whose fibre
at (t, x) is Tu(t,x)M with metric gu(t,x). The Levi-Civita connection ∇ of g gives rise to

a connection u∗∇ on u∗TM. This is the unique connection with the property that for
X ∈ Γ(T ([0, T )×N)) and Z ∈ Γ(TM) we have

(u∗∇)X(Z ◦ u) = ∇u∗XZ.

By Γ(V) we denote the space of smooth sections in a vector bundle V. Mostly we denote u∗∇
again by ∇ as long as it is not necessary to distinguish between these two. The connection
u∗∇ is called the covariant derivative along the map u (cf. [Fer08, Satz 21, Satz 24] and
also [Jos08, Ch. 4.1], [Spi79, Ch. 6]). It is metric compatible and torsion free in the sense
that for X, Y ∈ Γ(T ([0, T )×N)) and Z1, Z2 ∈ Γ(u∗TM) we have

X(gu(Z1, Z2)) = gu((u
∗∇)XZ1, Z2) + gu(Z1, (u

∗∇)XZ2)

9



10 1. INTRODUCTION

and

(u∗∇)Xu∗Y − (u∗∇)Y u∗X = u∗[X, Y ]. [1.1]

In local coordinates we have e. g.

∇∂t∂tu
α =(u∗∇)∂t∂tu

α = ∂2
t u

α + Γ
α

βγ(u)∂tu
β∂tu

γ

∇∂i∂tu
α =(u∗∇)∂i∂tu

α = ∂i∂tu
α + Γ

α

βγ(u)∂iu
β∂tu

γ.

Relation [1.1] implies for example

∇∂i∂tu = (u∗∇)∂i∂tu = (u∗∇)∂t∂iu = ∇∂t∂iu

since [∂i, ∂t] = 0. The same considerations hold for variations u : (−ε0, ε0)×[0, T ]×N→M.
We have

∇∂ε∂tu = ∇∂t∂εu

where in local coordinates

∇∂ε∂tu
α = ∂ε∂tu

α + Γ
α

βγ(u)∂εu
β∂tu

γ.

Here ∂ε is the derivative with respect to the first coordinate. Another important identity
that can be checked for X, Y ∈ Γ(T ([0, T )×N)), Z ∈ Γ(u∗TM) by direct calculation is

∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z = R(u∗X, u∗Y )Z.

Here R is the Riemann tensor on M.
Let ν denote the outer unit normal to Σt. The second fundamental form is given by

−hijνα = ∂i∂ju
α − Γkij∂ku

α + Γ
α

βγ∂iu
β∂ju

γ

and the mean curvature vector is

−Hνα = −gijhijνα = ∆u = gij
(
∂i∂ju

α − Γkij∂ku
α + Γ

α

βγ∂iu
β∂ju

γ
)
.

The norm of the second fundamental form is |h|2 = hijhij. For a section fαi dx
i⊗ ∂̄α of the

bundle T ∗N ⊗ u∗TM we define the connection

∇∂jf
α
i = ∂jf

α
i − Γkijf

α
k + Γ

α

βγ∂ju
βfγi .

With this definition we have that ∇∂i∂ju = −hijν and

∇∂i∂ju = −hijν + Γkij∂ku. [1.2]

Of course this last expression is not a tensor.
The induced surface measure of g(t) is denoted by dµt. We will fix a reference surface

measure dµ0 on N with a smooth density function. For notational convenience we assume
that dµ0 is the surface measure of a fixed Riemannian metric g0 on N. We note that only
the measure dµ0 will play a role in the evolution equation. The ratio of dµt and dµ0 is a
scalar function which in local coordinates can be computed as

dµt
dµ0

=

√
det(gij)√
det(g0ij)

.
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For any smooth function f on N we have∫
N

fdµt =

∫
N

f
dµt
dµ0

dµ0.

By Γ̊kij we will denote the Christoffel symbols of the metric g0.
The enclosed volume of Σt = u(t,N) will be denoted by Vol(u). If uε is a variation of

u with u0 = u then we have from [BdCE88, 2.1 Lemma] that

d

dε

∣∣∣
ε=0

Vol(uε) =

∫
N

〈∂u
∂ε

∣∣∣
ε=0

, ν〉dµt [1.3]

and so

∂t Vol(u) =

∫
N

〈ν, ∂tu〉dµt.

Setting Vol0 = Vol(u(0)) we can write

Vol(u) = Vol0 +

∫ t

0

∫
N

〈∂tu, ν〉dµtdt′.

We can take this expression as a definition if it is not clear how to define the volume. We
will of course always assume that it is possible to define the enclosed volume for the initial
surface.

We denote by C any universal constant appearing in estimates. This constant may
depend on fixed quantities such as the dimension of the manifold and derivatives of coordi-
nate changes of a fixed atlas. The dependence on other quantities will be stated explicitly.
If we want to point out that C depends on some other constant, say K, then we use a
subscript CK .

We note the well known variation formulas for gij and dµt when tangential variations
are also allowed.

Lemma 1.1. Let uε be a smooth variation of an immersion u : N → M with u0 = u
and ∂uε

∂ε

∣∣
ε=0

= X. Then

∂

∂ε

∣∣∣
ε=0

gij(uε) = ∇∂i〈X, ∂ju〉+∇∂j〈X, ∂iu〉+ 2〈X, ν〉hij = LX>gij + 2〈X, ν〉hij.

and

∂

∂ε

∣∣∣
ε=0

dµ(uε) = (〈X, ν〉H + divX>)dµ [1.4]

where X> = 〈X, ∂iu〉gij∂ju is the tangential part of X and L is the Lie derivative.
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Proof. We write ∂ε = ∂
∂ε

and omit the index ε from uε. Start with

∂εgij =〈∇∂ε∂iu, ∂ju〉+ 〈∂iu,∇∂ε∂ju〉 = 〈∇∂i∂εu, ∂ju〉+ 〈∂iu,∇∂j∂εu〉
=∂i〈∂εu, ∂ju〉 − 〈∂εu,∇∂i∂ju〉+ ∂j〈∂εu, ∂iu〉 − 〈∂εu,∇∂j∂iu〉
=∂i〈∂εu, ∂ju〉 − Γkij〈∂εu, ∂ku〉+ hij〈∂εu, ν〉

+ ∂j〈∂εu, ∂iu〉 − Γkij〈∂εu, ∂ku〉+ hij〈∂εu, ν〉.

We used that ∇∂i∂ju = −hijν + Γkij∂ku. Setting ε = 0 we have

∂ε|ε=0gij = ∇∂i〈X, ∂ju〉+∇∂j〈X, ∂iu〉+ 2〈X, ν〉hij.
Hence

∂ε|ε=0dµ =
1

2
gij∂ε|ε=0gijdµ = (〈X, ν〉H + divX>)dµ. �

Definition 1.2. Let u : [0, T )×N→M be a smooth family of immersions. Define

σ =〈∂tu, ν〉, Si =〈∂tu, ∂iu〉,
α =〈∇∂t∂tu, ν〉, Ai =〈∇∂t∂tu, ∂iu〉.

Hence we have

∂tu =σν + Si∂iu and ∇∂t∂tu = αν + Ai∂iu.

1.2. The Equation

For a smooth family of immersions u : [0, T ] × N → M we want to define an action
integral of the form

A(u) =

∫ T

0

K(u)− I(u)− J(u)dt

where K is the kinetic energy and I, J contribute to the potential energy. As the driving
forces should be surface tension and inner pressure we define I to be the energy of the
surface tension, i. e. the surface area

I(u) =

∫
N

dµt.

The inner pressure is motivated by that of an ideal gas with constant temperature, i. e.
proportional to Vol(u)−1. Therefore we define for a parameter % > 0

J(u) = −% log

(
Vol(u)

Vol0

)
.

The initial volume Vol0 does not contribute to the Euler-Lagrange equation but we include
it to make the expression in the logarithm scale free. The constant % > 0 determines the
strength of the influence of the inner pressure compared to the surface tension. Another
reason to include this constant is to compensate for the different scaling of the energies. Of
course other functions of the enclosed volume could be considered if they lead to a lower
volume bound as in Corollary 1.6 below.
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We define the kinetic energy as

K(u) =

∫
N

1

2
|∂tu|2dµ0

which can be thought of as being the “sum” of the kinetic energies 1
2
|∂tu|2dµ0 of each point

of the surface. This then describes the physical energy of the point particles making up
the surface. In Appendix D we discuss another choice of kinetic energy. We could also
introduce another constant in front of the kinetic energy but this can be set to one by
scaling in the time variable or by including it in dµ0.

Altogether the action integral is

A(u) =

∫ T

0

∫
N

1

2
|∂tu|2dµ0dt−

∫ T

0

∫
N

dµtdt+ %

∫ T

0

log

(
Vol(u)

Vol0

)
dt.

Proposition 1.3. Let uε be a variation of u with u0 = u and ∂uε
∂ε

∣∣
ε=0

= X. Then

d

dε

∣∣∣
ε=0

A(uε) =

∫
N

〈X, ∂tu〉dµ0

∣∣∣∣
t=T

−
∫

N

〈X, ∂tu〉dµ0

∣∣∣∣
t=0

−
∫ T

0

∫
N

〈X,∇∂t∂tu〉dµ0dt−
∫ T

0

∫
N

H〈ν,X〉 − %

Vol(u)
〈ν,X〉dµtdt.

[1.5]

Proof. We first compute

d

dε

∫ T

0

∫
N

1

2
|∂tuε|2dµ0dt =

∫ T

0

∫
N

〈∇∂ε∂tuε, ∂tuε〉dµ0dt =

∫ T

0

∫
N

〈∇∂t

∂uε
∂ε

, ∂tuε〉dµ0dt

=

∫ T

0

∫
N

∂t〈
∂uε
∂ε

, ∂tuε〉 − 〈
∂uε
∂ε

,∇∂t∂tuε〉dµ0dt.

From the variation of dµt [1.4] and the divergence theorem

d

dε

∣∣∣
ε=0

∫ T

0

∫
N

dµt(uε)dt =

∫ T

0

∫
N

H〈ν,X〉dµtdt

and by [1.3] we have that

d

dε

∣∣∣
ε=0

∫ T

0

log(Vol(uε))dt =

∫ T

0

1

Vol(u)

∫
N

〈ν,X〉dµtdt.

Adding these together and setting ε = 0 where necessary yields the statement. �

If the variation vector field X vanishes at the boundary i. e. X(0) = 0 and X(T ) = 0
we obtain the Euler-Lagrange equation.

Corollary 1.4. The Euler-Lagrange equation of A is

∇∂t∂tu =
dµt
dµ0

(
−H +

%

Vol(u)

)
ν. [EQ]
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1.3. Conservation Laws

1.3.1. Energy Conservation. Define the energy

E(u(t, ·)) =

∫
N

1

2
|∂tu|2dµ0 +

∫
N

dµt − % log

(
Vol(u)

Vol0

)
.

Let u : [0, T )×N→M solve [EQ] with E0 = E(u(0, ·)).

Proposition 1.5. We have E(u(t, ·)) = E0 for all t ∈ [0, T ).

Proof. Simply compute

d

dt
E(u(t, ·)) =

∫
N

〈∇∂t∂tu, ∂tu〉dµ0 +

∫
N

H〈ν, ∂tu〉dµt −
%

Vol(u)

∫
N

〈ν, ∂tu〉dµt = 0

if u solves the equation. �

Corollary 1.6. (1) The enclosed volume is bounded from below by

Vol(u) ≥ Vol0 e
−E0

% .

(2) Assume that an isoperimetric inequality holds on M, namely that there is a con-
stant ciso > 0 such that ∫

N

dµt ≥ ciso Vol(u)
n
n+1 . [1.6]

Then there is a constant K depending only on ciso, %, E0 and Vol0 such that
Vol(u) ≤ K and consequently∫

N

1

2
|∂tu|2dµ0 +

∫
N

dµt ≤ E0 + % log

(
K

Vol0

)
.

Proof. The lower volume bound is immediate from the energy conservation and the
nonnegativity of

∫
N

1
2
|∂tu|2dµ0 +

∫
N
dµt.

Using the energy conservation and the isoperimetric inequality [1.6] it follows that

0 ≤E0 + % log(Vol(u))−
∫

N

dµt − % log(Vol0)

≤E0 + % log(Vol(u))− ciso (Vol(u))
n
n+1 − % log(Vol0).

Since the function f(x) = % log x− cisox
n
n+1 + E0− % log(Vol0) becomes negative for large x

there must exist a numberK > 0 such that x ≤ K if f(x) ≥ 0. This means Vol(u) ≤ K. �
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Remark 1.7. Another way to formulate the conservation of energy is by a sort of
continuity equation. Using the variation of dµt [1.4] with X = ∂tu we compute

∂t

(
1

2
|∂tu|2 +

dµt
dµ0

)
=〈∂tu,∇∂t∂tu〉+ divS

dµt
dµ0

+ 〈∂tu, ν〉H
dµt
dµ0

=− 〈∂tu,Hν〉
dµt
dµ0

+
%

Vol(u)
〈∂tu, ν〉

dµt
dµ0

+ divS
dµt
dµ0

+ 〈∂tu, ν〉H
dµt
dµ0

= divS
dµt
dµ0

+
%

Vol(u)
〈∂tu, ν〉

dµt
dµ0

.

Integrating this with respect to dµ0 and dt gives the energy conservation as above.

1.3.2. Momentum Conservation. Let X be a Killing vector field on M and ϕs its
local flow, which by definition is an isometry. Define the momentum with respect to X of
a solution u of [EQ] by

PX(u(t, ·)) =

∫
N

〈∂tu,X(u)〉dµ0.

Proposition 1.8. Let u : [0, T )×N→M solve [EQ]. Then PX(u(t, ·)) is constant as
a function of t.

Proof. Let us = ϕs ◦ u. Then ∂us
∂s

∣∣
s=0

= X(u). As ϕs is an isometry we have

d

ds

∣∣∣
s=0

A(us) = 0.

From the variation formula [1.5] we get that

0 = PX(u(t, ·))− PX(u(0, ·)) + 0

as u solves the Euler-Lagrange equation. �

Remark 1.9. We can also formulate the momentum conservation as a continuity equa-
tion. Again let us = ϕs ◦ u. We have

∂t〈∂tu,X(u)〉 =〈∇∂t∂tu,X(u)〉+ 〈∂tu,∇∂tX(u)〉︸ ︷︷ ︸
=0

=− 〈Hν,X(u)〉dµt
dµ0

+
%

Vol(u)
〈ν,X〉dµt

dµ0

= divX>
dµt
dµ0

− ∂

∂s

∣∣∣
s=0

log(dµt(us))
dµt
dµ0

+
%

Vol(u)
〈ν,X〉dµt

dµ0

= divX>
dµt
dµ0

+
%

Vol(u)
〈ν,X〉dµt

dµ0

since ∂
∂s

∣∣
s=0

dµt(us) = 0 as X is Killing. Integrating with respect to dµ0 and dt and using

that
∫

N
〈ν,X〉dµt =

d

ds

∣∣∣
s=0

Vol(us) = 0 we get the same momentum conservation as above.
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We can obtain a third conservation law by exploiting another symmetry of the action,
namely the invariance under diffeomorphisms of N that leave dµ0 invariant. So let Y be
a vector field on N with divdµ0 Y = divg0 Y = 0. We define the interior momentum with
respect to Y as

QY (u(t, ·)) =

∫
N

〈∂tu, u∗Y 〉dµ0.

Proposition 1.10. Let u : [0, T ) × N → M solve [EQ]. Then QY (u(t, ·)) is constant
as a function of t. Furthermore we have

∂t〈∂tu, u∗Y 〉 =
1

2
divdµ0(|∂tu|2Y ).

Proof. In local coordinates on N write Y = Y i∂i. We have that u∗Y = Y i∂iu and
compute

∂t〈∂tu, u∗Y 〉 = 〈∇∂t∂tu, u∗Y 〉︸ ︷︷ ︸
=0

+〈∂tu,∇∂t∂iu〉Y i.

=Y i1

2
∂i|∂tu|2 =

1

2
divdµ0(|∂tu|2Y )− 1

2
|∂tu|2 divdµ0 Y.

Integrating with respect to dµ0 and dt using the divergence theorem and that divdµ0 Y = 0
yields the result. �

1.4. Special Solutions

1.4.1. Rotationally Symmetric Solutions. Assume u : R × Sn → Rn+1 has the
form u(t, x) = r(t)x with initial conditions r(0) = r0 > 0 and ṙ(0) = r1. Let dµ0 be the
surface measure of a spherical metric g0, i. e. g0 = γ2

0gSn where gSn is the standard metric
on Sn and γ0 > 0 is a constant. Of course the mean curvature of u(t, Sn) is given by
H(t) = n/r(t). Furthermore Vol(u) = ωn+1r(t)

n+1 and dµt
dµ0

= r(t)n/γn0 . So for the radius

r(t) we get the ordinary differential equation

r̈(t) = −nr(t)
n−1

γn0
+

%

ωn+1γn0 r(t)
.

This second order ODE can be written as a system of first order ODEs for (r, z) = (r, ṙ)

ṙ =z

ż =− nr(t)n−1

γn0
+

%

ωn+1γn0 r(t)
. [1.6]

Clearly the right hand side is locally Lipschitz and in fact smooth around (r0, r1) so there
exists a local smooth solution. Using the energy conservation we will see that the solution
stays bounded and that its orbits are periodic. For the energy we have

E(u(t, ·)) =
1

2
ṙ2(n+ 1)ωn+1γ

n
0 + (n+ 1)ωn+1r

n − %(n+ 1) log

(
r

r0

)
.
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Figure 1.1: Integral Curves for the ODE System (1.6)

Hence

ṙ2 =
2E0

(n+ 1)ωn+1γn0
− 2

rn

γn0
+

2%

ωn+1γn0
log

(
r

r0

)
which implies that the integral curves can be written as a graph

ṙ = ±

√
2E0

(n+ 1)ωn+1γn0
− 2

rn

γn0
+

2%

ωn+1γn0
log

(
r

r0

)
.

To see that these curves are closed, let f(r) be the expression under the root which becomes
negative if r gets large and if r gets small. So the curve given by the graphs of

√
f and

−
√
f consists of two arcs which meet at the r-axis. If initially rn = %

nωn+1
and ṙ = 0

then we are in an equilibrium and this is the only equilibrium. So by the uniqueness of
the solution of the ODE we cannot reach an equilibrium if we are not in an equilibrium
initially. As the solution has to be on the upper or the lower graph of ±

√
f and cannot

change its direction of motion the solution is periodic. The smoothness of the curve at
the transition between the two graphs is guaranteed by the standard ODE existence and
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uniqueness theorem. See Figure 1.1 for examples of the integral curves. We summarise
this as a proposition.

Proposition 1.11. Let g0 = γ2
0gSn be a spherical metric with γ0 > 0 and dµ0 its surface

measure. Let r0 > 0, r1 ∈ R. Then there exists a unique rotationally symmetric periodic
solution u : R× Sn → Rn+1 of equation [EQ] centered at the origin with initial conditions

u(0, x) = r0x, ∂tu(0, x) = r1x. If r0 = n

√
%

nωn+1
and r1 = 0 then the solution is constant

in t.

1.4.2. Translating Solutions. If u : [0, T )×Nn → Rn+1 is a solution of [EQ] and ξ is
a vector in Rn+1 then ũ(t, ·) = u(t, ·)+tξ is also a solution of equation [EQ] with initial data
ũ(0, ·) = u(0, ·), ∂tũ(0, ·) = ∂tu(0, ·) + ξ. This is easy to see since dµt

dµ0
(−H + %Vol(u)−1)ν is

translation invariant and ∂2
t ũ = ∂2

t u. Together with Proposition 1.11 we obtain translating
vibrating solutions.

Proposition 1.12. Let g0 = γ2
0gSn be a spherical metric with γ0 > 0 and dµ0 its surface

measure. Let r0 > 0, r1 ∈ R, p, ξ ∈ Rn+1. There exists a unique solution u : R×Sn → Rn+1

of [EQ] having the form u(t, x) = p+r(t)x+tξ with u(0, x) = p+r0x and ∂tu(0, x) = r1x+ξ.
This solution is the oscillating solution from Proposition 1.11 with initial conditions r0, r1

translating with velocity ξ. At t = 0 it is centered at p.



CHAPTER 2

Short Time Existence

2.1. The Strategy

The objective of this chapter is to prove the following theorem.

Theorem 2.1. For every smooth immersion u0 : N → M with Vol(u0) = Vol0 > 0
and initial velocity u1 ∈ Γ(u∗0TM) there exists ε > 0 and a smooth family of immersions
u : [0, ε)×N→M solving the Cauchy problem

∇∂t∂tu = dµt
dµ0

(
−H(u) + %

Vol(u)

)
ν, for all t ∈ [0, ε)

u(0, ·) = u0

∂tu(0, ·) = u1.

Remark 2.2. In this chapter we only prove the existence of a solution for a short time.
The uniqueness is a special case of our stability estimate Theorem 3.7 (see Corollary 3.8).

We will first prove Theorem 2.1 for the simpler case M = Rn+1. The modifications
necessary to generalise this result to arbitrary target manifolds are indicated in Section 2.6.

Our equation [EQ] is a quasilinear second order partial differential equation. As we will
see in Section 2.2 the linearisation is not strictly hyperbolic. Due to the diffeomorphism
invariance of the mean curvature only the normal part of the linearised operator is a wave
operator. For Ricci flow and Mean Curvature Flow a suitable family of reparametrisa-
tions has been used to remove such a degeneracy. This procedure is known as DeTurck’s
trick [DeT03]. Here this does not work since, due to the dµ0-term, the evolution of the
reparametrisations does not decouple from our equation, and it is not clear how this de-
generacy could be removed. We therefore work directly with the degenerate equation and
use an inverse function theorem to obtain short time existence. As previously mentioned,
the linearised equation contains a wave equation. By the standard energy estimates for
wave equations, we cannot guarantee that the solution of a wave equation has two orders
of differentiability more than the right hand side. So we cannot consider the wave operator
and hence our linearisation as an invertible operator between fixed Banach spaces and we
cannot apply the inverse function theorem for Banach spaces. This phenomenon, usually
called “loss of derivatives”, suggests that we should work in C∞ and use the Nash-Moser
inverse function theorem instead. Another loss of derivatives comes from the decomposi-
tion of the linearisation into normal and tangential parts, since the application of a second
order operator to the normal vector ν and tangent vectors ∂ku gives third derivatives of
u. We will now explain how to use the Nash-Moser inverse function theorem to obtain a
solution for a short time and after that we carry out the steps necessary for the application

19
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of this theorem. The strategy of the proof is similar to the short time existence proof for
the Ricci flow given by Hamilton in [Ham82b].

Let F be the Fréchet space C∞([0, T ] × N,Rn+1) and let F0 be the Fréchet space
C∞(N,Rn+1). We define the open subsets

U ={u ∈ F, det(gij) > 0, for all t ∈ [0, T ]},
U0 ={u ∈ F0, det(gij) > 0}

and on a subset U′ ⊂ U we define the operator P : U′ → F by

P(u) = ∇∂t∂tu−
dµt
dµ0

(
−H(u) +

%

Vol(u)

)
ν. [2.1]

The subset U′ will be chosen later in Proposition 2.21 such that Vol(u) is defined for all
u ∈ U′. Of course P(u) is a vector field along u but we identify Tu(x)R

n+1 with Rn+1 in

the usual way. In the Euclidean standard coordinates we may write ∂2
t u instead of ∇∂t∂tu.

The strategy is as follows. Below we shall construct an approximate solution ū :
[0, T ] × N → Rn+1 with ū(0) = u0, ∂tū(0) = u1 for which P(ū) is defined such that
f̄ := P(ū) satisfies ∂kt f̄

∣∣
t=0

= 0 for all k = 0, 1, . . . . By making T smaller if necessary we

may assume that ū is defined for t ∈ [0, T + ε0]. We put f̄ = 0 for t < 0 which keeps f̄
smooth. Then we define fε(t) = f̄(t − ε) for 0 ≤ ε ≤ ε0 which satisfies fε(t, ·) = 0 for
0 ≤ t ≤ ε. Now fε converges to f̄ in C∞. So for every neighborhood U of f̄ ∈ F there is
an ε ∈ [0, ε0] such that fε ∈ U.

We shall use the Nash-Moser inverse function theorem in the form of [Ham82a] (see
also Appendix B) to show that the operator P : U→ F×U0 × F0 defined by

P(u) = (P(u), u(0, ·), ∂tu(0, ·))

is locally invertible in a neighborhood of ū.
This implies that there exists a neighborhood W of (ū, u0, u1) such that we can solve

P(u) = (f, ũ0, ũ1) for every (f, ũ0, ũ1) ∈W. If ε is small enough such that (fε, u0, u1) ∈W

then we get a solution of P(u) = fε with the right initial conditions. Then in fact P(u) = 0
for 0 ≤ t ≤ ε.

To construct the approximate solution we first compute inductively from the initial
data all time derivatives that a solution of the equation must have at t = 0. Assume for a
moment that u solves P(u) = 0, i. e.

∂2
t u = E(u)
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with E(u) = dµt
dµ0

(
−H(u) + %

Vol(u)

)
ν and initial conditions u(0) = u0, ∂tu(0) = u1. Then

we can compute

∂2
t u =E(u)

∂3
t u =DE(u){∂tu}
∂4
t u =DE(u){∂2

t u}+D2E(u){∂tu, ∂tu}
...

Since u(0) = u0 and ∂tu(0) = u1 are given as initial data, we can evaluate the expressions
on the right hand side line by line at t = 0 to compute the next time derivative of u
at t = 0. Borel’s Lemma (see [GG73, p. 98]) based on a formal power series can be
used to define a smooth function ū : [0, T ]×N→ Rn+1 which has these time derivatives
at t = 0. Of course we do this locally in charts and patch this together using a partition
of unity. This is possible due to the compactness of N. If T is small enough then ū(t, ·) is
an immersion since ū(0, ·) is an immersion and this condition is open. By making T small
enough we can also assume that Vol(ū) > 0. By construction we have that ∂kt P(ū) = 0 at
t = 0. Hence ū can be used as an approximate solution.

The main difficulty is the application of the Nash-Moser inverse function theorem. We
will carry out the necessary steps in the following sections. In Section 2.2 we compute
the linearisation of P. After that, in Section 2.3, we prove estimates for solutions of the
linearised equation and more general systems, including a tame estimate that is needed
for the application of the Nash-Moser inverse function theorem. Using these estimates
we prove in Section 2.4 that the linearised operator is invertible in a neighborhood of the
approximate solution. We are then able to conclude the short time existence proof in the
Euclidean case in Section 2.5. For the convenience of the reader we included some material
concerning the Nash-Moser inverse function theorem in Appendix B.

2.2. The Linearisation

We will compute the derivative of the operator P defined in [2.1]. The decomposition
of the derivative into normal and tangential part given in Corollary 2.4 is crucial for
the proof of the short time existence theorem. Differentiating P in tangential direction
ψk∂ku gives no derivatives of ψk in the tangential part of the derivative of P. This fact
reflects the degeneracy of the mean curvature in tangential direction which comes from the
diffeomorphism invariance. As we will see this still allows us to derive useful estimates.
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Lemma 2.3. Let V ∈ F and let u : [0, T ]×N→ Rn+1 be a smooth family of immersions
such that Vol(u) > 0. We have

DP(u){V } =∂2
t V −

dµt
dµ0

(
∆〈V, ν〉+ |h|2〈V, ν〉 − 〈∇H, V >〉 − %

Vol(u)2

∫
N

〈V, ν〉dµt
)
ν

− dµt
dµ0

(
−H +

%

Vol(u)

)(
div V > + 〈V, ν〉H

)
ν

+
dµt
dµ0

(
−H +

%

Vol(u)

)
(∇〈V, ν〉 − 〈V, ∂lu〉hlk∂ku). [2.2]

Proof. Let uε be a variation of u with ∂ε|ε=0uε = V . It is well known that

−∂ε|ε=0H(uε) = ∆〈V, ν〉+ |h|2〈V, ν〉 − 〈∇H,V >〉
and

−∂ε|ε=0ν(uε) =− 〈∂ε|ε=0ν(uε), ∂lu〉glk∂ku = 〈∂lV, ν〉glk∂ku
=∂l〈V, ν〉glk∂ku− 〈V, ∂lν〉gkl∂ku = ∇〈V, ν〉 − 〈V, ∂lu〉hlk∂ku.

By [1.3] the variation of Vol(uε)
−1 is given by

− 1

Vol(u)2

∫
N

〈V, ν〉dµt

and the variation of dµt is given by [1.4]. �

Corollary 2.4. Let V ∈ F and u be as in Lemma 2.3. Decompose V = ϕν + ψk∂ku.
Then we can write DP(u)V = W 0ν +W k∂ku with

W 0 =∂2
t ϕ−

dµt
dµ0

{
∆ϕ+ |h|2ϕ− 〈∇H,ψ〉

− %

Vol(u)2

∫
N

ϕdµt +

(
−H +

%

Vol(u)

)
(divψ +Hϕ)

}
+ ϕ〈∂2

t ν, ν〉+ 2∂tψ
k〈∂t∂ku, ν〉+ ψk〈∂2

t ∂ku, ν〉

W k =∂2
t ψ

k +
dµt
dµ0

(
−H +

%

Vol(u)

)(
∇kϕ− hikψi

)
+ 2∂tϕ〈∂tν, ∂ju〉gjk

+ ϕ〈∂2
t ν, ∂ju〉gjk + 2∂tψ

l〈∂t∂lu, ∂ju〉gjk + ψl〈∂2
t ∂lu, ∂ju〉gjk.

[2.3]

Proof. The only term which is not yet decomposed in [2.2] is ∂2
t V . We compute

∂2
t V =∂2

t (ϕν + ψk∂ku) = ∂2
t ϕν + 2∂tϕ∂tν + ϕ∂2

t ν + ∂2
t ψ

k∂ku+ 2∂tψ
k∂t∂ku+ ψk∂2

t ∂ku

=(∂2
t ϕ+ ϕ〈∂2

t ν, ν〉+ 2∂tψ
k〈∂t∂ku, ν〉+ ψk〈∂2

t ∂ku, ν〉)ν

+
(
∂2
t ψ

k + 2∂tϕ〈∂tν, ∂ju〉gjk + ϕ〈∂2
t ν, ∂ju〉gjk

+ 2∂tψ
l〈∂t∂lu, ∂ju〉gjk + ψl〈∂2

t ∂lu, ∂ju〉gjk
)
∂ku. �
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Clearly the derivative of P is DP(u){V } = (DP(u){V }, V |t=0, ∂tV |t=0). To prove the
invertibility of DP(u) we have to solve the equation DP(u){V } = W uniquely for any
given W and initial conditions V (0) = V0, ∂tV (0) = V1. Decomposing W = W 0ν+W k∂ku,
V0 = ϕ0ν+ψk∂ku, V1 = ϕ1ν+ψk1∂ku we have to solve the system [2.3] for ϕ and ψk subject
to the initial conditions ϕ(0) = ϕ0, ψk(0) = ψk0 and

∂tϕ(0) =ϕ1 − ψj0〈∂t∂ju(0), ν(0)〉,
∂tψ

k(0) =ψk1 − ϕ0〈∂tν(0), ∂lu(0)〉gkl(0)− ψj0〈∂t∂ju(0), ∂lu(0)〉glk(0).

Furthermore we have to prove a tame estimate for the solution operator of this system
where on the right hand side norms of u, W , V0, V1 may appear. The invertibility and
the tame estimate will follow from the separate treatment of more general systems in
Sections 2.3 and 2.4.

2.3. Estimates for Weakly Hyperbolic Linear Systems (WHLS)

In this section we will define weakly hyperbolic linear systems (WHLS) and derive
estimates for them. These are systems that consist of a number of coupled linear wave
equations that are again coupled together with a system of ODEs with suitable conditions
on the appearance of the highest order terms. We also allow integrals of the unknowns
to appear. These systems generalise the linearised equation [2.3] in the Euclidean case.
We need this generalisation when we prove short time existence for more general target
manifolds in Section 2.6 and when we estimate the maximal time of existence in Chapter 3.
Weakly hyperbolic linear systems are a hyperbolic analogue of Hamilton’s weakly parabolic
linear systems in [Ham82b].

We will derive a tame estimate for solutions of these systems in terms of the coefficients,
the right hand side, the initial data and a special set of basis vectors used to split the system
into a wave and an ODE part. In order to derive this estimate we combine a very simple
ODE estimate with the usual energy estimate for wave equations. Along the way we need
to prove a version of the standard elliptic regularity estimate that allows us to prove a
tame estimate later. In contrast to the usual statement of the elliptic regularity estimate
(see e. g. [Eva98, Theorem 1, 6.3.2]) we are not allowed to have a nonlinear dependence of
high derivatives of the coefficients which is usually hidden in the constant .

In a first step our estimates (Proposition 2.13 and Proposition 2.14) will look very
similar to energy estimates for the wave equation which estimate the spatial Hs-norm of
the solution at a time. As a grading (see Definition B.1) for C∞([0, T ]×N,V) we will choose
an Hs-grading in space and time. So in Subsection 2.3.7 we will integrate the estimates
of spatial norms in time in order to derive estimates of the Hs-norm in space and time.
Therefore we need a kind of Moser inequality that does not mix space and time derivatives
in the highest order terms. This inequality is proved in Appendix C.2 where we included
also the frequently used Moser inequalities. Norms are defined in Appendix C.1.

2.3.1. Definition of Weakly Hyperbolic Linear Systems. Let π : V → N be a
d-dimensional Riemannian vector bundle over N. Let F be the Fréchet space C∞([0, T ]×
N,V) of smooth time dependent sections of V. Assume that we have an atlas of coordinate
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charts (xα, Uα) as in Appendix C.1 of N, i. e. α = 1, . . . , J , xα(Uα) = B3(0) and the sets
x−1
α (B1(0)) cover N. Assume also that for each such chart there are smooth time dependent

local sections ν
(α)
A , A = 1, . . . , d′, and τ

(α)
k , k = 1, . . . , d′′ of V (d′ + d′′ = d) defined on the

domain of the chart which together form a basis of the fiber over each point in Uα. For any

other chart (xβ, Uβ) with Uα ∩Uβ 6= ∅ we assume that the ν
(α)
A (p) and ν

(β)
A (p), p ∈ Uα ∩Uβ

span the same space and are bases for this space. Furthermore we assume that the spaces

spanned by the ν
(α)
A and the τ

(α)
k are orthogonal. If the specific coordinate chart does not

play a role or is fixed, then we will omit the index (α). Let dµ0 be the volume form of a
reference metric g0. Let V ∈ F. In each coordinate chart we can decompose

V = V⊥ + V> := ϕAνA + ψkτk.

We say that V satisfies a weakly hyperbolic linear system if in each coordinate chart
(xα, Uα) we have

∂2
t ϕ

A − LAϕA −NAψ −QAϕ =vA

∂2
t ψ

k −Mkψ − P kϕ =wk
[2.4]

for some given W = vaνA + wkτk. The operators are assumed to be of the following form
in local coordinates

LAϕA =aAij∂i∂jϕ
A + aAi∂iϕ

A + aAϕA

NAψ =nAij ∂iψ
j + nAi ψ

i + nA0
k ∂tψ

k + nA1

J∑
β=1

∫
N

bA(β)jψ
j
(β)dµ0

QAϕ =qAiB ∂iϕ
B + qABϕ

B + qA0
B ∂tϕ

B + qA1

J∑
β=1

∫
N

cA(β)Bϕ
B
(β)dµ0

Mkψ =mk
iψ

i +mk0
i ∂tψ

i

P kϕ =pkjB ∂jϕ
B + pk0

B ∂tϕ
B.

Of course we do not apply the summation convention for the indices A. We assume all
coefficients and also vA and wk to be smooth functions on xα(Uα) and Λδijξiξj ≥ aAijξiξj ≥
λδijξiξj for all ξ ∈ Rn with some fixed Λ, λ > 0. Assume aAij = aAji. Assume supp bA(β)j ⊂
x−1
β (B2(0)) and supp cA(β)B ⊂ x−1

β (B2(0)). Furthermore we want that W = vAνA+wkτk is an
element of V, i. e. the equations transform appropriately under coordinate transformations

on N and under change of basis between different (ν
(α)
A , τ

(α)
k ) and (ν

(β)
A , τ

(β)
k ).

2.3.2. Preliminary Estimates. Assume that we are given the local bases νA, τk as
in the previous subsection and that V = V⊥+V> ∈ F. Locally we write V = ϕAνA +ψkτk.
We want to use a notation similar to that of Appendix C.1 for norms that measure the
components ϕA, ψk of V⊥, V> with respect to the time dependent frames νA, τk. We also
want to take norms of the frames νA, τk although these frames are only defined locally.
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Therefore we add the respective norms which are defined locally in a coordinate chart over
all coordinate charts, e. g.

‖ϕ‖s =
J∑
α=1

d′∑
A=1

‖ϕA(α)‖Hs(B2(0))

‖ν‖s =
J∑
α=1

d′∑
A=1

‖ν(α)
A ◦ x

−1
α ‖Hs(B2(0)).

We do the same for the other norms ‖ · ‖Cs , ||| · |||s, ||| · |||Cs defined in Appendix C.1.
In Appendix C.1 we have defined norms [ · ]s, [ · ]Cs , |[ · ]|s, |[ · ]|Cs for linear operators

which are not the usual operator norms but measure the norms of the coefficients. To
apply this notation to the operators N and Q in [2.4] we write in a local coordinate chart
(xα, Uα)

[N ]s,α =
∑
A,i,j

‖nAij ‖Hs(B2(0)) +
∑
A,i

‖nAi ‖Hs(B2(0)) +
∑
A,k

‖nA0
k ‖Hs(B2(0))

+
∑
A

‖nA1‖Hs(B2(0)) +
∑
A,j

‖bA(α)j‖Hs(B2(0))

and define

[N ]s =
J∑
α=1

[N ]s,α .

Note that this is not a norm for N .
We will occasionally identify νA and νA ◦ x−1

α and similarly for other quantities.
From the WHLS we will later derive estimates for ϕ and ψ. To this end we will apply

estimates that only allow us to estimate a function on a smaller domain (e. g. the elliptic
estimate Lemma 2.11). So we have to estimate norms of ϕ and ψ by norms on smaller
domains. The objective of this subsection is to provide these estimates. Doing this there

will of course arise norms of the basis transitions between different ν
(α)
A and τ

(α)
k . We will

express these as norms of νA and τk and include them in our estimates. We will not use
the system [2.4] yet in this subsection. The following notation will be used several times.

Definition 2.5. Define

νAB =〈νA, νB〉, τkl =〈τk, τl〉,
(νAB) =(νAB)−1, (τ kl) =(τkl)

−1.
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Lemma 2.6. Let

‖ν‖C0 + ‖τ‖C0 ≤ K

and

det(νAB) > λ1, det(τkl) > λ1

for some K,λ1 > 0. We can estimate

‖νAB‖Hs(B2(0)) ≤C(1 + ‖ν‖Hs(B2(0)))

‖τ kl‖Hs(B2(0)) ≤C(1 + ‖τ‖Hs(B2(0)))

|||νAB|||Hs([0,T ]×B2(0)) ≤C(1 + ‖ν‖Hs([0,T ]×B2(0)))

|||τAB|||Hs([0,T ]×B2(0)) ≤C(1 + ‖τ‖Hs([0,T ]×B2(0)))

‖νAB‖C0(B2(0)) ≤C
‖τ kl‖C0(B2(0)) ≤C

with C depending only on λ1 and on K.

Proof. We want to use the third Moser inequality (Theorem C.5) to prove these
estimates. Therefore we have to prove that νAB is a smooth function of the νA and that
this function and its derivatives are bounded on the range of the νA. This is easy to see if
we use the cofactor representation of the inverse

νCD = (−1)C+Ddet(NDC)

det(νAB)

where NCD is created from (νAB) by deleting line C and row D. By our assumption
det(νAB) > λ1 and determinants are only polynomials of the matrix entries. Therefore as
claimed νAB is a smooth function of νAB and all derivatives are bounded in the range of
νA. Hence we can apply the third Moser inequality. The estimate for τ kl is exactly the
same.

For the C0 estimate simply take the supremum in the stated expression for νAB and
similarly for τ kl. �

Lemma 2.7. Let s ≥ bn
2
c+ 1 and V = ϕAνA + ψkτk locally. Assume further

‖ν‖s + ‖∂tν‖s + ‖τ‖s + ‖∂tτ‖s ≤ K,

det(νAB) > λ1, det(τkl) > λ1

for some K,λ1 > 0. Then

(1)

‖ϕ‖s ≤ C
J∑
α=1

d′∑
A=1

‖ϕA(α)‖Hs(B1(0))
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(2)

‖∂tϕ‖s ≤ C

J∑
α=1

d′∑
A=1

(
‖∂tϕA(α)‖Hs(B1(0)) + ‖ϕA(α)‖Hs(B1(0))

)
(3)

‖ψ‖s ≤ C
J∑
α=1

d′′∑
k=1

‖ψk(α)‖Hs(B1(0))

(4)

‖∂tψ‖s ≤ C
J∑
α=1

d′′∑
k=1

(
‖∂tψk(α)‖Hs(B1(0)) + ‖ψk(α)‖Hs(B1(0))

)
.

If additionally ‖∂2
t ν‖s ≤ K then

(5)

‖∂2
t ϕ‖s ≤ C

J∑
α=1

d′∑
A=1

(
‖∂2

t ϕ
A
(α)‖Hs(B1(0)) + ‖∂tϕA(α)‖Hs(B1(0)) + ‖ϕA(α)‖Hs(B1(0))

)
.

The constant C depends on K and on λ1.

Proof. To prove the first statement write ϕA(α) = νAB(α) 〈V⊥ ◦ x−1
α , ν

(α)
B 〉. By the first

Moser inequality (Theorem C.3)

‖ϕA(α)‖Hs(B2(0)) ≤ C
(
‖V⊥ ◦ x−1

α ‖Hs(B2(0))‖νABνB‖C0(B2(0))

+ ‖V⊥ ◦ x−1
α ‖C0(B2(0))‖νABνB‖Hs(B2(0))

)
.

Now by the Sobolev embedding theorem since s ≥ bn
2
c+ 1

‖V⊥ ◦ x−1
α ‖C0(B2(0)) ≤ C‖V⊥ ◦ x−1

α ‖Hs(B2(0))

and

‖ν‖C0 ≤ C‖ν‖s ≤ K.

So we can use the first Moser inequality and Lemma 2.6 to estimate the ‖νABνB‖Hs(B2(0))-
term

‖νABνB‖Hs(B2(0)) ≤C(‖νAB‖C0(B2(0))‖νB‖Hs(B2(0)) + ‖νAB‖Hs(B2(0))‖νB‖C0(B2(0)))

≤C(1 + ‖ν‖s) ≤ CK .

In view of Remark C.2 we have ‖V⊥ ◦ x−1
α ‖Hs(B2(0)) ≤ C

∑
β‖V⊥ ◦ x

−1
β ‖Hs(B1(0)). So we

obtain

‖ϕA(α)‖Hs(B2(0)) ≤ C
∑
β

‖V⊥ ◦ x−1
β ‖Hs(B1(0)).
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Writing locally V⊥ ◦ x−1
β = ϕA(β)ν

(β)
A and using again the first Moser inequality and the

Sobolev embedding theorem we obtain

‖ϕA(α)‖Hs(B2(0)) ≤C
∑
β

∑
A

(
‖ϕA(β)‖Hs(B1(0))‖ν‖C0 + ‖ϕA(β)‖C0(B1(0))‖ν‖s

)
≤C

∑
β

∑
A

‖ϕA(β)‖Hs(B1(0))

Summing over all coordinate charts yields the desired estimate (1). Statement (3) is proved
similarly.

Via

∂tV⊥ = ∂tϕ
AνA + ϕA∂tνA [2.5]

we obtain

∂tϕ
A = 〈∂tV⊥, νB〉νAB − ϕC〈∂tνC , νB〉νAB.

Proceeding similarly as before we can estimate

‖∂tϕA(α)‖Hs(B2(0)) ≤ C
(
‖∂tV⊥ ◦ x−1

α ‖Hs(B2(0))‖νABνB‖C0(B2(0))

+ ‖∂tV⊥ ◦ x−1
α ‖C0(B2(0))‖νABνB‖Hs(B2(0)) + ‖ϕC‖Hs(B2(0))‖νAB〈∂tνC , νB〉‖C0(B2(0))

+ ‖ϕC‖C0(B2(0))‖νAB〈∂tνC , νB〉‖Hs(B2(0))

)
.

Using again the first Moser inequality, Lemma 2.6 and the Sobolev embedding theorem

‖νAB〈∂tνC , νB〉‖Hs(B2(0)) ≤ C(1 + ‖∂tν‖s + ‖ν‖s) ≤ CK .

Using also the previous estimate for ‖ϕA(α)‖Hs(B2(0))

‖∂tϕA(α)‖Hs(B2(0)) ≤C
∑
β

∑
A

(
‖∂tV⊥ ◦ x−1

β ‖Hs(B1(0)) + ‖ϕA(β)‖Hs(B1(0))

)
.

Then using [2.5], the first Moser inequality and the Sobolev embedding theorem as before
we obtain our estimate (2). Estimate (4) is proved in the same way.

Estimate (5) is proved using

∂2
t V⊥ = ∂2

t ϕ
AνA + 2∂tϕ

A∂tνA + ϕA∂2
t νA

which implies

∂2
t ϕ

A = 〈∂2
t V⊥, νB〉νAB − 2∂tϕ

C〈∂tνC , νB〉νAB − ϕC〈∂2
t νC , νB〉νAB.

Then we proceed in the same manner as before. �

Lemma 2.8. Let V = ϕAνA + ψkτk locally and assume

‖ν‖C0 + ‖∂tν‖C0 + ‖∂2
t ν‖C0 + ‖τ‖C0 + ‖∂tτ‖C0 ≤K,

‖ϕ‖C0 + ‖∂tϕ‖C0 + ‖∂2
t ϕ‖C0 + ‖ψ‖C0 + ‖∂tψ‖C0 ≤K
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and

det(νAB) > λ1, det(τkl) > λ1

for some K,λ1 > 0. Then

(1)

‖ϕ‖s ≤ C
(
‖ν‖s +

J∑
α=1

d′∑
A=1

‖ϕA(α)‖Hs(B1(0)) + 1
)

(2)

‖∂tϕ‖s ≤ C
(
‖∂tν‖s + ‖ν‖s +

J∑
α=1

d′∑
A=1

(‖∂tϕA(α)‖Hs(B1(0)) + ‖ϕA(α)‖Hs(B1(0))) + 1
)

(3)

‖∂2
t ϕ‖s ≤C

(
‖∂2

t ν‖s + ‖∂tν‖s + ‖ν‖s

+
J∑
α=1

d′∑
A=1

(‖∂2
t ϕ

A
(α)‖Hs(B1(0)) + ‖∂tϕA(α)‖Hs(B1(0)) + ‖ϕA(α)‖Hs(B1(0))) + 1

)
(4)

‖ψ‖s ≤ C
(
‖τ‖s +

J∑
α=1

d′′∑
k=1

‖ψk(α)‖Hs(B1(0)) + 1
)

(5)

‖∂tψ‖s ≤ C
(
‖∂tτ‖s + ‖τ‖s +

J∑
α=1

d′′∑
k=1

(‖∂tψk(α)‖Hs(B1(0)) + ‖ψk(α)‖Hs(B1(0))) + 1
)

where C depends on K and on λ1.

Proof. We begin as in the proof of Lemma 2.7

‖ϕA(α)‖Hs(B2(0)) ≤ C(‖V⊥ ◦ x−1
α ‖Hs(B2(0))‖νABνB‖C0(B2(0))

+ ‖V⊥ ◦ x−1
α ‖C0(B2(0))‖νABνB‖Hs(B2(0))).

We estimate ‖νABνB‖C0(B2(0)) ≤ C and ‖νABνB‖Hs(B2(0)) ≤ C(1 + ‖ν‖s) which gives

‖ϕA(α)‖Hs(B2(0)) ≤ C(‖V⊥ ◦ x−1
α ‖Hs(B2(0)) + ‖V⊥ ◦ x−1

α ‖C0(B2(0)) + ‖V⊥ ◦ x−1
α ‖C0(B2(0))‖ν‖s).

By the assumption ‖V⊥ ◦ x−1
α ‖C0(B2(0)) ≤ C and we can proceed similarly as in the proof

of Lemma 2.7 using the assumption instead of the Sobolev embedding theorem. �
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2.3.3. Basic L2-Energy Estimate. The estimate from this subsection is standard
but we will need a version that accounts for the finite speed of propagation and uses the
more precise Gronwall inequality Lemma C.8. For a constant Λ > 0 and (t0, x0) ∈ Rn+1

we denote St(t0, x0) = {x ∈ Rn, |x− x0| <
√

Λ(t0 − t)}. If there is no confusion about the
point (t0, x0) we only write St.

Proposition 2.9. Let Ω ⊂ Rn be open and let ϕ : [0, T ]× Ω→ R satisfy

∂2
t ϕ(t, x)− aij(t, x)∂i∂jϕ(t, x)− ai(t, x)∂iϕ(t, x)− a(t, x)ϕ(t, x) = F (t, x)

where aij is symmetric and satisfies

λδijξiξj ≤ aijξiξj ≤ Λδijξiξj

for constants λ,Λ > 0. Furthermore let aij, ak, a and F be smooth functions with

1 +
n∑

α=0

n∑
i,j=1

‖∂αaij‖C0(Ω) +
n∑
k=1

‖ak‖C0(Ω) + ‖a‖C0(Ω) ≤ K

for some K > 0. Let (t0, x0) ∈ [0, T ] × Ω such that S0 = S0(t0, x0) ⊂ Ω. Then there is a
constant C depending on λ, Λ and K such that

‖Dϕ(t, ·)‖L2(St) + ‖∂tϕ(t, ·)‖L2(St) + ‖ϕ(t, ·)‖L2(St) ≤

CeCt
(
‖Dϕ(0, ·)‖L2(S0) + ‖∂tϕ(0, ·)‖L2(S0) + ‖ϕ(0, ·)‖L2(S0) +

∫ t

0

e−Ct
′‖F (t′, ·)‖L2(St′ )

dt′
)
.

Proof. Define

e(ϕ) =
1

2
|∂tϕ|2 +

1

2
|Dϕ|2 +

1

2
ϕ2, ẽ(ϕ) =

1

2
|∂tϕ|2 +

1

2
aij∂iϕ∂jϕ+

1

2
ϕ2

and

E(t) =

∫
St

e(ϕ)dx, Ẽ(t) =

∫
St

ẽ(ϕ)dx.

It holds that

max(Λ, 1)e(ϕ) ≥ẽ(ϕ) ≥ min(λ, 1)e(ϕ)

and

max(Λ, 1)E(t) ≥Ẽ(t) ≥ min(λ, 1)E(t).

We have for a smooth function f : Ω→ R∫
St

f(x)dx =

∫ √Λ(t0−t)

0

∫
∂Br(x0)

fdωdr

and consequently
d

dt

∫
St

f(x)dx = −
√

Λ

∫
∂St

fdω.
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Using integration by parts we calculate

∂tẼ(t) =

∫
St

∂tϕF + ∂tϕa
k∂kϕ+ a∂tϕϕ+ ϕ∂tϕ− ∂tϕ∂jaij∂iϕdx

+

∫
St

1

2
∂ta

ij∂iϕ∂jϕdx+

∫
∂St

∂tϕa
ij∂iϕζj −

1

2

√
Λ
(
∂tϕ

2 + aij∂iϕ∂jϕ+ ϕ2
)
dω.

[2.6]

Here ζ is the outer unit normal of ∂St = ∂B√Λ(t0−t)(x0) and dω the surface measure of ∂St.

By the generalised Cauchy-Schwarz inequality [Eva98, §B.2] and the Cauchy inequality

∂tϕa
ij∂iϕζj ≤ |∂tϕ|

(
aij∂iϕ∂jϕ

) 1
2
(
aijζiζj

) 1
2 ≤ |∂tϕ|(aij∂iϕ∂jϕ)

1
2 (Λδijζiζj)

1
2

≤ 1

2

(
|∂tϕ|2 + aij∂iϕ∂jϕ

)√
Λ.

So the last integral in [2.6] is nonpositive and can be discarded in our estimate. Using
Hölder’s inequality we can estimate

∂tẼ(t) ≤‖F (t, ·)‖L2(St)‖∂tϕ(t, ·)‖L2(St) + CK

∫
St

e(ϕ)dx

≤‖F (t, ·)‖L2(St)Ẽ(t)
1
2 + C(1 + λ−1)KẼ(t). [2.7]

Let ε > 0 and Ẽε = Ẽ + ε. Since [2.7] also holds for Ẽε we can divide by Ẽ
1
2
ε > 0 to get

∂tẼε(t)
1
2 ≤ ‖F (t, ·)‖L2(St) + CẼε(t)

1
2 .

By Gronwall’s inequality Lemma C.8 we conclude that

Ẽε(t)
1
2 ≤ e

R t
0 Cdr

(
Ẽε(0)

1
2 +

∫ t

0

e−
R t′
0 Cds‖F (t′, ·)‖L2(St′ )

dt′
)
.

Letting ε → 0 and comparing E(t) ≤ (1 + λ−1)Ẽ(t) and Ẽ(0) ≤ (1 + Λ)E(0) we get the
stated result. �

2.3.4. ODE Estimate.

Lemma 2.10. If Ω ⊂ Rn is open and bounded and ψ : [0, T ] × Ω → Rd is smooth and
satisfies ∂2

t ψ
k = wk then

‖ψ(t, ·)‖H1(Ω) + ‖∂tψ(t, ·)‖H1(Ω) ≤ CeCt
(
‖ψ(0, ·)‖H1(Ω) + ‖∂tψ(0, ·)‖H1(Ω)

+

∫ t

0

e−Ct
′‖w(t′, ·)‖H1(Ω)dt

′
)
.

Proof. Define

E(t) =
1

2

∫
Ω

|ψ|2 + |∂tψ|2 + |Dψ|2 + |∂tDψ|2dx
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and compute using Hölder’s inequality and Cauchy’s inequality

∂tE =

∫
Ω

δijψ
i∂tψ

j + δij∂tψ
i∂2
t ψ

j + δijδ
kl∂kψ

i∂t∂lψ
j + δijδ

kl∂t∂kψ
i∂l∂

2
t ψ

jdx

≤C
(∫

Ω

|ψ|2 + |∂tψ|2 + |Dψ|2 + |∂tDψ|2dx

+ ‖∂tψ‖L2(Ω)‖w‖L2(Ω) + ‖∂tDψ‖L2(Ω)‖Dw‖L2(Ω)

)
≤C(E + E

1
2‖w‖H1(Ω)). [2.8]

Let ε > 0 and Eε = E + ε. Inequality [2.8] also holds for Eε and dividing by E
1
2
ε > 0 we

get

∂tEε(t)
1
2 ≤ C(Eε(t)

1
2 + ‖w(t, ·)‖H1(Ω)).

By Gronwall’s inequality Lemma C.8

Eε(t)
1
2 ≤ CeCt

(
Eε(0)

1
2 +

∫ t

0

e−Ct
′‖w(t′, ·)‖H1(Ω)dt

′
)
.

Letting ε→ 0 and using the equivalence of E(t)
1
2 and ‖ψ(t, ·)‖H1(Ω) + ‖∂tψ(t, ·)‖H1(Ω) this

implies the result. �

2.3.5. Elliptic Estimate.

Lemma 2.11. Let Ω ⊂⊂ B2(0) be open and let

Lϕ = aij∂i∂jϕ+ ai∂iϕ+ aϕ = F

on B2(0) with aij = aji, aijξiξj ≥ λδijξiξj for some λ > 0 and F , ϕ and all coefficients be
smooth with bounded derivatives.

(1) If [L]Hs(B2(0)) ≤ K for some s ≥ bn
2
c + 2 and K > 0 then there is a constant C

depending only on K, λ, s and on Ω such that

‖ϕ‖Hs+2(Ω) ≤ C
(
‖F‖Hs(B2(0)) + ‖ϕ‖Hs+1(B2(0))

)
.

(2) If [L]C1(B2(0)) ≤ K and ‖ϕ‖C2(B2(0)) ≤ K ′ for some K,K ′ > 0 then for every s ≥ 0

there is a constant C depending only on K, K ′, λ, s and on Ω such that

‖ϕ‖Hs+2(Ω) ≤ C
(
‖F‖Hs(B2(0)) + [L]Hs(B2(0)) + ‖ϕ‖Hs+1(B2(0))

)
.

Proof. For s = 0 part (2) is a simple corollary of the standard elliptic regularity
estimate [Eva98, Theorem 1, 6.3.1] and would be much easier to prove directly with
our smoothness assumptions. Note that by the Sobolev embedding theorem we have
[L]C1(B2(0)) ≤ C [L]

Hb
n
2 c+2(B2(0))

. So [L]C1(B2(0)) ≤ CK in both cases. For s > 0 let ∂β

be a spatial derivative with |β| ≤ s. Differentiating the equation yields

L∂βϕ = ∂βF − (∂β(Lϕ)− L∂βϕ) =: F̃ .
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Applying the estimate [Eva98, Theorem 1, 6.3.1] yields

‖∂βϕ‖H2(Ω) ≤ C
(
‖F̃‖L2(B2(0)) + ‖ϕ‖Hs+1(B2(0))

)
with C depending only on K, λ and Ω. We can estimate by the second Moser inequality
Theorem C.4

‖∂β(Lϕ)− L∂βϕ‖L2(B2(0)) ≤ C
(

[L]Hs(B2(0)) ‖ϕ‖C2(B2(0)) + [L]C1(B2(0)) ‖ϕ‖Hs+1(B2(0))

)
.

Hence for the first assertion we estimate

‖F̃‖L2(B2(0)) ≤ C
(
‖F‖Hs(B2(0)) + ‖ϕ‖C2(B2(0)) + ‖ϕ‖Hs+1(B2(0))

)
and use the Sobolev embedding theorem to estimate ‖ϕ‖C2(B2(0)) ≤ C‖ϕ‖Hs+1(B2(0)). For
the second assertion we estimate

‖F̃‖L2(B2(0)) ≤C
(
‖F‖Hs(B2(0)) + [L]Hs(B2(0)) + ‖ϕ‖Hs+1(B2(0))

)
. �

Remark 2.12. If we do not use the assumption that ‖ϕ‖C2(B2(0)) ≤ K ′ in the second
part then we get the estimate

‖ϕ‖Hs+2(Ω) ≤ C
(
‖F‖Hs(B2(0)) + [L]Hs(B2(0)) ‖ϕ‖C2(B2(0)) + ‖ϕ‖Hs+1(B2(0))

)
.

2.3.6. Estimates for the Full System. To combine the estimate from the previous
subsections we define the total energy of the system [2.4] as

Es(t) = ‖∂2
t ϕ(t, ·)‖s + ‖∂tϕ(t, ·)‖s+1 + ‖ϕ(t, ·)‖s+1 + ‖∂tψ(t, ·)‖s+1 + ‖ψ(t, ·)‖s+1. [2.9]

Proposition 2.13. Assume that ϕ, ψ satisfy the weakly hyperbolic linear system [2.4]
on a time interval [0, T ] and that for some s ≥ bn

2
c+ 2 and K1, K2, λ1 > 0

‖ν‖s+1 + ‖∂tν‖s+1 + ‖∂2
t ν‖s + ‖τ‖s+1 + ‖∂tτ‖s+1 ≤ K1,

1 + [L]s + [∂tL]s + [M ]s+1 + [Q]s + [∂tQ]s + [N ]s + [∂tN ]s + [P ]s+1 ≤ K2

and

det(νAB) > λ1, det(τkl) > λ1.

Then we have the estimate

Es(t) ≤ CeCtEs(0) + C

∫ t

0

eC(t−t′)(‖v(t′, ·)‖s + ‖∂tv(t′, ·)‖s + ‖w(t′, ·)‖s+1

)
dt′.

where C only depends on K1, K2, λ, λ1, Λ and s.

Proof. 1. Set B1 = B1(0) ⊂ Rn and B = B2(0) ⊂ Rn. Choose (t0, x0) =

( 3
2
√

Λ
, 0). Recall from Subsection 2.3.3 that St = {x ∈ Rn, |x − x0| <

√
Λ(t0 − t)}.

Then we always have St ⊂ B. We also have B1(0) ⊂ St if t ≤ 1
2
√

Λ
because then√

Λ(t0 − t) ≥ 3
2
− 1

2
= 1 > |x| for x ∈ B1(0). We also choose a set Ω ⊂⊂ B such that
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St ⊂⊂ Ω in order to avoid constants depending on St, e. g. Ω = B 7
4
(0). We will prove the

estimate first for t ≤ t∗ := 1
2
√

Λ
. When we apply Proposition 2.9 we use that

1 +
∑
α,i,j

‖∂αaij‖C0(Ω) +
∑
k

‖ak‖C0(Ω) + ‖a‖C0(Ω) ≤ 1 + [L]C1 + [∂tL]C1 ≤ K2

by the Sobolev embedding theorem since s ≥ bn
2
c+ 2.

2. We write the system [2.4] as

∂2
t ϕ

A − LAϕA =vA +NAψ +QAϕ [2.10a]

∂2
t ψ

k =wk + P kϕ+Mkψ. [2.10b]

Since s ≥ bn
2
c+ 2 we can use the Sobolev embedding theorem to estimate the C0- and C1-

norms of the coefficients of the operators by CK2. Clearly ‖qA1
∑

β

∫
cA(β)Bϕ

B
(α)dµ0‖L2(St′ )

≤
C‖ϕ‖L2 by Hölder’s inequality and ‖QAϕ‖L2(B) ≤ C(‖ϕ‖1+‖∂tϕ‖0). Whenever we estimate
Qϕ, we need a “global” term including ‖ϕ‖L2 or ‖ϕ‖C0 because of the integrals. The same
applies for estimates of Nψ. If we do not intend to apply the elliptic regularity estimate we
will carry out the estimates on the larger domain Ω instead of St. Hence we can estimate
the L2(St′)-norm of the right hand side of the wave part [2.10a] by

C(‖v‖L2(B) + ‖ψ‖1 + ‖∂tψ‖0 + ‖ϕ‖1 + ‖∂tϕ‖0)

and the H1(Ω)-norm of the right hand side of the ODE part [2.10b] by

C
(
‖w‖H1(B) + ‖ψ‖H1(B) + ‖∂tψ‖H1(B) + ‖ϕ‖H2(Ω) + ‖∂tϕ‖H1(B)

)
.

By the elliptic regularity estimate [Eva98, Theorem 1, 6.3.1] and the equation [2.10a] for
Lϕ we have

‖ϕ‖H2(Ω) ≤C
(
‖Lϕ‖L2(B) + ‖ϕ‖H1(B)

)
≤C

(
‖∂2

t ϕ‖L2(B) + ‖v‖L2(B) + ‖ψ‖1 + ‖∂tψ‖0 + ‖ϕ‖1 + ‖∂tϕ‖0

)
. [2.11]

Applying the energy estimate Proposition 2.9 and the ODE estimate Lemma 2.10 to equa-
tions [2.10a] and [2.10b] we get

‖∂tϕA(t, ·)‖L2(B1) + ‖DϕA(t, ·)‖L2(B1) + ‖ϕA(t, ·)‖L2(B1)

≤ CeCt
(
‖∂tϕA(0, ·)‖L2(B) + ‖DϕA(0, ·)‖L2(B) + ‖ϕA(0, ·)‖L2(B)

)
+ C

∫ t

0

eC(t−t′) (‖v‖0 + ‖ψ‖1 + ‖∂tψ‖1 + ‖ϕ‖1 + ‖∂tϕ‖0) dt′ [2.12]

and

‖ψk(t, ·)‖H1(B1) + ‖∂tψk(t, ·)‖H1(B1) ≤ CeCt
(
‖ψk(0, ·)‖H1(B) + ‖∂tψk(0, ·)‖H1(B)

)
+ C

∫ t

0

eC(t−t′) (‖w‖1 + ‖v‖0 + ‖∂2
t ϕ‖0 + ‖∂tϕ‖1 + ‖ϕ‖1 + ‖ψ‖1 + ‖∂tψ‖1

)
dt′. [2.13]
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3. In order to use Gronwall’s inequality later we also need the terms ‖∂2
t ϕ‖L2(B1) +

‖∂tϕ‖H1(B1) on the left hand side of the estimate. Therefore we differentiate the wave part
[2.10a] with respect to time

∂2
t ∂tϕ

A − LA∂tϕA = ∂tv
A + ∂tL

AϕA + ∂tN
Aψ +NA∂tψ + ∂tQ

Aϕ+QA∂tϕ.

For the application of the basic energy estimate we estimate the L2(St′)-norm of the right
hand side by

C
(
‖∂tv‖L2(B) + ‖ϕ‖H2(Ω) + ‖ψ‖1 + ‖∂tψ‖1 + ‖∂2

t ψ‖L2(B) + ‖ϕ‖1 + ‖∂tϕ‖1 + ‖∂2
t ϕ‖0

)
.

The term ‖ϕ‖H2(Ω) is estimated as in [2.11]. By the equation for ∂2
t ψ [2.10b] we have

‖∂2
t ψ‖L2(B) ≤ C

(
‖∂tψ‖L2(B) + ‖ψ‖L2(B) + ‖ϕ‖H1(B) + ‖∂tϕ‖L2(B) + ‖w‖L2(B)

)
.

An application of the basic energy estimate Proposition 2.9 yields

‖∂2
t ϕ

A(t, ·)‖L2(B1) + ‖∂tDϕA(t, ·)‖L2(B1) + ‖∂tϕ(t, ·)‖L2(B1)

≤ CeCt
(
‖∂2

t ϕ
A(0, ·)‖L2(B) + ‖∂tDϕA(0, ·)‖L2(B) + ‖∂tϕA(0, ·)‖L2(B)

)
+ C

∫ t

0

eC(t−t′)(‖∂tv‖0 + ‖v‖0 + ‖w‖0 + ‖∂tψ‖1 + ‖ψ‖1

+ ‖∂2
t ϕ‖0 + ‖ϕ‖1 + ‖∂tϕ‖1

)
dt′. [2.14]

4. Let β be a multiindex with 1 ≤ |β| ≤ s and ∂β a be spatial derivative. Note that
by the Sobolev embedding theorem we have ‖ · ‖Ck ≤ C‖ · ‖bn

2
c+1+k. Differentiating the

system [2.10] in a coordinate chart yields

∂2
t ∂

βϕA − LA∂βϕA =∂βvA + ∂β(LAϕA)− LA∂βϕA + ∂β(NAψ) + ∂β(QAϕ) =: ṽA

∂2
t ∂

βψk =∂βwk + ∂β(Mkψ) + ∂β(P kϕ) =: w̃k.
[2.15]

We want to apply again the basic energy estimate Proposition 2.9 and the ODE estimate
Lemma 2.10 to this system and hence we must estimate the terms ‖ṽ‖L2(St′ )

and ‖w̃‖H1(Ω).
By the second Moser inequality Theorem C.4 and the Sobolev embedding theorem we have

‖∂β(Lϕ)− L∂βϕ‖L2(B) ≤C
(

[L]Hs(B) ‖ϕ‖C2(B) + [L]C1(B) ‖ϕ‖Hs+1(B)

)
≤C‖ϕ‖Hs+1(B). [2.16]

By the first Moser inequality C.3 and the Sobolev embedding theorem we have

‖∂β(Nψ)‖L2(B) ≤C
(

[N ]s (‖ψ‖C1 + ‖∂tψ‖C0) + [N ]C0 (‖ψ‖s+1 + ‖∂tψ‖s)
)

≤C (‖ψ‖s+1 + ‖∂tψ‖s+1) . [2.17]

Note that we could estimate the integrals by

‖∂β(nA1

J∑
β=1

∫
N

bA(β)jψ
j
(β)dµ0)‖L2(B) =‖∂β(nA1)

J∑
β=1

∫
N

bA(β)jψ
j
(β)dµ0‖L2(B) ≤ C‖ψ‖C0 [N ]s .
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Similarly

‖∂β(Qϕ)‖L2(B) ≤C
(
‖ϕ‖s+1 + ‖∂tϕ‖s

)
[2.18]

and trivially ‖∂βv‖L2(B) ≤ ‖v‖Hs(B). Hence

‖ṽ‖L2(St′ )
≤ C

(
‖v‖Hs(B) + ‖ϕ‖s+1 + ‖∂tϕ‖s+1 + ‖ψ‖s+1 + ‖∂tψ‖s+1

)
.

Application of Proposition 2.9 implies

‖∂t∂βϕA(t, ·)‖L2(B1) + ‖D∂βϕA(t, ·)‖L2(B1) + ‖∂βϕA(t, ·)‖L2(B1)

≤ CeCt
(
‖∂t∂βϕA(0, ·)‖L2(B) + ‖D∂βϕA(0, ·)‖L2(B) + ‖∂βϕA(0, ·)‖L2(B)

)
+ C

∫ t

0

eC(t−t′)(‖v‖s + ‖ϕ‖s+1 + ‖∂tϕ‖s+1 + ‖ψ‖s+1 + ‖∂tψ‖s+1

)
dt′. [2.19]

We estimate similarly

‖∂β(Mψ)‖H1(B) ≤C
(

[M ]Hs+1(B) (‖∂tψ‖C0(B) + ‖ψ‖C0(B))

+ [M ]C0(B) (‖∂tψ‖Hs+1(B) + ‖ψ‖Hs+1(B))
)

≤C
(
‖ψ‖Hs+1(B) + ‖∂tψ‖Hs+1(B)

)
[2.20]

and

‖∂β(Pϕ)‖H1(Ω) ≤C
(

[P ]Hs+1(Ω) (‖∂tϕ‖C0(Ω) + ‖ϕ‖C1(Ω))

+ [P ]C0(Ω) (‖ϕ‖Hs+2(Ω) + ‖∂tϕ‖Hs+1(Ω))
)

≤C
(
‖ϕ‖Hs+2(Ω) + ‖∂tϕ‖Hs+1(Ω)

)
. [2.21]

By the elliptic estimate Lemma 2.11 part (1) and equation [2.10a]

‖ϕ‖Hs+2(Ω) ≤C
(
‖Lϕ‖Hs(B) + ‖ϕ‖Hs+1(B)

)
≤C

(
‖∂2

t ϕ‖Hs(B) + ‖v‖Hs(B) + ‖Nψ‖Hs(B) + ‖Qϕ‖Hs(B) + ‖ϕ‖Hs+1(B)

)
≤C
(
‖v‖s + ‖∂2

t ϕ‖s + ‖ψ‖s+1 + ‖∂tψ‖s+1 + ‖ϕ‖s+1 + ‖∂tϕ‖s
)

[2.22]

where ‖Nψ‖Hs(B) and ‖Qϕ‖Hs(B) were estimated as in [2.17] and [2.18]. Hence

‖w̃‖H1(Ω) ≤ C
(
‖w‖Hs+1(B) + ‖v‖Hs(B) + ‖∂2

t ϕ‖s + ‖∂tϕ‖s+1

+ ‖ϕ‖s+1 + ‖ψ‖s+1 + ‖∂tψ‖s+1

)
.

Thus the ODE estimate Lemma 2.10 implies

‖∂βψk(t, ·)‖H1(B1) + ‖∂β∂tψk(t, ·)‖H1(B1) ≤ CeCt
(
‖∂βψk(0, ·)‖H1(B) + ‖∂β∂tψk(0, ·)‖H1(B)

)
+ C

∫ t

0

eC(t−t′)(‖w‖s+1 + ‖v‖s + ‖∂2
t ϕ‖s + ‖∂tϕ‖s+1 + ‖ϕ‖s+1

+ ‖ψ‖s+1 + ‖∂tψ‖s+1

)
dt′. [2.23]
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5. As in step 3 we need an additional time derivative and so we differentiate the wave
part of the system [2.10a] using ∂t∂

β in order to get an estimate for ∂2
t ϕ. We calculate

∂2
t ∂t∂

βϕA − LA∂t∂βϕA =∂t∂
βvA + ∂β(∂tL

AϕA) + ∂β(LA∂tϕ
A)− LA∂t∂βϕA

+ ∂β(∂tQ
Aϕ) + ∂β(QA∂tϕ) + ∂β(∂tN

Aψ) + ∂β(NA∂tψ) =: ˜̃vA

and we will estimate ‖˜̃v‖L2(St′ )
. To this end

‖∂β(∂tLϕ)‖L2(Ω) ≤C
(

[∂tL]Hs(B) ‖ϕ‖C2(B) + [∂tL]C0(B) ‖ϕ‖Hs+2(Ω)

)
≤C
(
‖v‖s + ‖∂2

t ϕ‖s + ‖∂tϕ‖s + ‖ψ‖s+1 + ‖∂tψ‖s+1 + ‖ϕ‖s+1

)
[2.24]

using the first Moser inequality and [2.22]. Futhermore by the first and second Moser
inequality and the Sobolev embedding theorem

‖∂β(L∂tϕ)− L∂β∂tϕ‖L2(B) ≤C
(

[L]Hs(B) ‖∂tϕ‖C2(B) + [L]C1(B) ‖∂tϕ‖Hs+1(B)

)
≤C‖∂tϕ‖Hs+1(B) [2.25]

‖∂β(∂tNψ)‖L2(B) ≤C
(

[∂tN ]s (‖ψ‖C1 + ‖∂tψ‖C0) + [∂tN ]C0 (‖ψ‖s+1 + ‖∂tψ‖s)
)

≤C (‖ψ‖s+1 + ‖∂tψ‖s+1) [2.26]

‖∂β(N∂tψ)‖L2(B) ≤C
(

[N ]s (‖∂tψ‖C1 + ‖∂2
t ψ‖C0(B))

+ [N ]C0 (‖∂tψ‖s+1 + ‖∂2
t ψ‖Hs(B))

)
≤C

(
‖∂tψ‖s+1 + ‖∂2

t ψ‖Hs(B)

)
[2.27]

and analogously

‖∂β(∂tQϕ)‖L2(B) ≤C(‖∂tϕ‖s + ‖ϕ‖s+1) [2.28]

‖∂β(Q∂tϕ)‖L2(B) ≤C(‖∂tϕ‖s+1 + ‖∂2
t ϕ‖s). [2.29]

We use the ODE part [2.10b] to estimate

‖∂2
t ψ‖Hs(B) ≤C

(
‖w‖Hs(B) + ‖Mψ‖Hs(B) + ‖Pϕ‖Hs(B)

)
.

≤C
(
‖w‖Hs(B) + ‖∂tψ‖Hs+1(B) + ‖ψ‖Hs+1(B)

+ ‖ϕ‖Hs+1(B) + ‖∂tϕ‖Hs(B)

)
. [2.30]

Consequently

‖˜̃v‖L2(B) ≤ C
(
‖∂tv‖Hs(B) + ‖v‖Hs(B) + ‖w‖Hs(B) + ‖ψ‖s+1

+ ‖∂tψ‖s+1 + ‖ϕ‖s+1 + ‖∂tϕ‖s+1 + ‖∂2
t ϕ‖s

)
.
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We apply again the basic energy estimate Proposition 2.9 to get

‖∂2
t ∂

βϕ(t, ·)‖L2(B1) + ‖D∂t∂βϕ(t, ·)‖L2(B1) + ‖∂t∂βϕ(t, ·)‖L2(B1)

≤ CeCt
(
‖∂2

t ∂
βϕ(0, ·)‖L2(B) + ‖D∂t∂βϕ(0, ·)‖L2(B) + ‖∂t∂βϕ(0, ·)‖L2(B)

)
+ C

∫ t

0

eC(t−t′)(‖∂tv‖s + ‖v‖s + ‖w‖s + ‖ψ‖s+1 + ‖∂tψ‖s+1

+ ‖ϕ‖s+1 + ‖∂tϕ‖s+1 + ‖∂2
t ϕ‖s

)
dt′. [2.31]

6. We sum the estimates [2.12],[2.13],[2.14],[2.19],[2.23] and [2.31] over all coordi-
nate charts and over all β with 1 ≤ |β| ≤ s and we use Lemma 2.7 to obtain

Es(t) ≤ CeCtEs(0) + C

∫ t

0

eC(t−t′)(‖v‖s + ‖∂tv‖s + ‖w‖s+1

)
dt′ + C

∫ t

0

eC(t−t′)Es(t
′)dt′.

We will apply the Gronwall type inequality from Lemma C.10 withA(t) = Es(t), g(t) = eCt,
h(t′) = Ce−Ct

′
and

B(t) = CEs(0) + C

∫ t

0

e−Ct
′(‖v‖s + ‖∂tv‖s + ‖w‖s+1

)
dt′.

We have that B′(t′) = Ce−Ct
′(‖v‖s + ‖∂tv‖s + ‖w‖s+1

)
and h(r)g(r) = C. Consequently

Lemma C.10 implies

Es(t) ≤ CeCtEs(0) + eCt
∫ t

0

eC(t−t′)Ce−Ct
′(‖v‖s + ‖∂tv‖s + ‖w‖s+1

)
dt′

which is after adapting the constant C the result for t ≤ 1
2
√

Λ
= t∗.

7. Now let t ≤ T be arbitrary. We write t = kt∗ + t̃ with t∗ = 1
2
√

Λ
and t̃ ≤ t∗, k ∈ N.

We shall iterate the estimate finitely many times to estimate Es(t). For a moment we
will denote the constant C which has been used in the estimate for t ≤ t∗ by C1. Clearly
C1 ≥ 1. We estimate

Es(t) =Es(kt
∗ + t̃) ≤ C1e

C(t−kt∗)Es(kt
∗) + C1

∫ kt∗+t̃

kt∗
eC(t−t′) . . . dt′

≤C2
1e
C(t−(k−1)t∗)Es((k − 1)t∗) + C2

1

∫ kt∗

(k−1)t∗
eC(t−t′) . . . dt′ + C1

∫ kt∗+t̃

kt∗
eC(t−t′) . . . dt′

≤ · · · ≤ Ck+1
1 eCtEs(0) +

k−1∑
i=0

Ck+1−i
1

∫ (i+1)t∗

it∗
eC(t−t′) . . . dt′ + C1

∫ kt∗+t̃

kt∗
eC(t−t′) . . . dt′.

Now by definition k ≤ t
t∗
≤ k + 1 and it∗ ≤ t′ ≤ (i + 1)t∗ in every integral. Hence we can

estimate

k − i ≤ 1

t∗
(t− (i+ 1)t∗) + 1 ≤ 1

t∗
(t− t′) + 1
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and consequently in every summand it holds Ck+1−i
1 ≤ C2

1C
(t−t′)/t∗
1 and in the first term

Ck+1
1 ≤ C1C

t/t∗

1 . Writing Cx
1 = ex logC1 we obtain the estimate in the desired form. �

Proposition 2.14. Assume that ϕ, ψ satisfy the weakly hyperbolic system [2.4] on a
time interval [0, T ] and that for some K1, K2, λ1 > 0

‖ν‖C0 + ‖∂tν‖C0 + ‖∂2
t ν‖C0 + ‖τ‖C0 + ‖∂tτ‖C0 ≤ K1,

1 + [L]C1 + [∂tL]C0 + [M ]C1 + [Q]C0 + [∂tQ]C0 + [N ]C0 + [∂tN ]C0 + [P ]C1 ≤ K2

and

det(νAB) > λ1, det(τkl) > λ1.

Suppose further

‖ϕ‖C2 + ‖∂tϕ‖C2 + ‖ψ‖C1 + ‖∂tψ‖C1 ≤K3

and

‖v‖C0 + ‖w‖C0 ≤K4

for some K3, K4 > 0. Then for any s ≥ 0 we have the estimate

Es(t) ≤ CeCt sup
[0,t]

(
‖∂2

t ν‖s + ‖∂tν‖s+1 + ‖ν‖s+1 + ‖τ‖s+1 + ‖∂tτ‖s+1 + 1
)

+ CeCtEs(0)

+ C

∫ t

0

eC(t−t′)
(
‖v‖s + ‖∂tv‖s + ‖w‖s+1 + [L]s + [∂tL]s

+ [Q]s + [∂tQ]s + [N ]s + [∂tN ]s + [M ]s+1 + [P ]s+1

)
dt′

where C only depends on K1, K2, K3, K4, λ, λ1, Λ and s.

Proof. 1. The strategy of the proof is very similar to the proof of Proposition 2.13.
For the low order terms or if s = 0 we simply reuse the estimates [2.12],[2.13] and [2.14].
Then we consider the differentiated equations [2.15] again. We replace the estimates
[2.16],[2.17] and [2.18] by

‖∂β(Lϕ)− L∂βϕ‖L2(B) ≤C
(

[L]Hs(B) ‖ϕ‖C2(B) + [L]C1(B) ‖ϕ‖Hs+1(B)

)
≤C([L]Hs(B) + ‖ϕ‖Hs+1(B)) [2.32]

‖∂β(Nψ)‖L2(B) ≤C
(

[N ]s (‖ψ‖C1 + ‖∂tψ‖C0) + [N ]C0 (‖ψ‖s+1 + ‖∂tψ‖s)
)

≤C ([N ]s + ‖ψ‖s+1 + ‖∂tψ‖s+1)

‖∂β(Qϕ)‖L2(B) ≤C
(

[Q]s (‖ϕ‖C1 + ‖∂tϕ‖C0) + [Q]C0 (‖ϕ‖s+1 + ‖∂tϕ‖s)
)

≤C
(

[Q]s + ‖ϕ‖s+1 + ‖∂tϕ‖s
)
.
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We replace [2.20],[2.21] by

‖∂β(Mψ)‖H1(B) ≤C
(

[M ]Hs+1(B) (‖∂tψ‖C0(B) + ‖ψ‖C0(B))

+ [M ]C0(B) (‖∂tψ‖Hs+1(B) + ‖ψ‖Hs+1(B))
)

≤C
(

[M ]Hs+1(B) + ‖ψ‖Hs+1(B) + ‖∂tψ‖Hs+1(B)

)
‖∂β(Pϕ)‖H1(Ω) ≤C

(
[P ]Hs+1(Ω) (‖∂tϕ‖C0(Ω) + ‖ϕ‖C1(Ω))

+ [P ]C0(Ω) (‖ϕ‖Hs+2(Ω) + ‖∂tϕ‖Hs+1(Ω))
)

≤C
(

[P ]Hs+1(Ω) + ‖ϕ‖Hs+2(Ω) + ‖∂tϕ‖Hs+1(Ω)

)
.

We use the elliptic estimate Lemma 2.11 part (2)

‖ϕ‖Hs+2(Ω) ≤ C
(
‖Lϕ‖Hs(B) + ‖ϕ‖Hs+1(B) + [L]Hs(B)

)
to obtain

‖ϕ‖Hs+2(Ω) ≤ C
(
‖v‖Hs(B) + ‖∂2

t ϕ‖s + ‖∂tϕ‖s + ‖ϕ‖s+1 + ‖ψ‖s+1 + ‖∂tψ‖s+1

+ [L]s + [N ]s + [Q]s
)

[2.33]

which replaces [2.22].
2. After differentiating the wave part [2.10a] additionally in time we replace the

estimates [2.24],[2.25],[2.26],[2.27],[2.28],[2.29] by

‖∂β(∂tLϕ)‖L2(Ω) ≤C
(

[∂tL]Hs(B) ‖ϕ‖C2(B) + [∂tL]C0(B) ‖ϕ‖Hs+2(Ω)

)
≤C

(
‖ϕ‖Hs+2(Ω) + [∂tL]Hs(B)

)
[2.34]

‖∂β(L∂tϕ)− L∂β∂tϕ‖L2(B) ≤C
(

[L]Hs(B) ‖∂tϕ‖C2(B) + [L]C1(B) ‖∂tϕ‖Hs+1(B)

)
≤C

(
‖∂tϕ‖Hs+1(B) + [L]Hs(B)

)
[2.35]

‖∂β(∂tNψ)‖L2(B) ≤C
(

[∂tN ]s (‖ψ‖C1 + ‖∂tψ‖C0) + [∂tN ]C0 (‖ψ‖s+1 + ‖∂tψ‖s)
)

≤C ([∂tN ]s + ‖ψ‖s+1 + ‖∂tψ‖s+1)

‖∂β(N∂tψ)‖L2(B) ≤C
(

[N ]s (‖∂tψ‖C1 + ‖∂2
t ψ‖C0)

+ [N ]C0 (‖∂tψ‖s+1 + ‖∂2
t ψ‖Hs(B))

)
≤C

(
[N ]s + ‖∂tψ‖s+1 + ‖∂2

t ψ‖Hs(B)

)
‖∂β(∂tQϕ)‖L2(B) ≤C

(
[∂tQ]s (‖ϕ‖C1 + ‖∂tϕ‖C0) + [∂tQ]C0 (‖ϕ‖s+1 + ‖∂tϕ‖s)

)
≤C ([∂tQ]s + ‖ϕ‖s+1 + ‖∂tϕ‖s+1)

‖∂β(Q∂tϕ)‖L2(B) ≤C
(

[Q]s (‖∂tϕ‖C1 + ‖∂2
t ϕ‖C0) + [Q]C0 (‖∂tϕ‖s+1 + ‖∂2

t ϕ‖s)
)

≤C
(
[Q]s + ‖∂tϕ‖s+1 + ‖∂2

t ϕ‖s
)
.
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We used that ‖∂2
t ϕ‖C0 ≤ C and ‖∂2

t ψ‖C0 ≤ C by the equations and the assumptions. We
use [2.33] to estimate ‖ϕ‖Hs+2(Ω) and the ODE part [2.10b] to estimate

‖∂2
t ψ‖Hs(B) ≤C(‖Mψ‖Hs(B) + ‖Pϕ‖Hs(B) + ‖w‖Hs(B))

≤C([M ]Hs(B) + ‖∂tψ‖Hs(B) + ‖ψ‖Hs(B) + [P ]Hs(B)

+ ‖ϕ‖Hs+1(B) + ‖∂tϕ‖Hs(B) + ‖w‖Hs(B)).

3. Now define Ẽs to be the energy taken with norms on B1, i. e.

Ẽs(t) =
J∑
α=1

d′∑
A=1

(
‖ϕA(α)‖Hs+1(B1) + ‖∂tϕA(α)‖Hs+1(B1) + ‖∂2

t ϕ
A
(α)‖Hs(B1)

)
+

J∑
α=1

d′′∑
k=1

(
‖ψk(α)‖Hs+1(B1) + ‖∂tψk(α)‖Hs+1(B1)

)
.

Altogether we get, similarly to the proof of Proposition 2.13, that

Ẽs(t) ≤CeCtEs(0) + C

∫ t

0

eC(t−t′)Es(t
′)dt′

+ C

∫ t

0

eC(t−t′)(‖v‖s + ‖∂tv‖s + ‖w‖s+1 + [L]s + [∂tL]s + [Q]s

+ [∂tQ]s + [N ]s + [∂tN ]s + [M ]s+1 + [P ]s+1

)
dt′

≤CeCtEs(0) + C

∫ t

0

eC(t−t′)Ẽs(t
′)dt′

+ C

∫ t

0

eC(t−t′)(‖v‖s + ‖∂tv‖s + ‖w‖s+1 + [L]s + [∂tL]s + [Q]s

+ [∂tQ]s + [N ]s + [∂tN ]s + [M ]s+1 + [P ]s+1

+ ‖∂2
t ν‖s + ‖∂tν‖s+1 + ‖ν‖s+1 + ‖τ‖s+1 + ‖∂tτ‖s+1 + 1

)
dt′

where we used Lemma 2.8 to estimate Es against Ẽs. Now we apply Lemma C.10 and use
again Lemma 2.8 to estimate Es against Ẽs. Then iterate the estimate for t > t∗ similarly
to the proof of Proposition 2.13. �

Remark 2.15. The norms of νA and τk only arise in the last step from the application
of Lemma 2.8 and also the additional +1. If

‖ν‖s + ‖∂tν‖s + ‖∂2
t ν‖s + ‖τ‖s + ‖∂tτ‖s ≤ Cs.

for all s > 0 and constants Cs > 0 we could apply Lemma 2.7 instead of Lemma 2.8 and
these terms would not appear.

We can use the modification of the elliptic estimate in Remark 2.12 and we do not need
to use the assumption ‖ϕ‖C2 +‖∂tϕ‖C2 ≤ K3 in [2.32],[2.34] and [2.35]. If we also assume
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that P = 0, Q = 0, M = 0 then we obtain the estimate

Es(t) ≤ CeCtEs(0) + C

∫ t

0

eC(t−t′)(‖v‖s + ‖∂tv‖s + ‖w‖s+1

+ [L]s ‖ϕ‖C2 + [∂tL]s ‖ϕ‖C2 + [L]s ‖∂tϕ‖C2

)
dt′.

We will apply this modified estimate to estimate the time of existence in Chapter 3. The
idea behind this is that [L]s + [∂tL]s might not be small and so it needs a factor that is
small if ϕ is small.

2.3.7. Tame Estimate for Weakly Hyperbolic Linear Systems.

Theorem 2.16. Let the assumptions of Proposition 2.13 be satisfied with some s0 ≥
bn

2
c+ 2 and initial conditions ϕA(0) = ϕA0 , ψk(0) = ψk0 , ∂tϕ

A(0) = ϕA1 , ∂tψ
k(0) = ψk1 with

the bounds

‖ϕ0‖s0+2 + ‖ϕ1‖s0+1 + ‖ψ0‖s0+1 + ‖ψ1‖s0+1 ≤ K3,

‖v‖s0 + ‖∂tv‖s0 + ‖w‖s0+1 ≤ K4

for some K3, K4 > 0. Then for any s ≥ 1 we have the estimate

|||ϕ|||s + |||ψ|||s ≤ C
(
‖ϕ0‖s+1 + ‖ψ0‖s + ‖ϕ1‖s + ‖ψ1‖s + |||v|||bn

2
c+s + |||w|||s

+ |||ν|||bn
2
c+s+2 + |||τ |||bn

2
c+s+2 + |[L]|bn

2
c+s + |[M ]|s + |[N ]|bn

2
c+s + |[P ]|s + |[Q]|bn

2
c+s + 1

)
[2.36]

with C depending on K1, K2, K3, K4, λ, λ1, Λ, s and T .

Proof. 1. First we want to apply the estimate from Proposition 2.13 in order to get
pointwise bounds for up to second derivatives of ϕ and first derivatives of ψ in terms of
the data. By the Sobolev embedding theorem and the assumptions we have

|[L]|C1 + |[∂tL]|C1 + |[N ]|C1 + |[∂tN ]|C1 + |[Q]|C1 + |[∂tQ]|C1 + |[M ]|C1 + |[P ]|C1 ≤ C.

We can estimate the ‖∂2
t ϕ‖s0-term in Es0(0) using the equation, the first Moser inequality

and the Sobolev embedding theorem by

C(‖ϕ0‖s0+2 + ‖ϕ1‖s0 + ‖ψ0‖s0+1 + ‖ψ1‖s0 + ‖v(0)‖s0) ≤ C.

So by the Sobolev embedding theorem and Proposition 2.13 we have the estimate

‖ϕ‖C2 + ‖∂tϕ‖C2 + ‖∂2
t ϕ‖C1 + ‖∂tψ‖C1 + ‖ψ‖C1 ≤ C [2.37]

with C depending on K1, K2, K3, K4, λ, Λ, λ1, s and T . Also by the Sobolev embedding
theorem we have

‖ν‖C0 + ‖∂tν‖C0 + ‖∂2
t ν‖C0 + ‖τ‖C0 + ‖∂tτ‖C0 ≤ CK1

and

‖v‖C0 + ‖w‖C0 ≤ CK4.

Hence also the assumptions of Proposition 2.14 are satisfied.
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2. We will obtain the result by induction on s. The statement for s = 1 is trivial since
by [2.37] we have

|||ϕ|||1 + |||ψ|||1 ≤ C.

The induction hypothesis is that inequality [2.36] holds true for some s ∈ N, i. e.

|||ϕ|||s + |||ψ|||s ≤ CRs

with

Rs := ‖ϕ0‖s+1 + ‖ψ0‖s + ‖ϕ1‖s + ‖ψ1‖s + |||v|||bn
2
c+s + |||w|||s

+ |||ν|||bn
2
c+s+2 + |||τ |||bn

2
c+s+2 + |[L]|bn

2
c+s + |[M ]|s + |[N ]|bn

2
c+s + |[P ]|s + |[Q]|bn

2
c+s + 1.

We will prove estimate [2.36] for s+ 1 under this assumption.
3. We have to prove the estimate∫ T

0

‖∂jtϕ‖2
s+1−jdt+

∫ T

0

‖∂jtψ‖2
s+1−jdt ≤ CR2

s+1 [2.38]

for j = 0, . . . , s+ 1. To this end we do an induction on j as long as j ≤ s+ 1. For the base
cases j = 0 and j = 1 we apply Proposition 2.14

‖∂2
t ϕ(t, ·)‖s + ‖∂tϕ(t, ·)‖s+1 + ‖ϕ(t, ·)‖s+1 + ‖∂tψ(t, ·)‖s+1 + ‖ψ(t, ·)‖s+1

≤ C sup
[0,T ]

(
‖∂2

t ν‖s + ‖∂tν‖s+1 + ‖ν‖s+1 + ‖τ‖s+1 + ‖∂tτ‖s+1 + 1
)

+ CEs(0) + C

∫ t

0

‖v‖s + ‖∂tv‖s + ‖w‖s+1 + [L]s + [∂tL]s

+ [Q]s + [∂tQ]s + [N ]s + [∂tN ]s + [M ]s+1 + [P ]s+1 dt
′.

Now we neglect every term from the left that contains more than s+ 1 derivatives in space
or time. Using

∑
i a

2
i ≤ C(

∑
i ai)

2 ≤ C
∑

i a
2
i for a finite number of nonnegative ai and

(
∫ T

0
fdt)2 ≤ T

∫ T
0
f 2dt by Hölder’s inequality, we can square all norms. Then we integrate

the estimate in t. Therefore we use that for f ≥ 0∫ T

0

∫ t

0

f(t′)dt′dt ≤ C

∫ T

0

f(t)dt

which is easy to see using an integration by parts∫ T

0

∫ t

0

f(t′)dt′dt = −
∫ T

0

∂t(T − t)
∫ t

0

f(t′)dt′dt =

∫ T

0

(T − t)f(t)dt.

We can estimate ‖∂2
t ϕ(0, ·)‖s using the equation by

‖∂2
t ϕ(0)‖s ≤ ‖L(0)ϕ(0)‖s + ‖N(0)ψ(0)‖s + ‖Q(0)ϕ(0)‖s + ‖v(0)‖s.
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Then we estimate

‖L(0)ϕ(0)‖s ≤C([L(0)]s ‖ϕ0‖C2 + [L(0)]C0 ‖ϕ0‖s+2)

≤C([L(0)]Cs + ‖ϕ0‖s+2)

≤C(|[L]|Cs + ‖ϕ0‖s+2)

≤C(|[L]|bn
2
c+s+1 + ‖ϕ0‖s+2).

The other terms can be estimated similarly and hence

‖∂2
t ϕ(0)‖s ≤C(‖ϕ0‖s+2 + ‖ϕ1‖s + ‖ψ0‖s+1 + ‖ψ1‖s + |||v|||bn

2
c+s+1

+ |[L]|bn
2
c+s+1 + |[N ]|bn

2
c+s+1 + |[Q]|bn

2
c+s+1).

This estimate for ‖∂2
t ϕ(0, ·)‖s is the reason that we need ‖ϕ0‖s+1 on the right of the

statement and the high derivatives of the operators L, N and Q.
We can estimate

sup
[0,T ]

(
‖∂2

t ν‖s + ‖∂tν‖s+1 + ‖ν‖s+1 + ‖τ‖s+1 + ‖∂tτ‖s+1

)
≤C(|||ν|||Cs+2 + |||τ |||Cs+2)

≤C(|||ν|||bn
2
c+s+3 + |||τ |||bn

2
c+s+3).

This yields the base cases for the induction on j.
4. The hypothesis for the induction on j is that inequality [2.38] holds true for some

j > 1 and for j − 1, i. e.∫ T

0

‖∂jtϕ‖2
s+1−jdt+

∫ T

0

‖∂jtψ‖2
s+1−jdt ≤CR2

s+1∫ T

0

‖∂j−1
t ϕ‖2

s+2−jdt+

∫ T

0

‖∂j−1
t ψ‖2

s+2−jdt ≤CR2
s+1.

If j = s+ 1 we are done. Otherwise we prove the estimate for j + 1. Using the equations∫ T

0

‖∂j+1
t ϕ‖2

s−jdt =

∫ T

0

‖∂j−1
t (Lϕ+Qϕ+Nψ + v)‖2

s−jdt∫ T

0

‖∂j+1
t ψ‖2

s−jdt =

∫ T

0

‖∂j−1
t (Mψ + Pϕ+ w)‖2

s−jdt.

We estimate the right hand side term by term. Trivially∫ T

0

‖∂j−1
t v‖2

s−jdt ≤CR2
s+1,

∫ T

0

‖∂j−1
t w‖2

s−jdt ≤CR2
s+1.
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We use Lemma C.7 (replace s by s− 1 and k = j − 1), the induction hypotheses and the
observations from the first step to estimate∫ T

0

‖∂j−1
t (Lϕ)‖2

s−jdt ≤C
(
|[L]|2C0

∫ T

0

‖∂j−1
t D2ϕ‖2

s−j + ‖∂j−1
t Dϕ‖2

s−j + ‖∂j−1
t ϕ‖2

s−jdt

+ |[L]|2C1 (|||D2ϕ|||2s−2 + |||Dϕ|||2s−2 + |||ϕ|||2s−2) + |||ϕ|||2C2 |[L]|2s−1

)
≤C

(∫ T

0

‖∂j−1
t ϕ‖2

s−j+2dt+ |||ϕ|||2s + |[L]|2s
)
≤ CR2

s+1.

We used that we can estimate all terms with less then s derivatives by R2
s ≤ R2

s+1 due
to the hypothesis from the induction on s. For the following terms we use the first Moser
inequality∫ T

0

‖∂j−1
t (Mψ)‖2

s−jdt ≤|||Mψ|||2s−1 ≤ C(|[M ]|s−1 |||ψ|||C1 + |[M ]|C0 |||ψ|||s)2 ≤ CR2
s+1∫ T

0

‖∂j−1
t (Pϕ)‖2

s−jdt ≤|||Pϕ|||2s−1 ≤ C(|[P ]|s−1 |||ϕ|||C1 + |[P ]|C0 |||ϕ|||s)2 ≤ CR2
s+1.

To estimate the integrals occuring in Nψ and Qϕ we use Hölder’s inequality and the first
Moser inequality

J∑
β=1

|||
∫

N

bA(β)jψ
j
(β)dµ0|||Hs−1([0,T ]×B2(0)) ≤ C

J∑
β=1

|||bA(β)jψ
j
(β)|||Hs−1([0,T ]×B2(0))

≤ C
J∑
β=1

(
|||bA(β)j|||Hs−1([0,T ]×B2(0))|||ψj(β)|||C0([0,T ]×B2(0))

+ |||bA(β)j|||C0([0,T ]×B2(0))|||ψj(β)|||Hs−1([0,T ]×B2(0))

)
≤ C(|[N ]|s−1 |||ψ|||C0 + |[N ]|C0 |||ψ|||s−1)

and hence

|||nA1

J∑
β=1

∫
N

bA(β)jψ
j
(β)dµ0|||Hs−1([0,T ]×B2(0))

≤ C
J∑
β=1

(
|||nA1|||Hs−1([0,T ]×B2(0))|||

∫
N

bA(β)jψ
j
(β)dµ0|||C0([0,T ]×B2(0))

+ |||nA1|||C0([0,T ]×B2(0))|||
∫

N

bA(β)jψ
j
(β)dµ0|||Hs−1([0,T ]×B2(0))

)
≤ C(|[N ]|s−1 + |||ψ|||s−1).
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Consequently we can estimate∫ T

0

‖∂j−1
t (Nψ)‖2

s−jdt ≤|||Nψ|||2s−1 ≤ CR2
s+1

and similarly ∫ T

0

‖∂j−1
t (Qϕ)‖2

s−jdt ≤|||Qϕ|||2s−1 ≤ CR2
s+1.

This proves the theorem. �

Corollary 2.17. Let the assumptions of Proposition 2.13 be satisfied with s0 ≥ bn2 c+2.

Let locally V = ϕAνA + ψkτk and W = vAνA + wkτk. Let V (0, ·) = V0, ∂tV (0, ·) = V1 with

‖V0‖s0+2 + ‖V1‖s0+1 ≤ K3

for some K3 > 0. Suppose further

‖ν‖s0+2 ≤ K ′2

and

‖W‖s0+1 + ‖∂tW‖s0 ≤ K4

for some K ′2, K4 > 0. Then for any s ≥ 1 we have the estimate

|||V |||s ≤ C
(
‖V0‖s+1 + ‖V1‖s + |||W |||bn

2
c+s + |[L]|bn

2
c+s + |[M ]|s + |[N ]|bn

2
c+s

+ |[P ]|s + |[Q]|bn
2
c+s + |||ν|||s+bn

2
c+2 + |||τ |||s+bn

2
c+2 + 1

)
with C depending on K1, K2, K3, K4, λ, λ1, Λ, s and T .

Proof. We only have to rewrite the estimate from Theorem 2.16 in terms of V and
W . Therefore we use that locally V = ϕAνA + ψkτk. Applying the first Moser inequality
in space and time (see Section C.2) we can estimate

|||V |||s ≤C
(
|||ϕ|||s |||ν|||C0 + |||ϕ|||C0 |||ν|||s + |||ψ|||s |||τ |||C0 + |||ψ|||C0 |||τ |||s

)
≤C
(
|||ϕ|||s + |||ν|||s + |||ψ|||s + |||τ |||s

)
where we estimated the ||| · |||C0-terms as in the first step of the proof of Theorem 2.16.

Since

∂tV (0) = ∂tϕ
A(0)νA(0) + ∂tψ

k(0)τk(0) + ϕA(0)∂tνA(0) + ψk(0)∂tτk(0)

our initial conditions in terms of ϕA0 := ϕA(0), ψk0 := ψk(0), ϕA1 := ∂tϕ
A(0), ψk1 := ∂tψ

k(0)
are ϕA0 = 〈V0, νB(0)〉νBA(0), ψk0 = 〈V0, τl(0)〉τ kl(0) and

ϕA1 =〈V1, νB(0)〉νBA(0)− ϕC0 〈∂tνC(0), νB(0)〉νBA(0)− ψk0〈∂tτk(0), νB(0)〉νBA(0)

ψk1 =〈V1, τl(0)〉τ lk(0)− ϕA0 〈∂tνA(0), τl(0)〉τ lk(0)− ψm0 〈∂tτm(0), τl(0)〉τ lk(0).
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By the same methods as in the proof of Lemma 2.7 since ‖ν‖s0+2 ≤ K ′2

‖ϕ0‖s0+2 + ‖ϕ1‖s0+1 + ‖ψ0‖s0+1 + ‖ψ1‖s0+1 ≤ C(‖V0‖s0+2 + ‖V1‖s0+1) ≤ C

and

‖v‖s0 + ‖∂tv‖s0 + ‖w‖s0+1 ≤ C(‖W‖s0+1 + ‖∂tW‖s0) ≤ C.

In fact this follows as in the proof of Lemma 2.7 from the first Moser inequality and the
Sobolev embedding theorem. Having these bounds we can apply Theorem 2.16.

We want to estimate the initial data by V0 and V1 for any s > 0. Using the same
methods as in the proof of Lemma 2.8 we can estimate

‖ϕ0‖s+1 + ‖ϕ1‖s + ‖ψ0‖s + ‖ψ1‖s ≤ C(‖V0‖s+1 + ‖V1‖s + ‖ν(0)‖s+1 + ‖τ(0)‖s
+ ‖∂tν(0)‖s + ‖∂tτ(0)‖s + 1).

Now we do not want norms of ν(0) and τ(0) to appear. So we estimate by the Sobolev
embedding theorem

‖ν(0)‖s+1 + ‖∂tν(0)‖s ≤C |||ν|||Cs+1 ≤ C|||ν|||s+bn
2
c+2

‖τ(0)‖s + ‖∂tτ(0)‖s ≤C |||τ |||Cs+1 ≤ C|||τ |||s+bn
2
c+2.

We have locally vA = νAB〈W, νB〉 and wk = τ kl〈W, τl〉. We can estimate similarly

|||v|||bn
2
c+s + |||w|||s ≤C

(
|||W |||bn

2
c+s + |||ν|||bn

2
c+s + |||τ |||bn

2
c+s + 1

)
. �

2.4. Solvability of WHLS

In this section we use the estimates from the previous section to prove the existence
and uniqueness of a solution to the WHLS.

Proposition 2.18. Let V0, V1 ∈ C∞(N,V) and W ∈ C∞([0, T ]×N,V) be given. Then
the system [2.4] has a unique smooth solution V on [0, T ]×N with V (0) = V0 and ∂tV (0) =
V1.

Proof. Write locally V = ϕAνA + ψkτk and W = vAνA + wkτk. Define ϕA0 =
〈V0, νB(0)〉νBA(0), ψk0 = 〈V0, τl(0)〉τ lk(0) and

ϕA1 =〈V1, νB(0)〉νBA(0)− ϕC0 〈∂tνC(0), νB(0)〉νBA(0)− ψk0〈∂tτk(0), νB(0)〉νBA(0)

ψk1 =〈V1, τl(0)〉τ lk(0)− ϕA0 〈∂tνA(0), τl(0)〉τ lk(0)− ψj0〈∂tτj(0), τl(0)〉τ lk(0).

We will solve the system [2.4] for ϕA, ψk by a simple fixed point iteration. Start with
ϕA(0) = 0, ψk(0) = 0. Then we solve inductively

∂2
t ϕ

A
(m+1) − LAϕA(m+1) =vA +NAψ(m) +QAϕ(m)

∂2
t ψ

k
(m+1) =wk +Mkψ(m) + P kϕ(m)

[2.39]
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with initial conditions

ϕA(m+1)(0) =ϕA0 , ψk(m+1)(0) =ψk0 ,

∂tϕ
A
(m+1)(0) =ϕA1 , ∂tψ

k
(m+1)(0) =ψk1 .

The system [2.39] only consists of linear wave equations for ϕA and linear ODEs for ψk.
The ODEs have a unique smooth solution on [0, T ]. The wave equations can be solved
locally in space and for a short time due to finite speed of propagation. The coordinate
invariance of the system implies that V(m+1) = ϕA(m+1)νA + ψk(m+1)τk is well defined for

small t. This can be iterated such that we get a solution on [0, T ].

The differences ϕ̃A(m+1) = ϕA(m+1) − ϕA(m) and ψ̃k(m+1) = ψk(m+1) − ψk(m) satisfy the system

∂2
t ϕ̃

A
(m+1) − LAϕ̃A(m+1) =NAψ̃(m) +QAϕ̃(m) =: ṽA(m)

∂2
t ψ̃

k
(m+1) =Mkψ̃(m) + P kϕ̃(m) =: w̃k(m)

which is a WHLS. Smoothness and compactness imply bounds on all necessary norms of
the operators and of ν, τ and that det(νAB) > λ1, det(τkl) > λ1 uniformly for some λ1 > 0.
We want to apply Proposition 2.13 for any s ≥ bn

2
c + 2 and so we have to estimate ‖ṽ‖s,

‖∂tṽ‖s and ‖w̃‖s+1. Define

cm(t) = ‖ϕ̃(m)(t, ·)‖s+1 + ‖∂tϕ̃(m)(t, ·)‖s+1 + ‖∂2
t ϕ̃(m)(t, ·)‖s

+ ‖ψ̃(m)(t, ·)‖s+1 + ‖∂tψ̃(m)(t, ·)‖s+1.

As in [2.17],[2.18] we can estimate

‖ṽ(t, ·)‖s ≤ Ccm(t).

Repeating the arguments of [2.20],[2.21],[2.22] using Lemma 2.7 we can also estimate

‖w̃(t, ·)‖s+1 ≤ Ccm(t).

Repeating the estimates [2.26],[2.27],[2.28],[2.29],[2.30] we obtain

‖∂tṽ(t, ·)‖s ≤ Ccm(t).

Hence Proposition 2.13 implies

cm+1(t) ≤ C

∫ t

0

cm(t′)dt′.

Inductively we get

cm+1(t) ≤ Cm

∫
· · ·
∫

0≤t1≤t2≤···≤tm≤t

c1(t1)dt1 . . . dtm ≤
(Ct)m

m!
sup

0≤t′≤T
c1(t′). [2.40]

This shows that for every t ∈ [0, T ] the functions ϕA(m)(t, ·), ∂tϕA(m)(t, ·), ψk(m)(t, ·) and

∂tψ
k
(m)(t, ·) are C∞-Cauchy sequences and have limits ϕA(∞)(t, ·), ϕ̂A(∞)(t, ·), ψk(∞)(t, ·) and

ψ̂k(∞)(t, ·). As we can also take the supremum over t ∈ [0, T ] in [2.40] we get uniform
convergence in t and the limits are continuously differentiable in t. This implies that we
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can also interchange first and second time derivatives with the limit. Passing to the limit
in [2.39] shows that ϕ(∞) and ψ(∞) satisfy the WHLS [2.4]. Smoothness in time follows
from the equation by an induction.

To show uniqueness we assume there exist two solutions ϕA(1), ψ
k
(1) and ϕA(2), ψ

k
(2). The

differences ϕ̃A = ϕA(1) − ϕA(2) and ψ̃k = ψk(1) − ϕA(2) satisfy the system

∂2
t ϕ̃

A − LAϕ̃A −NAψ̃ −QAϕ̃ =0

∂2
t ψ̃

k −Mkψ̃ − P kϕ̃ =0

with vanishing initial data. Hence by the estimate from Proposition 2.13 for any s ≥ bn
2
c+2

‖ϕ̃‖s+1 + ‖∂tϕ̃‖s+1 + ‖∂2
t ϕ̃‖s + ‖ψ̃‖s+1 + ‖∂tψ̃‖s+1 ≤ 0.

So ϕ̃A = 0 and ψ̃k = 0. �

2.5. Conclusion of the Short Time Existence Proof

We wish to write the linearisation [2.3] as a WHLS and derive a tame estimate for
solutions of this system. We will need to estimate the coefficients of the operators L, M ,
N , P , Q in terms of u to derive our tame estimate. This can be done by the third Moser
inequality but we have to be aware of the terms that could possibly blow up. These are
only ‖ν‖s and ‖g−1‖s. In the following Lemma we show that we can indeed apply the third
Moser inequality to these terms if we assume that det(gij) ≥ λ1 > 0 for some λ1. This
assumption will be satisfied in Proposition 2.21 due to the choice of neighborhood. For
later applications the proof of the following Lemma will be valid also on a general oriented
manifold M.

Lemma 2.19. If ‖u‖C1 ≤ K and det(gij) ≥ λ1 for some K,λ1 > 0 then

‖ν‖s ≤C(1 + ‖u‖s+1)

|||ν|||s ≤C(1 + |||u|||s+1)

and

‖g−1‖s ≤C(1 + ‖u‖s+1)

|||g−1|||s ≤C(1 + |||u|||s+1)

with C depending on K, λ1 and s. If also
∑i

l=0‖∂itu‖C1 ≤ K for some i ≥ 1 then

‖∂itν‖s ≤C(1 +
i∑
l=0

‖∂itu‖s+1)

and

‖∂itg−1‖s ≤C(1 +
i∑
l=0

‖∂itu‖s+1)

with C depending on K, λ1, s and i.
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Proof. To estimate ‖ν‖s we will use the third Moser inequality. We have to show
that ν is a smooth function of u and Du with all derivatives bounded. Now using the cross
product on manifolds we can write up to sign

ν =
∂1u× · · · × ∂nu
|∂1u× · · · × ∂nu|

.

By definition

V1 × · · · × Vn = σor

√
det(gαβ)εα1...αnγV

α1
1 . . . V αn

n gγδ∂̄δ

where V1, . . . , Vn ∈ TpM are vectors, εα1...αn+1 is the Levi-Civita symbol and σor is a sign

determined by the orientation of M. Let V = (V α
i ). Let V γ be the n × n matrix created

from V when line γ is deleted. Similarly let (g)γδ be the matrix g where line γ and row
δ are deleted. By the multiplication theorem for determinants (see [Fis79] also known as
Cauchy-Binet formula) we have that

det(〈Vi, Vj〉) = det(V
T
gV ) =

n+1∑
γ=1

detV
T

γ det(gV )γ

=
n+1∑
γ=1

n+1∑
δ=1

detV
T

γ det((g)γδ) detV δ

=
∑
γ

∑
δ

(−1)δ+γ det(g)gδγ detV γ detV δ

= det(g)gγδεα1...αnγεβ1...βnδV
α1

1 . . . V αn
n V β1

1 . . . V βn
n

=|V1 × · · · × Vn|2.

We used the cofactor representation of gγδ and that detV γ = (−1)γεα1...αnγV
α1

1 . . . V αn
n by

cofactor expansion (no sum over γ). Hence

|∂1u× · · · × ∂nu| =
√

det(gij).

This is the denominator in the expression for ν and it is bounded below by assumption. So
ν is a function of u and ∂iu and the denominator is bounded in the range of u, Du. This
also holds for all derivatives as they can only contain powers of this denominator. Clearly
this also works for time derivatives.

The estimate for gij works exactly in the same way as the estimates in Lemma 2.6 and
this clearly also works for time derivatives. �

Remark 2.20. For later reference we note the essential fact of the preceeding proof:
If ‖u‖C1 ≤ K and det(gij) ≥ λ1 > 0 then we can write gij = F ij(u,Du) and ν = G(u,Du)
with smooth functions F and G that are bounded with bounded derivatives in the range
of u and Du.

From Corollary 2.17 we get the promised tame estimate for DP−1 on a neighborhood
of the approximate solution ū.
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Proposition 2.21. Let ū : [0, T ]×N→ Rn+1 be the approximate solution constructed
in Section 2.1. There is a neighborhood U′ ⊂ F of ū on which the operator

P(u) = ∇∂t∂tu−
dµt
dµ0

(
−H(u) +

%

Vol(u)

)
ν

can be defined for all u ∈ U′. Furthermore P : U′ → F × F0 × F0 defined by P(u) =
(P(u), u(0, ·), ∂tu(0, ·)) is a smooth tame map and DP−1 : U′ × F × F0 × F0 → F exists
and is a smooth tame map.

Proof. 1. Choice of U′. In order to apply Corollary 2.17 we choose U′ such that
the following properties are satisfied for all u ∈ U′

(1) Λδij ≥ gij ≥ λδij for some Λ, λ > 0,
(2) det(gij) > λ1 for some λ1 > 0,
(3) ‖u‖bn

2
c+5 + ‖∂tu‖bn

2
c+5 + ‖∂2

t u‖bn2 c+4 + ‖∂3
t u‖bn2 c+3 < K∗1 for some K∗1 > 0,

(4) Vol(u) is defined and Λ2 > Vol(u) > λ2 for some Λ2, λ2 > 0.

Therefore define for some 0 < δ < 1

U′ = {u ∈ F | |||u− ū|||
Cb

n
2 c+6 ≤ δ}.

We will now see that if δ is small enough then U′ will have the desired properties. For any
u ∈ U we have

gij(u) = gij(ū) + 〈∂iū, ∂j(u− ū)〉+ 〈∂jū, ∂i(u− ū)〉+ 〈∂i(u− ū), ∂j(u− ū)〉
and hence

|gij(u)− gij(ū)| ≤ C(‖u− ū‖C1 + ‖u− ū‖2
C1) ≤ Cδ.

So if δ is small enough we get properties (1) and (2). For s ∈ [0, 1] define us = ū+s(u− ū).
We have the same estimate for us

|gij(us)− gij(ū)| ≤ C(‖u− ū‖C1 + ‖u− ū‖2
C1). [2.41]

Hence properties (1) and (2) also hold for us. We can compare dµt(us) ≤ Cdµ0 using [2.41]
independently of δ < 1. We can then define Vol(u) in a neighborhood of ū and we have

Vol(u) = Vol(ū) +

∫ 1

0

∂s Vol(us)ds

= Vol(ū) +

∫ 1

0

∫
N

〈ν(us), u− ū〉dµt(us)ds. [2.42]

We use this to estimate

|Vol(u)− Vol(ū)| ≤
∫ 1

0

∫
N

|〈ν(us), u− ū〉|dµt(us)ds

≤C‖u− ū‖C0 ≤ Cδ.

Since property (4) holds for ū, we can get this property for all u ∈ U′ if we just make δ
small enough. Property (3) is immediate from the definition of U′.
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2. Tameness of P. From [Ham82a, Corollary II.2.2.7] we know that a nonlin-
ear partial differential operator is a smooth tame map. But P is not a differential
operator in this sense because it includes the Vol(u)-term. But we can write P(u) =

P̂(u,Vol(u)) where P̂ is a differential operator of second order in u and zeroth order in
Vol(u). Since the composition of tame maps is tame we only have to show that the map
u 7→ Vol(u),U′ → C∞([0, T ],R) is a smooth tame map. Therefore we write

Vol(u) = Vol(u0) +

∫ t

0

∫
N

〈∂tu, ν〉dµtdt.

Let ω(u) := 〈∂tu, ν〉 dµtdµ0
. This is a nonlinear partial differential operator that assigns to u

a smooth function on N, i. e. ω : U′ → C∞([0, T ]×N,R). Since this is a smooth tame map

we only have to show that the map f assigning to ω the function f(ω)(t) =
∫ t

0

∫
N
ωdµ0dt

is a smooth tame map. Clearly f is continuous. Now Df(ω){ω̃}(t) =
∫ t

0

∫
N
ω̃dµ0dt and

D2f(ω) vanishes. So f is smooth and we only have to prove a tame estimate for f and
Df . We estimate for k > 1

‖∂kt f(ω)‖2
L2([0,T ]) =

∫ T

0

(∂kt f(ω)(t))2dt =

∫ T

0

(∫
N

∂k−1
t ωdµ0

)2

dt

≤C
∫ T

0

∫
N

(∂k−1
t ω)2dµ0dt

≤C|||ω|||2k−1 ≤ C|||ω|||2k.

Taking the square root this yields a tame estimate. The estimate for Df is the same. Since
Vol(u) is bounded by the choice of neighborhood we see that the map u 7→ Vol(u) is tame.

3. The Linearisation as a WHLS. We write the system [2.3] as a WHLS. For the
bundle V take N×Rn+1, d′ = 1, d′′ = n. Take ν1 = ν and τk = ∂ku. Let ηα be a partition
of unity subordinate to the sets x−1

α (B2(0)). Then [2.3] is a WHLS with the operators

Lϕ =
dµt
dµ0

{
∆ϕ+ |h|2ϕ+

(
−H +

%

Vol(u)

)
Hϕ

}
− 〈∂2

t ν, ν〉ϕ

Nψ =
dµt
dµ0

{
− ∂lHψl +

(
−H +

%

Vol(u)

)
(∂iψ

i + Γiilψ
l)
}

− 2〈∂t∂ku, ν〉∂tψk − 〈∂2
t ∂ku, ν〉ψk

Qϕ =− dµt
dµ0

%

Vol(u)2

J∑
α=1

∫
N

ηαϕ
dµt
dµ0

dµ0

Mkψ =
dµt
dµ0

(
−H +

%

Vol(u)

)
hi
kψi − 2〈∂t∂lu, ∂ju〉gjk∂tψl − 〈∂2

t ∂lu, ∂ju〉gjkψl

P kϕ =− dµt
dµ0

(
−H +

%

Vol(u)

)
∇kϕ− 〈∂tν, ∂ju〉gjk∂tϕ− 〈∂2

t ν, ∂ju〉gjkϕ.
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4. Tameness of DP−1. Let s0 = bn
2
c + 2 and (W̄ , V̄0, V̄1) ∈ F × F0 × F0. Choose

constants K∗2 , K∗3 , K∗4 such that ‖W̄‖s0+1 +‖∂tW̄‖s0 < K∗2 , ‖V̄0‖s0+2 < K∗3 and ‖V̄1‖s0+1 <
K∗4 . Choose a neighborhood V ⊂ F of W̄ such that ‖W‖s0+1 + ‖∂tW‖s0 ≤ K∗2 for all W ∈
V. Choose also neighborhoods V0,V1 ⊂ F0 around V̄0 and V̄1 such that ‖V0‖s0+2 ≤ K∗3 and
‖V1‖s0+1 ≤ K∗4 for all V0 ∈ V0, V1 ∈ V1. For any (u,W, V0, V1) ∈ U′ ×V ×V0 ×V1 let
V = DP−1(u,W, V0, V1) be the unique solution to DP(u){V } = W with initial conditions
V (0) = V0, ∂tV (0) = V1 whose existence is assured by Proposition 2.18. Using Lemma 2.19
and the Moser inequalities we can estimate the operators by

[L]s0 ≤C(1 + ‖u‖s0+2 + ‖∂tu‖s0+1 + ‖∂2
t u‖s0+1) ≤ CK∗1

[∂tL]s0 ≤C(1 + ‖u‖s0+2 + ‖∂tu‖s0+2 + ‖∂2
t u‖s0+1 + ‖∂3

t u‖s0+1) ≤ CK∗1
[N ]s0 ≤C(1 + ‖u‖s0+3 + ‖∂tu‖s0+1 + ‖∂2

t u‖s0+1) ≤ CK∗1
[∂tN ]s0 ≤C(1 + ‖u‖s0+3 + ‖∂tu‖s0+3 + ‖∂2

t u‖s0+1 + ‖∂3
t u‖s0+1) ≤ CK∗1

[Q]s0 ≤C(1 + ‖u‖s0+1) ≤ CK∗1
[∂tQ]s0 ≤C(1 + ‖u‖s0+1 + ‖∂tu‖s0+1) ≤ CK∗1

[M ]s0+1 ≤C(1 + ‖u‖s0+3 + ‖∂tu‖s0+2 + ‖∂2
t u‖s0+2) ≤ CK∗1

[P ]s0+1 ≤C(1 + ‖u‖s0+3 + ‖∂tu‖s0+2 + ‖∂2
t u‖s0+2) ≤ CK∗1 .

We can also estimate |[E]|bn
2
c+s ≤ C(1 + |||u|||bn

2
c+s+3) for E ∈ {L,M,N, P,Q} using

Lemma 2.19 and the Moser inequalities since at most third derivatives of u occur in the
operators. We apply again Lemma 2.19 to estimate

‖ν‖s0+2 + ‖∂tν‖s0+1 + ‖∂2
t ν‖s0 + ‖τ‖s0+1 + ‖∂tτ‖s0+1

≤ C(1 + ‖u‖s0+3 + ‖∂tu‖s0+2 + ‖∂2
t u‖s0+1) ≤ CK∗1 .

Also by Lemma 2.19

|||ν|||s+bn
2
c+2 ≤ C(1 + |||u|||s+bn

2
c+3) and |||τ |||s+bn

2
c+2 ≤ C(1 + |||u|||s+bn

2
c+3).

This implies that the assumptions of Proposition 2.13 and Corollary 2.17 are satisfied and
in view of Corollary 2.17 we can estimate for any s ≥ 1

|||V |||s ≤ C
(

1 + ‖V0‖s+1 + ‖V1‖s + |||W |||bn
2
c+s + |||u|||s+bn

2
c+3

)
.

The constant C only depends on K∗1 , K∗2 , K∗3 , K∗4 , Λ, λ, λ1, T and s. This clearly is a
tame estimate for DP−1.

5. Continuity of DP−1. We wish to check the continuity of DP−1. Therefore
let (uk,Wk, V0k, V1k) be a sequence in U′ × F × F0 × F0 converging to (u,W, V0, V1) ∈
U′ × F × F0 × F0 in C∞. As this sequence is bounded, we can choose constants K ′2, K ′3,
K ′4 such that the bounds ‖Wk‖s0+1 + ‖∂tWk‖s0 < K ′2, ‖V0k‖s0+2 < K ′3 and ‖V1k‖s0+1 < K ′4
hold uniformly in k. As in step 4 we get the estimate

|||Vk|||s ≤ C
(

1 + ‖V0k‖s+1 + ‖V1k‖s + |||Wk|||bn
2
c+s + |||uk|||s+bn

2
c+3

)
for Vk = DP−1(uk,Wk, V0k, V1k) and consequently the sequence (Vk) is also bounded.
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As every bounded sequence in C∞ has a convergent subsequence there exists a sub-
sequence Vki and converging to some V ∈ F. The convergence of the data and of the
Vki in C∞ implies that we can take the limit in the equations for Vki and so V solves
DP(u){V } = W with initial data V (0) = V0, ∂tV (0) = V1. The solution of this equation
is unique and so we can conclude convergence of the whole sequence Vk to V . By definition
V = DP−1(u,W, V0, V1). Hence DP−1 is continuous.

6. Conclusion. We have shown that DP−1 exists, is continuous and satisfies a
tame estimate. By [Ham82a, Theorem II.3.1.1] it follows that DP−1 is a smooth tame
map. �

This means that we can apply the Nash-Moser inverse function theorem as described in
Section 2.1. This concludes the short time existence proof for the Euclidean case M = Rn+1.

2.6. Generalisation to Manifolds

The space E ⊂ C∞([0, T ]×N,M) of time dependent immersions from N to the manifold
M is a Fréchet manifold. For u ∈ E the operator

P(u) = ∇∂t∂tu−
dµt
dµ0

(
−H(u) +

%

Vol(u)

)
ν

is a vectorfield along u. The space of vectorfields along a map u ∈ E can be identified
with the tangent space TuE. This means that P is a vectorfield on the manifold E. In
order to replicate the short time existence proof and apply the Nash-Moser argument in
this setting one would have to choose a local coordinate chart for E around u and consider
the operator P in such a chart. Then we are in the situation that P can be considered as
a map between Fréchet spaces. However it seems to be very complicated to carry this out
in detail. To avoid these complications we will in the following translate our problem to
an equivalent problem for maps in the Fréchet space C∞([0, T ]×N,Rd).

2.6.1. Extrinsic Formulation of the Problem. By the Nash embedding theorem
we can suppose that the ambient manifold M is isometrically embedded into Rd by ι : M→
Rd for some d. We derive an extrinsic form of the Euler-Lagrange equation [EQ] which is
similar to the extrinsic form of wave maps (see e. g. [SS98]) and the extrinsic form of the
evolution equation for magnetic geodesics [Koh09]. Let πM be the closest point projection
to ι(M) which can be defined on a neighborhood

M̃ = {x+ v | x ∈ ι(M), v ∈ (Txι(M))⊥, |v| < δ(x)}
of ι(M) and is smooth there. Here δ is a positive smooth function on ι(M). Now the
second fundamental form of M is given by

h̄αβ = ∂̄α∂̄βι− Γ
γ

αβ∂̄γι [2.43]

and this is normal to ι(M) and so DπM(ι(p))(h̄αβ) = 0 for p ∈M. Since ι = πM ◦ ι we have

∂̄α∂̄βι − Γ
γ

αβ∂̄γι = DADBπM∂̄βι
A∂̄αι

B + DπM(∂̄α∂̄βι − Γ
γ

αβ∂̄γι) = DADBπM∂̄βι
A∂̄αι

B.
[2.44]
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Here DA is the derivative in the direction of the canonical basis vector eA in Rd.
Now if u : [0, T ] × N → ι(M) we can write u = ι ◦ û with û : [0, T ] × N → M. We

compute

∂2
t u =∂̄αι∂

2
t û

α + ∂̄β∂̄γι∂tû
β∂tû

γ

=∂̄αι(∂
2
t û

α + Γ
α

βγ∂tû
β∂tû

γ) + ∂tû
β∂tû

γ(∂̄β∂̄γι− Γ
α

βγ ∂̄αι)

=Dι(∇∂t∂tû) +DADBπM(u)∂tu
A∂tu

B

and similarly

gij(∂i∂ju− Γkij∂ku) =∂̄αι(g
ij∂i∂jû

α − Γkij∂kû
α + Γ

α

βγ∂iû
β∂jû

γ) + gijDADBπM(u)∂iu
A∂ju

B

=Dι(−H(û)ν(û)) + gijDADBπM(u)∂iu
A∂ju

B.

Clearly the normal vector ν(u) and the volume Vol(u) of u in ι(M) are given by ν(u) =
Dι(ν(û)) and Vol(u) = Vol(û) since ι is an isometric embedding. We write

�̃u = ∂2
t u−

dµt
dµ0

gij
(
∂i∂ju− Γkij∂ku

)
.

So

�̃u− dµt
dµ0

(u)
%

Vol(u)
ν(u)−DADBπM(u)(∂tu

A∂tu
B − dµt

dµ0

(u)gij∂iu
A∂ju

B)

= Dι

(
∇∂t∂tû−

dµt
dµ0

(û)

(
−H(û) +

%

Vol(û)

)
ν(û)

)
. [2.45]

Hence û : [0, T ]×N→M solves [EQ] if and only if u : [0, T ]×N→ ι(M) solves

0 = �̃u− dµt
dµ0

(u)
%

Vol(u)
ν(u)−DADBπM(u)(∂tu

A∂tu
B − dµt

dµ0

(u)gij∂iu
A∂ju

B). [2.46]

In order to solve [2.46] we will formulate this equation for functions u : [0, T ] × N →
M̃ ⊂ Rd which do not necessarily map to ι(M). We will do this in such a way that the
linearisation is a WHLS in order to apply the Nash-Moser argument for this new equation.
The quantities ν(u) and Vol(u) have to be replaced to make sense for such maps. Let πΣ⊥t

(u)

be the projection onto the normal space of Σt = u(t,N), i. e. πΣ⊥t
(u)V = V −gij〈V, ∂ju〉∂iu

for V ∈ Rd. We replace ν(u) by ν̃(u) = πΣ⊥t
(u)ν(πM◦u), i. e. the projection onto the normal

space of Σt of the normal vector ν(πM ◦ u) in ι(M) of the map πM ◦ u : [0, T ]×N→ ι(M).
If u is close enough in C1 to a family of immersions that map to ι(M) then πM ◦ u is also
a family of immersions and ν(πM ◦ u) is defined. We can assume this as we just need to
make our neighborhood smaller in the Nash-Moser argument. By definition ν̃(u) is normal

to ∂iu and ν(πM ◦u) is an element of TπM(u)ι(M). We define Ṽol(u) := Vol(πM ◦u). Clearly

if u maps to ι(M) then ν(u) = ν̃(u) and Vol(u) = Ṽol(u).
We then define Πu(∂αu, ∂βu) = πΣ⊥t

(u)DADBπM(u)∂αu
A∂βu

B. If u maps to ι(M) then

πΣ⊥t
(u)DADBπM(u)∂αu

A∂βu
B = DADBπM(u)∂αu

A∂βu
B because it follows from [2.43] and

[2.44] that DADBπM(u)∂αu
A∂βu

B is orthogonal to ι(M) and hence to Σt.
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Then we want to solve the equation

�̃u =
dµt
dµ0

%

Ṽol(u)
ν̃ + Πu(∂tu, ∂tu)− dµt

dµ0

gijΠu(∂iu, ∂ju) [2.47]

subject to given initial conditions. We will see in Subsection 2.6.2 that this is possible.
Assume u solves [2.47]. It is clear from our considerations that if u maps to ι(M)

then we have solved [2.46]. We will prove in the following lemma that if u maps to ι(M)
initially and the initial velocity is tangent to ι(M) then u maps to ι(M) for all time.

Lemma 2.22. Let u : [0, T ] × N → M̃ ⊂ Rd be a smooth solution of equation [2.47]
with u(0, x) ∈ ι(M) and ∂tu(0, x) ∈ Tu(0,x)ι(M) for all x ∈ N. Then u(t, x) ∈ ι(M)
for all (t, x) ∈ [0, T ]×N and û = ι−1 ◦ u solves [EQ] with û(0, ·) = ι−1 ◦ u(0, ·) and
∂tû(0, ·) = Dι−1(∂tu(0, ·)).

Proof. Define π⊥M(x) = x − πM(x). Then clearly Dπ⊥M = 1 −DπM and DADBπ
⊥
M =

−DADBπM. We compute

∂2
t (π

⊥
M ◦ u)− dµt

dµ0

gij(∂i∂j(π
⊥
M ◦ u)− Γkij∂k(π

⊥
M ◦ u))

= DCπ
⊥
M(u)�̃uC +DADBπ

⊥
M(u)(∂tu

A∂tu
B − dµt

dµ0

gij∂iu
A∂ju

B)

=
%

Ṽol(u)

dµt
dµ0

DCπ
⊥
M(u)ν̃C +DCπ

⊥
M(u)DADBπ

C
M(u)(∂tu

A∂tu
B − dµt

dµ0

gij∂iu
A∂ju

B)

−DCπ
⊥
M(u)∂ku

C〈DADBπM(u), ∂lu〉gkl(∂tuA∂tuB −
dµt
dµ0

gij∂iu
A∂ju

B)

+DADBπ
⊥
M(u)︸ ︷︷ ︸

=−DADBπM(u)

(∂tu
A∂tu

B − dµt
dµ0

gij∂iu
A∂ju

B)

=
%

Ṽol(u)

dµt
dµ0

DCπ
⊥
M(u)νC(πM ◦ u)− %

Ṽol(u)

dµt
dµ0

〈ν(πM ◦ u), ∂lu〉gkl∂k(π⊥M ◦ u)

−DCπM(u)DADBπ
C
M(u)(∂tu

A∂tu
B − dµt

dµ0

gij∂iu
A∂ju

B)

− 〈DADBπM(u), ∂lu〉gkl(∂tuA∂tuB −
dµt
dµ0

gij∂iu
A∂ju

B)∂k(π
⊥
M ◦ u). [2.48]

If u maps to ι(M) then [2.48] is a linear wave equation for π⊥M ◦ u because then we
know that DCπ

⊥
M(u)νC(πM ◦ u) = 0 and DCπM(u)DADBπ

C
M(u)∂αu

A∂βu
B = 0 since then

DADBπ
C
M(u)∂αu

A∂βu
B is normal to ι(M). As we will see in the following energy estimate

this is approximately true even if u does not map to ι(M) and we can estimate the remaining
terms in terms of the distance |π⊥M(u)| of u to ι(M). Define

e(t) =
1

2

∫
N

|∂t(π⊥M ◦ u)|2dµ0 +
1

2

∫
N

|∇(π⊥M ◦ u)|2dµt +
1

2

∫
N

|π⊥M ◦ u|2dµ0
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where of course in local coordinates |∇(π⊥M ◦ u)|2 = gij〈∂i(π⊥M ◦ u), ∂j(π
⊥
M ◦ u)〉. In the

following we compute in local coordinates under the integral which is easy to make rigorous
using a partition of unity.

∂te(t) =

∫
N

〈∂t(π⊥M ◦ u), ∂2
t (π

⊥
M ◦ u)〉dµ0 +

∫
N

gij〈∂i(π⊥M ◦ u), ∂t∂j(π
⊥
M ◦ u)〉dµt

+
1

2

∫
N

∂tg
ij〈∂i(π⊥M ◦ u), ∂j(π

⊥
M ◦ u)〉dµt +

1

4

∫
N

|∇(π⊥M ◦ u)|2gkl∂tgkldµt

+

∫
N

〈∂t(π⊥M ◦ u), π⊥M ◦ u〉dµ0

≤
∫

N

〈∂t(π⊥M ◦ u), ∂2
t (π

⊥
M ◦ u)− dµt

dµ0

gij(∂i∂j(π
⊥
M ◦ u)− Γkij∂k(π

⊥
M ◦ u))〉dµ0 + Ce(t)

[2.48]

≤ Ce(t) +
%

Ṽol(u)

∫
N

〈DCπ
⊥
M(u)νC(πM ◦ u), ∂t(π

⊥
M ◦ u)〉dµt

−
∫

N

〈∂t(π⊥M ◦ u), DCπM(u)DADBπ
C
M(u)(∂tu

A∂tu
B − dµt

dµ0

gij∂iu
A∂ju

B)〉dµ0

− %

Ṽol(u)

∫
N

〈ν(πM ◦ u), ∂lu〉gkl〈∂k(π⊥M ◦ u), ∂t(π
⊥
M ◦ u)〉dµt

−
∫

N

(∂tu
A∂tu

B − dµt
dµ0

gij∂iu
A∂ju

B)〈DADBπM(u), ∂lu〉gkl〈∂t(π⊥M ◦ u), ∂k(π
⊥
M ◦ u)〉dµ0.

Now we show that we can estimate all terms by Ce(t). For the last two integrals this
is clear using the Cauchy-Schwarz inequality and ab ≤ 1

2
a2 + 1

2
b2. Since we have a fixed

solution u we can use that all quantities are bounded depending on u. We can also compare
dµ0 and dµt uniformly. In p ∈ ι(M) it is true that DπM(p)V = V for V ∈ Tpι(M) and
hence

DCπ
⊥
M(πM(u))νC(πM ◦ u) = ν(πM ◦ u)−DCπM(πM(u))νC(πM ◦ u) = 0.

Furthermore ∂α(πM ◦ u) is tangent to ι(M) and hence

DADBπM(πM(u))∂α(πM ◦ u)A∂β(πM ◦ u)B

is normal to ι(M) in view of [2.43] and [2.44]. Since DπM(πM(u)) vanishes on normal
vectors we have

DCπM(πM(u))DADBπ
C
M(πM(u))∂α(πM ◦ u)A∂β(πM ◦ u)B = 0.
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For s ∈ [0, 1] write us = (1− s)πM(u) + su. We can estimate∫
N

〈∂t(π⊥M ◦ u), DCπ
⊥
M(u)νC(πM ◦ u)〉dµt =

∫
N

〈∂t(π⊥M ◦ u), DCπ
⊥
M(πM(u))νC(πM ◦ u)〉dµt

+

∫
N

〈∂t(π⊥M ◦ u), νC(πM ◦ u)

∫ 1

0

∂sDCπ
⊥
M(us)ds〉dµt

=

∫
N

〈∂t(π⊥M ◦ u), νC(πM ◦ u) (u− πM(u))︸ ︷︷ ︸
=π⊥M(u)

E

∫ 1

0

DEDCπ
⊥
M(us)ds〉dµt

≤ Ce(t).

The appereance of π⊥M(u) = u− πM(u) here is the reason to include |π⊥M(u)|2 in the energy
e(t). Similarly we use

DCπM(u)DADBπ
C
M(u)∂αu

A∂βu
B

= DCπM(πM(u))DADBπ
C
M(πM(u))∂α(πM ◦ u)A∂β(πM ◦ u)B

+

∫ 1

0

∂s(DCπM(us)DADBπ
C
M(us)∂αu

A
s ∂βu

B
s )ds

= (u− πM(u))E
∫ 1

0

DEDCπM(us)DADBπ
C
M(us)∂αu

A
s ∂βu

B
s ds

+ (u− πM(u))E
∫ 1

0

DCπM(us)DEDADBπ
C
M(us)∂αu

A
s ∂βu

B
s ds

+ ∂α(u− πM(u))E
∫ 1

0

DCπM(us)DADBπ
C
M(us)∂βu

B
s ds

+ ∂β(u− πM(u))E
∫ 1

0

DCπM(us)DADBπ
C
M(us)∂αu

A
s ds

to estimate∫
N

〈∂t(π⊥M ◦ u), DCπM(u)DADBπ
C
M(u)(∂tu

A∂tu
B − dµt

dµ0

gij∂iu
A∂ju

B)〉dµ0 ≤ Ce(t).

Due to the initial conditions e(0) = 0. By Gronwall’s Lemma we conclude that e(t) = 0
for all t ∈ [0, T ]. This implies (π⊥M ◦u)(t, x) = 0 for all (t, x) ∈ [0, T ]×N. This is equivalent
to u(t, x) ∈ ι(M) for all (t, x) ∈ [0, T ]×N. Since ι : M→ ι(M) is an isometry we get from
[2.45] that û solves [EQ]. �

2.6.2. The Linearisation in the Extrinsic Formulation. To conclude the short
time existence proof in the general case, we have to prove that the linearisation of [2.47] is a
weakly hyperbolic linear system. Now we will take F to be the Fréchet space
C∞([0, T ]×N,Rd) and F0 = C∞(N,Rd). Define similarly as in Section 2.1

U ={u ∈ F, det(gij) > 0, for all t ∈ [0, T ]},
U0 ={u ∈ F0, det(gij) > 0}.
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We only need to apply the inverse function theorem on a neighborhood U′ ⊂ U of the ap-
proximate solution ū which can be constructed as in Section 2.1. Compared to Proposition
2.21 we have to impose additional conditions on U′ and the time interval. We need πM(ū)
to be an immersion in order to define ν̃(ū) in [2.47]. This will be true if T is small enough
since πM(ū(0)) = u0 is an immersion and this condition is open. If U′ is small enough then
this will also be true for all u ∈ U′.

For the bundle V we take V = N × Rd. Given a map u ∈ U′ we have to define the
vectors νA and τk. Choose a local orthonormal frame ν̄A, A = 2, . . . , d − (n + 1) on a

neighborhood of a point u0(x) that spans kerDπM. We then want to define ν̄
(α)
A = ν̄A ◦ u

on a chart domain Uα with x ∈ Uα. By making the coordinate charts and the time interval
smaller this can be done for u0 and ū. By making the neighborhood U′ smaller in C0 this
can be achieved for all u ∈ U′. Define ν1 = ν̃ = πΣ⊥t

(u)ν(πM ◦ u) and νA = πΣ⊥(u)(ν̄A) for

A = 2, . . . , d− (n + 1). This will then give a basis for the space orthogonal to Tu(x)Σ if u
is close to πM(ū) in C1. As the projection πΣ⊥(u) and ν̃ depend smoothly on u and Du
also the νA will depend smoothly on u and Du. The vector ν̃ can be estimated as the ν in
Lemma 2.19 if we assume det(gij(πM ◦ u)) > λ′1 > 0. We also get similar estimates for the
other νA since the only term that could blow up in the projection is gij which we can also
estimate as in Lemma 2.19. For τk we simply take ∂ku.

To estimate Vol(u) define us = πM(ū+ s(u− ū)) for s ∈ [0, 1] and use

Vol(u) = Vol(ū) +

∫ 1

0

∂s Vol(us)ds = Vol(ū) +

∫ 1

0

∫
N

〈ν(us), DπM(u− ū)〉dµt

instead of [2.42]. Suitable estimates on Vol(u) can then be obtained using conditions (3)
and (5) below. Then we choose U′ such that the following properties are satisfied

(1) u(x, t) ∈ M̃ for all (t, x) ∈ [0, T ]×N,
(2) Λδij ≥ gij(u) ≥ λδij for some Λ, λ > 0,
(3) Λ′δij ≥ gij(us) ≥ λ′δij for some Λ′, λ′ > 0 and all s ∈ [0, 1],
(4) det(gij) > λ1 for some λ1 > 0,
(5) det(gij(us)) > λ′1 for some λ′1 > 0 and for all s ∈ [0, 1],
(6) πM(u(t, ·)) is an immersion,
(7) νA can be defined as above,
(8) det(νAB) > λ′′1 for some λ′′1 > 0,
(9) ‖u‖bn

2
c+5 + ‖∂tu‖bn

2
c+5 + ‖∂2

t u‖bn2 c+4 + ‖∂3
t u‖bn2 c+3 < K∗1 for some K∗1 > 0,

(10) Vol(πM(u)) is defined and Λ2 > Vol(πM(u)) > λ2 for some Λ2, λ2 > 0.

Clearly all these properties, which are in parts redundant, can be achieved on an open
neighborhood U′ of ū.

Define

Q(u) = �̃u− dµt
dµ0

%

Ṽol(u)
ν̃ − Πu(∂tu, ∂tu) +

dµt
dµ0

gijΠu(∂iu, ∂ju).

Proposition 2.23. Let V,W ∈ C∞([0, T ] × N,Rd). Then for u ∈ U′ the equation
DQ(u){V } = W is a WHLS with respect to νA, τk and the bundle V defined above.
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Proof. Let uε be a variation of u with ∂ε|ε=0uε = V . If V = ψkτk is tangential then
the variation of dµt gives a derivative of V . But this term always accompanies a normal
term. This is the reason for defining Π and ν̃ with the additional projection to the normal
space of Σt. All the other terms are diffeomorphism invariant and thus no spatial derivative
of V occurs in the tangential part of DQ(u){V }.

Now let V be arbitrary. The decomposition into normal and tangential part of the
variation of the second time derivatives ∂ε|ε=0∂

2
t u = ∂2

t V is

〈∂2
t V, νB〉νBA =∂2

t ϕ
A + 2∂tϕ

C〈∂tνC , νB〉νBA + ϕC〈∂2
t νC , νB〉νBA

+ 2∂tψ
k〈∂tτk, νB〉νBA + ψk〈∂2

t τk, νB〉νBA

〈∂2
t V, τl〉τ lk =∂2

t ψ
k + 2∂tψ

m〈∂tτm, τl〉τ lk + ψm〈∂2
t τm, τl〉τ lk

+ 2∂tϕ
A〈∂tνA, τl〉τ lk + ϕA〈∂2

t νA, τl〉τ lk.
Since the operator Q is of second order, DQ(u)V is also of second order in V . The only
term generating second derivatives in the variation is ∆u = gij(∂i∂ju−〈∂i∂ju, ∂lu〉glk∂ku).
If V = ϕAνA then

∂ε|ε=0∆u =gij(∂i∂jV − 〈∂i∂jV, ∂lu〉gkl∂ku) + lower order terms

=gij∂i∂jϕ
AνA + lower order terms

and so

〈∂ε|ε=0∆u, νB〉νBA =gij∂i∂jϕ
A + lower order terms

〈∂ε|ε=0∆u, τl〉τ lk =0 + lower order terms.

By “lower order terms” we mean terms with at most first derivatives of ϕA and at most
third derivatives of u.

Now

∂εṼol(u) =

∫
N

〈ν(πM ◦ u), V 〉dµt

=
∑
α

∫
N

ηα〈ν(πM ◦ u), νB〉ϕB(α)

dµt
dµ0

dµ0 +
∑
α

∫
N

ηα〈ν(πM ◦ u), τl〉ψl(α)

dµt
dµ0

dµ0

where ηα is a partition of unity subordinate to the sets x−1
α (B2(0)). The variation of the

volume only occurs in the ν1 = ν̃-part of the system.
We have checked the wave equation structure for the ϕA, the ODE structure for the

ψk and the integral terms which will subsumed into the operators N and Q. This implies
that we indeed have a WHLS. �

The Nash-Moser argument applies and this concludes the proof of Theorem 2.1 in the
general case.



CHAPTER 3

A Continuation Criterion and Stability Estimates

In the first part of this chapter we will prove a continuation criterion (Theorem 3.1)
for a solution u of [EQ] which can also be interpreted as a singularity criterion. If
u : [0, T )×N→M then this will be a condition under which there is no singularity at
time T , i. e. the solution can be extended uniquely to [0, T + δ] for some δ > 0.

For quasilinear symmetric hyperbolic systems the standard continuation criterion is the
condition that first derivatives of the solution stay bounded [Tay97, Ch. 16, Prop. 1.5].
For second order quasilinear wave equations this corresponds to the condition that second
derivatives have to be bounded in order to extend the solution. As our equation is not
strictly hyperbolic we do not get the same condition. Our condition will be a bound on
fourth derivatives of the parametrisation and its time derivative.

Other well known examples of continuation/singularity criteria come from Ricci-flow
and Mean Curvature Flow. If the curvature tensor stays bounded then the solution of
Ricci flow can be extended [Ham82b], while if the second fundamental form is bounded,
then a solution to Mean Curvature Flow can be extended [Hui84].

The difficulty is that, as our equation is not strictly hyperbolic, the solution u itself
does not satisfy an equation for which we have any useful estimates in this context so
far. In Chapter 2 we have only obtained estimates for the linearised operator. But if
we differentiate the equation in space or time, the leading order term will always be the
linearised operator. So we could use this and try to estimate derivatives of u. As our
equation is of second order, the decomposition into normal and tangential parts gives us
terms involving third derivatives no matter how often we differentiate the equation. So
differentiating the equation once is not enough to close the loop in the Gronwall argument.
But if we compute enough higher derivatives then it is possible to close the loop and obtain
estimates for the solution. We do most of the necessary computations in Appendix A.

We use the same method to estimate the distance from u to another solution ũ in
Theorem 3.2. We thereby obtain the estimate that the distance between the two solutions
only grows exponentially if they are close to each other initially. As a special case we get
the uniqueness of solutions. The maximal time of existence can be estimated from below
by the negative logarithm of the initial distance between u and ũ. A similar estimate
holds if the ambient manifold is a perturbation of Euclidean space. We can then estimate
the maximal time of existence in terms of the distance from the ambient metric to the
Euclidean metric, see Theorem 3.10.

Throughout this chapter we assume that the metric g of the ambient manifold M and
all its derivatives are uniformly bounded in local coordinates. By the Nash embedding
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theorem we can assume that M is isometrically embedded into Rd. We assume that the
second fundamental form of M and its derivatives are uniformly bounded.

3.1. The Continuation Criterion

Theorem 3.1. Let u : [0, T ) × N → M be a solution of [EQ]. Assume that for all
t ∈ [0, T )

‖u(t, ·)‖C4 + ‖∂tu(t, ·)‖C4 ≤ K

for some K > 0. Then there exists δ > 0 such that u can be extended to a solution
ũ : [0, T + δ]×N→M of [EQ].

Remark 3.2. This statement can be formulated as a singularity criterion: If the so-
lution u cannot be extended beyond time T then ‖u‖C4 + ‖∂tu‖C4 becomes unbounded as
t→ T .

Definition 3.3. Let u : [0, T )×N→M. Define

βi = 〈∇∂i∂tu, ν〉 and Bim = 〈∇∂i∂tu, ∂mu〉

i. e. ∇∂i∂tu = βiν +Bi
k∂ku.

Recall from Definition 1.2 that ∂tu = σν + Sk∂ku and ∇∂t∂tu = αν if u solves [EQ].

Remark 3.4. As in Section 2.6 we assume that ι : M→ Rd is an isometric embedding
and if we identify M and ι(M) we can assume M ⊂ Rd. When we consider norms of u we
will take the norm of u : [0, T )×N → Rd as a map into Rd. If we identify u and ι ◦ u we
can also identify ν(u) and ν(ι◦u) and ∂ku and ∂k(ι◦u). Let h̄ be the vector valued second
fundamental form of M. With our identifications we can write

∂i∂ju =∇∂i∂ju+ h̄(∂iu, ∂ju)

=− hijν + Γkij∂ku+ h̄(∂iu, ∂ju)

and similarly

∂t∂iu =βiν +Bi
k∂ku+ h̄(∂tu, ∂iu)

∂t∂tu =αν + h̄(∂tu, ∂tu)

=

(
−H +

%

Vol(u)

)
dµt
dµ0

ν + σ2h̄(ν, ν) + 2σSlh̄(ν, ∂lu) + SlSkh̄(∂lu, ∂ku) [3.1]
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and

∂t∂t∂iu =∂t(∇∂t∂iu) + ∂t(h̄(∂tu, ∂iu)) = ∇∂t∇∂t∂iu+ h̄(∂tu,∇∂t∂iu) + ∂t(h̄(∂tu, ∂iu))

=∂tβiν + βi∇∂tν + ∂tBi
k∂ku+Bi

k∇∂t∂ku+ h̄(∂tu,∇∂t∂iu)

+Dh̄(∂tu, ∂iu, ∂tu) + h̄(∇∂t∂tu, ∂iu) + h̄(∂tu,∇∂t∂iu)

=(∂tβi +Bi
kβk)ν + (∂tBi

k − βiβk +Bi
jBj

k)∂ku+ 2σβih̄(ν, ν)

+ 2σBi
kh̄(ν, ∂ku) + 2Slβih̄(∂lu, ν) + 2SlBi

kh̄(∂lu, ∂ku) + αh̄(ν, ∂iu)

+ σ2Dh̄(ν, ∂iu, ν) + σSlDh̄(ν, ∂iu, ∂lu)

+ σSlDh̄(∂lu, ∂iu, ν) + SkSlDh̄(∂lu, ∂iu, ∂ku). [3.2]

Lemma 3.5. Let u be a solution of [EQ]. Let(
ϕA
)
A=1,...,1+n2 =

(
σ, (hij)i,j=1,...,n

)
(
ψk
)
k=1,...,d+nd+n+n2+n3 =

((
uA
)
A=1,...,d

,
(
∂iu

A
)
i=1,...,n
A=1,...,d

,
(
Sj
)
j=1,...,n

,

(Bl
m)l,m=1,...,n ,

(
Γkij − Γ̊kij

)
i,j,k=1,...,n

)
.

Then (ϕA) and (ψk) satisfy

∂2
t ϕ

A(t, x)− LAϕA(t, x) =FA(x, ϕ,Dϕ, ∂tϕ, ψ,Dψ, ∂tψ,Vol(u))

∂2
t ψ

k =Gk(x, ϕ,Dϕ, ∂tϕ, ψ, ∂tψ,Vol(u))

where FA and Gk are smooth functions in all their arguments such that if ‖ϕ‖C1+‖∂tϕ‖C0+
‖ψ‖C1 + ‖∂tψ‖C0 ≤ K and det(gij) > λ1 for some K,λ1 > 0 then FA and GA and all their

derivatives stay bounded. The operator L is given by LAϕA = dµt
dµ0

∆ϕA.

Proof. The evolution equations for uA and ∂iu
A are [3.1] and [3.2] if we use [A.2]

and [A.4] to replace βi and ∂tβi. The calculations for the other evolution equations are
postponed to Appendix A. The evolution equations for σ, Sk, hij, Γkij, and Bi

k are equations

[A.9],[A.10],[A.11],[A.12] and [A.13], respectively. We have written Γkij − Γ̊kij instead of

only Γkij as we want ψk to be a tensor. All evolution equations can be written with a

dependence on Γkij − Γ̊kij instead on Γkij. We only have to check that the functions F and G
and their derivatives do not blow up. The only terms that could possibly blow up in the
evolution equations are gij, ν and Vol(u)−1. The latter is bounded in view of the energy
conservation. For the other ones we use Remark 2.20. �

Lemma 3.6. Let u : [0, T ) × N → M with ‖∂tu‖C1 + ‖u‖C1 ≤ K for some K > 0.
Then the metrics gij(t) for all different times are equivalent, and they converge as t → T
uniformly to a positive definite metric gij(T ) which is continuous and also equivalent.
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Proof. We have that

∂tgij = 〈∇∂t∂iu, ∂ju〉+ 〈∂iu,∇∂t∂ju〉.
By the assumptions all these terms are bounded and so ∂tgij is bounded uniformly for
0 ≤ t < T . Now we apply [Ham82b, 14.2 Lemma]. �

Proof of Theorem 3.1. Let s ≥ bn
2
c+ 2.

1. Estimating the operator L. The coefficients of L = dµt
dµ0

∆ contain gij, Christoffel

symbols and derivatives of Christoffel symbols. Lemma 3.6 implies det(gij) ≥ λ1 for some
λ1 > 0. By the Moser inequalities and Lemma 2.19 we can estimate

[L]s ≤ C(1 + ‖u‖s+3)

with C depending on K since L contains no more than third derivatives of u. Clearly
also by the assumption [L]C1 ≤ CK . Similarly [∂tL]s ≤ C(1 + ‖u‖s+3 + ‖∂tu‖s+3) and
[∂tL]C1 ≤ CK .

2. Application of the estimate for WHLS. In order to apply Proposition 2.14 we have
to specify the vector bundle V and the basis in which the system from Lemma 3.5 is a
WHLS if we consider the right hand side FA(. . . ), Gk(. . . ) as fixed functions. For the
bundle we take

V = (N ×R)⊕ (T ∗N ⊗ T ∗N)⊕ (N ×Rd)⊕ ((N ×Rd)⊗ T ∗N)

⊕ TN ⊕ (T ∗N ⊗ TN)⊕ (T ∗N ⊗ T ∗N ⊗ TN) [3.3]

with metric induced by g0 on TN and T ∗N and the Euclidean metric on N × Rd. Let
(xα, Uα) be a local coordinate chart with canonical tangent vectors ∂k and dxi its dual
covectors. For νA we take

{νA}A=1,...,1+n2 = {(1, 0, 0, 0, 0, 0, 0)(0, dxi ⊗ dxj, 0, 0, 0, 0, 0)i,j=1,...,n} [3.4]

and for τk we take

{τk}k=1,...,d+nd+n+n2+n3 = {(0, 0, eA, 0, 0, 0, 0)A=1,...,d, (0, 0, 0, eA ⊗ dxi, 0, 0, 0) i=1,...,n
A=1,...,d

(0, 0, 0, 0, ∂k, 0, 0)k=1,...,n, (0, 0, 0, 0, 0, dx
i ⊗ ∂k, 0)i,k=1,...,n,

(0, 0, 0, 0, 0, 0, dxi ⊗ dxj ⊗ ∂k)i,j,k=1,...,n}. [3.5]

Here νA and τk are independent of the solution and det(νAB) ≥ λ1 and det(τkl) ≥ λ1 for
some λ1 > 0. The system for ϕ, ψ from Lemma 3.5 is a WHLS with M = N = P = Q = 0
and right hand side FA, Gk. By assumption and Lemma 3.5 the right hand side is bounded.
In order to apply Proposition 2.14 we have to check that

‖ϕ‖C2 + ‖∂tϕ‖C2 + ‖ψ‖C1 + ‖∂tψ‖C1 ≤ CK . [3.6]

By assumption it is clear that σ, hij and ∂thij are bounded in C2. To bound ∂tσ in C2 we
compute using [A.3]

∂tσ = 〈∇∂t∂tu, ν〉+ 〈∂tu,∇∂tν〉 = α− 〈∇σ, S〉+ hijS
iSj.
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Hence also ∂tσ is bounded in C2 by assumption. Clearly uA, ∂iu
A, Sj, Bi

k, Γkij, ∂tu
A,

∂t∂iu
A, ∂tΓ

k
ij are bounded in C1 by assumption. For ∂tS

j and ∂tBi
k a C1-bound is readily

obtained using ∂tSi = σβi + SkBik and [A.6]. As in [2.9] define

Es(t) = ‖∂2
t ϕ(t, ·)‖s + ‖∂tϕ(t, ·)‖s+1 + ‖ϕ(t, ·)‖s+1 + ‖∂tψ(t, ·)‖s+1 + ‖ψ(t, ·)‖s+1.

Hence we can apply Proposition 2.14 to obtain

Es(t) ≤ CeCt(1 + Es(0) +

∫ t

0

‖F (. . . )‖s + ‖∂t(F (. . . ))‖s + ‖G(. . . )‖s+1 + [L]s + [∂tL]s dt
′).

3. Estimating the right hand side. We have to estimate ‖F (. . . )‖s, ‖∂t(F (. . . ))‖s and
‖G(. . . )‖s+1. By assumption

|Vol(u)| = |Vol0 +

∫ t

0

∫
N

〈∂tu, ν〉dµtdt′| ≤ C

and

|∂t Vol(u)| = |
∫

N

〈∂tu, ν〉dµt| ≤ C. [3.7]

By assumption and Lemma 3.5 we can apply the third Moser inequality Theorem C.5 to
estimate

‖F (. . . )‖s ≤C(1 + ‖ϕ‖s+1 + ‖∂tϕ‖s + ‖ψ‖s+1 + ‖∂tψ‖s + ‖Vol(u)‖0)

≤C(1 + Es)

‖G(. . . )‖s+1 ≤C(1 + ‖ϕ‖s+2 + ‖∂tϕ‖s+1 + ‖ψ‖s+1 + ‖∂tψ‖s+1 + ‖Vol(u))‖0)

≤C(1 + Es + ‖ϕ‖s+2).

We use the elliptic estimate Lemma 2.11 part (2) since ‖ϕ‖C2 ≤ K

‖ϕ‖s+2 ≤C(‖Lϕ‖s + ‖ϕ‖s+1 + [L]s)

≤C(‖∂2
t ϕ‖s + ‖F (. . . )‖s + ‖ϕ‖s+1 + ‖u‖s+3 + 1)

≤C(1 + Es).

Note that an application of Lemma 2.7 was used here to estimate norms on large domains
against norms on small domains.

Now by the chain rule

∂t(F (. . . )) = F̃ (x, ϕ,Dϕ, ∂tϕ, ∂
2
t ϕ, ∂tDϕ,ψ,Dψ, ∂tψ, ∂

2
t ψ, ∂tDψ,Vol(u), ∂t Vol(u))

and F̃ is also smooth and with bounded derivatives as long as the arguments are bounded
because the partial derivatives of F are bounded as long as the arguments are bounded.
In fact, the arguments are bounded by [3.6],[3.7] and the evolution equations. So we can
use the third Moser inequality to estimate

‖∂t(F (. . . ))‖s ≤C(1 + ‖ϕ‖s+1 + ‖∂tϕ‖s+1 + ‖∂2
t ϕ‖s + ‖ψ‖s+1 + ‖∂tψ‖s+1 + ‖∂2

t ψ‖s
+ ‖Vol(u)‖0 + ‖∂t Vol(u)‖0)

≤ C(1 + Es + ‖∂2
t ψ‖s).
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By the equation for ∂2
t ψ we can estimate

‖∂2
t ψ‖s ≤ C‖G(. . . )‖s ≤ C‖G(. . . )‖s+1

and we have already estimated the last term. Altogether we find that

‖F (. . . )‖s + ‖∂t(F (. . . ))‖s + ‖G(. . . )‖s+1 ≤ C(1 + Es).

The initial energy Es(0) is fixed. So we obtain the estimate

Es(t) ≤ CT,K(1 +

∫ t

0

1 + Es(t
′)dt′).

We use Gronwall’s Lemma to conclude

‖ϕ(t, ·)‖s+1 + ‖∂tϕ(t, ·)‖s+1 + ‖∂2
t ϕ(t, ·)‖s + ‖ψ(t, ·)‖s+1 + ‖∂tψ(t, ·)‖s+1 ≤ C

for all 0 ≤ t < T . This can be done for any s ≥ bn
2
c + 2. This implies that all derivatives

of u are bounded uniformly in t.
4. Convergence for t → T . The sequence u(ti) for ti → T , ti < T is bounded in C∞

and therefore has a convergent subsequence to a smooth limit function u(T ). Since

|u(ti)− u(tk)| ≤ C

∫ tk

ti

|∂tu|dt′ ≤ C(ti − tk)

we have uniform convergence in C0. This implies that the limit is unique and that the
whole sequence converges. The same argument applies for ∂tu(ti) and the limit ∂tu(T ) is
the time derivative of u(t) at t = T . Smoothness in time on [0, T ] follows by an induction
using the equation. As we have seen before in Lemma 3.6, u(T ) is an immersion. Then
we can apply the short time existence result Theorem 2.1 with initial conditions u(T ) and
∂tu(T ) to extend the solution. �

3.2. Stability Estimates

Assume that we have a solution ũ : [0, T̃ )×N→M of [EQ]. For instance this could be
one of the special solutions in Section 1.4 with T̃ =∞. All quantities with˜will refer to ũ,
e. g. h̃ij is the second fundamental form of ũ. We intend to prove the following theorem.

Theorem 3.7. Let s ≥ bn
2
c+ 2, T̃ ∈ R+ ∪ {∞} and ũ : [0, T̃ )×N→M be a solution

of [EQ]. Assume for all t ∈ [0, T̃ )

‖ũ(t, ·)‖s+4 + ‖∂tũ(t, ·)‖s+3 ≤ K and det(g̃ij) ≥ λ1 and g̃ij ≥ λ

for some constants K,λ1, λ > 0. There exist constants c1, c2 > 0 and ε0 > 0 such that if
u0 : N→M is an immersion and u1 : N→ u∗0TM is a vector field along u0 with

‖u0 − ũ(0)‖s+4 + ‖u1 − ∂tũ(0)‖s+3 ≤ ε
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for some 0 < ε ≤ ε0 then there exists T ≥ min{T̃ , c1 log
(
c2
ε

)
} and u : [0, T ]×N→M that

solves 
∇∂t∂tu = dµt

dµ0

(
−H(u) + %

Vol(u)

)
ν, for all t ∈ [0, T ]

u(0, ·) = u0

∂tu(0, ·) = u1.

For all t ∈ [0, T ] we have the estimate

‖u(t, ·)− ũ(t, ·)‖s+4 + ‖∂tu(t, ·)− ∂tũ(t, ·)‖s+3 ≤ CeCtε

with C depending on s and ũ.

Corollary 3.8 (Uniqueness). Let u : [0, T ] × N → M and ũ : [0, T ] × N → M be
solutions of [EQ] with u(0, ·) = ũ(0, ·) and ∂tu(0, ·) = ∂tũ(0, ·). Then u(t, ·) = ũ(t, ·) for
all t ∈ [0, T ].

Lemma 3.9. Let u be a solution of [EQ] and ũ as in Theorem 3.7. Let(
ϕA
)
A=1,...,1+n2 =

(
(σ − σ̃) ,

(
hij − h̃ij

)
i,j=1,...,n

)
(
ψk
)
k=1,...,d+nd+n+n2+n3 =

((
uA − ũA

)
A=1,...,d

,
(
∂iu

A − ∂iũA
)
i=1,...,n
A=1,...,d

,
(
Sj − S̃j

)
j=1,...,n

,(
Bl

m − B̃l
m
)
l,m=1,...,n

,
(

Γkij − Γ̃kij

)
i,j,k=1,...,n

)
.

Then (ϕA) and (ψk) satisfy

∂2
t ϕ

A(t, x)− LAϕA(t, x) =FA(x, ϕ,Dϕ, ∂tϕ, ψ,Dψ, ∂tψ,Vol(u)− Vol(ũ))

∂2
t ψ

k =Gk(x, ϕ,Dϕ, ∂tϕ, ψ, ∂tψ,Vol(u)− Vol(ũ))

where FA and Gk are smooth functions in all their arguments such that if ‖ϕ‖C1+‖∂tϕ‖C0+
‖ψ‖C1 + ‖∂tψ‖C0 ≤ K and det(gij) > λ1 then FA and GA and all its derivatives stay
bounded. Furthermore F (x, 0, 0, 0, 0, 0, 0, 0) = 0 and G(x, 0, 0, 0, 0, 0, 0) = 0 and the opera-
tor L is given by LAϕA = dµt

dµ0
∆ϕA.

Proof. Simply substract the evolution equations for all the quantities corresponding
to ũ from the evolution equations for the quantities corresponding to u. Replace everywhere
e. g. σ = σ̃ + (σ − σ̃) to write the equations as equations for the differences. To get the
term including L write e. g.

dµt
dµ0

∆σ − d̃µt
dµ0

∆̃σ̃ =
dµt
dµ0

∆(σ − σ̃) +

(
dµt
dµ0

∆− d̃µt
dµ0

∆̃

)
σ̃.

It is clear that F and G vanish if u = ũ. The only terms that could possibly blow
up in the evolution equations are gij, g̃ij, ν, ν̃, Vol(u)−1 and Vol(ũ)−1. For gij, g̃ij, ν,
ν̃ we use Remark 2.20 while Vol(u)−1 and Vol(ũ)−1 are bounded in view of the energy
conservation. �
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Proof of Theorem 3.7. 1. The Bootstrap Argument. We will prove the theorem
by a bootstrap argument. As in [2.9] define

Es(t) = ‖∂2
t ϕ(t, ·)‖s + ‖∂tϕ(t, ·)‖s+1 + ‖ϕ(t, ·)‖s+1 + ‖∂tψ(t, ·)‖s+1 + ‖ψ(t, ·)‖s+1

with ϕ and ψ from Lemma 3.9. Define

Ẽs(t) = Es(t) + |Vol(u(t))− Vol(ũ(t))|.

We make the following hypothesis with respect to a fixed constant κ > 0.

H(t): There is a solution u defined on [0, t) satisfying the initial conditions and Ẽs(t
′) ≤ κ

holds for t′ ∈ [0, t).

From this hypothesis as long as t ≤ min{T̃ , c1 log
(
c2
ε

)
}, we will derive the conclusion

C(t): There is a solution u defined on [0, t) satisfying the initial conditions and Ẽs(t
′) ≤

1
2
κ holds for t′ ∈ [0, t).

The constant κ will be chosen in step 2 below. Then we choose ε0 < 1 so small such that
the hypothesis holds for a small t > 0. Clearly by Theorem 2.1 there exists a solution for a
short time. We can estimate Es(0) ≤ Cε0. To estimate |Vol(u0)−Vol(ũ(0))| we choose ε0 so
small such that if πM is the closest point projection to M then vs := πM(ũ(0)+s(u0−ũ(0)))
is an immersion for all s ∈ [0, 1]. Then

|Vol(u0)− Vol(ũ(0))| =|
∫ 1

0

∂s Vol(vs)ds| [3.8]

=|
∫ 1

0

∫
N

〈ν(vs), DπM(ũ(0) + s(u0 − ũ(0)))(u0 − ũ(0))〉dµt(vs)ds|

≤Cκ‖u0 − ũ(0)‖C0 ≤ Cκε. [3.9]

Note that DπM(ũ(0) + s(u0 − ũ(0))) can be controlled since ‖u0 − ũ(0)‖s+4 ≤ ε0. Hence if
ε0 is small enough then Ẽs(0) < κ and H(t) will be true for small t.

The conclusion is stronger than the hypothesis, i. e. if C(t) is true then also H(t′) is
true for all t′ in a neighborhood of t. This can be seen by the continuity of Es(t) and the
continuation criterion since the C4-norms of u and ∂tu can be bounded in terms of Es.

It is clear that the conclusion is closed, i. e. if C(ti) holds for a sequence (ti) which
converges to another time t with ti, t ≤ min{T̃ , c1 log

(
c2
ε

)
} then also C(t) is true.

Then the abstract bootstrap principle [Tao06, Proposition 1.21] will imply that C(t)
is true for all 0 ≤ t ≤ min{T̃ , c1 log

(
c2
ε

)
} provided we have assured the implication H(t)⇒

C(t) for all 0 ≤ t ≤ min{T̃ , c1 log
(
c2
ε

)
}.

So assume in the following that H(t0) is true for some t0 ∈ [0,min{T̃ , c1 log
(
c2
ε

)
}] and

let t < t0.
2. Choice of κ. We want the operator L to be elliptic and we need det(gij) ≥ λ2 for

some λ2 > 0 in order to apply Lemma 2.19. Now u = ũ+ (u− ũ). This implies that

gij = g̃ij + 〈∂iũ, ∂j(u− ũ)〉+ 〈∂jũ, ∂i(u− ũ)〉+ 〈∂i(u− ũ), ∂j(u− ũ)〉
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and hence

|gij − g̃ij| ≤ C(‖u− ũ‖C1 + ‖u− ũ‖2
C1).

Since ‖u − ũ‖C1 ≤ CEs ≤ Cκ by the Sobolev embedding theorem and the bootstrap
hypothesis, we can choose κ such that det(gij) ≥ 1

2
λ1 and gij ≥ 1

2
λ uniformly in t as long

as H(t) holds.
3. Estimating the operator L. The coefficients of L = dµt

dµ0
∆ contain gij, Christoffel

symbols and derivatives of Christoffel symbols. By Lemma 2.19 and the Moser inequalities
we can estimate

[L]s ≤ Cκ(1 + ‖u− ũ‖s+3) ≤ Cκ(1 + Es) [3.10]

since L contains no more than third derivatives of u. Clearly also by the hypothesis and
the Sobolev embedding theorem [L]C1 ≤ Cκ. Similarly

[∂tL]s ≤ Cκ(1 + ‖u− ũ‖s+3 + ‖∂tu− ∂tũ‖s+3) ≤ Cκ(1 + Es) [3.11]

and [∂tL]C1 ≤ Cκ.
4. Application of the estimate for WHLS. We take the same bundle V as in [3.3] and

νA and τk can be taken as in [3.4],[3.5].
By the Sobolev embedding theorem we have

‖ϕ‖C2 + ‖∂tϕ‖C2 + ‖ψ‖C1 + ‖∂tψ‖C1 ≤ CEs ≤ Cκ. [3.12]

Hence we can apply Proposition 2.14 with the modifications of Remark 2.15 to obtain

Es(t) ≤ CeCtEs(0) +C

∫ t

0

eC(t−t′)(‖F (. . . )‖s + ‖∂t(F (. . . ))‖s + ‖G(. . . )‖s+1 + [L]s ‖ϕ‖C2

+ [∂tL]s ‖ϕ‖C2 + [L]s ‖∂tϕ‖C2

)
dt′. [3.13]

5. Estimating the right hand side. We have to estimate ‖F (. . . )‖s, ‖∂t(F (. . . ))‖s and
‖G(. . . )‖s+1. By the hypothesis and Lemma 3.9 we can apply the third Moser inequality
in the form of Corollary C.6 with F (x, 0) = 0 and G(x, 0) = 0 to estimate

‖F (. . . )‖s ≤C(‖ϕ‖s+1 + ‖∂tϕ‖s + ‖ψ‖s+1 + ‖∂tψ‖s + ‖Vol(u)− Vol(ũ)‖0)

≤C(Es + ‖Vol(u)− Vol(ũ)‖0)

‖G(. . . )‖s+1 ≤C(‖ϕ‖s+2 + ‖∂tϕ‖s+1 + ‖ψ‖s+1 + ‖∂tψ‖s+1 + ‖Vol(u)− Vol(ũ)‖0)

≤C(Es + ‖ϕ‖s+2 + ‖Vol(u)− Vol(ũ)‖0).

We use the elliptic estimate Lemma 2.11 part (2) since ‖ϕ‖C2 ≤ Cκ with the modification
of Remark 2.12 and obtain

‖ϕ‖s+2 ≤C(‖Lϕ‖s + ‖ϕ‖s+1 + [L]s ‖ϕ‖C2)

≤C(‖∂2
t ϕ‖s + ‖F (. . . )‖s + ‖ϕ‖s+1 + (‖u− ũ‖s+3 + 1)‖ϕ‖C2)

≤C(Es + ‖Vol(u)− Vol(ũ)‖0). [3.14]

Note that we have also used ‖ϕ‖C2 ≤ C‖ϕ‖s+1 by the Sobolev embedding theorem.
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Before we estimate‖∂t(F (. . . ))‖s we have to estimate |∂t Vol(u)− ∂t Vol(ũ)|.

|∂t Vol(u)− ∂t Vol(ũ)| =|
∫

N

〈ν, ∂tu− ∂tũ〉dµt +

∫
N

〈ν dµt
d̃µt
− ν̃, ∂tũ〉d̃µt| [3.15]

≤Cκ‖∂tu− ∂tũ‖0 + Cκ‖ν
dµt

d̃µt
− ν̃‖0

≤Cκ(‖ϕ‖0 + ‖ψ‖0) ≤ CκEs. [3.16]

We use the fundamental theorem of calculus to estimate

|Vol(u)− Vol(ũ)| ≤|Vol(u0)− Vol(ũ(0))|+
∫ t

0

|∂t Vol(u(t′))− ∂t Vol(ũ(t′))|dt′

≤CeCt|Vol(u0)− Vol(ũ(0))|+ C

∫ t

0

eC(t−t′)Es(t
′)dt′. [3.17]

Now by the chain rule

∂t(F (. . . )) = F̃ (x, ϕ,Dϕ, ∂tϕ, ∂
2
t ϕ, ∂tDϕ,

ψ,Dψ, ∂tψ, ∂
2
t ψ, ∂tDψ,Vol(u)− Vol(ũ), ∂t Vol(u)− ∂t Vol(ũ))

and F̃ is also smooth and with bounded derivatives as long as the arguments are bounded
because the partial derivatives of F are bounded as long as the arguments are bounded. In
fact, the arguments are bounded by [3.12],[3.16] and the evolution equations. Furthermore
F̃ (x, 0) = 0. So we can use again Corollary C.6 to estimate

‖∂t(F (. . . ))‖s ≤C(‖ϕ‖s+1 + ‖∂tϕ‖s+1 + ‖∂2
t ϕ‖s + ‖ψ‖s+1 + ‖∂tψ‖s+1 + ‖∂2

t ψ‖s
+ ‖Vol(u)− Vol(ũ)‖0 + ‖∂t Vol(u)− ∂t Vol(ũ)‖0)

≤C(Es + ‖∂2
t ψ‖s + ‖Vol(u)− Vol(ũ)‖0 + ‖∂t Vol(u)− ∂t Vol(ũ)‖0).

By the equation for ∂2
t ψ we can estimate

‖∂2
t ψ‖s ≤ C‖G(. . . )‖s ≤ C‖G(. . . )‖s+1

and we have already estimated the last term. Altogether we have that

‖F (. . . )‖s + ‖∂t(F (. . . ))‖s + ‖G(. . . )‖s+1 ≤ Cκ(Es + ‖Vol(u)− Vol(ũ)‖0

+ ‖∂t Vol(u)− ∂t Vol(ũ)‖0).

Using [3.10],[3.11] and the Sobolev embedding theorem the remaining terms in [3.13]
are estimated by

[L]s ‖ϕ‖C2 + [∂tL]s ‖ϕ‖C2 + [L]s ‖∂tϕ‖C2 ≤ Cκ (1 + Es)Es ≤ CκEs.

So we obtain the estimate

Es(t) ≤ CeCtEs(0) + C

∫ t

0

eC(t−t′)(Es(t
′) + |Vol(u(t′))− Vol(ũ(t′))|)dt′. [3.18]
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6. Conclusion. We add [3.17] and [3.18]

Ẽs(t) ≤ CeCtẼs(0) + C

∫ t

0

eC(t−t′)Ẽs(t
′)dt′

and apply the Gronwall type inequality from Lemma C.10 with A(t) = Ẽs(t), B(t) =
CẼs(0), g(t) = eCt, h(t′) = Ce−Ct

′
. This yields

Ẽs(t) ≤ CeCtẼs(0).

Now using [3.9]

Ẽs(0) ≤ Cκ
(
‖u0 − ũ(0)‖s+4 + ‖u1 − ∂tũ(0)‖s+3 + |Vol(u0)− Vol(ũ(0))|

)
≤ Cκε

and hence

Ẽs(t) ≤ CeCtε.

Hence if t ≤ C−1 log
(

κ
2Cε

)
then Ẽs(t) ≤ 1

2
κ. Define c1 = C−1 and c2 = κ

2C
. We need t > 0

and hence ε < c2. So the last condition for ε0 is ε0 < c2.
The estimate for the norms is true since using [3.14] and the Moser inequalities we

have

‖u− ũ‖s+4 + ‖∂tu− ∂tũ‖s+3 ≤ Cκ(Es + |Vol(u)− Vol(ũ)|) ≤ CeCtε. �

Theorem 3.10. Let M = (Rn+1, g) and let M̃ = (Rn+1, δ) with the Euclidean metric

δ on Rn+1. Let s ≥ bn
2
c+ 2 and ũ : [0,∞)×N → M̃ be a solution of [EQ] and let for all

t ∈ [0,∞)

‖ũ(t, ·)‖s+4 + ‖∂tũ(t, ·)‖s+3 ≤ K and det(g̃ij) ≥ λ1 and g̃ij ≥ λ

for some constants K,λ1, λ > 0. There exist constants c1, c2 > 0 and ε0, ε1 > 0 such that
if u0 : N→M is an immersion and u1 : N→ u∗0TM is a vector field along u0 with

‖u0 − ũ(0)‖s+4 + ‖u1 − ∂tũ(0)‖s+3 ≤ ε

and

‖g − δ‖Cs+4 ≤ ε′

for some 0 < ε ≤ ε0 and 0 < ε′ ≤ ε1 then there exists T ≥ c1 log
(

c2
ε+ε′

)
and u : [0, T ]×N→

M that solves 
∇∂t∂tu = dµt

dµ0

(
−H(u) + %

Vol(u)

)
ν, for all t ∈ [0, T ]

u(0, ·) = u0

∂tu(0, ·) = u1.

For all t ∈ [0, T ] we have the estimate

‖u(t, ·)− ũ(t, ·)‖s+4 + ‖∂tu(t, ·)− ∂tũ(t, ·)‖s+3 ≤ CeCt(ε+ ε′)

with C depending on s and ũ.
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Proof. We will assume that ε1 ≤ 1 in order to get bounds on g that do not depend on
ε′ or ε1. Only a few modifications of the proof of Theorem 3.7 are necessary. We employ
the same bootstrap argument except that here we only consider Es(t) instead of Ẽs(t).
Again we have to choose the constant κ. We calculate

gij − g̃ij = (g − δ)(∂iũ, ∂jũ) + g(∂jũ, ∂i(u− ũ)) + g(∂iũ, ∂j(u− ũ))

+ g(∂i(u− ũ), ∂j(u− ũ))

and estimate

|gij − g̃ij| ≤ C(‖g − δ‖C0 + ‖u− ũ‖C1 + ‖u− ũ‖2
C1).

Then if ε1 is small enough we can choose κ similarly as in step 2 of the proof of Theorem 3.7
such that det(gij) ≥ 1

2
λ1 and gij ≥ 1

2
λ uniformly in t.

We will work in standard coordinates for Rn+1. If ε1 ≤ 1 the operator L = dµt
dµ0

∆ can

be estimated by

[L]s ≤Cκ(1 + ‖u− ũ‖s+3 + ‖g ◦ u− δ ◦ ũ‖s+4)

≤Cκ(1 + ‖u− ũ‖s+3)

and similarly

[∂tL]s ≤Cκ(1 + ‖u− ũ‖s+3 + ‖∂tu− ∂tũ‖s+3).

We include the dependence on g ◦ u− δ ◦ ũ in the functions F and G from Lemma 3.9 and
write the system in the form

∂2
t ϕ

A(t, x)− LAϕA(t, x) =FA(x, ϕ,Dϕ, ∂tϕ, ψ,Dψ, ∂tψ,Vol(u)− Vol(ũ),

g ◦ u− δ ◦ ũ, (Dg) ◦ u, (D2g) ◦ u, (D3g) ◦ u)

∂2
t ψ

k =Gk(x, ϕ,Dϕ, ∂tϕ, ψ, ∂tψ,Vol(u)− Vol(ũ),

g ◦ u− δ ◦ ũ, (Dg) ◦ u, (D2g) ◦ u, (D3g) ◦ u). [3.19]

Here Dig stands for the derivatives of order i of g in the standard coordinates. In these
coordinates the derivatives of δ vanish and so we do not have to include them. All curvature
terms occuring in the evolution equations can be expressed by derivatives of g up to order
three.

We now need to estimate the difference of the volumes. We write Volg and Volδ for
the volume taken with respect to the metric g and δ respectively. We also mark other
quantities with g or δ if they are taken with respect to the respective metric. Write

Volg(u)− Volδ(ũ) = (Volg(u)− Volg(ũ)) + (Volg(ũ)− Volδ(ũ)) =: D1 +D2.
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The difference D1 can be estimtated similarly as in [3.8] using

Volg(u)− Volg(ũ) =

∫ 1

0

∂s Volg(us)ds

=

∫ 1

0

∫
N

g(νg(us), u− ũ)dµgt (us)ds

where us = ũ+ s(u− ũ). Using also the bounds on g we get

|D1| = |Volg(u)− Volg(ũ)| ≤ Cκ‖u− ũ‖C0 ≤ Cκ(‖ϕ‖s+1 + ‖ψ‖s+1).

Let L denote the Lebesgue measure on Rn+1 and let Lg =
√

det(gαβ)L. Let Ω ⊂ Rn+1

be the interior of the surface ũ(t,N), i. e. Volδ(ũ) = L(Ω) and Volg(ũ) = Lg(Ω). If we

apply the mean value theorem to the function s 7→
√

det(δαβ + s(gαβ − δαβ)) and use the

assumed bounds on g we can estimate

|
√

det(gαβ)− 1| = |
√

det(gαβ)−
√

det(δαβ)| ≤ C‖g − δ‖C0 .

Clearly we need ε1 small enough such that det(δαβ + s(gαβ − δαβ)) > λ3 uniformly for
s ∈ [0, 1] for some λ3 > 0. Hence we can estimate

|D2| =|
∫

Ω

dLg −
∫

Ω

dL| = |
∫

Ω

√
det(gαβ)dL−

∫
Ω

dL|

≤
∫

Ω

|
√

det(gαβ)− 1|dL ≤ C‖g − δ‖C0 Volδ(ũ) ≤ C‖g − δ‖C0 .

We used the a priori volume bound for Volδ(ũ) from Corollary 1.6. Combining the estimates
for D1 and D2 we arrive at

|Volg(u)− Volδ(ũ)| ≤ Cκ(‖ϕ‖s+1 + ‖ψ‖s+1 + ‖g − δ‖C0).

Including the different metrics in [3.15] we can estimate in a similar way

|∂t Volg(u)− ∂t Volδ(ũ)| ≤ Cκ(‖ϕ‖s+1 + ‖ψ‖s+1 + ‖g − δ‖C0).

If g = δ and u = ũ then clearly the right hand side of the system [3.19] vanishes. So
we can apply the third Moser inequality Corollary C.6 to obtain the estimates

‖F (. . . )‖s ≤C(‖ϕ‖s+1 + ‖∂tϕ‖s + ‖ψ‖s+1 + ‖∂tψ‖s + ‖Vol(u)− Vol(ũ)‖0

+ ‖g ◦ u− δ ◦ ũ‖s+3)

‖G(. . . )‖s+1 ≤C(‖ϕ‖s+2 + ‖∂tϕ‖s+1 + ‖ψ‖s+1 + ‖∂tψ‖s+1 + ‖Vol(u)− Vol(ũ)‖0

+ ‖g ◦ u− δ ◦ ũ‖s+3)

‖∂t(F (. . . ))‖s ≤C(‖ϕ‖s+1 + ‖∂tϕ‖s+1 + ‖∂2
t ϕ‖s + ‖ψ‖s+1 + ‖∂tψ‖s+1 + ‖∂2

t ψ‖s
+ ‖∂tu− ∂tũ‖s + ‖Vol(u)− Vol(ũ)‖0 + ‖∂t Vol(u)− ∂t Vol(ũ)‖0

+ ‖g ◦ u− δ ◦ ũ‖s+4).
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Now ‖g ◦ u− δ ◦ ũ‖0 ≤ C‖g − δ‖C0 and ‖(Dig) ◦ u‖s ≤ C‖Dig‖Cs . Hence

‖g ◦ u− δ ◦ ũ‖s+4 ≤ C‖g − δ‖Cs+4 .

Similarly as in the proof of Theorem 3.7 we arrive at the estimate

Es(t) ≤ CeCtEs(0) + C

∫ t

0

eC(t−t′)Es(t
′)dt′ +

∫ t

0

CeC(t−t′)‖g − δ‖Cs+4dt′.

An application of Gronwall’s inequality yields

Es(t) ≤ CeCt(Es(0) +

∫ t

0

e−Ct
′‖g − δ‖Cs+4dt′).

Now by assumption ‖g − δ‖Cs+4 ≤ ε′ and (use the third Moser inequality)

Es(0) ≤ Cκ(‖u0 − ũ(0)‖s+4 + ‖u1 − ∂tũ(0)‖s+3 + ‖g − δ‖Cs+4) ≤ Cκ(ε+ ε′).

Since
∫ t

0
e−Ct

′
dt′ ≤ C−1 we have the estimate

Es(t) ≤ CeCt(ε+ ε′).

As in the last step of the proof of Theorem 3.7 we can use this estimate to apply the boot-
strap argument provided that C log( κ

2C(ε+ε′)
) > 0. This can be accomplished by demanding

that ε0 <
κ

4C
and ε1 <

κ
4C

.
This concludes the proof of Theorem 3.10. �



APPENDIX A

The Evolution Equations

In this section we will compute the evolution equations for σ and Sk, for hij and
Γkij, and for βi and Bi

k for a solution u of the equation ∇∂t∂tu = αν where we write

α = dµt
dµ0

(
−H + %

Vol(u)

)
according to Definition 1.2. Recall that by [1.2] and Definitions 1.2

and 3.3 each of these quantities can be written as the normal or tangential part of a
derivative of u, i. e. ∂tu = σν+Sk∂ku, ∇i∂ju = −hijν+Γkij∂ku, and ∇i∂tu = βiν+Bi

k∂ku.

To compute the evolution equations for hij and Γkij, for example, we will differentiate our

differential equation ∇∂t∂tu = αν with ∇∂i∇∂j . Then we interchange the derivatives to

obtain an equation for ∇∂i∂ju and decompose this into normal and tangential parts. The
decomposition of second time derivatives is carried out abstractly in Lemma A.1.

The calculation of each evolution equation only consists of these simple steps. Nev-
ertheless due to the interchange of derivatives many curvature terms will arise which we
decompose into their normal and tangential parts as well. In order to suitably express
∇i∇jH we use Simons’ identity which also contains an interchange of derivatives. We
need an analogous identity for ∂t∂iH which will be derived in Lemma A.2. Although the
evolution equation for βi is not needed in the main text, we include the computation for
the sake of completeness.

For the Riemann tensor we use the notation

R0ijk = Rαβγδν
α∂iu

β∂ju
γ∂ku

δ = 〈R(ν, ∂iu)∂ju, ∂ku〉,

for example.

A.1. Decomposition and Interchange Identities

We first compute the evolution of the canonical tangent vectors ∂ku and of the normal
vector. We have that

∇∂t∇∂t∂ku =∇∂k∇∂t∂tu+ R(∂tu, ∂ku)∂tu

=∂kαν + αhk
l∂lu+ σ2R(ν, ∂ku)ν + σR(S, ∂ku)ν

+ σR(ν, ∂ku)S + R(S, ∂ku)S

=(∂kα + σSpR0kp0 + SqSpRqkp0)ν

+ (αhk
l + σ2R0k0mg

ml + σSpRpk0mg
ml

+ σSpR0kpmg
ml + SpSqRpkqmg

ml)∂lu. [A.1]
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We have the following alternative expression for βi

βi = 〈∇∂i(σν + Sk∂ku), ν〉 = ∂iσ − Skhik. [A.2]

We have

∇∂tν = 〈∇∂tν, ∂ku〉gkl∂lu = −〈∇∂t∂ku, ν〉gkl∂lu = −βk∂ku = −∇σ + Slhl
k∂ku. [A.3]

We compute using [A.1]

∂tβi =〈∇∂t∇∂t∂iu, ν〉+ 〈∇∂i∂tu,∇∂tν〉
=∂iα−Bi

kβk + σSpR0ip0 + SpSqRpiq0. [A.4]

Since ∂tg
ik = −(Bik +Bki) we can compute the evolution of ν

∇∂t∇∂tν =− ∂tβk∂ku− βk〈∇∂t∂ku, ν〉ν − βk〈∇∂t∂ku, ∂lu〉glm∂mu
=−∇α +Bi

kβ
k∂iu+ (Bik +Bki)βi∂ku− σSpR0ip0g

ik∂ku

− SpSqRpiq0g
ik∂ku− βkβkν − βkBk

m∂mu

=− |β|2ν −∇α + 2βiBk
i∂ku

− σSpR0ip0g
ik∂ku− SpSqRpiq0g

ik∂ku. [A.5]

Later we will insert

∇kα = −dµt
dµ0

∇kH +

(
−H +

%

Vol(u)

)
(Γiik − Γ̊iik)

dµt
dµ0

and

|β|2 = |∇σ|2 + SkSlhjkhjl − 2∂iσh
i
kS

k.

Note that

∂k
dµt
dµ0

=

(
1

2
gij∂kgij −

1

2
gij0 ∂kg0ij

)
dµt
dµ0

= (Γiik − Γ̊iik)
dµt
dµ0

.

For reference we also note

∂tBi
k =∂tg

jkBij + gjk〈∇∂t∇∂t∂iu, ∂ju〉+ gjk〈∇∂t∂iu,∇∂t∂ju〉
=− (Bkj +Bjk)Bij +Bi

lBjlg
jk + βiβjg

jk + αhi
k

+ (σ2R0i0m + σSpRpi0m + σSpR0ipm + SqSpRpiqm)gmk. [A.6]
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Lemma A.1. Let V = ϕν + ψk∂ku. Then

〈∇∂t∇∂tV, ν〉 =∂2
t ϕ− ϕ|β|2 + 2∂tψ

kβk + ψk∂kα + ψkσSlR0kl0 + ψkSlSpRlkp0

and

〈∇∂t∇∂tV, ∂ku〉gkl =∂2
t ψ

l + 2∂tψ
kBk

l − 2∂tϕβ
l + αψkhk

l − ϕ∇lα + 2ϕβkBl
k

+ ψkσ2R0k0mg
ml + ψkσSpRpk0mg

ml

+ ψkSpσR0kpmg
ml + SpSqψkRpkqmg

ml

− ϕσSpR0kp0g
kl − ϕSpSqRpkq0g

kl.

Proof. We have

∇∂t∇∂tV =∂2
t ϕν + 2∂tϕ∇∂tν + ϕ∇∂t∇∂tν + ∂2

t ψ
l∂lu+ 2∂tψ

k∇∂t∂ku+ ψk∇∂t∇∂t∂ku

=(∂2
t ϕ+ ϕ〈∇∂t∇∂tν, ν〉+ 2∂tψ

k〈∇∂t∂ku, ν〉+ ψk〈∇∂t∇∂t∂ku, ν〉)ν
+ (∂2

t ψ
l + 2∂tψ

k〈∇∂t∂ku, ∂mu〉gml + ψk〈∇∂t∇∂t∂ku, ∂mu〉gml

+ 2∂tϕ〈∇∂tν, ∂mu〉gml + ϕ〈∇∂t∇∂tν, ∂mu〉gml)∂lu

Using [A.1] and [A.5] we get the stated result. �

Lemma A.2. We have the identities

∇i∇jH =∆hij −Hhilhlj + |h|2hij +HR0i0j − hijglmR0l0m

+ hj
lgkmRlkim + hi

lgkmRlkjm − 2hlmRlimj + glm∇jR0lim + glm∇lR0ijm

and

−∂t∂iH =∆βi + (Bkl +Blk)∇ihkl + hkl∇i(Blk +Bkl)

+ gkl
{
∂tΓ

p
lkhip − ∂tΓ

p
ilhkp + σ∇0R0lki + Sp∇pR0lki − βpRplki

+ 2Bl
pR0pki + βiR0lk0 +Bi

pR0lkp

−∇kBi
phpl −Bi

p∇khpl − σ∇kR0l0i − Sp∇kRpl0i

+ hklS
pRp00i − hkpσR0lpi − hkpSqRqlpi

}
. [A.7]

Proof. The first statement is Simons’ identity (see e. g. [Hui86]). For the second
statement write

∂t∇ihkl +∇k∇lβi =(∂t∇ihkl − ∂t∇khil) + (∂t∇khil −∇k∂thil)

+ (∇k∂thil +∇k∇lβi).
[A.8]
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By the Codazzi equation the first bracket is

−∂t(R(ν, ∂lu, ∂ku, ∂iu)) =− σ∇0R0lki − Sp∇pR0lki − R(∇∂tν, ∂lu, ∂ku, ∂iu)

− R(ν,∇∂t∂lu, ∂ku, ∂iu)− R(ν, ∂lu,∇∂t∂ku, ∂iu)

− R(ν, ∂lu, ∂ku,∇∂t∂iu)

=− σ∇0R0lki − Sp∇pR0lki + βpRplki

−Bl
pR0pki − βkR0l0i −Bk

pR0lpi − βiR0lk0 −Bi
pR0lkp.

For the second bracket in [A.8] we compute

∂t∇khil = ∂t(∂khil − Γpikhpl − Γplkhip) = ∇k∂thil − ∂tΓpikhpl − ∂tΓ
p
lkhip.

For the third bracket in [A.8] we compute

∂thil =〈∇∂t∂iu,∇∂lν〉+ 〈∂iu,∇∂t∇∂lν〉
=Bi

phpl + 〈∂iu,∇∂l∇∂tν〉+ 〈R(∂tu, ∂lu)ν, ∂iu〉
=Bi

phpl + ∂l〈∂iu,∇∂tν〉 − 〈∇∂l∂iu,∇∂tν〉+ R(∂tu, ∂lu, ν, ∂iu)

=Bi
phpl − ∂lβi + Γpliβp + R(∂tu, ∂lu, ν, ∂iu)

=−∇lβi +Bi
phpl + R(∂tu, ∂lu, ν, ∂iu).

Hence the third bracket is

∇kBi
phpl +Bi

p∇khpl +∇kR(∂tu, ∂lu, ν, ∂iu) + R(∇∂k∂tu, ∂lu, ν, ∂iu)

+ R(∂tu,∇k∂lu, ν, ∂iu) + R(∂tu, ∂lu,∇∂kν, ∂iu) + R(∂tu, ∂lu, ν,∇k∂iu)

=∇kBi
phpl +Bi

p∇khpl + σ∇kR0l0i + Sp∇kRpl0i

+ βkR0l0i +Bk
pRpl0i − hklSpRp00i

+ hk
pσR0lpi + hk

pSqRqlpi.

Furthermore we compute that

∂t∂iH =gkl∂t∂ihkl + ∂ig
kl∂thkl + ∂ihkl∂tg

kl + hkl∂i∂tg
kl

=gkl∂t∂ihkl − (Γlipg
kp + Γkiqg

ql)∂thkl − ∂ihkl(Bkl +Blk)

+ hkl(Bpq +Bqp)(g
kpgmqΓlim + gkpΓqimg

ml + gqlΓpimg
mk + gqlΓkimg

mp)

− hkl∂i(Bpq +Bqp)g
kpgql

=gkl∇i∂thkl − (Bkl +Blk)∇ihkl − hkl∇i(Blk +Bkl)

=gkl∂t∇ihkl + gkl∂tΓ
p
ikhpl + gkl∂tΓ

p
ilhkp − (Bkl +Blk)∇ihkl − hkl∇i(Blk +Bkl).
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Putting things together we get that

−∂t∂iH =∆βi − gkl∂tΓpikhpl − g
kl∂tΓ

p
ilhkp + (Bkl +Blk)∇ihkl + hkl∇i(Blk +Bkl)

+ gkl
{
∂tΓ

p
ikhpl + ∂tΓ

p
lkhip + σ∇0R0lki + Sp∇pR0lki − βpRplki

+Bl
pR0pki + βkR0l0i +Bk

pR0lpi + βiR0lk0 +Bi
pR0lkp

−∇kBi
phpl −Bi

p∇khpl − σ∇kR0l0i − Sp∇kRpl0i

− βkR0l0i −Bk
pRpl0i + hklS

pRp00i − hkpσR0lpi − hkpSqRqlpi

}
.

By the Bianchi identity R0lpi − Rpl0i = −Rp0li. Ordering the terms we get the stated
result. �

A.2. The Velocity

To compute the evolution of the velocity vector ∂tu = σν + Sk∂ku we differentiate the
equation ∇∂t∂tu = αν using ∇∂t . On the right hand side we get

∇∂t(αν) =∂tαν + α∇∂tν

=∂tαν + α(Slhl
k −∇kσ)∂ku.

We use Lemma A.1 with V = ∂tu = σν + Sk∂ku to decompose ∇∂t∇∂t∂tu and compare
the normal parts to obtain

∂2
t σ = ∂tα + σ|β|2 − 〈S,∇α〉 − 2∂tS

kβk − σSkSlR0kl0.

We use the

∂tα =
dµt
dµ0

{
∆σ + σ(|h|2 + Ric(ν, ν))− %

Vol(u)2

∫
N

σdµt

− 〈∇H,S〉+

(
−H +

%

Vol(u)

)
(divS + σH)

}
and insert the expressions for α, ∇α and |β|2 to get the evolution equation for σ

∂2
t σ =

dµt
dµ0

{
∆σ + σ(|h|2 + Ric(ν, ν))− %

Vol(u)2

∫
N

σdµt

+

(
−H +

%

Vol(u)

)
(divg0 S + σH)

}
+ σ(|∇σ|2 + SkSlhjkhjl − 2∂iσh

i
kS

k)

− 2∂tS
k∂kσ + 2∂tS

khikS
i − σSkSlR0kl0. [A.9]

Comparing the tangential parts we get

∂2
t S

m =α(Slhl
m −∇mσ − Skhkm) + 2∂tσβ

m + σ∇mα− 2∂tS
kBk

m − 2σβkBm
k

+ σ2SlR0il0g
im + σSlSkRlik0g

im − σ2SkR0k0lg
lm − σSkSiR0kilg

lm.
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We insert the expressions for α, ∇α and β to get the evolution equation for Sm

∂2
t S

m =
dµt
dµ0

(
−H +

%

Vol(u)

)
(−∇mσ + σ(Γiik − Γ̊iik)g

km)

+ 2∂tσ(∇mσ − hmkSk)− σ
dµt
dµ0

∇mH − 2σ(∇iσ − hijSj)Bm
i − 2∂tS

kBk
m

+ σ2SlR0il0g
im + σSlSkRlik0g

im − σ2SkR0k0lg
lm − σSkSiR0kilg

lm. [A.10]

A.3. Second Fundamental Form

To compute the evolution equation for the second fundamental form we differentiate
the equation ∇∂t∂tu = αν using ∇∂i∇∂j and get on the right hand side

∇∂i∇∂j(αν) =∂i∂jαν + ∂iα∇∂jν + ∂jα∇∂iν + α∇∂i∇∂jν

=(∂i∂jα− αhikhkj)ν + (∂iαhj
k + ∂jαhi

k + α∂ihjmg
mk − αΓlimhljg

mk)∂ku.

In the last step we used

〈∇∂i∇∂jν, ν〉 =∂i 〈∇∂jν, ν〉︸ ︷︷ ︸
=0

−〈∇∂jν,∇∂iν〉 = −hikhkj

and

〈∇∂i∇∂jν, ∂mu〉 =∂i〈∇∂jν, ∂mu〉 − 〈∇∂jν,∇∂i∂mu〉
=∂ihjm − Γlimhlj.

Using Simons’ identity we can calculate ∇i∇jα

−∇i∇jα =
dµt
dµ0

∇i∇jH −
(
−H +

%

Vol(u)

)
∇i∇j

dµt
dµ0

+∇i
dµt
dµ0

∇jH +∇j
dµt
dµ0

∇iH

=
dµt
dµ0

{
∆hij −Hhilhlj + |h|2hij +HR0i0j − hijglmR0l0m

+ hj
lgkmRlkim + hi

lgkmRlkjm − 2hlmRlimj + glm∇jR0lim + glm∇lR0ijm

}
−
(
−H +

%

Vol(u)

)
dµt
dµ0

(
∇i(Γ

l
jl − Γ̊ljl) + (Γkik − Γ̊kik)(Γ

l
jl − Γ̊ljl)

)
+∇jH

dµt
dµ0

(Γkik − Γ̊kik) +∇iH
dµt
dµ0

(Γljl − Γ̊ljl)

We also have to interchange derivatives on the other side, whence we obtain

∇∂i∇∂j∇∂t∂tu−∇∂t∇∂t∇∂i∂ju = (∇∂i∇∂j∇∂t∂tu−∇∂i∇∂t∇∂j∂tu)

+ (∇∂i∇∂t∇∂j∂tu−∇∂t∇∂i∇∂j∂tu) + (∇∂t∇∂i∇∂t∂ju−∇∂t∇∂t∇∂i∂ju)

= ∇∂i(R(∂ju, ∂tu)∂tu) + R(∂iu, ∂tu)∇∂j∂tu+∇∂t(R(∂iu, ∂tu)∂ju).
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Using Lemma A.1 with V = ∇∂i∂ju = −hijν + Γkij∂ku and comparing the normal parts we
get the evolution equation for hij

−∂2
t hij =∂i∂jα− αhikhkj − hij|β|2 − 2∂tΓ

k
ijβk − Γkij∂kα− ΓkijσS

lR0kl0 − ΓkijS
lSpRlkp0

− 〈∇∂i(R(∂ju, ∂tu)∂tu), ν〉 − 〈R(∂iu, ∂tu)∇∂j∂tu, ν〉 − 〈∇∂t(R(∂iu, ∂tu)∂ju), ν〉.

Using the expressions for −∇i∇jα, α, |β|2 and expanding the curvature terms we get

∂2
t hij =

dµt
dµ0

{
∆hij −Hhilhlj + |h|2hij +HR0i0j −hijglmR0l0m︸ ︷︷ ︸

=+hijRic(ν,ν)

+ hj
lgkmRlkim + hi

lgkmRlkjm − 2hlmRlimj + glm∇jR0lim + glm∇lR0ijm

}
−
(
−H +

%

Vol(u)

)
dµt
dµ0

(
∇i(Γ

l
jl − Γ̊ljl) + (Γkik − Γ̊kik)(Γ

l
jl − Γ̊ljl)

)
+∇jH

dµt
dµ0

(Γkik − Γ̊kik) +∇iH
dµt
dµ0

(Γljl − Γ̊ljl)

+

(
−H +

%

Vol(u)

)
dµt
dµ0

hikh
k
j + hij(|∇σ|2 + SkSlhjkhjl − 2∂iσh

i
kS

k)

+ 2∂tΓ
k
ij(∂kσ − hklSl) + σ∇iRj0k0S

k +∇iRjkl0S
kSl − hijR0kl0S

kSl

+ Rj0k0(∂iσ − hilSl)Sk + Rjkl0S
lBi

k + σRj0k0Bi
k + SkRjkl0Bi

l

+ σRi0k0Bj
k + SlRilk0Bj

k + σ2∇0Ri0j0 + σSk∇0Rikj0 + Skσ∇kRi0j0

+ SkSl∇kRilj0 + (∂iσ − hilSl)SkR0kj0 +Bi
lσRl0j0 +Bi

lSkRlkj0

+

(
−H +

%

Vol(u)

)
dµt
dµ0

Ri0j0 +Bj
lσRi0l0 +Bj

lSkRikl0. [A.11]

A.4. Christoffel Symbols

We can then read off the evolution equation for Γkij which is

∂2
t Γ

k
ij =∂iαhj

k + ∂jαhi
k + α(∂ihjmg

mk − Γlimhljg
mk)− 2∂tΓ

l
ijBl

k

− 2∂thijβ
k − αhlkΓlij − hij∇kα + 2hijβ

lBl
k +

(
− σ2ΓlijR0l0m

− ΓlijS
pσRpl0m − ΓlijS

pσR0lpm − ΓlijS
pSqRplqm − hijSpσR0mp0

− hijSpSqRpmq0 − 〈∇i(R(∂ju, ∂tu)∂tu), ∂mu〉 − 〈R(∂iu, ∂tu)∇j∂tu, ∂mu〉

− 〈∇t(R(∂iu, ∂tu)∂ju), ∂mu〉
)
gmk.
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Inserting the expressions for α, ∇α, β and expanding the curvature terms this is

∂2
t Γ

k
ij =

(
−∇iHhj

k −∇jHhi
k +∇kHhij

) dµt
dµ0

+

(
−H +

%

Vol(u)

)
dµt
dµ0

∇ihj
k

+

(
−H +

%

Vol(u)

)
dµt
dµ0

(hj
k(Γlil − Γ̊lil) + hi

k(Γljl − Γ̊ljl)− hijgkm(Γlml − Γ̊lml))

− 2∂tΓ
l
ijBl

k − 2∂thij(∇kσ − hkmSm) + 2hij(∇lσ − hlmSm)Bl
k +

(
−σ2ΓlijR0l0m︸ ︷︷ ︸

1

−ΓlijS
pσRpl0m︸ ︷︷ ︸
2

−ΓlijS
pσR0lpm︸ ︷︷ ︸
3

−ΓlijS
pSqRplqm︸ ︷︷ ︸
4

−hijSpσR0mp0

− hijSpSqRpmq0 − σ2∇iRj00m − σSp∇iRjp0m − σSp∇iRj0pm − SpSl∇iRjplm

+ hijσS
pR0p0m + hijS

pSlR0plm−Γlijσ
2Rl00m︸ ︷︷ ︸
1

−ΓlijσS
pRlp0m︸ ︷︷ ︸

2

−ΓlijσS
pRl0pm︸ ︷︷ ︸

3

−ΓlijS
pSqRlpqm︸ ︷︷ ︸
4

−(∂iσ − hilSl)σRj00m − (∂iσ − hilSl)SpRj0pm

−Bi
lσRjl0m −Bi

lSpRjlpm − σ(∂iσ − hilSl)Rj00m − Sp(∂iσ − hilSl)Rjp0m

− σBi
lRj0lm − SpBi

lRjplm − σ(∂jσ − hjlSl)Ri00m − Sp(∂jσ − hjlSl)Rip0m

− σBj
lRi0lm − SlBj

pRilpm − σ2∇0Ri0jm − σSp∇0Ripjm

− σSp∇pRi0jm − SpSl∇pRiljm − Sp(∂iσ − hilSl)R0pjm −Bi
lσRl0jm −Bi

lSpRlpjm

− dµt
dµ0

(
−H +

%

Vol(u)

)
Ri0jm − σ(∂jσ − hjlSl)Ri00m − Sp(∂jσ − hjlSl)Rip0m

− σBj
lRi0lm − SpBj

lRiplm

)
gmk. [A.12]

The terms marked with equal numbers cancel, and this equation is indeed a tensorial
equation.

A.5. Mixed Derivatives

Next we differentiate the equation ∇∂t∂tu = αν using ∇∂t∇∂i . We have

∇∂t∇∂i∇∂t∂tu−∇∂t∇∂t∇∂i∂tu = ∇∂t(R(∂iu, ∂tu)∂tu).

We have that

∇∂t∇∂i(αν) =(∂t∂iα + α〈∇∂t∇∂iν, ν〉)ν
+ (−∂iαβk + ∂tαhi

k + α〈∇∂t∇∂iν, ∂mu〉gmk)∂ku
=(∂t∂iα + αhi

kβk)ν

+ (−∂iαβk + ∂tαhi
k + α∂thi

k + αhi
lBl

k)∂ku
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since

∇∂t∇∂iν =∂thi
k∂ku+ hi

kβkν + hi
lBl

k∂ku.

We have computed all that we need for writing down the evolution equation for βi.

∂2
t βi =∂t∂iα + αhi

kβk + βi|β|2 − 2∂tBi
lβl −Bi

k∂kα−Bi
lσSpR0kp0 − SpSqBi

lRplq0

− 〈∇∂t(R(∂iu, ∂tu)∂tu), ν〉

If we expand the last term and use that

∂t∂iα =− dµt
dµ0

∂t∂iH − ∂iH∂t
dµt
dµ0

− ∂tH∂i
dµt
dµ0

− %

Vol(u)2

∫
N

σdµt∂i
dµt
dµ0

+

(
−H +

%

Vol(u)

)
∂i∂t

dµt
dµ0

and if we use [A.7] we obtain

∂2
t βi =

dµt
dµ0

(
∆βi + (Bkl +Blk)∇ihkl + hkl∇i(Blk +Bkl)

+ gkl
{
∂tΓ

p
lkhip − ∂tΓ

p
ilhkp + σ∇0R0lki + Sp∇pR0lki − βpRplki

+ 2Bl
pR0pki + βiR0lk0 +Bi

pR0lkp

−∇kBi
phpl −Bi

p∇khpl − σ∇kR0l0i − Sp∇kRpl0i

+ hklS
pRp00i − hkpσR0lpi − hkpSqRqlpi

}
− ∂iHgklBkl

dµt
dµ0

− ∂tH(Γlil − Γ̊lil)
dµt
dµ0

− %

Vol(u)2

∫
N

σdµt(Γ
l
il − Γ̊lil)

dµt
dµ0

+

(
−H +

%

Vol(u)

)
∂t(Γ

l
il − Γ̊lil)

dµt
dµ0(

−H +
%

Vol(u)

)
(Γlil − Γ̊lil)g

klBkl
dµt
dµ0

+

(
−H +

%

Vol(u)

)
dµt
dµ0

hi
kβk + βi|β|2

− 2∂tBi
lβl +Bi

k∂kH
dµt
dµ0

−
(
−H +

%

Vol(u)

)
Bi

k(Γlkl − Γ̊lkl)
dµt
dµ0

−Bi
lσSpR0kp0

− SpSqBi
lRplq0 − σ2Sp∇0Ri0p0 − σSpSq∇0Riqp0 − σSlSp∇lRi0p0

− SlSpSq∇lRiqp0 − SpSqβiR0qp0 −Bi
lSpσRl0p0 −Bi

lSpSqRlqp0 − αSpRi0p0.

We also used that ∂tdµt = gklBkldµt and that ∂i∂t
dµt
dµ0

= ∂t(Γ
l
il−Γ̊lil)

dµt
dµ0

+(Γlil−Γ̊lil)g
klBkl

dµt
dµ0

.
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We can simply write down the evolution equation for Bi
k which is

∂2
tBi

k =− ∂iαβk + ∂tαhi
k + α∂thi

k + αhi
lBk

l

− 2∂tBi
lBl

k + 2∂tβiβ
k −Bi

lhl
kα + βi∇kα− 2βiβ

lBk
l

+
{
−Bi

lσ2R0l0m −Bi
lSpσRpl0m −Bi

lSpσR0lpm −Bi
lSpSqRplqm

+ βiσS
pR0mp0 + βiS

pSqRpmq0 − 〈∇∂t(R(∂iu, ∂tu)∂tu), ∂mu〉
}
gmk.

We expand ∂iα, ∂tα, α, β, ∂tβ and the last term to obtain

∂2
tBi

k =− ∂iH
dµt
dµ0

(∇kσ − hklSl) +

(
−H +

%

Vol(u)

)
dµt
dµ0

(Γlil − Γ̊lil)(∇kσ − hkmSm)

+ hi
k
{
− ∂tH

dµt
dµ0

− %

Vol(u)2

dµt
dµ0

∫
N

σdµt +

(
−H +

%

Vol(u)

)
dµt
dµ0

gmlBml

}
+

(
−H +

%

Vol(u)

)
dµt
dµ0

(∂thi
k + hi

lBk
l )

− 2∂tBi
lBl

k + 2(−Bi
p(∂pσ − hpmSm) + σSpR0ip0 + SpSqRpiq0)(∇kσ − hklSl)

−Bi
lhl

k

(
−H +

%

Vol(u)

)
dµt
dµ0

− (∂iσ − hilSl)∇kH
dµt
dµ0

+ (∂iσ − hipSp)
(
−H +

%

Vol(u)

)
dµt
dµ0

gkm(Γlml − Γ̊lml)

− 2(∂iσ − hilSl)(∇mσ − hmpSp)Bk
m

+
{
−Bi

lσ2R0l0m −Bi
lSpσRpl0m −Bi

lSpσR0lpm −Bi
lSpSqRplqm

+(∂iσ − hilSl)σSpR0mp0 + (∂iσ − hilSl)SpSqRpmq0 − σ3∇0Ri00m

− σ2Sp(∇0Ri0pm +∇pRi00m +∇0Rip0m)− σSpSq(∇0Riqpm +∇qRi0pm +∇pRiq0m)

− SpSqSl∇lRipqm−(∂iσ − hilSl)SpσR0p0m − (∂iσ − hilSl)SpSqR0pqm

−Bi
lσSp(Rl0pm + Rlp0m)−Bi

lσ2Rl00m −Bi
lSpSqRlpqm

+

(
−H +

%

Vol(u)

)
dµt
dµ0

(−σRi00m − SpRi0pm − σRi00m − SpRip0m)
}
gmk. [A.13]

The underlined terms can be simplified to

2(∂iσ − hilSl)σSpR0mp0 + 2(∂iσ − hilSl)SpSqRpmq0.



APPENDIX B

The Nash-Moser Inverse Function Theorem

We include some of the necessary definitions, some examples and the statement of the
Nash-Moser Theorem. Everything in this Appendix is taken from [Ham82a].

Definition B.1. [Ham82a, II.1.1.1] A grading on a Fréchet space is a collection of
seminorms {‖ ‖n : n ∈ J} indexed by integers J = {0, 1, 2, , . . . } which are increasing in
strength, so that

‖f‖0 ≤ ‖f‖1 ≤ ‖f‖2 ≤ . . .

and which define the topology. A graded Fréchet space is one with a choice of grading.

Example B.2. [Ham82a, II.1.1.2(2)] Let Σ(B) denote the space of all sequences {fk}
of elements in a Banach space B such that

‖{fk}‖n =
∞∑
k=0

enk‖fk‖B <∞

for all n ≥ 0. Then Σ(B) is a graded space with the above norms.

Example B.3. [Ham82a, II.1.1.2(4)] Let X be a compact manifold. Then C∞(X) is
a graded space with

‖f‖n = ‖f‖Cn(X)

where Cn(X) is the Banach space of functions with continuous partial derivatives of degree
≤ n. If V is a vector bundle over X then the space C∞(X, V ) of smooth sections of V is
also a graded space.

Definition B.4. [Ham82a, II.1.1.3] We say that two gradings {‖ ‖n} and {‖ ‖′n}
are tamely equivalent of degree r and base b if

‖f‖n ≤ C‖f‖′n+r and ‖f‖′n ≤ C‖f‖n+r

for all n ≥ b (with a constant C which may depend on n).

Example B.5. [Ham82a, II.1.1.4(3)] If X is a compact manifold, then the following
gradings on C∞(X) are equivalent

(1) the supremum norms ‖f‖n = ‖f‖Cn(X),
(2) the Hölder norms ‖f‖n = ‖f‖Cn+α for 0 < α < 1,
(3) the Sobolev norms ‖f‖n = ‖f‖Wn,p(X) for 1 < p <∞,
(4) the Besov norms ‖f‖n = ‖f‖Bn+α

p,q
(X) for 0 < α < 1, 1 < p <∞, 1 ≤ q ≤ ∞.
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For example, by the Sobolev embedding theorem, if r > dimX/p then

‖f‖Cn(X) ≤ C‖f‖Wn+r,p(X).

Definition B.6. [Ham82a, II.1.2.1] We say that a linear map L : F → G of one
graded space into another satisfies a tame estimate of degree r and base b if

‖Lf‖n ≤ C‖f‖n+r

for each n ≥ b (with a constant C which may depend on n). We say L is tame if it satisfies
a tame estimate for some r and b. A tame linear map is automatically continuous in the
Fréchet space topologies.

Definition B.7. [Ham82a, II.1.3.1] Let F and G be graded spaces. We say that F
is a tame direct summand of G if we can find tame linear maps L : F → G and M : G→ F
such that the composition ML : F → F is the identity

F
L→ G

M→ F.

Definition B.8. [Ham82a, II.1.3.2] We say a graded space is tame if it is a tame
direct summand of a space Σ(B) of exponentially decreasing sequences in some Banach
space B.

Theorem B.9. [Ham82a, II.1.3.6/II.1.3.7] If X is a compact manifold with or with-
out boundary then C∞(X) is tame.

Remark B.10. Since the product of tame spaces is tame [Ham82a, II.1.3.4] this
implies that C∞(X,Rd) is tame if X is a compact manifold with or without boundary.

Corollary B.11. [Ham82a, II.1.3.9] If X is a compact manifold and V is a vector
bundle over X, then the space C∞(X, V ) of sections of V over X is tame.

Definition B.12. [Ham82a, II.2.1.1] Let F and G be graded spaces and P : U ⊂
F → G a nonlinear map of a subset U of F into G. We say that P satisfies a tame estimate
of degree r and base b if

‖P (f)‖n ≤ C(1 + ‖f‖n+r)

for all f ∈ U and all n ≥ b (with a constant C which may depend on n). We say that P is
a tame map if P is defined on an open set and is continuous, and satisfies a tame estimate
in a neighborhood of each point. (We allow the degree r, base b, and constants C to vary
from neighborhood to neighborhood.)

Theorem B.13 (The Nash-Moser Theorem). [Ham82a, III.1.1.1] Let F and G be
tame spaces and P : U ⊂ F → G a smooth tame map. Suppose that the equation for the
derivative DP (f)h = k has a unique solution h = V P (f)k for all f in U and all k, and
that the family of inverses V P : U × G → F is a smooth tame map. Then P is locally
invertible, and each local inverse P−1 is a smooth tame map.



APPENDIX C

Norms and Inequalities

C.1. Norms

We will use an atlas A = (xα, Uα) of the compact manifold N with the properties that
α = 1, . . . , J (due to compactness) and xα(Uα) = B3(0). Suppose that the sets x−1

α (B1(0))
cover N.

We define the following norms for functions ϕ : N→ R, ψ : [0, T ]×N→ R

‖ϕ‖s =
J∑
α=1

‖ϕ ◦ x−1
α ‖Hs(B2(0)) =

J∑
α=1

∑
|β|≤s

‖∂β(ϕ ◦ x−1
α )‖L2(B2(0))

‖ϕ‖Cs =
J∑
α=1

‖ϕ ◦ x−1
α ‖Cs(B2(0)) =

J∑
α=1

∑
|β|≤s

sup
B2(0)

|∂β(ϕ ◦ x−1
α )|

|||ψ|||2s =
s∑
j=0

∫ T

0

‖∂jtψ(t′, ·)‖2
s−jdt

′

|||ψ|||Cs =
J∑
α=1

∑
|β|≤s

|β|∑
j=0

sup
t∈[0,T ]

sup
B2(0)

|∂j−|β|t ∂β(ψ(t, ·) ◦ x−1
α )|.

The family of norms ||| · |||s, s = 0, 1, 2, . . . defines a grading on C∞([0, T ]×N,R). For
functions V in C∞([0, T ]×N,Rd) we simply add the norms of the components, e. g.

|||V |||s =
d∑

k=1

|||V k|||s.

Now let π : V → N be a smooth d-dimensional vectorbundle over N. By making
the coordinate charts smaller if necessary we can assume that the domains of the local
trivialisations Φα, α = 1, . . . , J , correspond to the domains of the coordinate charts, i. e.
Φα : π−1(Uα)→ Uα ×Rd. Denote the transition function between Φα and Φβ by Φαβ, i. e.
Φβ ◦ Φ−1

α (x, v) = (x,Φαβ(x)v) for (x, v) ∈ (Uα ∩ Uβ)×Rd. Let π2 : Uα ×Rd → Rd be the
projection to the second factor.

For a smooth section V of V we define its local norm as the norm of the coordinates in
the local trivialisation, i. e.

‖V ◦ x−1
α ‖Hs(B2(0)) = ‖π2 ◦ Φα ◦ V ◦ x−1

α ‖Hs(B2(0)).
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To define the norm of V we sum these local norms over all coordinate charts

‖V ‖s =
J∑
α=1

‖V ◦ x−1
α ‖Hs(B2(0))

with an analogous definition for the other norms ‖ · ‖Cs , ||| · |||s and ||| · |||Cs . The family of
norms ||| · |||s, s = 0, 1, 2, . . . then defines a grading on the Fréchet space C∞([0, T ]×N,V) of
time dependent smooth sections of the vectorbundle V. This grading is tamely equivalent
to the usual Ck-grading.

Remark C.1. In these charts we can estimate a smooth function ϕ : N→ R via

‖ϕ ◦ x−1
α ‖L2(B2(0)) ≤ C

J∑
β=1

‖ϕ ◦ x−1
β ‖L2(B1(0)),

where C depends on the derivatives of the coordinate changes. Furthermore we have

‖ϕ ◦ x−1
α ‖Hs(B2(0)) ≤ C

J∑
β=1

‖ϕ ◦ x−1
β ‖Hs(B1(0)),

where C additionally depends on higher derivatives of the coordinate changes.

Proof. First we show the statement for the L2-norm. For any other chart xβ let

Aβ = xβ
(
x−1
α (B2(0)) ∩ x−1

β (B1(0))
)
⊂ B1(0).

We have that

xα
(
x−1
α (B2(0)) ∩ x−1

β (B1(0))
)

= xα ◦ x−1
β (Aβ).

Furthermore, by the properties of our atlas

B2(0) ⊂ xα

(⋃
β

(
x−1
α (B2(0)) ∩ x−1

β (B1(0))
) )
⊂
⋃
β

xα
(
x−1
α (B2(0)) ∩ x−1

β (B1(0))
)

=
⋃
β

xα ◦ x−1
β (Aβ).

And hence

‖ϕ ◦ x−1
α ‖2

L2(B2(0)) =

∫
B2(0)

|ϕ ◦ x−1
α |2dx

≤
∑
β

∫
xα◦x−1

β (Aβ)

|ϕ ◦ x−1
α |2dx

=
∑
β

∫
Aβ

|ϕ ◦ x−1
α ◦ xα ◦ x−1

β |
2J(xα ◦ x−1

β )dx

≤C
∑
β

∫
B1(0)

|ϕ ◦ x−1
β |

2dx.
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Here J denotes the Jacobian. For the Hs-norm we observe that for any multiindex γ with
|γ| ≤ s

|Dγ(ϕ ◦ x−1
α )| = |Dγ(ϕ ◦ x−1

β ◦ xβ ◦ x
−1
α )|

in the set xα ◦ x−1
β (Aβ). Using the chain rule and boundedness of the derivatives of the

coordinate changes on B2(0), this term can be estimated by a sum of terms of the form

|Dγ′(ϕ ◦ x−1
β )(xβ ◦ x−1

α (p))||Dγ1(xβ ◦ x−1
α )(p)| . . . |Dγr(xβ ◦ x−1

α )(p)|

≤ C|Dγ′(ϕ ◦ x−1
β )|(xβ ◦ x−1

α (p))

with |γ1|+ · · ·+ |γr| ≤ s and |γ′| ≤ s. Then we can do the same as for the L2-norm. �

We need an analogue of Remark C.1 for sections in a vectorbundle.

Remark C.2. We can estimate a smooth section V of V via

‖V ◦ x−1
α ‖L2(B2(0)) ≤ C

J∑
β=1

‖V ◦ x−1
β ‖L2(B1(0)),

where C depends on derivatives of the coordinate changes and the transition functions
Φαβ. Furthermore we have

‖V ◦ x−1
α ‖Hs(B2(0)) ≤ C

J∑
β=1

‖V ◦ x−1
β ‖Hs(B1(0)),

where C additionally depends on higher derivatives of the coordinate changes and the
transition functions.

Proof. The proof is similar to the proof of Remark C.1. Additionally, one has to
express π2 ◦Φα ◦ V ◦ x−1

β = Φβα ◦ π2 ◦Φβ ◦ V ◦ x−1
β and estimate Φβα and its derivatives by

the supremum. �

For a linear differential operator we always define its “norm” to be the norm of the
coefficients in local coordinates. For example if in a local coordinate chart (xα, Uα) we have
Lϕ = aij∂i∂jϕ+ ai∂iϕ+ aϕ then we define the local norm

[L]s,α =
∑
i,j

‖aij‖Hs(B2(0)) +
∑
i

‖ai‖Hs(B2(0)) + ‖a‖Hs(B2(0))

and the full norm

[L]s =
J∑
α=1

[L]s,α .

We define similarly [L]Cs to measure the coefficients in ‖ · ‖Cs and if L depends on time we
define |[L]|s and |[L]|Cs to measure the coefficients in ||| · |||s and ||| · |||Cs respectively. Note
that these are not the usual operator norms.
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C.2. Moser Inequalities

Let Ω ⊂ Rn a bounded domain with Lipschitz boundary. The following theorems
follow from the inequalities in [Tay97, Ch. 13, §3] and Stein’s extension theorem for
Sobolev functions [Ste70, Ch. VI]. We denote Lp-Sobolev spaces by W k,p, where k is the
differentiability and put Hk = W k,2.

Theorem C.3 (First Moser inequality). There exists a constant C such that

‖∂α(fg)‖L2(Ω) ≤ C(‖f‖Hs(Ω)‖g‖L∞(Ω) + ‖g‖Hs(Ω)‖f‖L∞(Ω))

for all f, g ∈ Hs(Ω) ∩ L∞(Ω) and |α| = s.

Theorem C.4 (Second Moser inequality). There exists a constant C such that

‖∂α(fg)− f∂αg‖L2(Ω) ≤ C(‖f‖Hs(Ω)‖g‖L∞(Ω) + ‖f‖W 1,∞(Ω)‖g‖Hs−1(Ω))

for all f ∈ Hs(Ω) ∩W 1,∞(Ω), g ∈ Hs−1(Ω) ∩ L∞(Ω) and |α| = s.

Theorem C.5 (Third Moser inequality). Let F : Rn → R be a C∞ function. There
exists a constant C depending only on ‖f‖L∞(Ω) such that

‖∂αF (f)‖L2(Ω) ≤ C(1 + ‖f‖Hs(Ω))

for all f ∈ Hs(Ω,Rn) ∩ L∞(Ω,Rn) and s = |α| > 0. If F (0) = 0 then

‖∂αF (f)‖L2(Ω) ≤ C‖f‖Hs(Ω).

Corollary C.6. Let F : Rm × Rn → R be a C∞ function with F (x, 0) = 0 for all
x ∈ Rm and all derivatives bounded. Then there exists a constant C depending only on
‖ϕ‖L∞(Ω) such that

‖F (·, f(·))‖Hs(Ω) ≤ C‖f‖Hs(Ω).

for all f ∈ Hs(Ω,Rn) ∩ L∞(Ω,Rn).

Proof. In order to estimate the L2-norm write

F (x, f(x)) = F (x, 0) +

∫ 1

0

D2F (x, sf(x))dsf(x). [C.1]

To estimate terms where all derivatives fall on the first argument of F , use thatDk
xF (x, 0) =

0 and apply [C.1] to Dk
xF (x, f(x)). For all other terms, the procedure is the same as in

the proof of Theorem C.5. �

Lemma C.7. For any s ∈ N there exists a constant C such that∫ T

0

‖∂kt (fg)‖2
s−k ≤ C

(
|||f |||2C0

∫ T

0

‖∂kt g‖2
s−kdt+ |||f |||2C1 |||g|||2s−1 + |||g|||2C0 |||f |||2s

)
for all smooth functions f, g : [0, T ]×N→ R.
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Proof. In a local coordinate chart we have to estimate the terms∫ T

0

‖∂kt ∂β(fg)‖2
L2(B)dt

where |β| ≤ s− k and B = B2(0). By the product rule∫ T

0

‖∂kt ∂β(fg)‖2
L2(B)dt ≤

∫ T

0

‖f∂kt ∂βg‖2
L2(B)dt+ C

∑∑
k1+k2=k,
|β1|+|β2|=|β|
k1 6=0∨β1 6=0

∫ T

0

‖∂k1t ∂β1f∂k2t ∂
β2g‖2

L2(B)dt.

The first term on the right is estimated by

|||f |||2C0

∫ T

0

‖∂kt g‖2
s−kdt.

For the second term we first consider the case k1 = 0. Then β1 6= 0 and we can choose β′

with |β′| = |β1| − 1 and ∂β1 = ∂β
′
∂i. Then∫ T

0

‖∂β1f∂k2t ∂
β2g‖2

L2(B)dt ≤ C

∫ T

0

‖∂β′Df∂kt ∂β2g‖2
L2(B)dt.

Now we apply [Tay97, Ch. 13, Prop. 3.6.] on the spacetime domain [0, T ]×B (use again
Stein’s extension theorem [Ste70, Ch. VI]) to obtain the estimate∫ T

0

‖∂β′Df∂kt ∂β2g‖2
L2(B)dt ≤ C

(
|||Df |||2C0 |||g|||2s−1 + |||g|||2C0 |||Df |||2s−1

)
since |β′| + |β2| + k = s − 1. If k1 6= 0 then choose k′ = k1 − 1 and estimate in the same
manner ∫ T

0

‖∂k′t ∂β1∂tf∂
k2
t ∂

β2g‖2
L2(B)dt ≤ C

(
|||∂tf |||2C0 |||g|||2s−1 + |||g|||2C0 |||∂tf |||2s−1

)
.

As |||∂tf |||s−1 ≤ |||f |||s and |||Df |||s−1 ≤ |||f |||s we obtain the stated result. �

C.3. Gronwall’s Inequality

We need modified versions of Gronwall’s inequality which are a bit more exact than
the inequalities that are stated in most of the literature. The proofs are very similar.

Lemma C.8. Assume that η, ϕ, ψ ≥ 0 are continuous functions on [0, T ] and that η is
continuously differentiable on [0, T ]. If

η′(t) ≤ ϕ(t)η(t) + ψ(t)

for all t ∈ [0, T ] then

η(t) ≤ e
R t
0 ϕ(r)drη(0) +

∫ t

0

e
R t
s ϕ(r)drψ(s)ds.



92 C. NORMS AND INEQUALITIES

Proof. Compute

d

ds

(
η(s)e−

R s
0 ϕ(r)dr

)
= e−

R s
0 ϕ(r)dr (η′(s)− ϕ(s)η(s)) ≤ e−

R s
0 ϕ(r)drψ(s).

Consequently we have

η(t)e−
R t
0 ϕ(r)dr ≤ η(0) +

∫ t

0

e−
R s
0 ϕ(r)drψ(s)ds.

which implies the inequality. �

Lemma C.9. Let A,B, h ≥ 0 be continuous functions on [0, T ] and let B be continuously
differentiable on [0, T ]. If

A(t) ≤ B(t) +

∫ t

0

h(s)A(s)ds

for all t ∈ [0, T ] then

A(t) ≤ e
R t
0 h(r)drB(0) +

∫ t

0

e
R t
s h(r)drB′(s)ds.

Proof. Let

H(t) = B(t) +

∫ t

0

h(s)A(s)ds.

Then

H ′(t) = B′(t) + h(t)A(t) ≤ B′(t) + h(t)H(t)

and hence
d

ds

(
H(s)e−

R s
0 h(r)dr

)
= e−

R s
0 h(r)dr (H ′(s)− h(s)H(s)) ≤ e−

R s
0 h(r)drB′(s).

Integrating from 0 to t gives

H(t)e−
R t
0 h(r)dr ≤ H(0) +

∫ t

0

e−
R s
0 h(r)drB′(s)ds

and consequently

A(t) ≤ H(t) ≤ e
R t
0 h(r)drB(0) +

∫ t

0

e
R t
s h(r)drB′(s)ds. �

Lemma C.10. Let A,B, h be as in Lemma C.9 and let g be a continuous positive func-
tion on [0, T ]. If

A(t) ≤ g(t)B(t) + g(t)

∫ t

0

h(s)A(s)ds

for all t ∈ [0, T ] then

A(t) ≤ g(t)e
R t
0 g(r)h(r)drB(0) + g(t)

∫ t

0

e
R t
s g(r)h(r)drB′(s)ds [C.2]
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for all t ∈ [0, T ].

Proof. Let Ã(t) = A(t)/g(t) and h̃(s) = h(s)g(s). Then

Ã(t) ≤ B(t) +

∫ t

0

h̃(s)Ã(s)ds.

Lemma C.9 implies

Ã(t) ≤ e
R t
0 h̃(r)drB(0) +

∫ t

0

e
R t
s h̃(r)drB′(s)ds

which implies inequality [C.2]. �





APPENDIX D

Another Choice of Kinetic Energy

In Section 1.2 we defined the kinetic energy with respect to a reference measure dµ0. In
this appendix we discuss another choice, namely if we define the kinetic energy in a more
geometric fashion using the induced volume measure dµt on the surface, i. e.

K2(u) =

∫
N

1

2
|∂tu|2dµt.

In this case the action integral is

A2(u) =

∫ T

0

∫
N

1

2
|∂tu|2dµtdt−

∫ T

0

∫
N

dµtdt+ %

∫ T

0

log

(
Vol(u)

Vol0

)
dt

=

∫ T

0

∫
N

(
1

2
|∂tu|2 − 1

)
dµtdt+ %

∫ T

0

log

(
Vol(u)

Vol0

)
dt.

This kinetic energy is also considered in [LS08]. We will first state the resulting Euler-
Lagrange equation. Then we discuss the conservation laws and indicate how a short time
existence result can be established in a special case. Furthermore in Section D.5, we will
see that the behaviour described by this equation does not fit with the physical intuition
which is the reason why we chose [EQ] for our study.

D.1. The Equation

Proposition D.1. Let uε be a variation of u with u0 = u and ∂uε
∂ε

∣∣
ε=0

(p) = X(p).
Then

d

dε

∣∣∣
ε=0

A2(uε) =

∫
N

〈X, ∂tu〉dµt
∣∣∣∣
t=T

−
∫

N

〈X, ∂tu〉dµt
∣∣∣∣
t=0

−
∫ T

0

∫
N

〈X,∇∂t∂tu〉 −
(

1

2
|∂tu|2 − 1

)
H〈ν,X〉+ (σH + divS)〈∂tu,X〉

+
1

2
〈∇|∂tu|2, X〉 −

%

Vol(u)
〈ν,X〉dµtdt. [D.1]

Proof. The computation is done as in Section 1.2 and [LS08]. �

95
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Corollary D.2. The Euler-Lagrange equation of A2 is

∇∂t∂tu =

(
1

2
|∂tu|2 − 1

)
Hν +

%

Vol(u)
ν − (σH + divS) ∂tu−

1

2
∇|∂tu|2 [EQ2]

=−
(

1

2
|∂tu|2 + 1− |S|2

)
Hν − σ divSν +

%

Vol(u)
ν

− (σH + divS)Sk∂ku−
1

2
∇|∂tu|2.

Remark D.3. If S = 0 (see next section about this assumption) then [EQ2] reads

∇∂t∂tu = −
(

1

2
|∂tu|2 + 1

)
Hν +

%

Vol(u)
ν − 1

2
∇(|∂tu|2). [EQ2

′]

We will see by an example in Section D.5 that [EQ2] and [EQ2
′] are not equivalent, i. e.

modifying a solution of [EQ2] by a diffeomorphism such that the tangential velocity van-
ishes does not yield a solution of [EQ2

′]. We also give an example for the non-equivalence
of the [HMCF] and the [HMCF′] equation from [LS08].

D.2. Conservation Laws

The conservation of energy and exterior momentum for [EQ2] is similar to that of [EQ].
The proofs are also very similar and we omit them. The diffeomorphism invariance of A2

leads to a more general conservation of interior momentum (Proposition D.6) than we had
for [EQ].

Define the energy

E(u(t, ·)) =

∫
N

1

2
|∂tu|2dµt +

∫
N

dµt − % log

(
Vol(u)

Vol0

)
.

Let u : [0, T )×N→M solve [EQ2] with E0 = E(u(0, ·)).

Proposition D.4. We have E(u(t, ·)) = E0 for all t ∈ [0, T ).

Let X be a Killing vector field on M. Define the exterior momentum with respect to
X of a solution u of [EQ2] by

PX(u(t, ·)) =

∫
N

〈∂tu,X(u)〉dµt.

Proposition D.5. Let u : [0, T )×N → M solve [EQ2]. Then PX(u(t, ·)) is constant
as a function of t.

Proposition D.6. Let Y be an arbitrary vectorfield on N. Define

QY (u(t, ·)) =

∫
N

〈∂tu, u∗Y 〉dµt.

If u solves [EQ2] then QY (u(t, ·)) is constant as a function of t.
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Proof. Let ϕs be the local flow of Y and set us = u ◦ ϕs. Since A2 is diffeomorphism
invariant we have d

ds

∣∣
s=0

A(us) = 0. Using [D.1] with X = u∗Y = d
ds

∣∣
s=0

us we see that

0 = QY (u(T, ·))− QY (u(0, ·)). �

Corollary D.7. Let u : [0, T )×N→M solve [EQ2] with S(0, ·) = 0. Then S(t, ·) = 0
for all t ∈ [0, T ).

Proof. We have that QY (u(0, ·)) = 0 for any vectorfield Y on N and hence for all
t ∈ [0, T )

0 = QY (u(t, ·)) =

∫
N

〈∂tu, u∗Y 〉dµt =

∫
N

〈S, u∗Y 〉dµt.

Since this holds for all vectorfields Y we conclude that S = 0 for all t ∈ [0, T ). �

Corollary D.7 says that if we start with a normal velocity then the velocity stays normal.
This is due to the diffeomorphism invariance of the action A2. In fact, even if ∂tu is not
normal initially, the tangential velocity S follows a simple evolution.

Proposition D.8. Let u : [0, T )×N→M solve [EQ2]. Then

Si(t) =
dµ0

dµt
Si(0) [D.2]

where dµ0 = dµt(0) is the induced surface measure at t = 0.

Proof. Calculate

∂tSi =〈∇∂t∂tu, ∂iu〉+ 〈∂tu,∇∂t∂iu〉

=− (σH + divS)Si −
1

2
∂i|∂tu|2 +

1

2
∂i|∂tu|2

=− Si∂t log dµt.

Define Ŝi = dµ0

dµt
Si(0). Then

∂tŜi = −Ŝi∂t log dµt

and hence Si and Ŝi satisfy the same ODE and Si(0) = Ŝi(0). By the standard uniqueness

result for ODEs we conclude that Si = Ŝi. �

D.3. A Graphical Formulation

Let Σ0 = u(0,N). We want to write the solution of equation [EQ2] as a graph
over Σ0. So choose a Gaussian coordinate system (q, x) for a neighborhood of Σ0

where q is the coordinate orthogonal to Σ0, i. e. the signed distance to Σ0. Let
Mτ = {q = τ} and σij(τ) be the induced metric on Mτ . Let ĥij(τ) be the second

fundamental form of Mτ and Ĥ(τ) its mean curvature. Write ũ(t, x) = (ϕ(t, x), x) and
u(t, x) = ũ(t,Ψ(t, x)) = (ϕ(t,Ψ(t, x)),Ψ(t, x)) where ϕ : Σ0 → R and Ψ : Σ0 → Σ0

is a diffeomorphism. We use ũ to express geometric quantities. The tangent vectors to
ũ(Σ0) are given by ∂iũ = (ϕi, 0, . . . , 0, 1, 0, . . . , 0). And so the unit normal is given by
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ν =
√

1 + |Dϕ|2−1
(1,−ϕi), where ϕj(t, x) = σkj(ϕ(t, x), x)∂kϕ(t, x). The induced metric

and its inverse are given by

gij = σij + ∂iϕ∂jϕ, gij = σij − ϕiϕj

1 + |Dϕ|2
.

We multiply

−Hνα = gij
{
∂i∂jũ

α − Γkij∂kũ
α + Γ

α

βγ∂iũ
β∂jũ

γ
}

with ν, to obtain

−H =
√

1 + |Dϕ|2
−1
gij
{
∂i∂jϕ− Γkij∂kϕ+ Γ

0

00∂iϕ∂jϕ+ Γ
0

0j∂iϕ+ Γ
0

0i∂jϕ+ Γ
0

ij

+ Γkij∂kũ
l∂lϕ− Γ

k

βγ∂iũ
β∂jũ

γ∂kϕ
}
.

Now we have ∂kũ
l = δlk and

Γ
0

ij = −ĥij, Γ
0

00 = Γ
0

0i = Γ
k

00 = 0, Γ
k

0i = ĥilσ
lk, Γ

k

ij = (Γσ)kij

and consequently

−H =
√

1 + |Dϕ|2
−1
gij(∂i∂jϕ− (Γσ)kij∂kϕ)−

√
1 + |Dϕ|2

−1
Ĥ −

√
1 + |Dϕ|2

−3
ĥklϕ

kϕl

where we used that gijĥij = Ĥ −
√

1 + |Dϕ|2−2
ĥklϕ

kϕl and 1 −
√

1 + |Dϕ|2−2|Dϕ|2 =√
1 + |Dϕ|2−2

. Write S = S̃k∂kũ = Sl∂lu. Then

∂tu
i = ∂tΨ

i = σνi + S̃k∂kũ
i = − σ√

1 + |Dϕ|2
ϕi + S̃i [D.3]

and

∂tu
0 = σν0 + S̃i∂iũ

0 =
σ√

1 + |Dϕ|2
+ S̃k∂kϕ.

We have

σ = 〈∂tu, ν〉 =
1√

1 + |Dϕ|2
(
∂tϕ+ ∂kϕ∂tΨ

k − ∂iϕ∂tΨi
)

=
∂tϕ√

1 + |Dϕ|2
.

The 0 component of ∇∂t∂tu
α is

∇∂t∂tu
0 =∂2

t u
0 + Γ

0

βγ∂tu
β∂tu

γ

=∂2
t ϕ+ 2∂tΨ

i∂i∂tϕ+ ∂tΨ
i∂tΨ

j∂i∂jϕ+ ∂iϕ∂
2
t Ψ

i + Γ
0

ij︸︷︷︸
=−ĥij

∂tΨ
i∂tΨ

j.

The i components of ∇∂t∂tu
α are

∇∂t∂tu
i =∂2

t u
i + Γ

i

βγ∂tu
β∂tu

γ

=∂2
t Ψ

i + 2Γ
i

0j∂tu
0∂tΨ

j + Γ
i

jk∂tΨ
j∂tΨ

k.
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With ∇∂t∂tu = αν + Ai∂iu we have

∂iϕ∂
2
t Ψ

i = − |Dϕ|2√
1 + |Dϕ|2

α + Al∂lu
i∂iϕ− 2ĥij∂tu

0∂tΨ
jϕi − (Γσ)kij ∂kϕ∂tΨ

i∂tΨ
j.

Note that Al∂lu
i∂iϕ = Al∂lΨ

i∂iϕ = Al∂lu
0. Putting things together

∂2
t ϕ+ 2∂tΨ

i∂i∂tϕ+ ∂tΨ
i∂tΨ

j∂i∂jϕ− ĥij∂tΨi∂tΨ
j − |Dϕ|2√

1 + |Dϕ|2
α + Al∂lu

i∂iϕ

− 2ĥij∂tu
0∂tΨ

jϕi − (Γσ)kij ∂kϕ∂tΨ
i∂tΨ

j =
α√

1 + |Dϕ|2
+ Al∂lu

0.

Inserting

α = −
(

1

2
σ2 + 1− 1

2
|S|2

)
H − σ divS +

%

Vol(u)

and [D.3] for ∂tΨ
i this finally gives the equation for the graphical evolution

∂2
t ϕ =

(
1

2
σ2 + 1− 1

2
|S̃|2

)(
gij(∂i∂jϕ− (Γσ)kij ∂kϕ)− Ĥ − ĥklϕ

kϕl

1 + |Dϕ|2

)
− ∂tϕ div S̃ +

√
1 + |Dϕ|2 %

Vol(ϕ)

−

(
σϕi√

1 + |Dϕ|2
− S̃i

)(
σϕj√

1 + |Dϕ|2
− S̃j

)
(∂i∂jϕ− (Γσ)kij ∂kϕ)

+ 2

(
σϕi√

1 + |Dϕ|2
− S̃i

)
∂i∂tϕ

− 2ĥijϕ
i

(
σϕj√

1 + |Dϕ|2
− S̃j

)(
σ√

1 + |Dϕ|2
+ S̃k∂kϕ

)

+ ĥij

(
σϕi√

1 + |Dϕ|2
− S̃i

)(
σϕj√

1 + |Dϕ|2
− S̃j

)
.

[D.4]

To obtain a useful equation for ϕ we have to replace S̃k using [D.2]. Then [D.4] is
a scalar equation for ϕ and S̃ only comes in via its value at time t = 0. So using our
knowledge [D.2] of the tangential velocity we can decouple [EQ2] into a scalar equation
for ϕ and an ODE [D.3] for Ψ. Note that

div S̃ = ∂iS̃
i + Γiik(ũ)S̃k

also contains second derivatives of ϕ which do not appear if Dϕ = 0.
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In the case that S = 0 the scalar equation [D.4] simplifies to

∂2
t ϕ =

(
1

2
σ2 + 1

)(
gij(∂i∂jϕ− (Γσ)kij ∂kϕ)− Ĥ − ĥklϕ

kϕl

1 + |Dϕ|2

)

+
√

1 + |Dϕ|2 %

Vol(ϕ)
− σ2ϕiϕj

1 + |Dϕ|2
(∂i∂jϕ− (Γσ)kij ∂kϕ)

+
2σϕi√

1 + |Dϕ|2
∂i∂tϕ−

σ2ĥijϕ
iϕj

1 + |Dϕ|2
.

D.4. Hyperbolicity

We want to check in which case the scalar equation [D.4] for ϕ is hyperbolic in order
to obtain a short time existence result. Then [D.4] can be treated by standard quasilinear
hyperbolic theory (the less standard integral terms can be readily dealt with). The ODE
for Ψ can subsequently be solved separately. If we only want to get a solution for a short
time we only need hyperbolicity for a short time. By continuity it suffices to check this at
time t = 0. Clearly at time t = 0 we have that ϕ = 0 and hence Dϕ = 0. Furthermore
S̃k = Sk since the initial condition for Ψ is ∂kΨ

i(0) = δik. The matrix G by which the
second derivatives are multiplied is given by

G =


−1 −S1 . . . −Sn
−S1

... (γgij − SiSj)
−Sn


at t = 0 where γ =

(
1
2
σ2 + 1− 1

2
|S|2

)
. Clearly we need that γ 6= 0 for otherwise

(|S|2, S1, . . . , Sn) would be a zero eigenvector. The inverse is given by

G−1 =


−(1− γ−1|S|2) −γ−1S1 . . . −γ−1Sn
−γ−1S1

... (γ−1gij)
−γ−1Sn

 .

The matrix G−1 defines a Lorentzian metric on [0, T ]×N if and only if γ > 0. Hence the
hyperbolicity condition is that

|S|2 < 2 + σ2. [D.5]

Clearly ∂t is transverse to the spacelike surface {0}×N and if [D.5] holds for the initial
data we can solve the scalar equation [D.4] for ϕ subject to the initial conditions ϕ(0) = 0,
∂tϕ(0) = σ(0). We obtain the following short time existence theorem for [EQ2].

Theorem D.9. For every smooth immersion u0 : N→M with Vol(u0) = Vol0 > 0 and
initial velocity u1 ∈ Γ(u∗0TM) satisfying [D.5] there exists ε > 0 and a smooth family of
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immersions u : [0, ε)×N→M solving the Cauchy problem
∇∂t∂tu =

(
1
2
|∂tu|2 − 1

)
Hν + %

Vol(u)
ν − (σH + divS) ∂tu− 1

2
∇|∂tu|2

u(0, ·) = u0

∂tu(0, ·) = u1.

Remark D.10. In [LS08] LeFloch and Smoczyk also use the idea of writing the solution
as a graph to prove short time existence for their equation if S = 0. But we can allow a
tangential motion if the equation is hyperbolic. The hyperbolicity condition analogous to
[D.5] for their equation is |S|2 < n+ σ2 − ε for some ε > 0.

D.5. Role of Tangential Velocity and Translations

For a physical model we would expect by Newton’s law that translating a given solution
leads to a new solution since a translation does not change the acceleration, i. e. if ξ ∈ Rn+1

and u : [0, T ] × N → Rn+1 is a solution of [EQ2] then ũ(t) = u(t) + tξ should again be a
solution. This works fine for [EQ] as we saw in Subsection 1.4.2. However in [EQ2] the
acceleration depends on ∂tu. So this doesn’t work.

To be more specific let ur : S2 → R3 be a parametrisation of the sphere with radius r

around the origin. Clearly if r =
√

%
2ω3

then ur is an equilibrium solution of [EQ2]. Let

u = ur + tξ. We have ∂tu = ξ, (σH + divS) = ∂t log dµt = 0, ∂2
t u = 0 and H = 2/r. For u

to be a solution of [EQ2] we need that

−
(

1

2
|ξ|2 − 1

)
H =

%

ω3r3
,

i. e.

r2 =
%

ω3 (2− |ξ|2)
. [D.6]

So we only get translating spheres with this parametrisation if the translation velocity is
small enough, i. e. |ξ| <

√
2, with a radius depending on the velocity that goes to infinity

as |ξ| approaches
√

2. This corresponds to the hyperbolicity condition [D.5] since there
are points where |S| = |ξ| and σ = 0. Alternatively one could read [D.6] as a condition on
% saying that we have to adapt the inner pressure to the velocity to obtain a translating
sphere with a given radius and velocity ξ with |ξ| <

√
2.

We show in the following that translating spheres cannot be solutions of [EQ2
′]. The

normal velocity at t = 0 for a sphere translating in direction ξ = ve1, v > 0, is σ(0, x) =
〈ν(x), ξ〉 = v cosϕ(x) where ϕ(x) is the angle between x and e1, i. e. ∂tu(0, x) = v cosϕ(x).
Let p1 = re1 and p2 = −re1. We have then

α(0, p1) = α(0, p2) = −
(

1

2
v2 + 1

)
H +

%

ω3r3
.
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ϕ

{x2 = r}

{x2 = −r}

p1

p3

p4

p2

x2-Axis

x1-Axis

Write u(t, x) = ur(Ψ(t, x)) + tξ with a diffeomorphism Ψ satisfying Ψ(0) = id. At p1 and
p2 we have at t = 0

0 = Si = 〈∂tu, ∂iu〉 = ∂tΨ
jgij + 〈ξ, ∂iu〉

which implies ∂tΨ(0, p1) = ∂tΨ(0, p2) = 0 since ξ is normal at p1, p2 and ∂iΨ
l(0) = δli. Now

at p1, p2 at t = 0

α = 〈∂2
t u, ν〉 = 〈∂i∂jur, ν〉∂tΨi∂tΨ

j + 〈∂iur, ν〉∂2
t Ψ

i = 0.

So at p1, p2 we get the condition

−
(

1

2
v2 + 1

)
2

r
+

%

ω3r3
= 0.

Assume that r2 = (ω3(v2+2))−1% is chosen like that and note that this condition is different
from [D.6]. Let p3 = re2 and p4 = −re2. We have that

α(0, p3) = α(0, p4) = −2

r
+

%

ω3r3
> 0.

By Taylor expansion for a short time we have that

〈u(t, p3), ν(0, p3)〉 =〈u(0, p3), ν(0, p3)〉+ t〈∂tu(0, p3), ν(0, p3)〉+
1

2
t2α(0, p3) +O(t3)

=r +
1

2
t2α(0, p3) +O(t3) > r

and similarly

〈u(t, p4), ν(0, p4)〉 > r.
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But ν(0, p3) = e2 and ν(0, p4) = −e2. This means that for a short time u(t, p3) and u(t, p4)
leave the space in between the planes {x2 = r} and {x2 = −r}. But if the sphere were
translating in the direction e1 it must stay in between these planes.

We also saw in this example what we announced in Remark D.3, namely that applying
a diffeomorphism to a solution of [EQ2] such that the tangential velocity vanishes does
not yield a solution of [EQ2

′].
We now give an example of a solution of the [HMCF] equation from [LS08]. For

u : [0, T ]×N→M this equation reads

∇∂t∂tu =

(
1

2
|∂tu|2 −

n

2

)
Hν − (σH + divS) ∂tu−

1

2
∇|∂tu|2. [HMCF]

If S = 0 we obtain the [HMCF′] equation

∇∂t∂tu =−
(

1

2
|∂tu|2 +

n

2

)
Hν − 1

2
∇|∂tu|2. [HMCF′]

The property S = 0 is preserved if it is satisfied at time t = 0.
For some radius r > 0 and some velocity v define u : R× S1 → R2 by

u(t, x) = rei(x+ v
r
t).

This is a parametrisation of a circle rotating with velocity v in the complex plane which
we identify with R2. We have

∂tu = ivei(x+ v
r
t), ∂2

t u = −v
2

r
ei(x+ v

r
t) = −v

2

r
ν.

Hence σ = 0, |∂tu|2 = v2 and divS = 0 since S is Killing. Furthermore H = 1
r
. Hence u

solves [HMCF] if

−v
2

r
=

(
1

2
v2 − 1

2

)
1

r

i. e. v2 = 1
3
. Note that according to the remark at the end of Section D.4 the equation

is hyperbolic for this solution since v2 < 1. Solving the [HMCF′] equation with a circle
without normal velocity as initial data would yield a circle shrinking to a point in finite
time. So these two equations might describe completely different phenomena.
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