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Abstract

Climate change is expected to alter global, regional and local meteorological conditions
and as a result, the changes in the climate system will play an essential role on future
air quality. Tropospheric ozone is considered one of the most harmful pollutants and it
is strongly dependent on weather conditions. Therefore, understanding the impacts of
near-term climate change on ozone concentrations is crucial for developing effective air
quality policies.

This dissertation focuses on the analysis of the influence of synoptic and local meteo-
rological conditions on ground-level ozone over Europe and it provides a comprehensive
spatial characterization of the most important meteorological key-driving factors of sur-
face ozone concentrations over the whole domain. For this purpose two approaches are
proposed: i) a weather types classification and ii) regression methods.

Firstly, large-scale atmospheric circulation is examined through a weather types classi-
fication, implemented grid cell-by-grid cell over Europe. The ability of a suite of global
climate models to reproduce realistic synoptic patterns in the present climate is evaluated
against two reanalysis products. Additionally, the association between weather types and
anomalies of maximum and minimum temperatures is investigated. In general, the models
are able to capture realistic synoptic patterns when compared to the reanalyses. However,
some limitations to reproduce the frequencies of certain weather types, such as low flow
conditions over South Europe in summer and autumn are found. The projected changes
in the frequency of weather types under future climate scenarios reveal an increase of
anticyclonic days and warmer conditions affecting the British Isles in summer, and more
westerlies and consequently mild winter conditions over Central Europe. As a result of
a projected increase of low flow conditions over the Mediterranean basin, stagnant situa-
tions would become more frequent, favouring episodes of air pollution. Further analysis
indicate that changes in the frequency of weather types represent a minor contribution
of the total change of projected European temperatures. Thus, the temperature changes
could be attributed to the so-called within-type variations (changes of the weather types
themselves). In the context of climate change, that implies that global warming would also
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affect the characteristics of some weather types over time (i.e., within-type variations) that
are associated with warmer temperatures under future conditions.

Secondly, the classification of weather types provides an easy physically interpretable
framework for assessing the impacts of synoptic conditions on ozone concentrations. A
synoptic-regression approach is developed to investigate the effect of both, synoptic and
local meteorological conditions on surface ozone over the European domain. It is shown
that local meteorological conditions are generally dominant factors influencing surface
ozone variability, rather than the synoptic conditions. The results reveal distinctive regional
and seasonal patterns of the most influential ozone drivers. In particular, local meteoro-
logical conditions have a strong influence over Central and East Europe, where maximum
temperature becomes the most important driver of surface ozone in summer and relative
humidity along with surface solar radiation in spring.

Finally, a multi-model assessment examines the capability of a set of state-of-the-art air
quality models to reproduce the observed relationship between meteorological variables
and surface ozone. The results show distinctive seasonal and regional performances in
the statistical models developed for each dataset (i.e. observations and model outputs).
Overall, the air quality models are in better agreement with observations over the regions
referred to as internal regions: England, France, Mid-Europe, North Italy and East Europe.
On the contrary, they present more limitations over the rest of the regions, referred to as the
external regions: Inflow, Scandinavia, Iberian Peninsula, Mediterranean and the Balkans.
There is a larger meteorological contribution in the internal regions, especially in summer
where the local meteorology plays an important role in photochemical processes. A minor
meteorological effect is found in the external regions, probably due to a major influence
of the dynamical processes that are not captured by the statistical models. Most of the
air quality models tend to overestimate the sensitivity to maximum temperature and solar
radiation and none of them are able to capture the strength of the observed relationship
between ozone and relative humidity appropriately. Here, dry deposition schemes may be
a key for the underestimation of such relationship. Further analysis of the slopes of the
ozone-temperature relationship indicates that the air quality models capture the observed
relationship between ozone and temperature in most of the internal regions in summer,
while in spring they overestimate it in most of the European regions.



Zusammenfassung

Da zu erwarten ist, dass der Klimawandel die globalen, regionalen und kommunalen
meteorologischen Zustände verändern wird, werden die Veränderungen des Klimasystems
eine wesentliche Rolle in Bezug auf die zukünftig Luftqualität spielen. Troposphärisches
Ozon gilt als einer der schädlichsten Schadstoffe und ist stark abhängig von den Wet-
terbedingungen. Die zeitnahen Auswirkungen des Klimawandels zu verstehen ist daher
dringend erforderlich, um eine effektive Luftqualitätspolitik zu entwickeln.

Diese Doktorarbeit legt den Schwerpunkt auf die Analyse des Einflusses von synoptis-
chen und kommunalen meteorologischen Zuständen auf bodennahes Ozon in Europa und
sie liefert eine umfassende räumliche Charakterisierung der wichtigsten Schlüsselfaktoren
der Oberflächen-Ozon-Konzentration auf dem gesamten Gebiet. Zu diesem Zweck werden
zwei Ansätze vorgeschlagen: i) eine objektive Wetterlagenklassifikation und ii) Regres-
sionsmethoden.

Zunächst wird die großflächige atmosphärische Zirkulation durch eine objektive Wetter-
lagenklassifikation untersucht – umgesetzt in Form von Gitterzelle zu Gitterzelle in Europa.
Es wird ein Vergleich zwischen der Fähigkeit mehrerer globaler Klimamodelle realistisch
aussehende synoptische Muster im gegenwärtigen Klima zu reproduzieren einerseits und
neuen Darlegungen andererseits aufgestellt und anschließend ausgewertet. Darüber hin-
aus wird der Zusammenhang zwischen Wetterarten und Anomalien von Maximal- und
Mindesttemperaturen untersucht. Im Vergleich mit den neuen Darlegungen können die
Modelle im Allgemeinen realistische synoptische Muster erfassen. Allerdings gibt es
einige Einschränkungen in der Reproduktion der Frequenzen bestimmter Wetterarten, wie
z. B. niedrige Strömungsbedingungen über Südeuropa im Sommer und Herbst. Die prog-
nostizierten Veränderungen bezüglich der Häufigkeit der Wetterarten unter zukünftigen
Klimaszenarien zeigen einen Anstieg antizyklonischer Tage und wärmeren Bedingungen,
die die britischen Inseln im Sommer beeinflussen, sowie mehrere Westwindzonen, welche
folglich milde Winterbedingungen über Mitteleuropa hervorbringen. Infolge einer prognos-
tizierten Zunahme der niedrigen Strömungsbedingungen über dem Mittelmeerraum würden
stagnierende Situationen häufiger vorkommen, was die Folgen der Luftverschmutzung
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begünstigt. Eine Analyse des Abbaus zur Beurteilung der Auswirkungen der Frequenzän-
derungen auf die prognostizierten Temperaturen deutet darauf hin, dass Veränderungen in
der Häufigkeit der Wetterarten einen geringen Beitrag zur Gesamtveränderung der europäis-
chen Temperaturen darstellen. So könnten die Temperaturveränderungen den sogenannten
In-Typ-Variationen (selbst Änderungen der Wetterarten) zugeschrieben werden. Im Kon-
text des Klimawandels bedeutet dies, dass die globale Erwärmung auch die Eigenschaften
einiger Wetterarten im Laufe der Zeit beeinflussen würde (d.h. In-Typ-Variationen ), die
mit wärmeren Temperaturen unter zukünftigen Bedingungen verbunden sind.

Zweitens bietet die Einordnung von Wetterarten einen einfachen physikalisch in-
terpretierbaren Rahmen, um die Auswirkungen von synoptischen Bedingungen auf die
Ozonkonzentration zu bewerten. Ein Ansatz der synoptischen Regression wird entwick-
elt, um die Wirkung von sowohl synoptischen als auch kommunalen meteorologischen
Bedingungen auf Oberflächen-Ozon auf europäischem Gebiet zu untersuchen. Es wird
gezeigt, dass kommunale meteorologische Bedingungen in der Regel dominierende Fak-
toren sind, die die Oberflächen-Ozon-Variabilität beeinflussen, und nicht synoptische
Bedingungen. Die Ergebnisse zeigen regionale und saisonale Muster der einflussreich-
sten Ozon Treiber. Die Ozon-Persistenz (vom Vortag) ist auch als Prädiktor enthalten
und scheint eine wesentliche Rolle über Südeuropa zu spielen, wohingegen die kommu-
nalen/regionalen meteorologischen Bedingungen einen starken Einfluss auf Mittel- und
Osteuropa haben. Besonders die Maximaltemperatur und relative Luftfeuchtigkeit sind
der wichtigste Treiber für Oberflächen-Ozon im Sommer zusammen mit Oberflächen-
Sonnenstrahlung im Frühling.

Der letzte Teil der Doktorarbeit untersucht eine Multimodell-Bewertung der Fähigkeit
einer Reihe von hochmodernen Modellen zur Luftqualität, um die beobachtete Beziehung
zwischen meteorologischen Variablen und Oberflächen-Ozon zu reproduzieren. Die Ergeb-
nisse zeigen deutliche saisonale und regionale Leistungen der statistischen Modellen, die
für jeden Datensatz (d. H. Beobachtungen und Modellausgaben) entwickelt wurden. Insge-
samt stehen die Luftqualitätsmodelle in größerer Übereinstimmung zu den Beobachtungen
über die Regionen, welche als folgende interne Regionen bezeichnet werden: England,
Frankreich, Mitteleuropa, Norditalien und Osteuropa. Dem gegenübergestellt sind Re-
gionen, welche mehr Einschränkungen gegenüber den übrigen Regionen haben. Solche
werden als äußere Regionen bezeichnet: Inflow, Skandinavien, die Iberische Halbinsel,
das Mittelmeer und die Balkanstaaten. Es gibt einen größeren meteorologischen Beitrag in
den internen Regionen, vor allem im Sommer, wo die lokale Meteorologie eine wichtige
Rolle bei photochemischen Prozessen spielt. Eine kleinere meteorologische Wirkung
findet sich in den äußeren Regionen, vermutlich aufgrund eines großen Einflusses der
dynamischen Prozesse, die nicht durch die statistischen Modelle erfasst werden. Die



xi

meisten Luftqualitätsmodelle neigen dazu, die Empfindlichkeit gegen Maximaltemper-
atur und Sonneneinstrahlung zu überschätzen, und keines von ihnen kann die Stärke der
beobachteten Wechselwirkung zwischen Ozon und relativer Feuchtigkeit passend erfassen.
Hier könnten trockene Ablagerungsschemata ein Lösungsansatz für die Unterschätzung
einer solchen Beziehung bieten. Eine weitere Analyse des Anstiegs der Beziehung zwis-
chen Ozon und Temperatur deutet darauf hin, dass die Luftqualitätsmodelle die beobachtete
Beziehung zwischen Ozon und Temperatur in den meisten internen Regionen im Sommer
einfangen, während sie diese im Frühjahr sie in den meisten europäischen Regionen über-
schätzen.
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Chapter 1

Introduction

Air pollution is considered a critical environmental issue resulting from a combination
of elevated emissions and unfavourable weather conditions that allow the accumulation
of pollutants in the near-surface atmosphere (Jacob and Winner, 2009). Since the early
1970s, air pollution has been one of the main political concerns of the European Union
(EU). During the 1990s a series of directives on air quality management have been adopted
to set air quality limit and target values (EEA, 2010). Despite the improvements and
the continued efforts for achieving international air quality standards, air pollution is
considered the single largest environmental health risk in Europe (EEA, 2016). Poor air
quality has also negative impacts in ecosystems, the built environment and climate. All
of these effects of air pollution have considerable market costs, such as reduced labour
productivity, additional health care, crop and forest yield losses, and non-market costs,
such as premature mortality or degradation of air and water quality (EEA, 2016). Moreover,
climate change can affect air quality in several ways, including changes in ventilation rates,
chemical production and loss rates, natural emissions, and background concentrations
(Jacob and Winner, 2009). Thus, air pollution and climate change represent a global
concern that must be considered joinly to identify the co-benefits of reducing emissions in
order to mitigate the impacts of climate change.

At the present, particulate matter (PM) and tropospheric or ground-level ozone (O3) are
two of the most problematic pollutants in Europe (EEA, 2016). Epidemiological studies
have shown that both PM and tropospheric O3 have significant impacts on human health,
including premature mortality (Bell et al., 2006; Silva et al., 2013). PM is a complex
mixture of extremely small particles and liquid droplets with a broad compositional range,
and may have primary and/or secondary sources (HTAP, 2010). PM poses a great risk as it
penetrates into sensitive regions of the respiratory system and can lead to serious health
problems and premature mortality (WHO, 2013). Tropospheric ozone has also shown
considerable negative health effects that may lead to premature mortality (Brauer et al.,
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2012; Silva et al., 2013) and is one of the most harmful pollutants in terms of damage to
ecosystems (WHO, 2005). In the stratosphere ozone absorbs ultraviolet (UV) radiation
and it is essential for protecting us from its harmful effect, while in the troposphere it is a
damaging pollutant. The concentrations of ozone in the atmosphere depend on the amount
of its precursor sources but also are strongly influenced by transport and meteorological
conditions (Monks et al., 2015).

This dissertation specifically focuses on tropospheric ozone, which has been recognized
as the third most important pollutant in terms of health damage and the first most harmful
pollutant to ecosystems in Europe (EEA, 2016). Thus, this chapter provides a summary
of tropospheric ozone, outlining its formation and the main impacts. In particular, the
strong influence of climate on ozone pollution and the implications under future climate
conditions are discussed.

1.1 Ozone

The presence of ozone in the troposphere is partly due to stratospheric-tropospheric ex-
change (STE) or it can be arise from photochemical reactions within the troposphere.
Initially, the stratosphere was thought to be the primary source of tropospheric ozone:
about 90% of atmospheric ozone is present in the stratosphere, while the remaining ozone,
about 10%, is present in the troposphere. However, early studies pointed out that the
global tropospheric ozone budget is largely controlled by photochemical production and
loss within the troposphere (Chameides and Walker, 1973; Crutzen, 1974). In particular,
at northern mid-latitudes tropospheric ozone has increased since 1950, and it has been
attributed to increasing anthropogenic precursor emissions (Parrish et al., 2012). De-
spite current chemical transport and climate global models varying quantitatively in the
magnitude, several modelling studies (Lamarque et al., 2005; Young et al., 2013) sug-
gest that 30% of the present-day tropospheric ozone burden is attributable to human activity.

In the troposphere, ozone is produced by complex non-linear chemical reactions involv-
ing carbon monoxide (CO), methane (CH4), nitrogen oxides (NOx) and volatile organic
compounds (VOCs) in the presence of sunlight (Seinfeld and Pandis, 2006). Its precursors
originate from both natural (e.g. wildfires, biogenic hydrocarbon emissions, lightning
NOx, volcanic activity) and anthropogenic sources (e.g. fossil fuel and biofuel combus-
tion, crop burning). The non-linear ozone chemistry implies that decreases in precursor
emissions do not necessarily cause decreases in ozone levels. In particular, understanding
the sensitivity of ozone production to two main precursors, i.e. NOx and VOCs, is a major
chanllenge especially in urban areas, where ozone production can be either NOx-sensitive
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or VOC-sensitive. In the NOx-sensitive regime, ozone increases with increasing NOx

while increasing VOC levels has little effect on ozone. In the VOC-sensitive regime, ozone
increases with increasing VOC and decreases with increasing NOx (Sillman, 1999). The
complex relationship between ozone, NOx and VOC is exacerbated by the influence of
meteorological conditions. Thus, considering the impacts of meteorological conditions on
ozone is also essential to develop an effective policy response under a changing climate.

Two loss processes close the ozone budget: dry deposition to the Earth’s surface, which
accounts for about 25% of the total O3 removal from the troposphere (Lelieveld and Den-
tener, 2000), and chemical reactions (Crutzen, 1974). Chemical production and loss rates
are several times larger than the influx from the stratosphere and the surface deposition
flux (Stevenson et al., 2006). The atmospheric lifetime of ozone usually depends on season
and altitude and it ranges from several days in the boundary layer to weeks in the free
atmosphere (Jacob and Winner, 2009; Young et al., 2013). In the lower troposphere its
lifetime is shorter in summer (around 5 days) due to higher water vapour concentrations
(Monks et al., 2015). The relatively long lifetime of ozone allows its transport over inter-
continental scales. Thus, tropospheric ozone is not only a pollutant on a regional scale,
but also it is considered a global pollutant that can influence air quality in remote areas
(HTAP, 2010). As a hemispheric pollutant, reductions in local or national emissions of
ozone precursors do not always lead to corresponding local decrease of pollution levels.

The concentrations of tropospheric ozone vary seasonally and the strongest seasonal
variations occur at northern mid-latitudes where the ozone burden is at a minimum in
October and November and reaching a maximum in spring/summer (depending on the
location) (Cooper et al., 2014; Monks, 2000). The seasonal variation could be partly
explained by STE, which leads to a peak flux in May and a minimum in November in
mid-latitudes (Hsu and Prather, 2009). Nevertheless, the response to STE is not uniform
with altitude or latitude (Monks et al., 2015). Moreover, populated continental areas at
northern latitudes show a summertime peak of ozone levels, which can be attributed to
regional photochemical production. In remote areas the maximum of ozone is generally
found in spring, mainly due to STE and the photochemical production (Monks, 2000).
Furthermore, some studies have suggested a shift in the seasonal cycle at northern mid-
latitudes over the last few decades as a consequence of changing anthropogenic emissions,
natural variability or a changing climate. Parrish et al. (2013) found a more pronounced
and earlier springtime maximum over northern mid-latitudes and they argued that it could
be explained by changes in atmospheric patterns along with spatial and temporal changes
in emissions. Cooper et al. (2014) also showed changes in the seasonal cycle, but in this
case they only found a seasonal change in some sites. Therefore, the shift in the seasonality
of tropospheric ozone at northern mid-latitudes appears not to be universal.
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1.2 Impacts of ozone

Tropospheric ozone has multiple and adverse impacts, not only on human health, but also
on ecosystems and climate. Being a strong oxidant and phytotoxic agent, tropospheric
ozone can cause respiratory problems (Bell et al., 2006), and it damages agricultural crops
and forest vegetation (Ashmore, 2005). Tropospheric ozone is considered an important
greenhouse gas (IPCC, 2013). In this section the main impacts of tropospheric ozone are
discussed. For the rest of thesis, tropospheric ozone (surface or ground-level ozone) will
be referred to as ozone.

1.2.1 Human health and ecosystems

Tropospheric ozone is a crucial public health issue. There is evidence in support of an
association between ozone levels with adverse cardiovascular and respiratory diseases
(Huang et al., 2005). Exposures to ozone have been associated to short-term premature
mortality (Bell et al., 2004), to increase the likelihood of wheeze, chest tightness and
asthma (Mortimer et al., 2002). Several studies assessed the numbers of hospital admis-
sions for respiratory and chronic obstructive pulmonary diseases to ambient ozone levels
(Anderson et al., 1996; Burnett et al., 1997). Lung function problems have also been
reported by several studies (Anderson et al., 2001; Peters et al., 1997). Long-term ambient
ozone exposures may also contribute to risk of respiratory and circulatory mortality (Jerrett
et al., 2009; Turner et al., 2016).

The European Union’s Air Quality Directive (EU, 2008) sets four standards to reduce
air pollution by ozone and its impacts on human health, (i) an information threshold defined
as 1-hour average ozone concentration of 180 µg/m3 , (ii) an alert threshold defined as
1-hour average ozone concentration of 240 µg/m3 , (iii) a long-term objective defined as
the maximum daily 8-hour mean concentration of ozone should not exceed 120 µg/m3

and (iv) a target value defined as the long-term objective that should not be exceeded on
more than 25 days per year, averaged over 3 years. The recommended target value by the
WHO air quality guidelines is 100 µg/m3 (daily maximum 8-hour mean)(WHO, 2005).

The target value under EU law has to be attained as far as possible by the attainment
date and compliance is checked, but not legally binding. According to the recent report of
the European Environment Agency (EEA, 2016) in 2014, 16 countries of the European
Members States (EU-28) registered concentrations above the ozone target value more than
25 times (Fig. 1.1). Therefore, despite the improvements in the air quality legislation to
control emission of ozone’s precursors, a large part of the European population is still
exposed to high levels of ozone that exceed the European Union (EU) standards and
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the World Health Organisation air quality guidelines (WHO AQG) for health protection.
Moreover, some studies have shown the adverse effects to surface ozone exposure even in
low concentrations (Bell et al., 2006).

Figure 1.1 Observed concentrations of O3 in 2014. Only stations with more than 75% of valid data
have been included in the map. Source:EEA, 2016.

In addition, ozone is a powerful and aggressive oxidant that has adverse effects on
ecosystems. The impacts of ozone on vegetation can be in response to short-term episodes
or cumulative during the growing season (LRTAP, 2010). Some of the ozone effects on
plants include reduced growth, less seed production, lower functional leaf area and earlier
leaf senescence (Monks et al., 2015). Previous studies suggest that ozone can exacerbate
the effects of extreme weather events reducing the sensitivity of plans to drought (Wagg
et al., 2012). At ground level, ozone damages agricultural crops, forests and plants by
reducing their growth rates leading to substantial costs of crop yield loss (EEA, 2015). Field
experiments have shown that exposure of crops to ozone to result in yield reduction and
deterioration of crop quality (Fuhrer, 2009). Several studies pointed out that many species
of plants are sensitive to high ozone levels, including agricultural crops such as wheat,
tomato, soybean and rice, and salad crops (Mills et al., 2007). Crop sensitivities to ozone
exposure are also influenced by meteorological factors, such as humidity, temperature, soil
moisture and radiation. Several indices have been proposed to assess the impacts of ozone
on vegetation (LRTAP, 2010; Mills et al., 2011), either based on the concentration-based
critical level (ozone accumulated over a threshold of X ppb, AOTX) and the uptake-based
critical level (accumulated ozone dose above a threshold of Y or phytotoxic ozone dose,
PODY)(Mills et al., 2011).
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1.2.2 Climate impacts of ozone

Tropospheric ozone interacts with both solar (shortwave) and terrestrial (longwave) radia-
tion. Changes in the atmospheric distribution of ozone contribute to the radiative forcing
of climate change (e.g. Fink et al., 2007; Lacis et al., 2015). It belongs to the category of
the so-called short-lived climate pollutants (Shindell et al., 2012) due to its relatively short
atmospheric lifetime compared to long-lasting greenhouse gases, such as CO2 (Radjavi
and Rosenthal, 2007; Stevenson et al., 2013). In the last IPCC report it was shown that
changes in tropospheric ozone between 1750 and 2010 had led to a global mean radiative
forcing of +40 Wm-2 (Myhre et al., 2013). Unlike the well-mixed greenhouse gases,
ozone is distributed inhomogeneously and the radiative forcing from ozone, and especially
its variation with time, results from a complex interplay between emissions, chemistry
and transport. Ozone precursors can also affect the abundance of atmospheric OH and
consequently alter the lifetimes of other greenhouse gases, such as CH4 (Monks et al.,
2015).

Several modelling studies have suggested that increased tropospheric ozone levels
related to industrialization in developing economies have contributed to the accelerated
warming. Shindell et al. (2006) suggested that changes in tropospheric ozone may have
contributed to the spatial pattern warming over the 20th-century, mostly at high latitudes
in winter and spring, and over polluted areas areas in summer. They pointed out that the
increasing tropospheric ozone levels in low latitudes may have an impact on the warming
detected in the tropics.

1.3 Climate influence on ozone

Tropospheric climate-chemistry interactions involve a large number of chemical processes
and compounds that have shown an inhomogeneous distribution and trends, which add
more complexity to a better understanding the influence of climate change on future air
quality (Isaksen et al., 2009). There are a variety of atmospheric pathways in which
climate change can influence regional ozone pollution levels, including changes in the
ozone precursors, changes in dynamical and photochemical processes and changes in the
tropospheric background, through processes such as stratosphere-troposphere exchange
(Colette et al., 2015).

Future climate can alter the contribution of long-range transport and local meteoro-
logical conditions affecting ozone concentrations (Dawson et al., 2007; Doherty et al.,
2013). Regional ozone pollution is expected to increase under warmer temperatures and
weaker circulation (Denman et al., 2007). Climate change projections have shown to lead
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to an increase of up to 8 µg/m3 in ozone concentrations over Europe by the end of the
century (2071-2100) (EEA, 2016). In particular, summertime average ozone increases by
6 µg/m3 over most of the European countries, and a similar increase for ozone peaks is
found over polluted areas by the end of the century (Fig. 1.2, EEA 2016). In this section,
the main impacts of long-range transport and local meteorological conditions on ozone
will be discussed.

Figure 1.2 Absolute difference between future (2071-2100) and present (1960-2010) summertime
average daily and maxima ozone levels in a 3 model ensemble. Significant changes are represented
by a diamond sign. Source:EEA, 2016.

The effect of climate change on ozone has been termed as “climate penalty” (Wu et al.,
2008). The magnitude of the climate penalty has been addressed in two main approaches.
Some authors investigated the effect of climate on surface ozone through statistical analyses.
For instance, Bloomer et al. (2009) defined the ozone climate penalty factor as the slope of
the ozone-temperature relationship. They found that the climate penalty decreased with
the reduction of the emissions of the ozone precursors. Similarly, Rasmussen et al. (2013)
used the direct increase in ozone concentrations due to increasing temperatures (ppbK-1) to
assess the ozone climate penalty in U.S. Varotsos et al. (2013) developed a statistical model
to examine the potential impact of increasing temperatures on ozone exceedances over
Europe. They found that statistically significant increases of ozone exceedances could be
explained by the increases in the upper temperature percentiles. Their results showed the
highest ozone exceedance increases over South Europe, a moderate increase in the central
regions and the lowest increase over Northwest and Northeast Europe. Temperature can
influence surface ozone directly, through the temperature dependence of chemical reactions
(Sillman and Samson, 1995) or indirectly, through the temperature dependence of dry
deposition and biogenic emissions of ozone precursors (e.g Andersson and Engardt, 1996;
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Solberg et al., 2008). This relationship will be discussed in more detail in the subsection
1.3.2.

Chemistry-transport and chemistry-climate models (CTMs and CCMs, respectively)
are common tools for assessing future air quality. With a global chemical transport model,
Wu et al. (2008) investigated the additional decreases in NOx emissions to counter potential
ozone increase due to climate change over U.S. They also assessed the reduced benefits
of ozone precursors emissions controls under a warmer climate. Colette et al. (2015) pre-
sented an exhaustive analysis of the robustness of the climate penalty in Europe across time
periods and scenarios, based on previous studies of regional and global chemical-transport
models. They showed a penalty for summer surface ozone concentrations of at least 5 ppbv
by the end of the century. While at global scale most of the studies showed a decrease in
global background ozone due to an enhanced loss rates as a result of a projected increased
absolute humidity (Doherty et al., 2013; Racherla and Adams, 2006), at regional scale
a warmer climate can lead to increasing ozone concentrations under urban and pollutant
regions (Nolte et al., 2008; Steiner et al., 2006). In that case, different model studies have
quantified the effects of climate change on surface ozone concentrations over Europe (e.g.
Andersson and Engardt, 1996; Colette et al., 2013; Meleux et al., 2007).

1.3.1 Long-range transport

Large-scale atmospheric circulation is an important factor that influences the distribution
of ozone pollution and its precursors, especially because it modulates local meteorological
controls on photochemical production and the build-up of regional ozone levels (Hegarty
et al., 2007). Therefore, pollutants can be exported from one emission source region to an-
other receptor region far downwind on the regional, intercontinental and even hemispheric
scale (HTAP, 2010). The transport of atmospheric pollution is a serious problem since
it can offset the impact of regional mitigation strategies. Climate change can modify the
transport pathways since it will alter synoptic and convective transport, affecting the export
and import of pollution (Doherty et al., 2013).

Global models are often used in different ways to investigate the impacts of long-range
transport on air pollution and their implications under future climate conditions. In addition,
global models provide boundary conditions to regional models generally with finer-grid
resolution over the study region (Jacob and Winner, 2009). Previous modelling studies
have investigated the impacts of climate change on long-range transport of ozone pollution.
For instance, Leibensperger et al. (2008) showed that the frequency of summertime mid-
latitudes cyclones is a strong predictor of stagnation and ozone pollution episodes in the
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eastern of US. Similarly, other studies reported an increase of ozone pollution episodes
due to decreased frequency of mid-latitude cyclones (Mickley et al., 2004; Wu et al., 2008).
Doherty et al. (2013) examined the influence of climate change on surface ozone and
precursors by using three couple climate-chemistry models. They quantified the effects on
intercontinental transport from major emissions regions to downwind receptor locations. In
this case, they found stronger climate sensitivity to ozone chemistry than changes through
the transport. They suggested that changes in transport might be more dominant when
considering peaks of ozone.

Atmospheric patterns

Classification of atmospheric circulation patterns are useful tools to better understand the
influence of atmospheric circulation on air quality, particularly on surface ozone levels.
Moreover, large-scale synoptic conditions govern ozone advection and can also promote
favourable conditions for ozone pollution episodes, such as high temperatures, low winds
or no precipitation (i.e. stagnant conditions) (Horton et al., 2014). Changes in the fre-
quency of synoptic patterns have been also associated with episodes of weather extremes
that can occur under specific synoptic conditions (IPCC, AR5). For instance, the extreme
temperatures and the lack of precipitation during the summer of 2003 in Europe have been
related to the persistent anticyclonic conditions over central Europe (Fink et al., 2004).
This particular episode led to exceptionally long-lasting and spatially extensive periods of
high levels of ozone pollution over Europe (Fiala et al., 2003). Dole et al. (2011) suggested
that the persistent blocking of westerly flow was essential during the 2010 heat weave in
Russia that killed tens of thousands of people. Extreme events like the above described are
likely more frequent under future climate change (Russo et al., 2015; Vautard et al., 2013).

A large number of observational studies have investigated the links between synoptic
patterns with surface ozone levels. Comrie (1992), through a manual classification of
synoptic types over Pennsylvania (U.S), found that high ozone concentrations occur with
slow-moving anticyclones in summer. Hegarty et al. (2007) identified the most common
circulation patterns and they found strong links between stagnant warm conditions and high
ozone levels across northeastern U.S. In Europe, Davies et al. (1992) described marked
associations between regional scale weather types and surface ozone concentrations,
specifically between westerly cyclonic and high pressure types with ozone pollution levels,
in winter and summer (respectively). Other representative studies found a consistent
relationship between surface ozone levels and certain synoptic patterns in different regions
across Europe (e.g. Demuzere et al., 2009, 2011; Saavedra et al., 2012; Tang et al., 2009).
Most of these previous analyses have addressed the connection of ozone pollution levels
with circulation patterns for specific regions, presenting a restrictive synoptic classification
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for the area of study (e.g. Central Europe, Scandinavia, Iberian Peninsula). This dissertation
aims to contribute with a novel extended version of a weather types classification over
the whole European domain (see Chapter 2) to investigate the impacts of atmospheric
circulation on ozone pollution.

1.3.2 Meteorological conditions

Meteorology plays an essential role in ozone formation and transport. Variations in the
local meteorological conditions can contribute to ozone increases. The most favourable
conditions generally occur under slow moving high-pressure system that usually bring
warm temperatures, clear skies and sunshine, light winds, a well-defined boundary layer
and low humidity. Thus, changes in the climate system are expected to affect future air
quality. Particularly, ozone concentrations would be affected by changes in meteorologi-
cal conditions. Understanding the relationships between meteorological conditions and
surface ozone is essential for defining control strategies and also for developing robust
projections to evaluate future air quality. Different approaches have assessed the influence
of meteorological conditions on tropospheric ozone (e.g. Barrero et al., 2005; Camalier
et al., 2007; Davis et al., 2011; Dawson et al., 2007; Demuzere et al., 2009; Dueñas et al.,
2011; Porter et al., 2015; Solberg et al., 2008). Most of the observational studies agree on
the strong influence of specific meteorological factors on surface ozone concentrations.

As mentioned, temperature is one of the most important meteorological factors associ-
ated with high levels of surface ozone due to its direct influence in chemical reactions rates
and its strong correlation with stagnant and sunny atmospheric conditions (Jacob et al.,
1993). A wide number of statistical studies have shown the strong positive correlation be-
tween temperature and ozone (e.g. Camalier et al., 2007; Chaloulakou et al., 2003; Comrie,
1997; Dueñas et al., 2011; Lemaire et al., 2016; Ordóñez et al., 2007). Many chemical reac-
tion rates increase with temperature (e.g., methane and non-methane hydrocarbon) leading
to an increase of ozone production. In particular, high temperatures lead to high concen-
trations of ozone precursors from the dissociation of peroxycetylnitrate (PAN) and its
homologs that act as reservoir species for NO2 (Sillman and Samson, 1995). The influence
of temperature on ozone levels can occur via increasing VOCs emissions from vegetation,
which act as a significant source of precursors for surface ozone formation under high
NOx conditions (Rasmussen et al., 2013). Some authors pointed out the importance of
the impacts of high temperatures on biogenic emissions and dry deposition, indicating the
reduced uptake from vegetation due to dry conditions would lead to increase ozone levels.
This has been suggested to play a significant role during the exteme temperature episodes
(Hodnebrog et al., 2012; Solberg et al., 2008; Vautard et al., 2013). Similarly, Andersson
and Engardt (1996) also found that changes in ozone dry deposition under future climate
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conditions would have a major impact (rather than isoprene emissions) on surface ozone
concentrations over southern Europe. Moreover, temperature has an indirect effect on
NOx-VOC chemistry that further complicate the relation between ozone and temperature
(Sillman, 1999). For instance, it has been shown variations in the ozone-temperature rela-
tionship between regions with different NOx/VOC ratios (Steiner et al., 2006). Different
modelling studies have assessed the effects of temperature-dependent chemistry on ozone
production with temperature, showing that both temperature-dependent chemistry and
isoprene emissions are important for the ozone increase with temperature (e.g. Doherty
et al., 2013). Recently, Coates et al. (2016) used an idealised box model to determine
how ozone levels change with temperature under different NOx conditions. Their analyses
suggest that reducing NOx emission would be beneficial to offset the additional ozone
production due to increasing temperatures.

The expected warming conditions will increase water vapour concentrations that will
have an impact on the reaction rates of chemical processes (Stevenson et al., 2006). Such
an increase under a warming climate would lead to increased ozone destruction and shorter
ozone lifetime and lower concentrations over less polluted and remote sites (Johnson et al.,
1999). However, there are competing effects on ozone because the hydroxyl radical (OH)
plays an important role in a variety of atmospheric reactions (e.g. production of ozone from
NOx and VOCs). Increased ozone concentrations might be possible due to subsequent
reactions (von Schneidemesser et al., 2015). Dawson et al. (2007) performed a sensitivity
study to assess the effect of absolute humidity, among others meteorological parameters.
They found that changes in water vapour concentrations (absolute humidity) have small
effect on air-quality standard of ozone exceedances, but notable effects on daily maximum
8-hour averages were found. Overall, they reported a weak relationship between ozone and
water vapour concentrations, which become more complicated under polluted conditions
(Dawson et al., 2007).

Relative humidity is also an important variable and usually negative correlated with
ozone concentrations (Jacob and Winner, 2009). Different statistical studies have shown
the association between low concentrations of ozone with high levels of relative humidity
(e.g. Barrero et al., 2005; Demuzere et al., 2009; Dueñas et al., 2011; Munir et al., 2011).
Previous hypothesis suggested that the negative correlation between relative humidity and
ozone might be due to the photolysis of ozone and subsequent loss of O(1D) to H2O (Jacob
and Winner, 2009). The effect of high levels of relative humidity has been suggested to be
an indicator of precipitation and cloudiness events that favour with low concentration of
pollutant (Elminir, 2005). Some authors pointed out that temperature could also explain
the relathionship ozone-relative humidity, since it influences relative humidity (negatively
correlated) and ozone (positively correlated) at the same time. For instance, Camalier
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et al. (2007) found that relative humidity was one of the most important variables (along
with temperature) to explain ozone variability over eastern U.S., with a large effect in
the southern urban areas and less pronounced in the northern urban regions. In this case,
they argued that these regional differences could be due to the larger variations of the
temperature in the northern areas than in the southern regions. Thus, they suggested that it
could reflect a combined effect (with other meteorological variables, such as temperature)
in polluted areas rather than a cause-and-effect relationship. Recently, Kavassalis and
Murphy (2017) argued that the stomatal regulation of dry deposition (the uptake of ozone
by trees) might explain the relationship ozone and relative humidity: with high levels of
relative humidity, trees open their stomata and take up ozone, removing ozone from the air.

Increasing short-wave radiation provides the energy to initiate ozone formation. High
levels of ozone are generally observed under abundant solar radiation (e.g. hot and sunny
summertime weather conditions). Some observational studies also suggested that the
strong correlations between ozone and solar radiation could partly reflect the link with high
temperatures and clear sky (Ordóñez et al., 2005). High wind speed is associated with low
ozone concentrations due to enhanced advection and deposition, although this relationship
might involve more complex processes in some places (Tecer et al., 2003). Through a
sensitivity study, Dawson et al. (2007) found that changes in wind speed appeared to play
a secondary role on daily maximum 8-hour average ozone concentrations, but they found
stronger effects on air-quality standard exceedances. Precipitation changes are expected to
affect the rates of wet deposition of ozone precursors. Changes in cloud cover affect the
photochemistry of ozone production and loss, with higher levels of ozone under reduced
cloudiness conditions (Meleux et al., 2007). Additionally, changes in mixing height could
affect reaction rates and the dilution of pollutants (Dawson et al., 2007).

1.4 Assessing climate impacts

As stated, future climate change may impact ozone in many different ways (e.g. modifying
ozone precursors’ concentrations, altering chemical production and loss rates, influencing
local meteorology, among others). Climate-air quality interactions are particularly impor-
tant and complex at the regional scale. The nonlinear behaviour of such interactions and
the importance of regional variations of emissions requires the use of three-dimensional
models, which are also essential for studying future projections of anthropogenic ozone
precursors emissions. Future projections indicate that the European region is one of the
most sensitive to climate change (Giorgi, 2006) and modelling studies have shown that
projected European summer climate changes might have impacts on air quality (Giorgi
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and Meleux, 2007).

Climate models and chemistry-climate or air quality (AQ) models are used to investi-
gate the impacts of climate on air pollution, which are able to operate at the global and
regional scale (Giorgi and Meleux, 2007). Coupled climate-chemistry models at a global
scale are complex and usually require major computational demands than the models
operating at regional scale. The model choice will depend particularly on the spatial scale
and the purpose of the study. Representing the interactions between chemistry and climate
at all scales is a challenge. For instance, in the global models some mesoscale processes
may be not well represented by a coarser resolution, while the limited area in the regional
models may lead more uncertainities due to long-range transport processes that cannot be
properly captured. Since model simulations are the primary tools available for making
projections of future climate over the coming century and beyond, it is crucial to evaluate
their performance individually and collectively (Flato et al., 2013). For that, models used
for future projections must be evaluated against present-day observations. Moreover, the
output of global climate models (GCMs) is an essential source of information and they
have been extensively used to understand changes in the climate system. GCMs also
provide the basis for different dynamical and statistical downscaling methods that assume
a strong influence of large-scale weather on local-scale weather, but without reverse effects
from local scales upon global scales (Maraun et al., 2010).

Climate impacts on future ozone pollution can be assessed by dynamically downscaling
Global Climate Model (GCM) results to regional scales using regional climate and AQ
models. In particular, a wide number of global and regional climate models (GCMs, RCMs
respectively) in combination with AQ models have been employed for examining the
implications of a changing climate on future ozone pollution over Europe (e.g. Andersson
and Engardt, 1996; Engardt et al., 2009; Langner et al., 2005; Meleux et al., 2007). Climate
and AQ models can be run in two main approaches: off-line and on-line. In the so-called
off-line case, the climate model is run first and independently, and the resulting meteorolog-
ical simulations are used to drive the air-quality model (with no feedback between tracer
concentrations and climate fields). In the on-line approach, climate and AQ models are
run simultaneously and then, exchanging information with each other (Giorgi and Meleux,
2007). Model simulations require a substantial computational cost, since many complex
processes are involved. Particularly, in the case of the on-line models integrations of all
meteorological and chemical composition fields are performed every time step, which
requires very expensive computational systems (Baklanov et al., 2014). Despite computa-
tional improvements and the growing number of studies, understanding which are the most
important interactions between meteorology and chemistry and how they should be imple-
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mented to improve model simulations still remains an issue (Kavassalis and Murphy, 2017).

An alternative approach has been frequently used based on the empirical relationships
between surface ozone and meteorological factors. Statistical methods are well known to
provide an alternative technique to assess the effect of climate on surface ozone. The main
advantage of the statistical approach is that these methods are computationally efficient and
they also can be easily applied to different model outputs (Wilby et al., 2002). Statistical
approaches establish quantitative relations between large-scale atmospheric variables and
regional or local climate conditions and thus, they would be beneficial for understanding the
trends of future air quality under climate warming (Wise, 2009). Nevertheless, they assume
stationarity between predictor and predictand relationships, which may be a weakness for
assessing future changes (Wilby et al., 2004). Therefore, both dynamical and statistical
approaches should be considered complementary.

1.5 Research questions

The overall scientific scope of this dissertation focuses on a better understanding of
the role of large-scale circulation and local meteorological conditions on surface ozone
concentrations over Europe. The results presented in this study will be particularly of
interest for the development of mitigation strategies for future air quality over the continent.

In order to accomplish this goal, firstly large-scale atmospheric circulation is assessed
through a novel approach of a traditional classification of weather types. In particular, an
extended version of the Jenkinson and Collison scheme (automated version of the original
Lamb weather types, LWTs) is developed. With this new implementation, the capability of
a set of global models for reproducing realistic synoptic patterns is assessed, not only under
present, but also under future climate conditions. Furthermore, the impacts of changes
in the frequency of weather types on temperature anomalies are analysed. On the basis
of this classification procedure, the influence of large-scale atmospheric conditions along
with local meteorological conditions on surface ozone is investigated. For that, three
statistical approaches were developed to assess the impacts on climatic factors on ozone
levels under different assumptions considering: (i) the distribution of ozone as a whole,
(ii) the peaks of ozone levels, and (iii) specific threshold of ozone pollution according
the current legislations for health protection (EU, 2008; WHO, 2005). The final part of
this research focuses on assessing the capability of AQ models to capture the observed
relationship between meteorological parameters and surface ozone.
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Dealing with these issues brings up the following research questions investigated in
this dissertation:

1. Do state-of-the-art climate models realistically reproduce the occurence of weather
types over Europe? Based on their representation, what are the expected changes
in the frequency of weather types under future climate projections? How do syn-
optic patterns relate with temperature anomalies in the present and future climate
conditions?

2. How do regression-based models represent the influence of synoptic and local mete-
orological conditions on surface ozone over Europe? What are the main drivers of
the variability of surface ozone over Europe and how do they influece the observed
variability?

3. Are AQ models able to capture the basic relationship between meteorological condi-
tions and ozone? Do AQ capture the drivers of ozone derived from observations? In
particular, do they represent realistically the climate penalty?

1.6 Thesis outline

This thesis consists out of 6 chapters, with a preceding introductory chapter (Chapter 1),
following by a general description of the methodology used (Chapter 2). The thesis is
structured into three main chapters (Chapters 3-5), each dealing with one topic and research
questions formulated in the previous section. These chapters are written and prepared as a
separate scientific article, and each one consists on a largely independent study with an
introduction, data and methodology section, as well as the corresponding results, but also
with some reference to the previous chapter. Chapters 3 and 4 are already published, while
Chapter 5 has been submitted to a journal and is still under review. To conclude, a general
summary and outlook are presented in Chapter 6.

Chapter 3 assesses the large-scale atmospheric circulation in a multi-model ensem-
ble of coupled global climate models participants of fifth phase of the Coupled Model
Intercomparison Project (CMIP5) experiment and their performance is evaluated against
reanalysis data. Changes in the frequency of weather types under future climate are
examined by using model’s simulation from one Representative Concentration Pathway
emission scenario using future (RCP8.5). Furthermore, the relationship between weather
types and anomalies of maximum and minimum temperature is investigated.
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In Chapter 4 a synoptic-regression approach is proposed to examine the influence of
synoptic and local meteorological conditions on surface ozone concentrations over Europe.
One of the main goals of this study is to determine the influence of the main key-driving
factors of ozone. In this study, three different statistical methods are proposed to examine
the influence of several synoptic and meteorological factors on ozone concentrations in
three distinctive cases of the ozone distribution: the mean, the tail and the exceedances of
the distribution. Moreover, regional patterns of ozone’s drivers are identified.

Chapter 5 extends the analysis described in chapter 4, but with the primary objective
of evaluating the capability of a set of AQ models to represent the observed relationship
between surface ozone and meteorology. Through a statistical approach, this study focuses
on investigating the role of meteorological drivers in models in order to identify potential
sources of error when comparing to observations.

The thesis is concluded in Chapter 6 by summarising the main results from the previous
chapters and by answering the reseach questions mentioned above. Finally, this chapter
presents an outlook on issues that remained open and may be investigated in future studies.



Chapter 2

Methods

2.1 Methods

This research examines the impacts of the climatic factor on tropospheric ozone through
the use of two methods described in this section: a circulation classification approach and
regression methods integrating data from different sources.

2.1.1 Atmospheric classification

Synoptic climatology is the scientific field employed to relate larger-scale atmospheric
conditions to a broad range of local-scale environmental elements (Barry and Perry, 1973;
Yarnal et al., 2001) and it has been shown to be an efficient tool to explain these relation-
ships. Synoptic classifications, commonly referred as circulation weather types (CWT),
are used to categorize the continuum of atmospheric circulation into a number of discrete
types of weather providing information about the atmospheric conditions for a given region
(Beck and Philipp, 2010). The variability of atmospheric circulation is characterized by
CWT in terms of frequency changes of several patterns on different time and spatial scale
(Huth, 2000). In this context, a pattern can be defined through a field such as sea level
pressure, geopotential or any variable that describes the atmospheric circulation for each
time instant of the analysis on a grid (Huth et al., 2010). Overall, there is not one generally
best individual CWT and the choice of a classification methodology will depend on the
particular study and purpose (Huth et al., 2008). A wide range of classification schemes
have been developed under The European project “Harmonization and Applications of
Weather Types Classification for European Regions-COST733” which offers a general
numerical method for assessing, comparing and classifying atmospheric situations over
Europe (Huth et al., 2008, 2010; Philipp et al., 2010).
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At present, circulation patterns are used for many purposes: human mortality (Kas-
somenos et al., 2001); understanding the links with surface climate variables, such as
precipitation (Goodess and Jones, 2002; Lorenzo et al., 2008; Trigo and Dacamara, 2000)
or temperature (Chen, 2000); investigating the links with extreme events, such as storms
(Donat et al., 2010), or droughts (Paredes et al., 2006); analysis with environmental vari-
ables, for instance wildfire occurrence (Kassomenos, 2010) or air quality (Comrie, 1992;
Dayan et al., 2012; Demuzere et al., 2009; Kallos and Pielke, 1993; Leśniok et al., 2010;
Russo et al., 2014). Specifically in the context of air quality, a wide number of studies have
focused on examining the relationship between air pollution and synoptic patterns in differ-
ent regions around the world, for instance, in Australia (Hart et al., 2006), Canada (Cheng
et al., 2007), Greece (Flocas et al., 2009; Kallos and Pielke, 1993), United States (Comrie,
1992; Davis and Gay, 1993; Yarnal, 1993), China (Chen et al., 2008), United Kingdom
(Davies et al., 1992; O’Hare and Wilby, 1995), Portugal (Russo et al., 2014), Iberian Penin-
sula (Saavedra et al., 2012; Santurún et al., 2014), Netherlands (Demuzere and van Lipzig,
2010), Scandinavia (Tang et al., 2009), Israel (Dayan and Levi, 2002). They have shown
that the circulation patterns approaches can be successfully used for air quality applications.

The usefulness of CWT resides in the substantial information on the atmospheric
state and its use can provide some physical evidence in the driving of large-scale variable
conditions that form the basis of the environmental variables of study (Demuzere and
van Lipzig, 2010). Previous works have been investigating trends in surface climatic
variables to determine whether certain atmospheric patterns are related to specific sur-
face weather conditions and/or whether this relationship remains stable over long period
of times (Canynová and Huth, 2016). Moreover, an enhanced lifetime of circulation
types would indicate the persistence of atmospheric circulation, which would have im-
plications on regional weather conditions. For instance, some studies pointed out that
an increasing persistence of atmospheric circulation contributes to extreme temperature
events. Domonkos et al. (2003) investigated the long-term fluctuations in the frequencies of
winter and summer extreme events (cold and summer respectively) and they found strong
connections between the frequency of extreme events and the residence time of circulation
patterns. Kyselý (2007) found that the persistence of circulation patterns was linked to tem-
peratures anomalies and then, circulation patterns were conductive to heat and cold weaves.

The use of CWT in this research has been mainly motivated for several reasons. Firstly,
given that atmospheric circulation contains general information about local meteorological
conditions, it is an effective tool to obtain information about how large-scale processes
relate to other aspects of weather, such as temperature. Secondly, synoptic weather patterns
may directly influence surface ozone concentrations through the transport or accumulation
of ozone and its precursors. Finally, specific weather types can provide the most favourable
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meteorological conditions for ozone pollution, which is another indirect influence of
synoptic conditions on high ozone levels. For example, during summertime anticyclonic
situations are usually associated to warmer temperatures, abundant radiation and reduced
cloud cover that can promote pollution episodes.

One of the most well known schemes for classifying atmospheric circulation was devel-
oped by Lamb in 1972 for the British Isles and it was extended from 1861 to 1997 (Hulme
and Barrow, 1997). The original LWTs method classified manually the atmospheric pat-
terns (mostly using sea level pressure) according to the wind direction and circulation type.
Jenkinson and Collison (1977) presented an automated version of the subjective LWTs
classification. A comparison of both methods (Jones et al., 1993) showed the agreement
between them and the frequencies of the objective types were highly correlated to the
traditional Lamb types. Jones et al. (2013) also provided an extensive review about the
objective LWTs over the British Isles bases on extended reanalysis products.

The original Jenkinson and Collison (hereinafter, JC) classification uses a coarsely
gridded pressure data on a 16 grid-points with a 10º resolution in zonal and a 5º resolution
in meridional directions, for a central point located at 55ºN latitude and 5ºW longitude
(Fig. 1). Thus, the circulation pattern for a given day is described using the locations
of the centers of high and low pressure that determine the direction of the geostrophic
airflow. Each day is then assigned both, a vorticity type and a wind flow direction. Based
on the original catalogue and procedures (Jones et al., 1993), a set of indices associated
with the direction and vorticity of geostrophic flow are calculated. These indices are:
southerly flow (SF), westerly flow (WF), total flow (F), southerly shear vorticity (ZS),
westerly shear vorticity (ZW) and total shear vorticity (Z). They are calculated according
to the expressions detailed in the paper I (and references therein), as well as the rules
for classifying the days into the types. Specifically, this classification allows 27 types of
weather: 8 directional, 1 cyclonal (C), 1 anticyclonal (A), 8 hybrid cyclonal-directional, 8
hybrid anticyclonal-directional and 1 undefined.
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Figure 2.1 Configuration of the JC scheme originally applied over British Islands for a central
point (red dot) located at 5ºW, 55ºN surrounded by the 16-points (black dots).

The JC scheme has been used in many studies with a different resolution, 5º x 5º
(Lorenzo and Taboada, 2005; Trigo and Dacamara, 2000) and other configuration of
points (Dessouky and Jenkinson, 1977; Grimalt et al., 2012; Spellman, 2000). It has
been widely applied for many purposes involving different environmental variables, such
as precipitation (Cortesi et al., 2013; Russo et al., 2015; Vicente-Serrano et al., 2011),
snow depth (Vicente-Serrano and López-Moreno, 2006), temperature (Post et al., 2002)).
Moreover, this classification has been used to investigate extreme events, such as storms
(Donat et al., 2010), droughts (García-Herrera et al., 2007) and air pollution (Comrie, 1992;
Davies et al., 1992; Demuzere et al., 2009; Pope et al., 2014; Santurún et al., 2014; Tang
et al., 2009). Most of these studies were restricted to particular locations over Europe
(e.g. Iberian Peninsula, British Isles, Netherlands, Germany, or Scandinavia). Therefore,
motivated by this successful application in many different regions, this research consider
it worthwhile to develop an extended version of the JC classification at every grid-point
over the map in order to investigate directly and indirectly the influence of atmospheric
circulation on surface ozone. Although the JC classification was implemented around
the world, due to the scope of this dissertation, for the present study only the European
domain is considered. Thereby, in order to investigated the links between synoptic weather
types and European ozone pollution levels, the impacts of weather types on maximum
and minimum temperatures (one of the main influential meteorological drivers of surface
ozone) are further examined (paper I, Chapter 3). Finally, the second independent study
uses the airflow indices derived from the classification procedure to investigate their direct
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influence on surface ozone concentrations (paper II, Chapter 4).

The extended classification of the JC classification developed during this dissertation
will be released as a R-package to the CRAN package repository.

2.1.2 Statistical-regression methods

Statistical methods have been widely used within the context of air quality. In particular,
many studies have been assessed the impact of meteorology on tropospheric ozone. Statis-
tical techniques can be applied from a predictive point of view, to obtain ozone forecast
(e.g. Barrero et al., 2005; Chaloulakou et al., 1999; Comrie, 1997), to better understand
the underlying mechanisms (e.g. Ordóñez et al., 2005; Varotsos et al., 2013), but also
to investigate and estimate ozone trends (e.g. Bloomer et al., 2009; Bloomfield et al.,
1996; Gardner and Dorling, 2000). A representative study from Thompson et al. (2001)
established a review of the main statistical approaches applied for tropospheric ozone
evaluation, which were categorised into regression-based modelling, extreme values and
space-time methods. Overall, they concluded that there is not one simple method most
appropriate for all purposes and all meteorological scenarios, and thus, the choice of the
methodology will depend on the aim of the analysis and the meteorological conditions of
ozone formations for a given location. Schlink et al. (2003) comprehensively evaluated 15
different statistical techniques for ozone forecasting applied to ten data sets representing
different meteorological and emission conditions throughout Europe. They suggested
that those techniques that can handle nonlinearities might give better results for ozone
predictions.

In addition, combined regression analyses and circulation-based methods haven been
previously applied in the context of air quality, since they can reflect both local mete-
orological and atmospheric conditions (Cheng et al., 2007; Demuzere and van Lipzig,
2010; Demuzere et al., 2009; Tang et al., 2011). As described in Chapter 4 (paper II),
a synoptic-regression approach has been used to further investigate to role of synoptic
conditions along with local meteorological conditions on European surface ozone concen-
trations. While most of the former studies employed observational data set over specific
locations, this dissertation offers an extended synoptic-regression approach over Europe,
where statistical models are individually developed at each grid-point over the wide domain.

A brief description of the statistical models used in Chapters 4 and 5 is presented
below.
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Multiple linear regression

In the context of ozone pollution, one of the most widely used methods is linear regression
that assumes normality of the data distribution and linearity of the associations between
variables. Linear regressions are effective tools for identifying connections between spe-
cific meteorological conditions and the mean pollutant response. A large number of
studies have applied multiple linear regression (MLR) approaches for modelling tropo-
spheric ozone using not only meteorological variables as predictor variables, but also
introducing other pollutants (Barrero et al., 2005; Chaloulakou et al., 1999, 2003; Comrie,
1997; Demuzere and van Lipzig, 2010; Demuzere et al., 2009; Dueñas et al., 2011; Sousa
et al., 2006, among others). Model comparisons between linear and nonlinear regression
methods suggested that nonlinear approaches might be superior might be superior from
ozone forecast (e.g Chaloulakou et al., 2003; Comrie, 1997; Sousa et al., 2006)). However,
MLR approaches have been successfully applied due to their simplicity and particularly
because MLR models are more readily interpretable in terms of the underlying physical
mechanisms between the variables involved (when compared against non-linear methods)
(Demuzere et al., 2009; Gardner and Dorling, 2000). In this case, the use of MLR is an
appropriate and preferable method to investigate the ozone mean pollutant response and to
identify the most important drivers of ozone pollution levels as a whole.

MLR establishes a quantitative relation between the predictant and the predictor or
group of predictors that can be useful for a future prediction of such predictant (Abdul-
Wahab et al., 2005). The general form of the linear regression model can be expressed
as:

Ô3 = β0 +
n

∑
i=1

βiXi + ε (2.1)

where β0 is the intercept and βi are the coefficients to be determined by the linear
regression, which are independent variables (more detail about the variables used, see
Chapter 4 and 5), ε refers to the residuals terms and Ô3 are the modeled values of ozone
concentrations.

Quantile regression

The link between meteorology and ozone has been shown to be considerably dependent on
both space and time, which adds some non-linearities into their relationship and makes
more complicated ozone modeling, due to its changing behavior (Baur et al., 2004). This
implies that the contribution of the explanatory variables to ozone concentrations have
significant changes at different ozone concentrations (Baur et al., 2004; Munir et al., 2012).
In some specific cases, for example to examine the ozone response across the distribution,
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specifically at the extremes (e.g. above the 95th percentile), the use of a more flexible
technique is required. Quantile regression (QR) allows the examination of the entire distri-
bution of ozone, rather than measuring the central tendency of its distribution (Koenker
and Basset, 1978). Therefore, the choice of a QR approach is mainly motivated by its
flexibility to analyse the main drivers of peak ozone levels (i.e. 95th percentile).

Quantile regression (QR) (Koenker and Basset, 1978) expands the flexibility of both
parametric and non-parametric regression methods, and it allows the covariates to have
different impacts at different points of the distribution and the robustness to departures
from normality and skewed tails (Mata and Machado, 1996). In the context of high ozone
levels, QR is particularly important since it is a more flexible method for ozone modeling
with heterogeneous conditional distribution. Previous studies have shown the potential of
this technique in environmental research (Munir et al., 2012; Sousa et al., 2009). Baur
et al. (2004) modelled the impact of meteorology and the ozone persistence (ozone con-
centrations from the previous day) on ozone concentrations over Athens. They found
that upper air temperature had a major effect on high levels than on low levels of ozone.
Similarly, Sousa et al. (2008) used a QR approach for modelling ozone over Northern
Portugal and they found that wind direction was influential in the medium quantiles, while
relative humidity was more important in the higher quantiles. A more recent study from
(Porter et al., 2015) found key differences in covariate sensitivities of ozone across US
and quantiles. Overall, they showed that the key drivers of high-quantile ozone levels
were temperature and relative humidity in summer, and incoming radiation flux in winter.
These studies suggested that QR methods might provide important insights on the different
determinants of ozone concentrations.

QR can be seen as an extension of the least squares estimation of conditional mean
models and it specifies the conditional quantile function:

Ô3 = β

(
τ

)
0 +

n

∑
i=1

β

(
τ

)
i Xi + ε

(
τ

)
(2.2)

In this case the constants β

(
τ

)
0 and β

(
τ

)
i are estimated for the different percentiles

using each time the entire dataset (e.g. 0.95 percentile). Therefore, the intercept and the
coefficients will be generated independently for each selected quantile (Koenker, 2005).

Generalized linear model

As mentioned, the complex relationship between the meteorological factor and ozone im-
plies that its behaviour varies considerably with the ozone distribution. This means that at
high ozone levels the influence of meteorology might play a different role than in a normal
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distribution of surface ozone concentrations. Within the framework of regression-based
methods, generalized linear models (GLMs) (Nelder and Wedderburn, 1972) are an exten-
sion of the classical linear regression models that somewhat relaxes the strict linearity of
assumptions of linear models. The use of GLMs allow the expected value of the response to
depend on a smooth monotonic function of the linear predictor and the response can follow
any distribution from an exponential family (e.g., binomial, gamma etc.) (Wood, 2006). In
this study, GLMs are selected to estimate the probability of ozone exceedances based on
the current target values: 120 µg/m3 and 100 µg/m3 (EU, 2008; WHO, 2005, respectively).

GLMs have been applied for analysing daily rainfall sequences and daily maximum
wind speed (Chandler and Wheater, 2002; Yan et al., 2002) and they showed their potential
for representing complex relationship among variables in the climate system. GLMs are
effectively probability models that can simulate realistic sequences (or occurrences) of
environmental variables. Some authors successfully applied GLMs for analysing ozone
concentrations and the role of meteorological variables (Camalier et al., 2007; Davis et al.,
2011). Furthermore, in the context of nonlinear methods, many studies have proposed
the use of generalized additive models (GAMs), which are GLMs with a linear predictor
involving a sum of smooth functions of covariates (Hastie and J.Tibshirani, 1990), to
investigate the nonlinear associations between ozone and meteorological variables (e.g.
Carslaw et al., 2007; Davis et al., 1998; Gardner and Dorling, 2000; Munir et al., 2011).
Generalized linear models (Nelder and Wedderburn, 1972) allow for response distribu-
tions other than normal, and for a degree of non-linearity in the model structure (Wood,
2006). The general equation can be expressed in a similar way as in (1), but in this case
now Ô3(τ)represents the link function that relates the mean of the response to the linear
predictors in the model. In our case, the response variable takes two possible outcomes (0
or 1) and it is modelled using a binomial distribution.

The following three chapters describe in detail the application of the methods presented
in this chapter as well as the data used in each study.
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Abstract
The present work assesses the relationship between local and synopticmeteorological conditions and
surface ozone concentration over Europe in spring and summermonths, during the period
1998–2012 using a new interpolated data set of observed surface ozone concentrations over the
European domain. Alongwith localmeteorological conditions, the influence of large-scale atmo-
spheric circulation on surface ozone is addressed through a set of airflow indices computedwith a
novel implementation of a grid-by-grid weather type classification across Europe. Drivers of surface
ozone over the full distribution ofmaximumdaily 8 h average values are investigated, alongwith
drivers of the extreme high percentiles and exceedances or air quality guideline thresholds. Three
different regression techniques are applied:multiple linear regression to assess the drivers of
maximumdaily ozone, logistic regression to assess the probability of threshold exceedances and
quantile regression to estimate themeteorological influence on extreme values, as represented by the
95th percentile. The relative importance of the input parameters (predictors) is assessed by a backward
stepwise regression procedure that allows the identification of themost important predictors in each
model. Spatial patterns ofmodel performance exhibit distinct variations between regions. The
inclusion of the ozone persistence is particularly relevant over southern Europe. In general, the best
model performance is found over central Europe, where themaximum temperature plays an
important role as a driver ofmaximumdaily ozone aswell as its extreme values, especially during
warmermonths.

1. Introduction

Tropospheric ozone has adverse impacts on human
health (Fang et al 2013), forests and agricultural crops
(Booker et al 2009), and contributes to climate change
(Jacob andWinner 2009). Given the harmful effects of
high ozone concentrations, especially in terms of
human health, ozone remains an important air quality
issue. Therefore, the World Health Organization
(WHO) Air Quality Guidelines (AQG) have set
100 μg m−3 (as a maximum daily value of the 8 h
running mean) as a target value for ozone for the

protection of human health, while the European
Union suggests 120 μg m−3 (WHO2014c).

Surface ozone concentrations are strongly depen-
dent on meteorological variables, such as solar radia-
tion fluxes, temperature, cloudiness, or wind speed/
direction (Dueñas et al 2002, Gardner and Dor-
ling 2000). Atmospheric circulation controls the short
and long-term transport (Demuzere et al 2009) of
ozone, and it can also affect the interaction among
ozone precursors, facilitating its formation and
destruction (e.g., Davies et al 1992a, 1992b, Comrie
and Yarnal 1992, Saavedra et al 2012). In addition, the
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transport of emitted ozone precursors from urban and
industrialised areas may even cause photochemical
production of ozone in regions far from the source of
the emissions (Holloway et al 2003). The relationship
between surface ozone and meteorological variables is
complex and nonlinear (Comrie 1997), but is usually
strongest in summertime due to high temperatures,
peak solar radiation and stagnant conditions (Jacob
andWinner 2009, Andersson and Engardt 2010).

The motivation for this study is to investigate the
spatial response of surface ozone to meteorology and
prevailing atmospheric conditions to better under-
stand the drivers of surface ozone and its variability.
One of the main objectives of this work is to examine
the relevance of different meteorological variables of
surface ozone over Europe, in order to better under-
stand how ozone air quality could be expected to
change under future climatic conditions. Our
approach is novel as it is not restricted to small regions
or single countries but the entire European domain as
we combine a recent gridded data set of interpolated
surface ozone concentrations with a novel imple-
mentation of a circulation classification method
applied to a gridded meteorological reanalysis data set
for Europe. We aim to identify the most important
drivers of maximum daily ozone levels as well as char-
acterize the drivers of extreme ozone levels, in spring
(March, April, May) and summer (June, July, August)
months during the period 1998–2012. For these pur-
poses, statistical models are built for each grid cell in
the European domain using three different regression
methods: multiple linear regression to assess the dri-
vers of the mean as well as quantile and logistic regres-
sion for high percentiles and threshold exceedances
respectively.

2.Data andmethods

We use a recent interpolated data set of observed
maximum daily 8 h average surface ozone (MDA8)
concentrations provided by Schnell et al (2015), who
have developed an objective mapping algorithm to
calculate hourly surface ozone averaged over 1° by 1°
grid cells, over the period 1998–2012. This interpola-
tion of surface ozone concentrations provides a
1°×1° product with a similar resolution to current
global CTMs and allows for the examination of the
influence of atmospheric circulation andmeteorologi-
cal conditions from different data sets in a similar
resolution.

The ECMWF ERA-Interim reanalysis dataset
(1°×1°) (Dee et al 2011), for the same period of time,
1998–2012, is used. Daily mean values are calculated
as the mean of the four available analysis fields at 00,
06, 12, and 18UTC for the following variables: mean
sea level pressure, zonal (u) and meridional (v) wind
components at 10 meters, temperature at 2 m, total
cloud cover, geopotential and relative humidity, both

at 1000 hPa. Maximum of temperature is obtained as
the maximum of these four values per day. Moreover,
dailymeans are also computed from the 3-hourly fore-
cast fields: surface solar radiation downwards and sur-
face thermal radiation downwards. This data defines
the local meteorological conditions at each grid cell.
Additionally, we define synoptic scale potential
meteorological drivers in the following.

2.1. Synopticmeteorological conditions
This study uses an objective scheme developed by
Jenkinson and Collinson (1977) of the Lamb weather
types catalogue (Lamb 1972) to classify daily atmo-
spheric circulation. The original scheme, developed
for the British Isles, has been widely used for other
regions in mid-latitudes, mostly in the north of the
European continent (e.g., Spellman 2000, Trigo and
Dacamara 2000, Linderson 2001, Goodess and
Jones 2002, Tomás et al 2004, Grimalt et al 2013) for
many different purposes.We offer a novel approach of
the traditional objective Jenkinson and Collinson
(1977) (in the following refer to as JC97) classification,
by applying the scheme point-by-point (i.e., at each
grid-cell) and thus, a new gridded data set of daily
weather types (WT) is created.

According to the JC97 procedure, daily circulation
is characterized through the use of a set of airflow indi-
ces (Lamb indices) associated to the direction, speed
and vorticity of geostrophic flow (Jones et al 1993).
Such indices of air flow computed for categorizing
weather types (i.e., vorticity, strength and direction of
the flow) can be used directly as predictors in a regres-
sionmodel (Maraun et al 2011, 2012) and they contain
the information about the intensity of a given weather
type and its subsequent relation with ozone con-
centrations (Hegarty et al 2007). As Conway et al
(1996) point out two important advantages of using
these: firstly, they provide information about the
development of the circulation system without the
need of separating into categories; secondly, and espe-
cially important for our statistical analysis, they are
continuous variables, rather than categorical variables
such as Lamb weather types. Hence, a set of airflow
indices extracted from the JC97 classification is inclu-
ded as predictors in themodel development (table 1).

2.2. Statisticalmodel development
Multiple linear regression (MLR) is considered an
effective tool to study the relationship between the
predictors and the mean of the response variable,
allowing identification of the main drivers of MDA8
surface ozone concentrations. MLR models and their
estimation using ordinary least-squares is one of the
most used techniques for statisticalmodelling of ozone
pollutant concentrations (Thompson et al 2001).
Furthermore, combined regression analysis and circu-
lation-based methods have been applied in air quality
research (Cheng et al 2007a, 2007b, Demuzere and van
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Lipzig 2010a, 2010b, Pearce et al 2011) with the
advantage that this approach may reflect both local
meteorological conditions and large-scale atmo-
spheric circulation (Tang et al 2011). Here, we apply
MLR to analyse themean of surface ozone response.

Statistical methods such as quantile regression
(QR) (Koenker and Basset 1978) expand the flexibility
of both, parametric and non-parametric regression
methods. For instance, QR allows the predictors to
have different impacts at different points of the dis-
tribution and the robustness to departures from nor-
mality and skewed tails (Mata andMachado 1996). QR
has shown its effectiveness in environmental studies
where extreme values are important (Sousa et al 2008,
Munir et al 2012) and for which the previous models
(MLR) would fail due to their dependence on the
mean (Munir et al 2012). Here, QR is applied to exam-
ine the effect of the meteorological drivers at the 95th
percentile.

The current target values from the WHO (AQC)
and the EU legislation set relevant thresholds for
ozone concentrations. We use logistic regression (LR)
to model the probability of ozone exceedances over
these thresholds depending on the most important
drivers. Logistic regression is a special case of general-
ized linear models (Nelder and Wedderburn 1972,
McCullagh and Nelder 1989), which is a general-
ization of classical linear regression. It includes a static
non-linear transformation (link-function) and the
response is not restricted to a normal distribution
(Wood 2006). Occurrences of threshold exceedance
can take values of 0 (not exceeded) or 1 (exceeded), so
the associated distribution for probabilities of these
exceedances is the binomial distribution.

One common problem of logistic regression
emerges due to an insufficient number of events (i.e.,
exceedance) with respect to the number of predictors.
Previous studies suggest the use of 10–20 events per
variable (Harrel et al 1985, Agresti 2007), while others
concluded that only 5–10 events are sufficient (Ped-
uzzi et al 1996). In our case this number of events
depends on the threshold chosen for exceedance of
ozone concentration: 100 μg m−3 (∼50 ppb) and
120 μg m−3 (∼60 ppb), motivated byWHOAQGs and
EU respectively. Taking into account the above sug-
gestions for the minimum number of events, we use
100 events at a grid cell for a logistic regression to be

performed (which would cover the number of 5–10
events suggested, in this case, 17 predictors).

2.3. Selection of predictors
The choice of the input parameters and selection of the
most appropriate variables is a crucial step in statistical
modelling. We include some of the most commonly
used parameters as potential predictors among which
we systematically select: maximum temperature
(Camalier et al 2007, Demuzere et al 2009), relative
humidity (Dueñas et al 2002, Sousa et al 2008), total
cloud cover (Bloomfield et al 1996), solar radiation
fluxes (Chaloulakou et al 2003, Baur et al 2004),
geopotential height (Camalier et al 2007, Porter
et al 2015) and wind speed (Dueñas et al 2002). More-
over, 7 airflow indices, that add information about the
relationship between ozone and prevailing synoptic
conditions are also included. Additionally harmonic
functions capture the effect of seasonality as in Rust
et al (2009). Table 1 provides the list predictors used in
the regressionmodels.

The possibility of pollution episodes when levels of
previous day concentrations are higher than normal
has been reported by previous studies (Robeson and
Steyn 1990, Ziomas et al 1995). Persistence of ozone
(the use of values from the previous day) as used for
precipitation in Rust et al (2013)may be a straightfor-
ward predictor that usually plays an important role to
predict ozone concentrations (Barrero et al 2005,
Banja et al 2012). Moreover, it has been shown that
model performance increases by including persistence
of air quality variables (Pérez et al 2000, Smith
et al 2000, Grivas and Chaloulakou 2006). Therefore,
persistent polluted episodes are accounted for by
including the previous day of ozone (24 h time lag)
explicitly as a predictor.

The selection of predictors is made independently
for each grid-cell through a backward stepwise regres-
sion procedure. Starting with a model that includes all
potential predictors, at each step the least important is
sequentially removed from the regression equation
according to the Akaike information criterion (AIC,
Akaike 1974). In many cases predictor variables are
related to each other, which leads to multicollinearity,
typically resulting in underestimation of confidence
intervals. A simple way to detect collinearity is to look
at the correlation matrix of the predictors. In our case,

Table 1.Predictors used in the regressionmodels: localmeteorological parameters, airflow indices, seasonal components and lag ozone.

Localmeteorological parameters Definition Synopticmeteorological parameters Definition

Tx Maximum temperature WF Westerly flow

RH Relative humidity SF Southerly flow

SR Surface solar radiation TF Total Flow

ST Surface thermal radiation VW Westerly shear vorticity

Gh Geopotential height VS Southerly shear vorticity

TC Total cloud cover V Total shear vorticity

Ws Wind speed at 10 m D Direction offlow

Cy sin (2πd/365) , cos (2πd/365) LO3 Lag ofO3 (24 h)
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we found some frequent strongest correlated pairs of
predictors (e.g., total shear vorticity with both westerly
and southerly components, westerly flow and direc-
tion of the flow, geopotential and total shear vorticity
or relative humidity and solar radiation), which might
potentially lead to unstable parameter estimates.
Therefore, to deal with this situation a multi-
collinearity index known as variance inflation factor
(VIF) is commonly used (Maindonald and
Braun 2006). In our procedure particularly the, vari-
ables with a VIF above 10 are left out of the equation
(Kutner et al 2004). After selecting the best candidates
at each grid-cell independently, we assess the models
performance in terms of the coefficient of determina-
tion R2 (0<R2<1), with larger values indicating
more variability described by the model according to
their influence.

The predictor’s relative importance is assessed at
each grid-cell over Europe. In the case of linear regres-
sion methods, the main important predictors of the
ozone are estimated using the coefficient of determi-
nation R2, which is partitioned by averaging over
orders, according to the method proposed by Linde-
man et al (1980) (Grömping 2007). To examine the
drivers of ozone exceedances, the predictors are first
normalized. In QR the relative importance of the dri-
vers is estimated by using an analysis of variance
(ANOVA), which is frequently applied as a test of sig-
nificance. Then, a comparison between a model with
and without a predictor shows the importance of this
parameter. We rank the drivers in relation to their
absolute value of the significance test and their nor-
malized coefficients. A similar process based on the
absolute value of the t–statistic for each individual
parameter is applied in LR.

3. Results

3.1.Drivers ofmaximumdaily 8 h ozone
Table 2 summarizes each predictor’s frequency of
selection used in the MLR models for summer and
spring. The screening process leaves the ozone persis-
tence (LO3) as the most used predictor for both
seasons. In summer, this is followed by the maximum
temperature (Tx), the thermal surface radiation (ST),
the airflow indices related to the strength of the
resultant flow: southerly flow (SF) and westerly flow
(WF), as well as the wind speed (Ws). The total
vorticity airflow (V) is always removed due to the high
correlations with its two components. The least
frequently chosen predictors in summer are the total
cloud (TC) and the solar radiation (SR). The results
obtained for spring show that the most frequent
predictors after ozone persistence are relative humid-
ity (RH) and Tx, followed by the SF airflow index, and
SR The direction of the flow (D) along with the total
flow (F), show the lowest frequency of appearance.

The performance of the models is higher in sum-
mer than in spring and this feature is especially
observed in central and north-west Europe (figure 1).
Overall, the inclusion of LO3 improves the model,
which is reflected by the relative contribution to total
explained variance and its relative importance in the
model (figure 2). Our results show that LO3 has a
stronger influence in some specific regions. For exam-
ple, we detect that the model’s performance inmost of
south Europe improves markedly due to the effect of
LO3. In particular, the increase is more pronounced
over southeastern regions (i.e. Balkan Peninsula) in
both seasons, whereas in some grid-cells over the
southwest (e.g., Spain) there is a slight increase of the
performance in spring.Models over north Europe also
improve because of a larger effect of LO3, especially in
summer. The relatively weak role of meteorological
variables as predictors in all these regions (e.g., the
Iberian Peninsula, Balkan Peninsula or Scandinavian),
and the influence of persistence of ozone over those
specific grid-cells, may suggest a stronger role for pre-
cursor emissions in driving ozone concentrations in
these regions. However, in central Europe the models’
performance is robust and it is observed that some
meteorological parameters (e.g., Tx, RH or SR) play an
important role in explaining most of the ozone var-
iance. That suggests that there is a significant influence
of meteorological variability in driving maximum
daily ozone in this region. The mean bias has been
assessed in the supplementarymaterial, (section 3).

The spatial distribution of the first three drivers of
ozone in spring and summer show the effect of the
ozone persistence over most of Europe (figure 2). In
general, the inclusion of the harmonic functions (Cy)
reveals different regional variations of the seasonal
cycle (e.g., northeast Europe). From a statistical point
of view, Cy can be considered as a proxy of physical
processes and thus, its dominant role in some regions
might be explained by a major dependence of the Cy
on other parameters (e.g., SR or Tx). Given that both
variables (LO3 and Cy) are not directly meaningful
physical drivers of ozone, we focus hereinafter on
describing the role of the meteorological predictors as
ozone drivers. Moreover, the strength of the relation-
ship between each predictor and ozone can be inter-
preted in terms of the magnitude and the sign of the
predictor’s coefficient (not shown).

In spring, RH and SR are leading meteorological
drivers of ozone over most of Europe. Tx is also
another important driver, although less dominant in
some places over north and central Europe. RH has a
negative relationship with ozone, and it is an impor-
tant driver in the northeast and in some regions in the
west, specifically most of Portugal and Ireland. The
impact of RH on ozone has been reported in previous
studies that found strong negative correlations
between relative humidity and ozone (Demuzere
et al 2009, Dueñas et al 2002). Higher levels of humid-
ity usually imply more cloudiness and instability,
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Table 2. Frequency (%) of selection of predictors in theMLRmodels developed inMAMand in JJA over all grid points.

MLR N°Models Season LO3 Tx RH Gh SR ST Ws TC WF SF TF VW VS D

969 MAM 100 80.0 85.3 45.1 73.4 55.1 61.2 54.3 62.8 75.2 41.8 51.4 49.6 35.1

969 JJA 100 90.5 71.5 56.2 53.3 75.7 72.9 45.1 74.9 74.7 55.3 61.9 57.0 54.8
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which suggests a reduction of ozone production
(Camalier et al 2007, Porter et al 2015). A similar nega-
tive relationship is found for other meteorological
variables associated with conditions of instability (TC,
WF, and VW) in some specific grid-cells in the eastern
regions. In contrast, SR has a positive effect on ozone
and it appears as an important driver over central and
south Europe.

In summer the clear dominantmeteorological dri-
ver is Tx, which is positively related to ozone, espe-
cially over central Europe where it has a larger impact.
Tx is also significant in the eastern and southern
regions, albeit with a smaller effect. The influence of
the temperature on biogenic emission has been widely
investigated and in particular, the emissions of the bio-
genic ozone precursor isoprene increase with increas-
ing ambient temperature (Pusede et al 2014).

Moreover, high temperatures are usually also asso-
ciatedwith enhanced evaporative emissions of anthro-
pogenic VOCs (volatile organic compounds)
(Ordóñez et al 2005). Previous studies have been
established a VOC-limited regimen over those regions
(Beekmann and Vautard 2010), which could explain
the larger dependence of ozone onmaximum temper-
ature under specific VOC-limited conditions (Pusede
et al 2014). In addition, the enhanced thermal decom-
position of peroxyacyl nitrates (PANs) at high tem-
peratures yields higher in situ ozone production, but
lower downwind production (Sillman and Sam-
son 1995). This dominance of Tx during the warmer
months could be explained by its effect on ozone pre-
cursors. Other variables also play important roles in
summer: for instance, RH and WF, both with a nega-
tive effect, are dominant drivers in the western

Figure 1. Spatial distribution of the R2 forMLR forMMA (left) and JJA (right).

Figure 2. Spatial distribution of themost important driver (left), secondmost important (middle) and thirdmost important (right) of
ozone inMLR for both seasons:MAM (top) and JJA (bottom).
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regions, SR positively related to ozone in some grid-
cells in southern and northern regions, or the airflow
indices SF and VS with a negative effect on ozone.
These results point out the main drivers of ozone are
dominated by local meteorological parameters, rather
than the airflow indices that define synoptic meteor-
ological conditions.

3.2.Drivers of extreme ozone conditions
Table 3 summarizes the frequency of explanatory
variables in the QR analyses of the 95th percentile of
MDA8 ozone, both for spring and summer. After the
screening process the LO3 is always selected as a
predictor for both seasons. Tx and the airflow index SF
are the most selected predictors in summer, while D
and TC are those with the lowest frequency. In spring,
SR and RH are the most used variables at the 95th
percentile and Tx and D are the least used. In this case,
less than 50% models include Tx in the predictor’s
subsets due to the high level of multicollinearity of Tx
with the rest of the variables. Unlike in the MLR
models, now the selection procedure during the spring
months replaces Tx with other variables, and it does
not appear to be a significant variable for modelling
the high ozone percentiles.

Given that the number of exceedances depends on
the chosen threshold, a different set of LR models is
developed in spring and summer (table 4). Here, we
specifically focus on logistic modelling for the 50 ppb
limit (LRex50), for which there is a larger number
of ozone exceedances over most of Europe. The
results obtained with two higher limits, 55 and 60 ppb
can be found in the supplementary material,
(section 2).

Table 4 summarizes the frequency of appearance
of individual predictors in the modelling process
LRex50. LO3 is the most often selected variable in both
seasons. Moreover, the screening process shows that
SR, SF and RH are the most frequent used predictors
in spring, whereas in summer these are Tx,Ws and ST.
In general, D shows the lowest frequency of appear-
ance in summer, whereas in spring Tx is least frequent.
As in the QR analysis, the frequency of Tx con-
siderably decreases in spring due to the multi-
collinearity with the rest of the variables. This result
suggests that in spring Tx is less relevant for driving
extreme values of ozone in many grid-cells, which dif-
fers from the result obtained when examining drivers
of the whole distribution of ozone values. In that case,
Tx along with RH appears to be one of the most fre-
quent variables in spring (table 2).

The model’s performance in QR at the 95th per-
centile shows that, in general, models perform better
in summer than in spring over most of Europe
(figure 3). Models over some grid-cells in west Europe
(e.g., UK) show the poorest performance in spring,
while in some grid-cells over southwest Europe (e.g.,
Spain) a decreasing performance in summer is found.

The bestmodel performance is observed in central and
northwest Europe, particularly in the warmermonths.
Additional analysis about model performance can be
found in the supplementary material (section 3).
Moreover, our results confirm the role of Tx, which is
the first driver of ozone extreme values in central and
northwest Europe in summer (see supplementary
material, figure S1).

Figure 4 depicts the performance of the logistic
models regression for the threshold 50 ppb. In general,
models over south Europe perform better in spring
than in summer, specifically in some regions such as
Spain, North Italy, or South Balkan. However, the best
performance is shown in central and northwest Eur-
ope, particularly in summer. Additional measure-
ments of the goodness of the models have been
analysed (supplementary material, section 3). The
influence of LO3 ismainly noticed in south and north-
east Europe (figure 5). However, there are some domi-
nant meteorological drivers of ozone exceedances
above 50 ppb: Tx, SR and RH. SR and RH are domi-
nant in spring, while Tx becomes a significant driver of
extreme ozone values in summer, especially in central,
northwest Europe, and also in some specific southern
locations. Both parameters show up as positive drivers
of ozone extremes, though the influence of Tx is
slightly higher in most of the grid-cells. These results
show a seasonal and regional variation of drivers of
extreme ozone conditions, which are mainly domi-
nated by local meteorological parameters (i.e., RH, SR
and Tx) in some specific regions (e.g., northwest and
central Europe).

4. Summary and conclusions

This study investigates the role of synoptic and local
meteorological variability as a driver of surface con-
centrations of ozone, a toxic air pollutant. Addition-
ally, by using a novel implementation of the JC97
classification, we are able to assess the effect of atmo-
spheric circulation on a gridded ozone dataset. Three
different regressionmodels are employed to determine
the drivers of maximum daily 8 h average ozone
concentrations, as well as their extreme values as
represented by their 95th percentiles, and exceedances
of air quality guideline thresholds.

The drivers of surface ozone are identified during
the model development using screening procedures
that sequentially remove less significant drivers. The
performance of the models is generally better in sum-
mer than spring. Geographically, the best perfor-
mance is found in central and northwestern Europe
(e.g., France, Belgium, Netherlands, Germany,
Poland, Czech Republic, Austria or Switzerland). The
inclusion of a one-day lag of ozone provides an addi-
tive value for predictions. Our results show that incor-
porating ozone persistence is particularly relevant in
the southeast of Europe, especially in the Balkan
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Table 3. Frequency (%) of selection of predictors in theQRmodels developed inMAMand in JJA for the 95th over all grid points.

QR N°Models Season LO3 Tx RH Gh SR ST Ws TC WF SF TF VW VS D

969 MAM 100 38.2 88.1 70.1 93.6 83.4 70.1 71.9 70.8 80.6 71.1 70.8 68.0 61.8

969 JJA 100 89.2 79.9 66.9 78.0 77.4 75.4 65.2 77.3 82.7 65.6 70.7 71.1 65.0
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Table 4. Frequency (%) of appearance of predictors in the LRmodels developed inMAMand in JJA for the selected threshold exceedances (50 ppb) over all grid-points.

LRex50 N°Models Season LO3 Tx RH Gh SR ST Ws TC WF SF TF VW VS D

777 MAM 100 27.5 75.4 34.7 78.8 70.4 63.3 40.4 53.5 77.1 32.9 42.5 37.6 29.1

530 JJA 100 81.5 59.8 38.9 47.2 74.7 76.6 35.3 67.0 63.6 42.6 40.2 57.4 37.0
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Peninsula. However, we find that meteorological dri-
vers account for most of the explained variance of
ozone in most of the grid cells over central and north-
west Europe.

One of the main drivers of ozone is the daily max-
imum temperature, which shows a positive relation-
shipwith ozone.We identify some specific areas where
ozone is particularly sensitive to maximum temper-
ature in summer (i.e. central and northwest Europe),
which we suggest could be due to the effect of temper-
ature on emissions of VOCs in this region which pre-
vious studies have been shown to be in a VOC-limited
chemical regime. Maximum temperature becomes a
key driver when ozone exceeds air quality target values
(50 and 60 ppb). There is also considerable regional
variation of the effect of maximum temperature: in
southern and northern Europe, maximum temper-
ature also appears as a driver but with a smaller
effect. Relative humidity and solar radiation, nega-
tively and positively related to ozone, respectively,
appear as other relevant drivers, particularly in spring.

Our results reveal some influence of the airflow indices
on ozone in specific grid-cells, which suggests that the
effect of wind speed and direction plays a role in influ-
encing surface ozone concentration only in a small
number of locations in Europe.

In conclusion, this statistical analysis provides
insights into the strongest meteorological drivers of
ozone, which play a significant role during the warmer
months. Climate change is expected to influence
regional weather conditions, such as warmer tempera-
tures or stagnant conditions, and an increase in heat-
waves (Russo et al 2015), which will likely adversely
affect ozone levels and, consequently, air quality in
Europe.With the regressionmodels developed, we are
able to identify regions, whichmay be particularly vul-
nerable to increased episodes of high ozone in the
future, and where special attention should be paid to
mitigation strategies. Our results imply that central
Europe may be especially vulnerable to such increased
episodes of high ozone in the future.

Figure 3. Spatial distribution of R2 inQR at the upper percentile 95th forMAM (left) and JJA (right).

Figure 4. Spatial distribution of R2 in LRwhen analysing the limited value of 50 ppb, inMMA (left) and JJA (right).
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This is the supplementary data to the research paper “Statistical approach for assessing the influence 
of synoptic and meteorological conditions on surface ozone concentrations over Europe” and it 
provides further information about additional results obtained. 
 
 
 
SD1. Drivers of ozone extreme conditions: 
 

 
The analysis of the sensitivities of ozone extremes to the different individual predictors allows us to 
identify the main drivers of high ozone levels. Results of the predictor’s importance show that drivers 
of high percentile of ozone are mainly dominated by local meteorological conditions, specifically, RH 
and SR in spring and Tx in summer (figure S1). SR and Tx are positively correlated with ozone, 
whereas RH has a negative effect on surface ozone. Tx might be considered as one of the most 
important driver of ozone extreme values in JJA in many places over Europe, especially over Central 
and North-West Europe (bottom of figure S1). This result is consistent with a recent quantile 
regression analysis performed over the US that showed the dominance of the temperature in the 
summertime (Porter el al 2015). Overall, the airflow indices WF, SF and VS also play a role in many 
grid-cells. WF and VS are in general negatively related to ozone, while SF shows a change of sign 
that is dependent on the grid-cell. Our findings indicate that Tx might be considered the main driver 
of ozone extreme values in JJA, but also in some specific grid-cells high ozone levels would be 
influenced by the prevailing atmospheric conditions.  
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Figure S1. Spatial distribution of the most important driver (left), second most important (middle) and third 
most important (right) of ozone at the highest percentile (95th) in both seasons: MAM (top) and JJA (bottom). 
 
 
 
 
SD2. Logistic regression: 
 
For surface ozone a daily maximum 8-hour average threshold is specified (120 µg/m3) in the 
European union (EU) 2008 directive (EU, 2008c). Additional logistic regression analysis using this 
limit (~60ppb) and a lower one (55ppb) provide further information about drivers of ozone 
exceedances. In those cases, a different number of models are developed depending on the number of 
event of ozone exceedances. For example, in spring only a few cell-grids register more than 100 days 
with ozone levels above 60 ppb, which leads a total of 31 models developed, while in summer there is 
an increasing number of grid-cells with more episodes of high levels of ozone. The numbers of 
models increases when using the threshold of 55ppb (table S1). 
 
The frequency of appearance of predictors (table S1) shows that SR, Ws, SR and RH are the most 
often selected predictors in spring, while Ws, Tx, and ST are more used in summer when the 
threshold of 55ppb is used. The frequency of appearance when the threshold is higher shows that SR, 
Ws and ST are most often selected predictors in spring, and Ws, Tx and ST in summer. The main 
difference between these frequencies is the decrease of the appearance of the RH in spring for the 
highest threshold. This could be explained due to the reduced number of models in spring, especially 
in North-West Europe where RH plays an important role.  
 
Overall, D is the variable with lowest frequency of appearance in summer, whereas in spring Tx. This 
result indicates that Tx during the spring season is not a relevant variable for modelling ozone 
exceedances, which is in agreement with the results obtained for the logistic regression by applying 
lowest limit value (50ppb) and the QR analysis. 
 
Figures S2, S3 depict the performance of the logistic models regression when applying the thresholds 
55 and 60 ppb. The best model’s performance is observed in summer in those models developed over 
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North-West and Central Europe (e.g., France, Belgium, Netherlands, Austria or Germany. On the 
contrary, the poorest performance is shown over South Europe, in particular over the Iberian 
Peninsula.  
 
The analysis of the three most important predictors reveals that LO3 has a significant effect over 
South-East Europe (figures S4, S5). The results from the LR models that uses 55ppb as a threshold 
show that RH is a key driver of the ozone exceendances in some grid-cells over North-West and 
Central Europe, and SR dominates in some regions over Central and South-Europe, in spring. The 
analysis of the most important drivers in summer, when using both thresholds, point out Tx is a key 
driver over Central and North-West Europe (e.g. north of France, Belgium, Netherlands, Germany, 
Austria or Poland), which is in agreement with our previous results.  
 
Additionally, and according to the results obtained from the LR using different thresholds, the top 
drivers of ozone exceendances are summarised in tables S3, S4 for spring and summer, respectively.  
 
 
 
 
Table S1. Frequency (%) of appearance of predictors in the LR models developed in MAM and in JJA for the 
selected threshold exceedances (50ppb) over all grid-points. 
 

LRex55 Nº Models Season LO3 Tx RH Gh SR ST Ws TC WF SF TF VW VS D 
 318 MAM 100 17.9 67.0 34.6 81.8 70.8 74.5 43.5 54.4 63.2 31.4 39.3 32.4 23.3 
 417 JJA 100 76.0 58.8 45.8 42.2 72.7 80.1 39.8 64.0 60.9 45.6 37.9 40.8 35.0 

 
 
Table S2. Frequency (%) of appearance of predictors in the models developed in MAM and in JJA, LRLO3 and 
LR for the selected threshold exceedances (60ppb) over all grid-points. 
 

LRex60 NºModels Season Lo3 Tx RH Gh SR ST Ws TC WF SF TF VW VS D 
 31 MAM 100  29 48.4 51.6 74.2 61.3 67.7 51.6 29.0 51.6 9.7 38.7 29.0 35.5 
 276 JJA 100 71.4 55.8 44.2 37.7 63.8 81.5 41.3 58.0 55.1 46.0 37.3 38.0 36.6 

 
 
 

 
Figure S2. Spatial distribution of R2 in the LR models when analysing the limited value of 55 ppb, in MMA 
(left) and JJA (right). 
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Figure S3. Spatial distribution of R2 in the LR models when analysing the limited value of 60 ppb, in MMA 
(left) and JJA (right). 
 
 

 
 
Figure S4. Spatial distribution of the most important driver (left), second most important (middle) and third 
most important (right) of ozone in LR for ozone exceedances (55ppb) for both seasons: MAM (top) and JJA 
(bottom). 
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Figure S5. Spatial distribution of the most important driver (left), second most important (middle) and third 
most important (right) of ozone in LR for ozone exceedances (60ppb) for both seasons: MAM (top) and JJA 
(bottom). 
 
Table S3. Frequency (%) of appearance of the top drivers of ozone exceedances in spring. The bold numbers in 
brackets indicate the number of models developed for each threshold. 
 

Predictor ex50 (777) ex55 (318) ex60 (31) 
LO3 90.2 93.4 100 
RH 3.6 3.5  
Tx 3.6 0.9  
SR 1.4 1.9  
ST 0.8 0.3  
SF 0.3   
Ws 0.1   

 
Table S4. Frequency (%) of appearance of the top drivers of ozone exceedances in summer. The bold numbers 
in brackets indicate the number of models developed for each threshold. 
 

Predictor ex50 (530) ex55 (417) ex60 (276) 
LO3 68.5 72.7 76.8 
RH  0.2  
Tx 30.0 26.6 22.5 
SR    
ST    
SF 0.6   
Ws 
Cy 

0.7 
0.1 0.5 0.7 
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SD3. Analysis of mean bias: 
 
In order to obtain a more robust measure of the model performance, we have estimated the mean bias 
error (MB), which can be a useful metric to determine whether predictions are over or under 
estimated: 

MB = !
!
   𝑓!  !  !!              (1) 

where 𝑓! are the modelled and 𝑂! are de observed values.  

The mean bias has been estimated for MLR (Multiple Linear Regression) and QR (Quantile 
Regression) models for both spring and summer seasons. By definition, MB for QR is assessed as a 
local measurement at the 95th percentile. Given that LR (Logistic Regression) models estimate 
probabilities of success of the occurrence of ozone exceedances, in this statistical procedure we have 
estimated the Brier Score (BS): 

BS = !
!
   𝑝! − 𝑜! 2        (2) 

 
where,  𝑝! is the predicted probability to have the true outcome 𝑜! (0 non-exceedance and 1 
exceedance). Therefore, the BS defines the expected squared difference of the predicted probability 
and the response variable. The lower the Brier score of a model the better the predictive performance. 

To do this, the data have been split into two subsets: 2/3 of the data used for the model training and 
1/3 of the data used for validating the model through the metric proposed. 

Overall, the analysis of the mean bias for MLR (figure S6) show a positive bias over most of Europe 
with higher values in summer, especially over East Europe. This indicates that models are in general 
over-estimating the observed values. In spring, the results from the MB show that models over North-
West and South-East Europe under-estimate the observational dataset, while in Central and North-
East Europe over-estimate ozone observations. 

In the case of QR, there is a positive MB Europe (figure S7), which indicate that models over-estimate 
observational dataset. The highest MB is observed in spring, especially over North-West Europe and 
South-West (e.g. UK or Iberian Peninsula). In general a decreasing MB is observed in summer, in 
particular over Central Europe.  

The analysis of the Brier Score in the LR models shows that the lowest values are found in North and 
Central Europe in spring, and in North-West and Central Europe in summer, while higher BS are 
observed in South Europe (figure S8). That suggests that the predictive performance of logit models is 
better over North-West and Central Europe 

 



	  
7	  

 

 
 
Figure S6. Mean bias(ppb) between modelled and observed values for MLR models in spring (left) and summer 
(right) seasons. 
 
 

 
 
Figure S7. Mean bias(ppb) between modelled and observed values for QR models in spring (left) and summer 
(right) seasons. 
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Figure S8. Brier Score for logistic regression for the threshold 55ppb in spring (left) and summer (right) 
seasons. 
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Abstract. The implementation of European emission abatement strategies has led to 
significant reduction in the emission of ozone precursors during the last decade. Ground 
level ozone is also influenced by meteorological factors such as temperature, which 
exhibit interannual variability, and are expected to change in the future. The impacts of 
climate change on air quality are usually investigated through air quality models that 
simulate interactions between emissions, meteorology and chemistry. Within a multi-
model assessment, this study aims to better understand how air quality models represent 
the relationship between meteorological variables and surface ozone concentrations 
over Europe. A multiple linear regression (MLR) approach is applied to observed and 
modelled time series across ten European regions in springtime and summertime for the 
period of 2000-2010 for both models and observations. Overall, the air quality models 
are in better agreement with observations in summertime than in springtime, and 
particularly in certain regions, such as France, Mid-Europe or East-Europe, where local 
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meteorological variables show a strong influence on surface ozone concentrations. 
Larger discrepancies are found for the southern regions, such as the Balkans, the Iberian 
Peninsula and the Mediterranean basin, especially in springtime. We show that the air 
quality models do not properly reproduce the sensitivity of surface ozone to some of the 
main meteorological drivers, such as maximum temperature, relative humidity and 
surface solar radiation. Specifically, all air quality models show more limitations to 
capture the strength of the relationship ozone-relative humidity detected in the observed 
time series in most of the regions, in both seasons.  Here, we speculate that dry 
deposition schemes in the air quality models might play an essential role to capture this 
relationship. We further quantify the relationship between ozone and maximum 
temperature (mo3-T, climate penalty) in observations and air quality models. In 
summertime, most of the air quality models are able to reproduce reasonably well the 
observed climate penalty in certain regions such as France, Mid-Europe and North Italy. 
However, larger discrepancies are found in springtime, where air quality models tend to 
overestimate the magnitude of observed climate penalty.  
 
 
 
 
 
 
 
 
 
 
1. Introduction 
 
Tropospheric ozone is recognised as a threat to human health and ecosystem 
productivity (Mills et al. 2007). Moreover, ozone is an important greenhouse gas (IPCC, 
2013). It is produced by photochemical oxidation of carbon monoxide and volatile 
organic compounds (VOCs) in the presence of nitrogen oxides (NOx=NO+NO2) (Jacob 
and Winner, 2009). While it is an important pollutant on a regional scale, due to the 
long-range transport effect it may also influence air quality on a hemispheric scale 
(Monks et al., 2015, Hedegaard et al, 2013). Moreover, its strong relationship with 
temperature represents a major concern, since under a changing climate the efforts on 
new air pollution mitigation strategies might be insufficient. This effect, referred as 
climate penalty (Wu et al., 2008), is expected to play an important role on future air 
quality (Hendriks et al. 2016). Therefore it is essential to better understand the potential 
implications of climate change on pollutant levels. In a comprehensive review of the 
existing literature about the robustness of climate penalty on Europe, Colette et al. 
(2015) concluded that the climate change might act against mitigation measures. 
 
Previous studies have shown that the reduction of emissions of ozone precursors, NOx 
and VOCs, lead to a decrease in tropospheric ozone concentrations in Europe (Solberg 
et al. 2005, Jonson et al. 2006). However, there is also a large year-to-year variability 
due to weather conditions (Andersson et al. 2007). There is a strong correlation between 
ozone and temperature that has been associated with the temperature-dependent lifetime 
of peroxyacetyl nitrate (PAN), and also due to the temperature dependence of biogenic 
emission of isoprene (Sillman and Samson, 1995). Substantial increases in surface 
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ozone have been associated with high temperatures and stable anticyclonic, sunny 
conditions that promote ozone formation (Solberg et al. 2008). Ozone peak 
concentrations are also affected by closing of the plants’ stomata at very high 
temperatures (Hodnebrog et al. 2012). Several studies have assessed the model 
dependence of ozone on temperature (e.g. Steiner et al. 2006, Rasmussen et al. 2013). 
Recently, Coates et al. (2016) used a box model to investigate the influence of 
temperature and NOx on ozone production. Their analysis suggested that reductions in 
NOx would be required to offset additional ozone increase due to increasing 
temperatures under a warmer climate. An extensive review about the impacts of 
temperature on ozone production can be found in Pusede et al. (2015). 
 
Previous studies have shown the importance of relative humidity on ozone pollution 
episodes (Camalier et al. 2007, Davies et al. 2011). Regional studies reported a negative 
relationship between ozone and relative humidity (Dueñas et al. 2002, Elminir 2005, 
Demuzere et al., 2009). Some authors attributed this negative correlation to the 
photolysis of ozone and subsequent loss of O1(D) to H2O (Jacob and Winner). High 
levels of humidity are usually related with enhanced cloud cover and thus reduced 
photochemistry (Dueñas et al. 2002, Camalier et al. 2007). Andersson and Engardt 
(2010) highlighted the importance of including meteorological dependence for dry 
deposition of ozone to vegetation, also incorporating soil moisture dependence. With a 
simple modelling approach, Kavassalis and Murphy (2017) found that the relationship 
ozone-relative humidity was well captured by the inclusion of the vapour pressure 
deficit-dependent dry deposition, indicating the relevance of detailed dry deposition 
schemes in the CTMs.  

Increasing solar radiation leads to an increase of ozone, though with a weak effect 
(Dawson et al. 2007) and it has been suggested that it could reflect in part the 
association of clear sky with high temperatures (Ordónez et al., 2005). Then, changes in 
cloud cover can also affect the photochemistry of ozone production and loss (Jacob and 
Winner, 2009).  Additionally, low wind speed is usually associated with high ozone 
pollution levels (Jacob and Winner, 2009).  

The influence of climate change on ozone and its precursors can involve multiple 
processes (Colette et al, 2015). A common approach to study the impact of climate 
change on air quality requires the use of air quality models that aim to represent 
dynamic and chemical processes in the atmosphere. The relevance of climate change for 
future European air quality has been assessed in several studies that also reflect 
differences depending on the modelling system and future emissions scenarios adopted 
for each study (e.g. Lagner et al. 2005, Meleux et al. 2007, Anderson and Engardt, 
2010).  
 
Air quality models can be divided into two categories: offline chemistry transport 
models (CTMs) in which the model chemistry runs using meteorological data as input, 
and online models that allow coupling and integration of chemistry with some of the 
physical components to various degrees (Baklanov et al. 2014). Differences between 
offline and online modelling approaches can be fairly small or significant, depending on 
the level of the model complexity and simulated variables (Zhang, 2008). The large 
number and complex interactions between meteorology and chemistry in the 
atmosphere influence the ability of the model to represent observed situations (Kong et 
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al. 2014). Due to assumptions, parametrizations and simplifications of processes, the 
models themselves are subject to large uncertainties (Manders et al. 2012), which have 
been reflected in some regional differences in the magnitude of surface ozone response 
to projected climate change (Andersson and Engardt, 2010). Thus, model biases when 
compared to observations still remain a concern, especially in terms of the response of 
air quality under future climate (Fiore et al. 2009, Rasmussen et al. 2012). Comparisons 
between model outputs and measurements of available observational dataset assess the 
reliability of air quality models, and they are essential to quantify the models ability to 
reproduce observations.  
 
The EURODELTA project was initiated by the Task Force on Measurement and 
Modelling and the Joint Research Centre of the European Commission to provide a 
benchmark for	the	EMEP	model	in	order	to	assess	its	relevance	for	policy	support 
(Colette et al.2017a). These multi-model exercises contribute to further improving 
modelling techniques and understanding the associated uncertainties in the models 
performance. Previous exercises have evaluated the performance of chemistry transport 
models for future European air quality (e.g. van Lon et al. 2007, Thunis et al. 2008). 
Recently, Bessagnet et al. (2016) presented an intercomparison and evaluation of 
chemistry transport model performance with a joint analysis of some meteorological 
fields. They highlighted the limitations of models to simulate meteorological variables, 
such as wind speed and planetary boundary layer height. Particularly, in the case of 
ozone, they showed the importance of boundary conditions on model calculations. 
Within this framework, the ongoing Eurodelta-Trends (EDT) exercise (Colette et al. 
2017a) builds upon this tradition and focuses on the context of air quality trends 
modelling. This exercise has been designed to better understand the evolution of air 
pollution and its drivers over the last two decades (1990-2010) by	the	use of state-of-
the-art air quality models. The EDT project will allow the evaluation of the skill of 
regional air quality models and quantification of the role of the different key driving 
factors of surface ozone, such as emissions changes, long-range transport and 
meteorological variability. One of the main goals of the EDT project is to assess the 
efficiency of mitigation strategies for improving air quality (more details can be found 
in Colette et al. 2017a).  
 
Quantification and isolation of the effects of meteorology on ozone is a challenge, due 
to the complex interrelation between ozone, meteorology, emissions and chemistry 
(Solberg et al. 2015). There is a large number of representative studies in the literature 
that have established the relationship between surface ozone concentrations and 
meteorological variables using statistical modelling techniques (e.g. Bloomfield et al. 
1996, Chaloukau et al 2003, Barrero et al. 2005, Ordóñez et al., 2005, Camalier et al., 
2007, Seo et al., 2014, Porter et al. 2015, Otero et al., 2016). Most of these works 
examined the impact of meteorology on ozone pollution levels through observational 
datasets. Only a few studies, to our knowledge, examined the statistical relationship 
between surface ozone and meteorological parameters from models. 
 
Davis et al. (2011) developed regression models to analyse the observed and modelled 
relationship between meteorology and surface ozone across the Eastern of U.S. They 
found that the Community Multiscale Air Quality (CMAQ) model did not capture the 
effect of temperature and relative humidity on daily maximum 8-h ozone and it 
generally underestimated the observed sensitivities to both meteorological variables, 
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especially in the northeast. Rasmussen et al. (2012) examined the ozone-temperature 
relationship in a coupled chemistry-climate model and they found that the model 
underestimated the effect of temperature on ozone over the Mid-Atlantic. Lemaire et al. 
(2016) proposed a combined statistical and deterministic approach to assess the air 
quality response to projected climate change. Based on a data set from a deterministic 
climate and chemistry models, they identified the two major drivers of surface ozone 
over eight European regions, selected from a set of potential predictors that reached the 
highest correlations with ozone. Afterwards they built statistical models consisting of 
generalized linear models, which could be used to predict air quality.  
 
Given that meteorology plays an essential role for surface ozone concentrations, it 
might be a considerable source of uncertainties in model outputs. The present study, 
thus, aims to provide a simple method to examine the influence of meteorological 
variability on modelled surface ozone concentrations over Europe. Specifically, our 
analysis focuses on the ozone season (April to September) over the years 2000-2010. 
The choice of this period is mainly motivated by the availability of the observational 
dataset from Schnell et al. (2014, 2015) (see section 2.1). Within the EDT framework, a 
recent report has presented the main findings on the long-term evolution of air quality 
(Colette et al. 2017b). Part of these results was obtained from the analysis of the 1990s 
(1990-2000) and 2000s (2000-2010) separately. Consistently, we decided to focus on 
the second decade, for which the interpolated dataset of observed on maximum daily 8-
hourly mean ozone (MDA8 O3) used in this study was available. Similarly to Otero et 
al. (2016), we apply a multiple linear regression approach to examine the 
meteorological influence MDA8 O3. Statistical models are developed separately for 
observational datasets and air quality models, with the primary focus on examining the 
relationship between MDA8 O3 and potential meteorological drivers in the air quality 
models and comparing these with the corresponding relationships determined from 
observed data. Therefore, this study offers a method of model evaluation capable of 
understanding the discrepancies between air quality models and observations in terms of 
representing the relationship to meteorological input variability. 
 
The present paper is structured as follows. Section 2 describes the observational data as 
well as the air quality models studied here. The methodology and the design of the 
statistical models are introduced in section 3. Section 4 discusses the results and the 
summary and conclusions are discussed in section 5. 
 
2. Data 

 
2.1. Observations 
 

This study uses gridded MDA8 O3 concentrations created with an objective-mapping 
algorithm developed by Schnell et al. (2014). They applied a new interpolation 
technique over hourly observations of stations from the European Monitoring and 
Evaluation Programme (EMEP) and the European Environment Agency’s air quality 
database (AirBase) to calculate surface ozone averaged over 1º by 1º grid cells. 
Recently, Otero et al. (2016) used this dataset for examining the influence of synoptic 
and local meteorological conditions over Europe. This interpolated product offers a 
possibility to establish a direct comparison between observations and CTMs. However, 
it must be acknowledged that for some areas with a low number of stations (i.e. the 
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southeastern or northeastern European regions) the values interpolated into the 1x1 
degree grid cells may not be representative of such large scales.  A complete description 
of this process can be found in Schnell et al. (2014, 2015). The gridded dataset covers a 
total of 15-years (1998-2012), but here we use a common period of 11-years for both 
observations and CTMs (2000-2010).  
 
This study investigates the observed influence of meteorological variables on MDA8 
O3, based on the ERA-Interim reanalysis product provided by the European Centre for 
Medium-Range Weather Forecasts (ECMWF) at 1ºx1º resolution (Dee et al. 2011). 
Meteorological reanalyses products are essentially model simulations constrained by 
observations and they have been widely validated against independent observations. 
Daily mean values are calculated as the mean of the four available time steps at 00, 06, 
12, and 18UTC for 10m wind speed components (u and v) and 2m relative humidity. 
Maximum temperature is approximated by the daily maximum of those time steps, 
while daily mean surface solar radiation is obtained from the 3-hourly values provided 
for the forecast fields.  
 

2.2. Chemistry Transport Models (CTMs) 
 

A set of state-of-the-art air quality models participating in the EDT exercise is used 
here: LOTOS-EUROS (Schaap et al., 2008, Manders et al. 2017), EMEP/MSC-W 
(Simpson et al., 2012), CHIMERE (Mailer et al., 2017), MATCH (Robertson et al., 
1999), MINNI (Mircea et al., 2016) and WRF-Chem (Grell et al. 2005, Mar et al. 2016). 
The domain of the CTMs extends from 17ºW to 39.8ºE and from 32ºN to 70ºN and it 
follows a regular latitude-longitude projection of 0.25x0.4 respectively. The main 
features of the CTM setup are largely constrained by the EDT experimental protocol 
(e.g. meteorology, boundary conditions, emissions, resolution, see Colette et al. 2017a 
for further details). For instance, the boundary conditions were defined from 
climatology of observational data for most of the experiments of the EDT exercise 
(included the data used here). However, the representation of physical and chemical 
processes and the vertical distribution differ in the CTMs, as well as the vertical 
distribution of model layers (including altitude of the top layer and derivation of surface 
concentration at 3m height in the case of EMEP, LOTOS-EUROS and MATCH). 
Moreover, there were no specific constrains imposed on biogenic emissions (including 
soil NO emissions), which are represented by most of the models using an online 
module (Colette et al. 2017a).  Since we aim here to compare the modelled relationship 
between meteorology and surface ozone, prescribing common features in the CTMs is 
particularly an advantage to identify potential sources of discrepancies.  
 
Only one of the participating CTMs included online coupled chemistry/meteorology 
(WRF-Chem), while all the rest of the models used are offline. The CTMs were forced 
by regional climate model simulations using boundary conditions from the ERA-Interim 
global reanalysis (Dee et al., 2011). Most of these offline CTMs used the same 
meteorological input data, with a few exceptions. Three of them (EMEP, CHIMERE 
and MINNI) used input meteorology from the Weather Research and Forecast Model 
(WRF) (Skamarock et al. 2008). LOTOS-EUROS and MATCH used the input 
meteorology produced by RACMO2 (van Meijgaard, 2012) and HIRLAM (Dahlgren et 
al. 2016), respectively. Unlike the rest of the regional climate models, RACMO2 used 
in the EDT exercise excluded nudging towards ERA-Interim, which might have some 
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impact in the meteorological fields generated by RACMO2. As mentioned, WRF-Chem 
couples the meteorology simulations online with chemistry. The meteorology used to 
drive WRF-Chem (initial and lateral boundary conditions and the application of limited 
four-dimensional data assimilation; see Colette et al GMD 2017a) is the same WRF 
meteorology from Skamarock et al. (2008) used as input for the EMEP, CHIMERE, and 
MINNI runs. Table 1 summarises the CTMs and the corresponding sources of 
meteorological input data used here. It is important to highlight that though WRF-Chem 
is not strictly a CTM, in order to avoid confusion with the statistical models developed 
in this study, we refer to all the air quality models considered (offline and online 
models) as CTMs hereafter. As with the observations, CTMs and their meteorological 
counterpart were interpolated to a common grid with 1º x 1º horizontal resolution. The 
use of a coarser resolution could have an impact in some regions with a complex 
orography where airflow is usually controlled by mesoscale phenomena (e.g. see-breeze 
and mountain-valley winds) or in regions characterized by high emissions densities 
(Schaap et al., 2015, Gan et al. 2016 ). In such cases the use of a finer grid could be 
beneficial to capture the variability of local processes. 	
 
A set of meteorological parameters was selected from the meteorological input data for 
the regression analyses. Similarly to the procedure with ERA-Interim, daily means are 
obtained from the available time steps every 3 hours in the case of WRF and RACMO2, 
and every 6 hours for HIRLAM for the following variables: 10m wind speed 
components, 2m relative humidity and surface solar radiation. Maximum temperature is 
also approximated by the daily maximum of those time steps.  
 
3. Multiple Linear regression model	

 
Summertime usually brings favourable conditions for high tropospheric ozone 
concentrations, such as air stagnation due to high-pressure systems, warmer 
temperatures, higher UV radiation, and lower cloud cover (Dawson et al. 2007). As 
stated above, the impact of meteorology on ozone concentration has been addressed 
through a wide variety of statistical methods in the literature. This study attempts to 
better understand how CTMs represent the influence of meteorology on ozone. To this 
aim, we use a multiple linear regression approach that can provide useful information of 
sensitivities in the distribution of ozone concentration as a whole (Porter et al., 2015).  
 
A total of five meteorological predictors (Table 2) are selected based on the existing 
literature that has shown their strong influence on ozone pollution. (e.g. Bloomfield et 
al. 1996, Barrero et al. 2005, Camalier et al. 2007, Dawson et al. 2007, Rasmussen et al. 
2012, Davis et al. 2011, Doherty et al., 2013, Otero et al. 2016). Moreover, it has been 
shown that the occurrence of air pollution episodes might increase when the pollution 
levels of the previous day are higher than normal (Ziomas et al. 1995). Then, apart from 
the meteorological predictors, we add the effect of the lag of ozone (MDA8 from the 
previous day) in order to examine the role of ozone persistence. Additionally, we 
include harmonic functions that capture the effect of seasonality as in Rust et al. al 
(2009) and Otero et al. (2016), which is referred as “day” in the MLRs (see Table 2).  
 
For this study, we divide the European domain into 10 regions: England (EN), Inflow 
(IN), Iberian Peninsula (IP), France (FR), Mid-Europe (ME), Scandinavia (SC), North 
Italy (NI), Mediterranean (MD), Balkans (BA) and Eastern Europe (EA). These regions 
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are based on those defined in the recent ETC/ACM Technical Paper (Colette et al. 
2017b). For our study, we further subdivide the original Mediterranean region (MD) 
into a region covering the Balkans (BA), due to the strong influence of the ozone 
persistence on MDA8 O3 over this particular region as noted previously in Otero et al. 
(2016). Figure 1 shows the spatial coverage of each region and Table 3 lists their 
coordinates. As shown Otero et al. (2016), the relative importance of predictors in the 
MLRs shows distinct seasonal patterns. Then, multiple linear regression models (MLR, 
hereafter) are developed for each region for two seasons: springtime (April-May-June, 
AMJ) and summertime (July-August-September, JAS). These seasons differ from the 
meteorological definition, but cover the period when surface ozone typically reaches its 
highest concentrations (i.e. April-September). Since the observations did not cover 
exactly the whole European domain as CTMs, we applied an observational-mask to use 
the same number of grid-cells for CTMs and observations. Data used to estimate 
parameters of the MLR were spatially averaged over each region.  Thus, we compare 
MLRs developed separately for CTMs and observations at each region and season. The 
observational dataset contains the gridded MDA8O3 and the meteorology input from 
ERA-Interim, while the dataset for the CTMs contains the MDA8O3 from each one of 
them along with the corresponding meteorological input (e.g. LOTOS and RACMO2, 
CHIMERE and WRF) (see table 1). 
 
A MLR is built to describe the relationship between MDA8 O3 (predictand) and a set of 
covariates (or predictors) describing seasonality, ozone persistence and the influence of 
meteorological fields (table 2).  A data series yt, t= 1,..N (e.g. observations or CTM 
simulations) for a given region and season is conceived as a Gaussian random variable 
Yt with varying mean µt and homogeneous variance σ2. The mean µt is described as a 
linear function of the covariates, i.e. 
 
𝑌! ~ 𝒩(𝜇! ,𝜎!), 
𝜇! =  𝛽! + 𝛽!"#𝑠𝑖𝑛

!!
!"#.!"

𝑑! + 𝛽!"#𝑐𝑜𝑠
!!

!"#.!"
𝑑!  + 𝛽!"#𝑦!!! + 𝛽!!

!!! 𝑥!,!   (1) 
 
with t indexing daily values and 𝑑! referring to the day in the year associated with the 
index t. 𝛽! is a constant offset, 𝛽!"# and 𝛽!"# are the first order coefficient of a Fourier 
series (e.g. Rust et al. 2009, 2013, Fischer et al. 2017), 𝛽!"# describes the persistence 
with respect to the previous day concentration  𝑦!!! ; if t is the first day in the late 
summer season (JAS, July 1st), 𝑦!!! is the concentration of June 30th. Further regression 
coefficients 𝛽! describe the linear relation to potential meteorological drivers (see table 
2). For covariates standardized to unit variance, the regression coefficients (𝛽) are 
standardised coefficients giving the change in the predictand with the covariate in units 
of covariate standard deviation. 
 
Following the same strategy as used in Otero et al. (2016), the MLRs are developed 
through several common steps: 1) starting with the full set of potentially useful 
components in the predictor, a stepwise backward regression using the Akaike 
Information Criterion (AIC) as a selection criterion removes successively those 
components in the predictor, which contribute least to the model performance; and 2) a 
multi-collinearity index known as variance inflation factor (VIF, Maindonald and Braun 
2006) is used to detect multi-collinearity problems in the predictor (i.e. high correlations 
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between two or more components in the predictor). Components with a VIF above 10 
are left out of the predictor (Kutner et al 2004).  
 
The statistical performance of each MLR (built separately from observations and 
CTMs) is assessed through the adjusted coefficient (R2) and the root mean square error 
(RMSE). The R2 estimates the fraction of total variability described by the MLR and the 
RMSE gives the average deviation between model and observation obtained in the 
MLR. We also examine the relative importance of the individual components in the 
predictor. According to the method proposed by Lindeman et al (1980), the relative 
importance of each predictor is estimated by its contribution to the R2 coefficient 
(Grömping 2007). We assess the sensitivities of ozone to the predictors through the 
standardised coefficients obtained from the regression. These coefficients indicate the 
changes in the ozone response to the changes in the predictors, in terms of standard 
deviation. Thus, for every standard deviation unit increase (decrease) of a specific 
predictor, the predictand (MDA8 O3) will increase (decrease) the amount indicated by 
its coefficient in standard deviation units,. The use of standardised coefficients allows 
us to establish a direct comparison in the influence of individual predictors. The effect 
of seasonality introduced by the harmonic functions (namely, “day”, table 2) is kept in 
the MLRs (Eq. 1) for its usefulness in improving the power of the regression analysis, 
however further explanation about the effect of the predictors focuses on the rest of the 
variables.  
 
4. Results and discussion 
 

4.1. CTM performance by region 
 
We compare the seasonal cycle of observations and CTMs through the time series of 
daily averaged values of MDAO8 O3 from observations and CTMs for the whole 
period (i.e. April-September, 2000-2010) spatially averaged over each region. 
Furthermore, correlation coefficients between both CTMs and observations at each 
region and season are used to quantify the CTM performance.  
 

4.1.1. Seasonal cycle of MDA8 O3 
 

We examine the ozone seasonal cycle represented by both the observational and 
modelled dataset. Figure 2 depicts daily averages during 2000-2010 of MDA8 O3 at 
each region for the CTMs and observations. In general, all CTMs are biased high 
compared with observations. CTM results are visually closer to observations in the 
northwestern regions (i.e. IN, EN and FR), while the spread becomes larger over the 
southern and southeastern regions (i.e. BA, NI, MD). The IN, EN and SC regions show 
the highest observed concentrations in the starting months (AMJ), which is not 
generally well captured by most of the CTMs, and they show a more flat timeline (e.g. 
LOTOS, MATCH, CHIMERE or WRF-Chem). For example, in the SC region, some of 
the CTMs underestimate the ozone concentrations in AMJ (i.e. WRF-Chem, CHIMERE 
and MINNI). The rest of the regions show the highest observed concentrations in JAS, 
which is generally overestimated by the CTMs. Models show discrepancies when 
compared to each other and to observations, and in some regions we find substantial 
differences. Larger discrepancies are found in the southern regions, such as IP, MD and 
BA, where the models show a considerable spread. There, the CTMs are not able to 



	

	
10	

capture the variability of MDA8 O3 and they exhibit a different behaviour when 
compared to each other. For instance, the EMEP model shows a peak of ozone levels in 
April, while CHIMERE and MINNI show a peak in July. Overall LOTOS shows a 
relatively constant positive bias in all regions, more evident in the MD and NI regions. 
WRF-Chem tends to underestimate the ozone concentrations at the start of the seasonal 
period in some regions (e.g. SC, ME, EN, or EA). 
 
CTM assessments have been presented in early EURODELTA exercises, although with 
a different set up for different purposes, which makes it difficult to establish a direct 
comparison on the performance of the models. For instance, Colette et al. (2017b) 
reported systematic differences among some models (i.e. CHIMERE, EMEP and 
LOTOS) when examining the long-term mean ozone concentration during the whole 
period of 1990-2010. Bessagnet et al. (2016) showed that most of the models in their 
study, (e.g. CHIMERE, LOTOS, or MINNI among others) overestimated the ozone 
concentrations in the selected study period. Specifically, they found a larger spread 
during nighttime than daytime, which was suggested to be related to the vertical mixing, 
given that most of the models shared the same meteorology but different vertical 
resolution and boundary conditions. 
 

4.1.2. Correlation coefficients between modelled and observed time series 
 

The correlation coefficients between the observed and modelled values of MDA8 O3 at 
each region and in each season are shown in Fig. 3. Overall, MDA8 O3 from the CTMs 
is better correlated with observations in JAS than in AMJ in the regions ME, NI, EA 
and EN. As expected from inspection of the average time series (Fig. 2), the lowest 
correlations between models and observations are found in BA, especially in AMJ for 
all models. In particular, EMEP is negatively correlated with observations over this 
region. As mentioned above, the larger discrepancies between CTMs and observations 
found over BA might be attributed to a low density of observation sites from which the 
interpolated dataset is derived, resulting in a lower quality or higher uncertainties of 
such product (Schnell et al. 2014). The highest correlations in AMJ are obtained at the 
following regions: ME; FR; NI; and EN for most of the models, except for EMEP for 
which the highest correlation with observations was found in IN and SC. The WRF-
Chem model also shows a different behaviour in terms of the correlation coefficient 
with higher values in NI, MD and IP, and very low and negative correlations (-0.02) in 
SC. In general, the models that are most closely correlated with observations are 
MATCH, MINNI and CHIMERE, while LOTOS and WRF-Chem show the lowest 
correlations. In the case of LOTOS, it could be partially due to the use of a different set-
up of the RACMO2 model, without nudging towards ERA-Interim (section 2.2). These 
correlations reflect the patterns represented by the seasonal cycle described above.  
 

4.2. MLR performance 
 

Figures 4 and 5 depict the statistical performance of each MLR in terms of R2 and 
RMSE (respectively) at the different regions for both seasons, AMJ and JAS. The R2 
values indicate that all MLRs models (based on both observations and CTMs) are able 
to explain more than 60% of the MDA8 O3 variance in all regions. Overall, the MLRs 
show a stronger fit in JAS than in AMJ in most of the regions, with the exception of SC 
and IN that, in general show lower values of R2 in JAS than in AMJ (Fig. 4). The MLRs 
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appear to perform better in certain regions such as NI, ME, FR or EA, while the poorest 
statistical performance is found in IN and EN. The results obtained from the CTM-
based MLRs show a similar performance to the observation-based MLRs in most of the 
regions. The lowest RMSE values for most of the MLR are found in SC ranging 
between 1 and 3 ppb, while EN shows the largest RMSE values, especially for the MLR 
built from WRF-Chem (Fig. 5). The MLRs from MATCH and CHIMERE show the 
lowest RMSE values (1-3ppb) suggesting the best statistical fit from a predictive point 
of view. 
 
Both R2 and RMSE metrics indicate that the statistical performance of MLRs for 
observations and CTMs show distinct variations between seasons and regions. Overall, 
better performances are found in JAS and in some regions (i.e. ME, NI, or FR) where 
MLRs are able to describe more than the 80% of the variance in CTMs and 
observations. This could be attributed to the major role of meteorology in summer 
influencing local photochemistry processes of ozone production, while in spring long 
range transport plays a stronger role (Monks, 2000, Tarasova et al. 2007). As it includes 
the bias, the RMSE reveals more differences among the MLRs when compared to each 
other (e.g. larger errors for WRF-Chem or LOTOS when compared to MATCH or 
CHIMERE). However, it is interesting that in general all MLRs show a similar 
tendency when evaluating the statistical performance, which indicate that observations-
based and CTMs-based MLRs present a similar statistical performance for modelling 
MDA8 O3. The ability of the CTMs to reproduce the influence of meteorological 
drivers on MDA8 O3 is discussed in more detail below. 
 

4.3. Effects of drivers of ozone concentrations  
 

The analysis of the influence of the predictors in the MLRs reveals distinctive regional 
patterns in both observation-based and CTM-based MLRs. In agreement with Otero et 
al. (2016), here we also find that the regions geographically located towards the interior 
(including central, western and eastern regions) appear to be more sensitive to the 
meteorological predictors, especially in JAS. On the contrary, a minor meteorological 
contribution is found in the regions over the northernmost and southernmost edges, 
implying that non-local processes play a stronger role. Considering such similarities, in 
the following, the regions: EN, FR, ME, NI and EA are referred as the internal regions, 
while the rest of the regions: IN, SC, IP, MD and BA, are referred as the external 
regions (see Fig. 1).  
  
4.3.1 Relative importance 
 
Figure 6 depicts the relative importance of the predictors for the observation-based and 
CTM-based MLRs in the internal regions (Fig. 1). Here, a larger meteorological 
influence (i.e., the predictors other than LO3 and day) can be seen in JAS compared to 
AMJ in all of these regions.  In general, the dominant meteorological drivers from the 
observation-based MLRs in these internal regions are RH and Tx. The contribution of 
RH is evident in AMJ (e.g. ME, or EA), while Tx is clearly dominant in JAS. SSRD is 
also a key driver of MDA8 O3 and generally, the wind factors (W10m and Wdir) 
appear to have a minor contribution.  
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Despite the CTM-based MLRs being able to capture the meteorological predictors, we 
observe discrepancies among the internal regions when compared to the observation-
based MLR. The inter-model differences in terms of the relative importance of 
predictors are greater in AMJ than in JAS. For instance, the contribution of the LO3 is 
overestimated by most of CTMs, specifically WRF-Chem that shows a larger sensitivity 
to LO3 in both seasons over all of these regions. Similarly, EMEP also shows a larger 
contribution of LO3 than the rest of the CTMs, particularly in AMJ. Substantial 
differences are found in the influence of RH when comparing the observation-based and 
the CTMs-based models. The CTMs do not capture the relative importance of the RH 
well, especially in AMJ. In general, the CTMs driven by WRF meteorology show a 
slightly larger contribution of RH in most of the cases, although we notice that there are 
also some differences among the models that share the same meteorology. CTMs do 
capture the relative importance of Tx in all regions, but overall they overestimate it, as 
they also show for SSRD. Here, we find discrepancies when comparing the contribution 
of predictors in the statistical models from CTMs driven by the same meteorology (e.g. 
EMEP and WRF-Chem when compared to CHIMERE and MINNI). The largest 
differences among the CTMs are found for WRF-Chem, which tends to underestimate 
the contribution of the meteorological drivers in most of the regions. Interestingly, as 
mentions in Section 2, this is the only online coupled model participating in EDT. 
 
Figure 7 presents the relative importance of individual predictors in the MLRs 
developed at the external regions (Fig. 1) for both seasons. The observation-based 
MLRs show that the main driving factor is LO3 in AMJ, while the effect of 
meteorological drivers becomes stronger in JAS. RH presents a larger contribution in 
some regions (e.g. IN, IP or SC) in AMJ and Tx in JAS (e.g. IN, IP, SC and BA). The 
contribution of wind components, Wdir and W10m, is mainly reflected in both seasons 
in the western regions (i.e. IN and IP) and in MD, respectively.  
 
Overall, all CTMs show this tendency, although there are substantial differences when 
comparing the individual drivers’ contribution in the observation-based and CTM-based 
MLRs, particularly in AMJ (Fig. 7). CTMs do not capture the contribution of LO3 
reflected by the observation-based MLRs. As in the previous analysis (section 4.1) the 
largest discrepancies are found in BA, where observation-based MLR shows that most 
of the variability of ozone would be explained by LO3. On the contrary the CTM-based 
MLRs underestimate the contribution of LO3 and overestimate the meteorological 
effect in terms of larger contribution of Tx, SSRD and RH (e.g. LOTOS, CHIMERE 
and MINNI). The contribution of RH is underestimated by the CTMs in most of the 
regions, (except in BA). On the contrary, the relative importance of SSRD is 
overestimated in some regions (e.g. IP, IN or MD) and Tx (IN, SC), in particular for the 
CTMs driven by WRF. Overall, CTMs show the observed contribution of W10m and 
Wdir in both seasons, although with some inconsistences among the regions and CTMs. 
 
Our results indicate that the relative importance of meteorological factors is stronger in 
the internal regions (Fig.6) than in the external regions (Fig.7), which could be partially 
attributed to a larger variability of most of the meteorological fields in internal regions 
(Fig. S1). The external regions are also more likely to be influenced by the lateral 
boundary conditions applied by each CTM. In addition, in some external regions (e.g. 
IP or MD), as mentioned in section 2, the use of a coarser grid in some regions might be 
insufficient to capture mesoscale processes, such as land-sea breezes, which also control 
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MDA8 O3 concentrations (Millán et al. 2002). Moreover, we observe that meteorology 
becomes more important in summer, when local photochemistry processes are 
dominant. In general, CTMs show this tendency, but limitations to reproduce the effect 
of some meteorological drivers are found. Specifically, while CTMs tend to 
overestimate the contribution of Tx, and SSRD, they underestimate the relative 
importance of RH, which is also reflected in the correlations coefficients between 
predictand the predictors (Figs. S2, S3).  
 
4.3.2 Sensitivity of ozone to the drivers 
 
We assess the sensitivities of MDA8 O3 to the drivers through their standardised 
coefficients obtained in the MLR (Section 3). These coefficients provide further 
information about the changes of MDA8 O3 due to effect of each driver. Figures 8 and 
9 depict the values of the main driving factors obtained in the MLR for the internal and 
the external regions (respectively): LO3, Tx and RH. Similarly to those patterns 
described by the relative importance of drivers, we observe that the ozone response to 
LO3 is stronger in AMJ than in JAS: the corresponding standardised coefficients are 
always positive and generally higher in AMJ. The observed sensitivities to LO3 are 
smaller in the internal regions (Fig. 8), being particularly dominant in the external 
regions (Fig. 9). Overall, most of the CTMs reflect a similar tendency. However, there 
are evident differences among observations and CTMs when comparing the values of 
the standardised coefficients, specifically in some regions such as BA or MD. When 
comparing the ozone responses of the CTMs to LO3, we observe that in most of the 
regions MATCH and MINNI show values closest to observations, while WRF-Chem 
shows a large sensitivity to LO3.  
 
Correlations between MDA8 O3 and Tx are strong, especially in the internal regions in 
JAS (Fig. S2).  Overall, we show that the CTMs appear to capture the observed effect of 
Tx better in JAS than in AMJ in most of the regions. The highest sensitivities to Tx are 
found in some internal regions such as ME, NI, FR and EN, which is also shown in the 
CTMs. However, we see that most of the CTMs tend to overestimate the effect of Tx. 
Moreover, distinct sensitivities to Tx are shown by models that share the same 
meteorology (i.e. CHIMERE, EMEP, MINNI and WRF-Chem). In particular, the 
MINNI and CHIMERE models show higher Tx sensitivities when compared to the rest 
of the CTMs. While MINNI model presents the highest sensitivities to Tx in spring, 
specifically in EN and FR, EMEP shows smaller values and it underestimates the 
correlations between Tx and MDA8 O3 (Figs. S2, S3).  
 
The slope of the ozone-temperature relationship (mO3-T) has been used in several studies 
to assess the ozone climate penalty (eg. Bloomer et al., 2009, Steiner et al., 2010, 
Rasmussen et al., 2012, Brown-Steiner et al. 2015) in the context of future air quality. 
Thus, we additionally analyse the relationship ozone-temperature in order to provide 
insight into the ability of CTMs to reproduce the observed mO3-T. Similarly as in 
previous work (Brown-Steiner et al. 2015), the slopes are obtained from a simple linear 
regression using only Tx (without the influence from other predictors) and they are used 
to quantify such relationship in both seasons, AMJ and JAS. 
 
Figures 10 and 11 illustrate the mO3-T for the internal and the external regions 
respectively. The observed mO3-T is larger in JAS than in AMJ. In AMJ, it ranges 
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between -0.45 and 1.15 ppbK-1 with the largest values found in ME, NI and MD. In 
JAS, the observed climate penalty is of the order of 1-2.7 ppbK-1 with the largest values 
in EN, FR, ME, NI, and MD. CTMs show a better agreement with observations in JAS 
than in AMJ. CTMs tend to overestimate the climate penalty in AMJ in most of the 
regions, with some exceptions, such as EMEP and MATCH that systematically 
underestimate the slopes. Also, CTMs are generally better in simulating the observed 
mO3-T in the internal regions compared to the mO3-T in the external regions, where in 
general CTMs appear to overestimate the climate penalty in both seasons. Using this 
metric, we identify some regions particularly sensitive to temperature, with larger 
values of mO3-T (e.g. EN, ME, FR, NI or MD). Through a multi-model assessment, 
Colette et al. (2015) showed a significant summertime climate penalty in southern, 
western and central European regions (e.g. EA, IP, FR, ME or MD) in the majority of 
the future climate scenarios used. Our study shows that most of the CTMs confirm the 
observed climate penalty in JAS in such regions in the near present, although we found 
that most of the CTMs overestimate the climate penalty in AMJ, especially in the 
external regions. 
 
We see a stronger effect of RH in AMJ than in JAS in the observations compared with 
the CTMs (Figs. 8 and 9), with the greatest impact in the internal regions (e.g. EA, ME, 
NI, FR and EN). The CTMs show this tendency slightly in some regions (e.g. ME, FR 
or EN), but differences become evident when compared to the observed values and 
overall they underestimate the effect of RH. As mentioned, CTMs underestimate the 
strength of the relationship between ozone-RH (Figs. S2, S3). This general lack of 
sensitivity to RH could also partially explain the tendency for all CTMs to show a high 
bias in simulated ozone compared with observations (Fig. 2).  Among the possible 
reasons for this inconsistency, we hypothesize that it can be related to the fact that 
ozone removal processes can be associated to higher relative humidity levels during 
thunderstorm activity on hot moist days, which might not be well captured by CTMs. 
Furthermore, the documented impacts of ozone dry deposition suggest that it may also 
play a role in explaining the problems that CTMs show to reproduce the observed 
relationship ozone-relative humidity.	 
 
High SSRD levels favour photochemical ozone formation and it is usually positively 
correlated to ozone. In this case, CTMs also present some limitations to capture this 
effect and they overestimated the sensitivities of ozone to SSRD (Figs. S4, S5). For 
example, the observations show lower and surprisingly negative effect of SSRD. 
Although the correlations between SSRD and ozone are positive (see Fig. S2, S3), the 
presence of other predictors in the regression may reverse the sign of the estimated 
coefficient. The CTMs show a stronger sensitivity of ozone to SSRD and they 
overestimate its influence on surface ozone. Similarly, the sensitivities to Wdir and 
W10m are also overestimated by the CTMs, especially in AMJ (Figs. S4, S5).  
 
Our analysis suggests that CTMs present more limitations to reproduce the influence of 
meteorological drivers to MDA8 O3 concentrations in the external regions than in the 
internal regions, particularly in AMJ. Moreover, we find the largest discrepancies in 
BA, where models show the poorest seasonal performance and correlation coefficients 
(Figs. 2 and 3, respectively), probably due a low quality of the observational dataset.  
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Furthermore, LO3 is the main driver over most of the external regions and explains a 
large proportion to the total variability of MDA8 O3, while meteorological factors play 
a smaller influence. Lemaire et al. (2016) found a very low performance (based on R2) 
over the British Isles, Scandinavia and the Mediterranean using a different statistical 
approach that only included two meteorological drivers. They attributed this low skill to 
the large influence over those regions of long-range transport of air pollution (Lemaire 
et al. 2016). Our results confirm the small influence of the meteorological drivers over 
those regions and the strong influence of the ozone persistence. Moreover, in the case of 
the external regions of northern Europe, it could also be explained due to the dominance 
of transport processes such as the stratospheric-tropospheric exchange or long-range 
transport from the European continent, rather than local meteorology, particularly in 
AMJ (Monks, 2000, Tang et al. 2009, Andersson et al. 2009). 
 
Previous work pointed out that local sources of NOx and biogenic VOC (ozone 
precursors) are important factors of summertime ozone pollution in the Mediterranean 
basin (Richards et al. 2013). Moreover, some studies suggested that the local vertical 
recirculation and accumulation of pollutants play an important role in ozone pollution 
episodes in this region: during the nighttime the air masses are held offshore by land-sea 
breeze, creating reservoirs of pollutants that are brought the following day (Millán et al. 
20002, Jiménez et al. 2006, Querol et al. 2017). All of these factors (e.g. local emissions 
as well as local and large-scale processes) control the ozone variability, which might 
explain the smaller influence of local meteorological factors shown in this study over 
the Mediterranean basin when compared to meteorological influence in the internal 
regions. Thus, we may hypothesize that the strong impact of LO3 observed in the 
external regions over southern Europe (i.e. IP, MD, BA) could be partially due to the 
role of vertical accumulation and recirculation of air masses along the Mediterranean 
coasts as a result of the mesoscale phenomena, which is enhanced by the complex 
terrains that surround the Basin. Other important factor for the strong impact of LO3 
observed is the slow dry deposition of ozone on water that would favour the ozone 
persistence in southern Europe. 
 
Overall we conclude that CTMs capture the effect of meteorological drivers better in the 
internal regions (EN, FR, ME, NI and EA), where the influence of local meteorological 
conditions is stronger. The major effect of meteorological parameters found in the 
internal European regions might be also attributed to the fact that overall the variability 
of meteorological conditions is larger in those regions (Fig. S1). We also find 
differences among the CTMs driven by the same meteorology. As mentioned in the 
introduction, Bessagnet el al. (2016) suggested that the spread in the model results 
could partly explained by the differences in the vertical diffusion coefficient and the 
planetary boundary layer, differently diagnosed in each of the CTMs. Our results also 
indicate that even though models share the same meteorology (considering the 
prescribed requirements defined by the EDT exercise) they show discrepancies when 
compared to each other, which could be attributed other sources of uncertainties (such 
as physical and chemical internal process in the CTMs). The NMVOC and NOx 
emissions from the biosphere are critical in the ozone formation.  Since biogenic 
emissions were not specifically prescribed, which have a strong dependence on 
temperature and solar radiation, discrepancies in the CTMs performances, (e.g. different 
sensitivities to Tx) might be expected. Furthermore, we notice that the CTMs do not 
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reproduce consistently the regional ozone-temperature relationship, which is a key 
factor when assessing the impacts of climate change on future air quality.  
 
5. Summary and conclusions 
 
The present study evaluates the capability of a set of Chemical Transport Models 
(CTMs) to represent the regional relationship between daily maximum 8-hour average 
ozone (MDA8 O3) and meteorology over Europe. Our results show systematic 
differences between the CTMs in reproducing the seasonal cycle when compared to 
observations. In general, they tend to overestimate the MDA8 O3 in most of the 
regions. In the western and northern regions (i.e. Inflow, England and Scandinavia), 
some models did not capture the high ozone levels in spring (e.g. CHIMERE, MINNI 
and WRF-Chem), while in other southern regions (e.g. Iberian Peninsula, 
Mediterranean and Balkans) they overestimated the ozone levels in summer (e.g. 
LOTOS, CHIMERE). Of the CTMs, MATCH and MINNI were the most successful in 
capturing the observed seasonal cycle of ozone in most regions. All CTMs revealed 
limitations to reproduce the variability of ozone over the Balkans region, with a general 
overestimation of the ozone concentrations, considerably larger during the warmer 
months (July, August). As reflected in the results, a limitation of the interpolated 
observational product used here is that in some regions (e.g. southern Europe) it has a 
lower quality due to a reduced number of stations (section 2.1).  
 
The MLRs performed similarly for most of the CTMs and observations, describing 
more than 60 % of the total variance of MDA8 O3. Overall, the MLRs perform better in 
JAS than in AMJ, and the highest percentages of described variance were found in Mid 
Europe and North Italy. This could be attributed to local photochemical processes being 
more important in JAS, and is consistent with a stronger influence of long-range 
transport in AMJ.  
 
The effects of predictors revealed spatial and seasonal patterns, in terms of their relative 
importance in the MLRs. Particularly, we noticed a larger local meteorological 
influence in the regions located towards the interior, here termed as the internal regions 
(i.e. England, France, Mid-Europe, North Italy and East-Europe). A minor local 
meteorological contribution was found in the rest of the regions, referred as the external 
regions (i.e. Inflow, Iberian Peninsula, Scandinavia, Mediterranean and Balkans). The 
CTMs are in better agreement with the observations in the internal regions than in the 
external regions, where they were not as successful in reproducing the effects of the 
ozone drivers. Overall, the different behaviour in the MLRs developed in the external 
regions could be attributed to (i) a larger influence of dynamical processes rather than 
local meteorological processes (e.g. long range transport in the northern regions) (ii) a 
stronger impact of the boundary conditions (iii) the use of a coarser grid that might be 
insufficient to capture mesoscale processes that also influence MDA8 O3 (e.g. sea-land 
breezes in the southern regions).  
 
We found substantial differences in the sensitivities of MDA8 O3 to the different 
meteorological factors among the CTMs, even when they used the same meteorology. 
As Bessagnet et al. (2016) point out, the differences amongst CTMs could be partly 
attributed to some other diagnosed model variables (e.g. vertical diffusion coefficient 
and boundary layer height, as well as vertical model resolution). To assess the effect of 
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such potential sources of uncertainties, further investigations would be required. 
Moreover, variations in the sensitivity of ozone to meteorological parameters could 
depend on differences in the chemical and photolysis mechanisms and the 
implementation of various physics schemes, all of which differ between the CTMs (see 
Colette et al. 2017a). Specifically, the discrepancies found in the sensitivities of MDA8 
O3 to maximum temperature might be also attributed to biogenic emissions not 
prescribed in the models. This was particularly reflected in the analysis of the slopes 
ozone-temperature (mO3-T) to assess the climate penalty, which differed between CTMs 
and regions when compared to the observations in both seasons. Most of the CTMs 
confirm the observed climate penalty in JAS, but with larger discrepancies in the 
external regions than in the internal regions. Furthermore, CTMs tend to overestimate 
the climate penalty in AMJ  (particularly in the external regions). 
 
Our results have shown that CTMs tend to overestimate the influence of maximum 
temperature and surface solar radiation in most of the regions, both strongly associated 
with ozone production. None of the CTMs captured the strength of the observed 
relationship between ozone and relative humidity appropriately, underestimating the 
effect of relative humidity, a key factor in the ozone removal processes. We speculate 
that ozone dry deposition schemes used by the CTMs in this study may not adequately 
represent the relationship between humidity and stomatal conductance, thus 
underestimating the ozone sink due to stomatal uptake. Further sensitivity analyses 
would be recommended for testing the impact of the current dry deposition schemes in 
the CTMs. 
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List of Tables: 
 
CTM	 Meteorology Coupling	
LOTOS-EUROS RACMO2 Off-line	
MATCH HIRLAM Off-line	
EMEP WRF Off-line 
CHIMERE Off-line 
MINNI Off-line 
WRF-Chem On-line 
 
Table 1. List of the chemistry-transport models used in the study, their corresponding meteorological 
driver and chemistry/meteorology coupling. 
 
 

 
 
 
 
 
 
 
 
 
 

 
Table 2. List of the predictors used in the multiple linear regression analysis: meteorological parameters, 
lag of O3 (24h, previous day) and the seasonal cycle components.  
 

Predictor Definition 

LO3 Lag of O3 (24 h)  
Tx Maximum temperature 
RH Relative humidity 
SSRD Surface solar radiation 
Wdir Wind direction 
W10m Wind speed 
day sin(2πdt/365.25), 

cos(2πdt/365.25) 

Region Acronym Coordinates (longitude, latitude) 
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Table 3. List of the regions with the short name and the coordinates.  
 
 
 
 
 
 
 
 
 
List of Figures: 
 
 
		

 
 
Figure 1. Map of the regions considered in the study. Regions indicated with a black star are referred to 
the internal regions in the text. The rest of regions are referred to the external regions of the European 
domain.  
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Figure 2. Time series of daily averages of MDA8 O3 during the ozone season (April-September) for the 
period of study (2000-2010) at each subregion. 
 
 

	 
Figure 3. Correlation coefficients between observed and modelled MDA8 O3 for spring (AMJ) and 
summer (JAS) for the period of study (2000-2010) at each region (rows) and models (columns, ordered 
by highest correlation values). 
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Figure 4. Coefficients of determination (R2) for each CTM-based (ordered as in Fig.3) and observation-
based MLR in spring (AMJ) and summer (JAS).  
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Figure 5. Root mean square errors (RMSE) for each CTM-based (ordered as in Fig.3) and observation-
based MLR at each region, in spring (AMJ) and summer (JAS). 
 
 
 

		 
Figure 6. Proportion of each predictor to the total explained variance for each CTM-based (ordered as in 
Fig.3) and observation-based MLR in AMJ (top) and JAS (bottom) for the internal regions: England 
(EN), France (FR), Mid-Europe (ME), North Italy (NI) and East-Europe (EA). 
 

		 
Figure 7. Proportion of each predictor to the total explained variance for each CTM-based (ordered as in 
Fig.3) and observation-based MLR in AMJ (top) and JAS (bottom) for the external regions: Inflow (IN), 
Iberian Peninsula (IP), Scandinavia (SC), Mediterranean (ME) and Balkans (BA). 
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Figure 8. Standardised coefficients values of the main key-driving factors (LO3, Tx and RH) for each 
CTM-based (ordered as in Fig.3) and observation-based MLR in AMJ (top) and JAS (bottom) and for the 
internal regions: England (EN), France (FR), Mid-Europe (ME), North Italy (NI) and East-Europe (EA). 
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Figure 9. Standardised coefficients values of the main key-driving factors (LO3, Tx and RH) for each 
CTM-based (ordered as in Fig.3) and observation-based MLR in AMJ (top) and JAS (bottom) and for the 
external regions: Inflow (IN), Iberian Peninsula (IP), Scandinavia (SC), Mediterranean (ME) and Balkans 
(BA). 
 

 
 Figure 10. Slopes (mO3-T; ppbK-1) obtained from a simple linear regression to estimate the relationship 
ozone-temperature for each CTM-based (ordered as in Fig.3) and observation-based MLR in AMJ (top) 
and JAS (bottom) and for the internal regions: England (EN), France (FR), Mid-EU (ME), North Italy 
(NI), East-EU (EA). 
 
 

 

EN FR ME NI EA

AM
J

JAS
M

AT
CH

M
IN

NI

CH
IM

ER
E

EM
EP

LO
TO

S

W
RF

−C
he

m

O
BS

M
AT

CH

M
IN

NI

CH
IM

ER
E

EM
EP

LO
TO

S

W
RF

−C
he

m

O
BS

M
AT

CH

M
IN

NI

CH
IM

ER
E

EM
EP

LO
TO

S

W
RF

−C
he

m

O
BS

M
AT

CH

M
IN

NI

CH
IM

ER
E

EM
EP

LO
TO

S

W
RF

−C
he

m

O
BS

M
AT

CH

M
IN

NI

CH
IM

ER
E

EM
EP

LO
TO

S

W
RF

−C
he

m

O
BS

0

1

2

3

0

1

2

3

pp
bK
−1

 
MATCH

MINNI

CHIMERE

EMEP

LOTOS

WRF−Chem

OBS

IN SC IP MD BA

AM
J

JAS
M

AT
CH

M
IN

NI

CH
IM

ER
E

EM
EP

LO
TO

S

W
RF

−C
he

m

O
BS

M
AT

CH

M
IN

NI

CH
IM

ER
E

EM
EP

LO
TO

S

W
RF

−C
he

m

O
BS

M
AT

CH

M
IN

NI

CH
IM

ER
E

EM
EP

LO
TO

S

W
RF

−C
he

m

O
BS

M
AT

CH

M
IN

NI

CH
IM

ER
E

EM
EP

LO
TO

S

W
RF

−C
he

m

O
BS

M
AT

CH

M
IN

NI

CH
IM

ER
E

EM
EP

LO
TO

S

W
RF

−C
he

m

O
BS

−1

0

1

2

3

4

−1

0

1

2

3

4

pp
bK
−1

 
MATCH

MINNI

CHIMERE

EMEP

LOTOS

WRF−Chem

OBS



	

	
25	

Figure 11. Slopes (mO3-T; ppbK-1) obtained from a simple linear regression to estimate the relationship 
ozone-temperature for each CTM-based (ordered as in Fig.3) and observation-based MLR in AMJ (top) 
and JAS (bottom) and for the external regions: Inflow (IN), Iberian Peninsula (IP), Scandinavia (SC), 
Mediterranean (ME) and Balkans (BA). 
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Figure S1. Standard deviations of the meteorological predictors: Maximum temperature (Tx), relative 

humidity (RH), solar radiation (SSRD), wind direction (Wdir) and wind speed-10m (W10m). Standard 

deviations are computed for each season, AMJ (top) and JAS (bottom), and for each region: England 

(EN), France (FR),  Mid-EU (ME), NI (North Italy), EA (East-EU), IN (Inflow), SC (Scandinavia), IP 

(Iberian Peninsula), MD (Mediterranean) and Balkans (BA). 
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Figure S2. Correlation coefficients between MDA8 O3 and each potential predictor used in the MLR.  

Correlations are computed for each season, AMJ (top) and JAS (bottom), and for internal regions: 

England (EN), France (FR), Mid-EU (ME), NI (North Italy), EA (East-EU). 

           

 

            

Figure S3. Correlation coefficients between MDA8 O3 and each potential predictor used in the MLR.  

Correlations are computed for each season, AMJ (top) and JAS (bottom), and for external regions: IN 

(Inflow), SC (Scandinavia), IP (Iberian Peninsula), MD (Mediterranean) and Balkans (BA). 
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Figure S4. Standardised coefficients values of the rest of the meteorological predictors (SSRD, Wdir and 

W10m) for each CTM-based and observation-based MLR in AMJ (top) and JAS (bottom) and for the 

internal regions: England (EN), France (FR), Mid-Europe (ME), North Italy (NI) and East-Europe (EA). 

 

 

 

 

Figure S5. Standardised coefficients values of the rest of the meteorological predictors (SSRD, Wdir and 

W10m) for each CTM-based and observation-based MLR in AMJ (top) and JAS (bottom) and for the 

external regions: Inflow (IN), Iberian Peninsula (IP), Scandinavia (SC), Mediterranean (ME) and Balkans 

(BA). 

 





Chapter 6

Summary and Outlook

6.1 General summary

This dissertation has investigated the influence of synoptic conditions on surface ozone
concentrations, indirectly by analysing the links between synoptic patterns and maximum
temperatures, and directly by using of the airflow indices derived from the classification
of weather types. In addition, the influence of local meteorological conditions has been
assessed. Several research questions were raised (section 1.5) and they have been addressed
in the previous chapters. In the following, the main conclusions obtained for each set of
the research questions are summarised.

Do state-of-the-art climate models realistically reproduce the occurence of weather
types over Europe? Based on their representation, what are the expected changes in the
frequency of weather types under future climate projections? How do synoptic patterns
relate with temperature anomalies in the present and future climate conditions?

As shown in previous works (e.g. Kenawy and McCabe, 2016; Lorenzo et al., 2011;
Perez et al., 2014) atmospheric circulation patterns can be an useful tool for evaluating
climate model simulations and their projections under future climate conditions. The first
study of this dissertation assesses the capability of models to reproduce the occurrence of
weather types, which is essential to provide a greater confidence when examining changes
in large-scale circulation under future climate, and particularly the implications on future
air quality. The multi-model ensemble (MME) mean represents reasonably well the main
features of large-scale atmospheric circulation, in terms of relative frequencies of WT,
when compared to the ERA-Interim in the near-present (1986-2005). However, notable
seasonal and regional discrepancies between the MME mean and ERA-Interim are found
for certain weather types, such as a significant model underestimation of Low-Flow days
in summer over South Europe and an overestimation of Westerlies in winter over Central
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Europe. Similarly, in winter the MME overestimates the occurrence of Cyclonic days in
Northwest and Central-East Europe, while Anticyclonic days are underestimated.

The projected future changes of WT frequencies using the emission scenario RCP8.5
show that the changes in the occurrence frequency for the late twenty-first century (2081-
2100) would have a major impact for some weather types over South Europe. Specifically,
Anticyclonic days would increase throughout the year (except in summer) over the Mediter-
ranean basin. Consistently with previous studies (e.g Donat et al., 2010; van Ulden and
van Oldenborgh, 2006), our results suggest an increase of the occurrence of Westerlies
mostly in winter over Central Europe, which are associated with positive anomalies of
maximum temperatures. Similarly, in summer and autumn an increase of Low Flow
conditions, associated with warmer temperatures, is found over South Europe, especially
over the Mediterranean basin. Particularly, such increasing Low Flow days might lead
to an increase in the occurrence of stagnant conditions (i.e. weak circulation, low wind),
favouring episodes of air pollution.

Finally, the contribution to the projected temperatures of frequency-related changes is
considerably small. Hence, changes in European temperatures must be mainly driven by
changes in the weather types themselves (within-type variations), likely affected also by
global warming.

How do regression-based models represent the influence of synoptic and local mete-
orological conditions on surface ozone over Europe? What are the main drivers of the
variability of surface ozone over Europe and how do they influence the observed variabil-
ity?

To address this question, three regression methods were applied in order to examine
the drivers of maximum daily 8-hour average ozone (MDA8 O3) concentrations, when con-
sidering (i) ozone means, (ii) the high percentile of the ozone distribution, and (iii) ozone
exceedances based on the air quality guideline thresholds. While most of the previous
studies have analysed the relationship between ozone and particular meteorological and/or
synoptic conditions at specific locations, this study provides a comprehensive analysis of
the spatial influence on ozone over the whole European domain.

The combination of the airflow indices and meteorological variables within the regression-
synoptic technique shows that local meteorological conditions have a larger influence on
ozone than synoptic conditions. The results reveal distinct seasonal and regional patterns
in terms of statistical performance and the dominance of ozone’s drivers. For example, the
statistical models perform better in summer (June-July-August, JJA) than in spring (March-
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April-May, MAM) and particularly over northwestern, central and southeast regions. In
the latter, the inclusion of the ozone persistence (ozone concentrations from the pervious
day) as a predictor, improves significantly the statistical model performance, while the
meteorological drivers account for most of the explained variance of ozone in most of the
grid cells over central and northwest Europe.

Regarding the relative importance of drivers, the results show that the ozone persis-
tence is the main driver over the southern regions, especially in MAM, where the climatic
factors (airflow indices and meteorological variables) have a minor effect. It must be high-
lighted that over those regions, in particular over the Mediterranean basin, the meteorology
driving ozone variability is markedly influenced by the complexity of the orography and
mesoscale processes (such as strong land-sea breezes) (e.g. Querol et al., 2017; Richards
et al., 2013). However, these effects are not well captured by the regression models, in
which the ozone persistence has the largest contribution, explaining most of the propor-
tion of ozone variability over the southern European regions. Maximum temperature is
the most dominant driver in JJA in some regions (e.g. central and northwest Europe),
where MDA8 O3 is particularly sensitive to maximum temperature. This could be due
to the effect of temperature on emissions of VOCs in those regions, in which previous
studies showed a VOC-limited regimen (Beekmann and Vautard, 2010). With a minor, but
also significant contribution, relative humidity and solar radiation are found key drivers
in specific grid-points over the western and central regions in spring. The role of these
drivers over central locations is reflected in the different statistical models used in this study.

Since climate change is expected to alter regional meteorological conditions, the anal-
yses presented in the first two studies (Chapter 3 and 4) provide further insights into the
impacts of the key meteorological drivers of ozone over Europe, especially during the
warmer months. In particular, these results point out the vulnerability of central European
regions to future episodes of ozone pollution under a warmer climate.

Are AQ models able to capture the basic relationship between meteorological con-
ditions and ozone? Do AQ capture the drivers of ozone derived from observations? In
particular, do they represent realistically the climate penalty?

Following a similar procedure than in the previous study, a MLR is built separately for
time series from observations (observation-based) and air quality models (CTM-based)
over ten European regions. In this case, the seasons differ from the meteorological defi-
nition used in the previous study, but cover the period when ozone typically reaches its
highest concentrations(i.e. April-September). Here, the seasons are defined as: spring
(April-May-June, AMJ) and summer (July-August-September, JAS).
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Similarly to the results described above, this study also reveal differences in terms of
statistical performance and ozone’s drivers between seasons and regions. Most of the
MLRs perform better in JAS than in AMJ, which could be attributed to the major role of
meteorology in JAS influencing local photochemistry processes of ozone production, while
in AMJ long range transport plays a stronger role (Monks, 2000; Tarasova et al., 2007).
Certain regions such as, England, France, Mid-Europe, North Italy and East-Europe (here
referred to as internal regions), show a strong influence of local meteorological conditions.
On the contrary, in the rest of the regions, Inflow, Scandinavia, Iberian Peninsula, Mediter-
ranean and Balkans (referred to as external) the local meteorological factors do not appear
to play a significant role.

Overall, CTMs are in better agreement with the observations in the internal regions
than in the external regions, where they present more discrepancies with the observations.
The differences in the external regions might be due to several reasons, such as, (i) a
larger influence of dynamical processes, (ii) a stronger influence of boundary conditions
applied to the CTMs, and (iii) the interpolation of a coarser grid to capture mesoscale
processes that influence MDA8 O3 (e.g. sea-land breezes). In some cases (i.e. Balkans), it
is important to highlight that such differences might be also caused by a lower density of
observing sites from which the interpolated product used here is derived, which can result
in a such product (Schnell et al., 2014).

The analysis of the drivers’ contribution and sensitivities in the observed-based MLRs
shows that the dominant drivers in the internal regions are maximum temperature and rela-
tive humidity. While the contribution of relative humidity is stronger in AMJ, the influence
of maximum temperature becomes stronger in JAS, which is reflected in the values of the
standardised coefficients obtained in the MLRs. On the contrary, the ozone persistence
(ozone from the previous day) has the largest contribution in the external regions, especially
in AMJ, when MDA8 O3 shows the highest sensitivities to the ozone persistence. The
CTMs are able to reproduce the same tendency as the observations regarding the influence
of maximum temperature and ozone persistence, although with discrepancies among the
regions (and CTMs), especially in the external regions, as mentioned before. All of the
CTMs analysed in this study present deficiencies to capture the strength of the relationship
ozone-relative humidity. Here, we speculate that the impacts of ozone dry deposition may
play a role in explaining the problems of CTMs to reproduce the relationship ozone-relative
humidity detected in the observational dataset.

Finally, the assessment of the slopes of relationship the ozone-temperature (climate
penalty) reveals differences among the CTMs and regions when compared to the obser-
vations. As expected, the largest differences are found in the external regions, where in
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some cases, CTMs differ in both magnitude and sign, mostly in AJM. While, most of the
CTMs consistently show the climate penalty in JAS, they tend to overestimate it in AMJ
(especially in the external regions).

6.2 Outlook

The work documented in this dissertation provided a comprehensive characterisation of
the influence of large-scale atmospheric circulation and local meteorological conditions
on European ozone concentrations. As stated in the introduction, GCMs and AQ models
are essential tools to investigate the impacts of climate change on air pollution. Then,
evaluating the models’ performances is required to provide greater confidence in their
use. By applying two different statistical approaches, this study also offers a multi-model
evaluation within the framework of global and regional modelling. Based on the methods
presented here and the main findings described in the previous chapters, a number of
recommendations and suggestions can be drawn for future work, which are detailed below.

The new JC extended version has been successfully applied over the whole European
domain providing an effective tool to evaluate GCMs and to examine potential changes
in the frequencies of weather types under future scenarios of climate change. In general,
GCMs are able to represent realistic synoptic patterns when comparing to reanalysis
datasets. However, GCMs show some regional and seasonal limitations in reproducing the
frequencies of some weather types. Special attention must be focused on those patterns
related to warmer temperatures and indirectly affecting air quality. For instance, GCMs
show serious limitations in reproducing low flow conditions in summer and autumn over
South Europe (e.g. the Mediterranean Basin). This could be partially attributed to a
misrepresentation of mean sea-level pressure giving rise to an underestimation of low flow
conditions. It is essential to improve the representation of large-scale circulation variables
(e.g. mean sea level pressure) in GCMs to reproduce realistic synoptic patterns.

The analysis of the relationship between weather types and temperature anomalies
provides valuable information in the context of air quality, identifying synoptic situations
that usually favour episodes of ozone pollution (e.g. warmer temperatures under low flow
or anticyclonic days in summer). Our results indicate that the projected changes in Euro-
pean temperatures can be attributed to changed characteristics in the patterns themselves
(within-type variations), rather than due to changes in the frequencies of weather types.
Quantifying the contribution of both non-dynamic (including physical processes) and
dynamic mechanisms in the within-type variations was beyond of the scope of this study.
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However, a forthcoming study could adopt a more sophisticated approach to investigate
the contribution of the within-type variations and their impacts in projected future tempera-
tures, which are expected to influence future air quality.

As shown in previous studies (e.g. Kyselý, 2007), the persistence of certain circula-
tion patterns is associated with surface air temperature anomalies, and the occurrence of
episodes of extreme temperature are pronounced under persistent circulation. A recent
study (Schnell and Prather, 2017) showed that extreme temperatures and air pollution
(specifically, O3 and PM10) episodes are often time-space overlapped. Then, another
possible direction for exploiting the usefulness of the extended JC classification developed
in this study, could be focused on investigating the overlap between the occurrence of
persistent weather types and specific episodes of temperature extremes and air pollution.
Indeed, this approach can be applied to other pollutants, such as NO2 or PM10 that have
been linked to certain prevailing atmospheric conditions in previous works (e.g. Grund-
ström et al., 2015; Pleijel et al., 2016; Pope et al., 2014).

Based on our findings, the synoptic-regression approach used in this research could be
improved and expanded in various ways. For instance, it has been shown that the inclusion
of airflow indices might improve the statistical regression models in some locations, but in
general they did not show a strong influence on daily ozone concentrations. This points out
the limitations of using daily values of airflow indices within our strategy, since the results
indicated that they are not able to capture short-term (day-to-day) fluctuations of ozone
concentrations, which are more influenced by local meteorological parameters. Possibly
the effect of circulation patterns on ozone concentrations could be better captured by using
a different time-scale (i.e. monthly or seasonal datasets). Previous studies have shown
the link between the inter-annual variability of weather types and ozone concentrations,
specifically over Northern regions (e.g. Pleijel et al., 2016; Tang et al., 2009). Thus, it
would be interesting to examine the influence of the variability of weather types on ozone
at monthly/seasonal (or year-to-year) along with local meteorological conditions. Fur-
thermore, given the close relationships between meteorological and synoptic conditions,
another way to expand the synoptic-regression technique can be by adding interaction
terms in the general equation (see Chapter 2). The interaction terms would represent the
combined effect of the predictors (e.g. frequencies of WT with meteorological variables,
such maximum temperature, relative humidity or wind).

The regression methods offer a simple alternative to assess the relationship between
ozone and meteorological conditions, in observations and also in AQ model simulations.
Nevertheless, the ozone variability can be modulated by others factors, such as photochem-
ical reactions, which are not only controlled by meteorological conditions, but also by
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emission of ozone precursors. Thereby, this approach can be expanded with the inclusion
of ozone precursor datasets (i.e. VOC or NOx). In addition, it is worthy to mention
that impacts of changes in land use can influence ozone concentrations through ozone
precursors (e.g. VOC or NO) emitted from certain vegetation species and also deposition
of ozone under future warmer conditions (Tai et al., 2013). Therefore, further analyses
could also consider the effects of future changes in land use that may drive local increases
or decreases in ozone pollution.

An issue identified in this procedure is the use of a coarser grid (1ºx1º), which might be
insufficient to capture some mesoscale processes, (e.g. land-sea breezes). Thus, it would
be highly recommended to test this method with a finer grid in order to assess the role of
the model resolution. In that sense, it is also recommended the use of data from monitoring
sites (without previous interpolation processes).

Ultimately, by identifying some limitations in the ability of current AQ models to
reproduce the relationship between models and certain meteorological variables, this
dissertation can serve as a basis for future model developments. For instance, one the
main findings from the multi-model evaluation is that the AQ models do underestimate
the strength of the relationship between ozone and relative humidity detected in the
observational dataset. As previous studies suggest (e.g. Kavassalis and Murphy, 2017), we
speculate that dry deposition schemes in the models might be playing an important role
for representing the observed relationship between ozone and relative humidity. In this
sense, this work provides useful information pointing out that future model developments
could be focused on sensitivity analyses on the current dry deposition schemes to better
understand the impacts of dry deposition on the ozone-relative humidity relationship.
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