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Abstract

The political economy approach abandons the assumption of politicians always acting as benevolent social planners. Instead, it assumes that policymakers are self-interested individuals who may follow objectives that differ from those of society. In this thesis, three self-contained essays explore the political economy of two topical issues in macroeconomics: central bank independence and banking regulation.

Political Determinants of Central Bank Independence (CBI)
From a normative perspective, there is little disagreement that the implementation of an independent central bank can be welfare improving. Nevertheless the degree of CBI varies considerably across countries. This paper analyzes the factors that may force incumbent politicians to choose different degrees of CBI. When making this choice, policymakers face a central trade-off: While an independent central bank raises the costs of future policy changes for political successors it also reduces the chances to influence current monetary policy.

How Should Large and Small Countries Be Represented in a Currency Union?
The European Central Bank (ECB) is assigned to take a European perspective when conducting monetary policy. However, national central bank governors hold the majority in the ECB’s decision making body, the ECB Council. If national central bank governors adopt – at least to some degree – a national viewpoint, this may distort monetary policy from the European perspective. This paper derives the optimal voting weights of national central bank governors in the ECB Council that minimize the distortions of monetary policy from the European first best.

On the Regulation of Multinational Banks in Europe – Who Should Be in Charge?
While cross-border integration in the European banking sector has gained momentum, responsibility for the prudential regulation of banks remains mainly in the national domain. This paper compares the welfare effects of two alternative regulatory regimes for the European Union: home and host country regulation. For the European Union, the welfare implications of choosing either regime depend on a number of factors, such as the degree of economic integration or the intensity of competition in the union’s banking sector.
1. Introduction

The notion of benevolent social planners is widely used in economic theory. This standard approach of public finance allows drawing extremely useful normative policy conclusions. However, models assuming that politicians are solely concerned with the maximization of some social welfare function often fail to explain actual policymaking. In particular, they have difficulties in explaining why some countries constantly deviate from first-best economic policies or why comparable countries choose very different policies when facing similar economic problems (Alesina, 1994). There are multiple policy fields in which many countries clearly fail to implement first-best economic policies, for instance, in the actual choice of public debt and deficits (Persson and Svensson, 1989) or in the design of real-world tax systems (Mirrlees, 1971, Atkinson and Stiglitz, 1972).

The political economy approach treats political decision-makers as self-interested individuals who may not only be concerned with the maximization of social welfare. Alesina and Cukierman (1987, p.1) summarize the main driving forces of policymakers:

“Politicians are generally motivated by two desires: they want to hold office as long as possible and have preferences over policy issues. On one hand they are selfish, in the sense that they care about their appointment per se, on the other hand they represent the interest
of their constituencies and, generally, different constituencies have different preferences over policy issues.”

The authors point at the two potential motivations of politicians that received most attention in the literature: opportunism and ideology. On the one hand, policymakers may be office-seeking and thus act opportunistically due to prestige considerations, material gains (possibly including salaries or the chance of corruption), or generally an ‘ego rent’ arising from holding office (Rogoff, 1990). On the other hand, ‘partisan politicians’ (Hibbs, 1977) may share the ideological views of certain groups of voters which will generally not coincide with those of society as a whole. Of course, ideological and opportunistic motives are not mutually exclusive and we should expect even partisan policymakers to sometimes show opportunistic behavior as they will only be able to implement their preferred policies when holding office (Alesina and Rosenthal, 1995). In addition, one should not abandon the assumption of benevolence altogether. After all, politicians may be driven by the wish to maximize social welfare, at least to some degree.

By incorporating this kind of self-interest into the analyses, political economy models can help to explain why politicians implement certain policies even though they are at odds with first-best welfare-maximizing solutions. Moreover, policies that may seem suboptimal or even irrational in the first place can be interpreted as the outcome of rational utility-maximizing behavior of individuals, i.e. policymakers. Therefore, the political economy approach provides powerful tools for positive analysis.

Political economy, however, is not only valuable from a positive point of view but also can deliver important insights for normative analysis. In fact, understanding political decision-makers’ motives that distract their objectives from those of society is a crucial step towards designing institutions that minimize deviations from first-best economic outcomes. Drazen (2000, p.7) highlights the normative relevance of political economy approaches as follows:

“[…] normative political economy would ask the question of how, given the existing political constraints, societies can be led to best achieve specific economic objectives. This includes not only how to “overcome” political constraints within the existing

1 Of course, these policies remain suboptimal for society.
in institutional framework, but also the design of political institutions to better achieve economic objectives.”

This thesis explores two important policy issues in macroeconomics, central bank independence and banking regulation, in three self-contained essays, each adopting a political economy perspective.

Essays one and two (chapter 2-3) both analyze the political economy of central bank independence (CBI), albeit from different angles. The first essay (Political Determinants of Central Bank Independence) clearly has a positive focus as it develops a model that helps to explain why different countries implement different degrees of CBI although a higher level of CBI should generally imply welfare improvements. In contrast, the second essay (How Should Large and Small Countries Be Represented in a Currency Union?) primarily conducts a normative analysis. It discusses the optimal voting weights of national central bank governors within the European Central Bank’s Governing Council, given that these national representatives do not take a purely European perspective as requested by the Maastricht Treaty.

Chapter 4 presents the third essay (On the Regulation of Multinational Banks in Europe – Who Should Be in Charge?). It discusses the welfare implications of two different regulatory regimes for the European Union (EU), given that banking regulation in the union mainly stays in the national domain. Hence, the third essay shares both, the normative focus and the European perspective with essay number 2. In what follows, each essay will briefly be reviewed separately.

Review of Chapter 2:
Political Determinants of Central Bank Independence

The degree of central bank independence (CBI) varies considerably across countries (Cukierman, 2007, Eijffinger and De Haan, 1996). In this essay, it is argued that this circumstance can hardly be explained by a model that builds on the notion of benevolent politicians as the creation of an independent central bank should generally imply welfare improvements. The literature discusses several reasons for why granting a high degree of independence to the central bank is sound
policy. For instance, as shown by Rogoff (1985) the delegation of monetary policy to an independent and inflation-averse central banker can lower the inflationary bias stemming from the time inconsistency problem of monetary policy (Kydland and Prescott, 1977, Barro and Gordon, 1983). Another prominent argument in favor of CBI builds on the literature dealing with political business cycles. An independent central bank should reduce the likelihood and the magnitude of politically induced distortions of monetary policy and thereby improve welfare.

The paper presented in chapter 2 demonstrates how different degrees of CBI may be the result of ‘strategic policy-making’. Incumbent politicians may act strategically by taking into account the impact of their policy choices today on political successors’ policy options in the future. While an independent central bank reduces the incumbent politician’s chances to influence current monetary policy, it also raises the costs of future policy changes for political successors. Therefore, incumbent politicians face a trade-off when deciding on the degree of CBI: current influence on monetary policy versus policy durability.

The essay shows how various factors influence this trade-off and thereby the institutional choice. The relationship between purely partisan parties and a central banker is modeled as a signaling game. Central bankers, like politicians, have ideological preferences over monetary policy but additionally receive utility from holding office. In the model, a high degree of CBI is associated with a longer term length of central bankers. As a consequence, politicians cannot replace a central banker and thus have no means to exert pressure on the central bank. However, neither party can reverse the initial appointment decision which thus is durable. In contrast, the term length of central bankers is shorter under a low level of CBI. In this case, the ‘threat of replacement’ may force central bankers to act opportunistically, i.e. conduct monetary policy in line with politicians’ preferences, to maximize their expected time in office.

The model predicts that incumbent politicians will tend to choose higher degrees of CBI if their re-election prospects are bad, if they place more weight on future policy outcomes, and if they are better able to screen candidates’ preferences. If the incumbent’s probability of being re-elected is high, the relative advantage of CBI in terms of durability shrinks compared to the disadvantage of forgone current influence since the political opponent is less likely in the position to reverse the currently incumbent’s appointment decision. Similarly, policy durability gains importance
when the future becomes more relevant for politicians. However, if the incumbent’s probability of appointing an ideologically desired candidate is low, this may turn the benefits of CBI into a disadvantage for the incumbent since he cannot correct a possibly wrong appointment decision. Moreover, the likelihood for the implementation of an independent central bank is positively affected by the degree of political polarization, but negatively by the utility central bankers receive from holding office and by the weight they place on future developments. The intuition behind these results derives from the incentives for central bankers to act opportunistically by satisfying the incumbent’s policy demands in order to maximize their expected time in office.

Review of Chapter 3:
How Should Large and Small Countries Be Represented in a Currency Union?\(^2\)

The recent extension of the Euro area was preceded by a reform of voting modalities in the Governing Council of the European Central Bank (ECB). This reform introduced a rotation scheme in the Council whereby only a fraction of national central bank governors hold voting rights in each meeting.\(^3\) This institutional change did not only aim at limiting the overall size of the decision-making body, but also introduced some implicit weighting of member states via asymmetric rotation and thereby abandoned the “one country, one vote principle”. However, the mismatch between relative economic size and voting rights in the Governing Council is still apparent, that is, large countries are still substantially under-represented while the opposite is true for small countries.

In this paper, the optimal voting weights of national central bank governors in a federal central bank’s decision-making body are derived, such as the ECB’s Governing Council. For the Euro area, the objectives defined by the Maastricht Treaty are taken as first-best benchmark for monetary policy. It is shown how actual policy-making may differ from this benchmark. In particular, monetary policy may be distorted from an EU perspective if national central bank governors take – at least to some degree – a national point of view and national objectives differ from common, union-wide goals. In the model, national preferences over monetary policy are

\(^2\) This paper is joint work with Helge Berger.

\(^3\) For a detailed description of the reform, see ECB (2003) and Berger (2006).
subject to random shocks. This may reflect varying partisan political influence at the nation level due to, for instance, a change in government. The optimal voting weights that are derived bring actual monetary policy as close as possible to the first-best benchmark.

In principle, optimal voting weights reflect two opposing forces: the wish to insulate common monetary policy from changing preferences at the national level, and the attempt to avoid an overly active or passive reaction to idiosyncratic national economic shocks. As a rule, small (large) countries should be over-represented (under-represented) in the Council if their preferences are not extremely volatile (stable). Therefore, a perfect match between economic size and voting rights is rarely optimal. On the other hand, the “one country, one vote principle” will not be optimal either, as long as there is economic volatility, and preference shocks are not perfectly symmetrical. Moreover, optimal weights depend on the stochastic properties of economic and preferences shocks. If, for instance, a country becomes more volatile in terms of its inflation preferences, this will unambiguously reduce its optimal voting weight in the Council.

**Review of Chapter 4:**

**On the Regulation of Multinational Banks in Europe – Who Should Be in Charge?**

Despite the ongoing cross-border integration in financial markets, prudential banking regulation in the European Union (EU) stays mainly in the national domain. Both, the home and the host country, are involved in the regulation of multinational banks, depending on the form of foreign representations. A number of potentially severe problems arise from the national orientation. For instance, national regulators may fail to internalize negative externalities on other countries implied by domestic bank failures. As a consequence, regulation may be provided at a suboptimal low level from an EU perspective. Moreover, national regulators may have the incentives to implement looser regulatory standards in order to attract multinational banks’ investments, potentially implying a ‘race to the bottom’.

---

4 This leaves room for the counterintuitive result, as a small (large) country should be under-represented (over-represented) if it is extremely instable (stable) in terms of preference volatility.
There is little disagreement that a first-best solution to these and other problems will include a shift of responsibilities for prudential banking regulation to the EU level, at least for Pan-European banks. However, there are serious doubts that such a centralized approach is politically feasible at the moment (Favero et al., 2000, Vesala, 2005). Therefore, this paper discusses optimal second-best regulatory regime choices for the EU, given that prudential banking regulation remains national competence. In particular, it analyzes how the assignment of full responsibility for banking regulation to either the home or the host country affects EU welfare.

In the model presented in chapter 4, national regulators aim at attracting multinational banks’ investments and at safeguarding financial stability in their jurisdictions. Therefore, they disregard externalities on other countries when setting the regulatory standards. In principle, both regimes have their specific strengths and weaknesses. Host country regulation, on the one hand, facilitates international regulatory arbitrage by banks. This causes a tendency for national regulators to race to the bottom implying looser regulation on average. In contrast, banks’ chances to pursue international regulatory arbitrage are smaller under home country regulation as – in this case – banks cannot escape easily from the rules set by their domestic regulator. Consequently, regulatory standards are stricter under home country regulation on average. Under host country regulation, on the other hand, national regulators take into account specific country characteristics more strongly, because they hold regulatory responsibility for all banking units doing business in their country. As a consequence, rules are more differentiated among countries, with less stable countries implementing stricter regulation.

The model shows how the optimal second-best regime choice will generally depend on the relative importance of these advantages and disadvantages. In particular, home country regulation will be more likely the optimal choice if (i) countries are similar in their reaction to macroeconomic shocks, (ii) the competition in the European banking sector is stiff, (iii) the difference in efficiency between foreign and domestic regulators is small, and (iv) the overall financial stability in the EU is high.
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2. Political Determinants of Central Bank Independence

Abstract

From a normative perspective, it is striking that the degree of central bank independence (CBI) varies considerably across countries. Taking a political economy perspective, this paper demonstrates how different degrees of CBI may be the result of ‘strategic policy-making’. While an independent central bank reduces the incumbent politician’s chances to influence current monetary policy it also raises the costs of future policy changes for political successors. Hence, when deciding on the degree of CBI, incumbent politicians face a trade-off: current influence on monetary policy versus policy durability. This paper shows how various factors change this trade-off and hence the institutional choice. The model predicts that the level of CBI incumbent politicians choose will increase in politicians’ ability to screen central bankers’ preferences, in the degree of political polarization, and in the weight politicians place on future policy outcomes. In contrast, the likelihood for the implementation of an independent central bank decreases in the re-election prospects of incumbents and in the utility central bankers receive from holding office.
2. Political Determinants of Central Bank Independence

2.1 Introduction

The degree of central bank independence (CBI) varies considerably across countries (Cukierman, 2007, Arnone et al., 2006). This is revealed by both, ‘de jure’ and ‘de facto’ measures of CBI (Eijffinger and De Haan, 1996). De jure measures are based on the analysis of central bank statutes and typically include criteria like the term duration of central bankers, a central bank’s budgetary autonomy, and procedures for central bankers’ appointment (Alesina, 1988, Grilli et al., 1991, Eijffinger and Schaling, 1992). However, as noted by Cukierman (1992), de facto independence may well differ from what is formally laid down in central bank laws. In this regard, Chappell et al. (1993) present empirical evidence for two main sources of political sway on the central bank which also may vary in their importance for different countries. While the first source stems from direct political pressure (‘direct channel of political influence’), the second source rests on politicians’ ability to nominate central bankers that share their ideological preferences and act accordingly (‘indirect channel of political influence’). Hence, political influence may be the result of partisan appointments to the central bank (Waller, 1992).

There is a broad consensus among economists that granting a high level of independence to the central bank is sound policy. This view mainly rests on two theoretical arguments and is also largely supported by empirical evidence (Eijffinger and De Haan, 1996, Berger et al., 2001). First, as shown by Rogoff (1985), delegating monetary policy to an independent and inflation-averse (‘conservative’) central banker can serve as a commitment device to circumvent the famous time inconsistency problem of monetary policy (Kydland and Prescott, 1977, Barro and Gordon, 1983). The second argument in favor of CBI abandons the assumption of politicians acting as benevolent social planners. In this regard, two potential sources that may distort politicians’ preferences from those of society are proposed. First, politicians may aim at increasing their chances of re-election, using monetary policy and thereby create a so called opportunistic political business cycle (Nordhaus, 1975, Persson and Tabellini, 1990). Second,

---

1 This ‘legal approach’ has been criticized for the somewhat arbitrary choice of criteria included and the subjective interpretation of central bank statutes (Eijffinger and De Haan, 1996).
2 Cukierman et al. (1992) suggest using the turnover rate of central bank governors as an indicator for the level of CBI. The underlying idea is that a longer term length of central bankers is associated with a higher degree of CBI and vice versa. It has been argued, however, that causality may run in the opposite direction since a subservient central banker could virtually hold office forever (Eijffinger and De Haan, 1996).
if politicians have partisan preferences, a shift in the composition of government should imply changes in the conduct of monetary policy, and hence a ‘partisan political business cycle’ (Hibbs, 1977, Alesina, 1987). Granting a high degree of autonomy to the central bank should limit these politically induced distortions and hence the scope for political business cycles. Given these potentially large benefits of an independent central bank, one can doubt that the actual degree of CBI is chosen optimally – in a welfare-maximizing sense – in every country. In other words, it seems difficult to explain the variations of CBI across countries when adopting a normative point of view.

Taking a political economy perspective instead, this paper argues that the degree of CBI may be the result of ‘strategic policy-making’. It has been shown that incumbent politicians may act strategically by taking into account the impact of their decisions today on their successors’ future policy options. In this regard, the ‘strategic use of deficits’ has received a great deal of attention (Alesina and Tabellini, 1990, Persson and Svensson, 1989, and Tabellini and Alesina, 1990). Persson and Svensson (1989), for instance, demonstrate that governments that face uncertainty about re-election may choose higher budget deficits than they would if re-election was certain, to limit the room for maneuver of subsequent governments. This paper demonstrates how similar strategic considerations may drive incumbent politicians to establish different degrees of CBI. For incumbents there are costs and benefits associated with an independent central bank. While a high level of CBI effectively constraints subsequent governments by raising the costs for future policy changes it also reduces the incumbent’s influence on current monetary policy. Hence, when deciding on the degree of CBI, incumbent politicians face a trade-off: policy durability versus current influence.

The model presented below shows how various factors determine this trade-off and hence the institutional choice. To do so, the relationship between purely partisan parties, differing in their preferences over monetary policy, and a central banker is modeled as a signaling game. Central bankers, like politicians, have ideological preferences over monetary policy but additionally receive utility from holding office. If a high degree of CBI is implemented, politicians will not have the means to exert pressure on the central bank since central bankers

---

3 This argument follows Hanssen (2004) who discusses the level of judicial independence in a similar framework. Related arguments are made by Goodman (1991), Bernard et al. (2002), and Dreher et al. (2007).
cannot be replaced. However, neither party can reverse the initial appointment decision which thus is durable. On the contrary, a low level of CBI is associated with a shorter term length of central bankers. In this case, the ‘threat of replacement’ may force central bankers to act opportunistically, i.e. conduct monetary policy in line with politicians’ preferences, to maximize their expected time in office.

The model predicts that the level of CBI incumbent politicians choose will be higher, the worse their re-election prospects are, the more weight they place on future policy outcomes, and the better their ability to appoint an ideologically desired candidate is. If the incumbent’s probability of being re-elected is high, the relative advantage of CBI in terms of durability shrinks compared to the disadvantage of forgone current influence since the political opponent is less likely to hold office and, thus, to be in the position to reverse the currently incumbent’s appointment decision. Similarly, policy durability gains importance when the future becomes more relevant for politicians. However, if the incumbent’s probability of selecting an ideologically desired candidate is low, this may turn the benefits of CBI into a disadvantage for the incumbent since he cannot correct a possibly wrong appointment decision. Moreover, the likelihood for the implementation of an independent central bank is positively affected by the degree of political polarization but negatively by the utility central bankers receive from holding office and by the weight they place on future developments. As discussed below, the intuition behind these results derives from the incentives for central bankers to act opportunistically by satisfying the incumbent’s policy demands in order to maximize their expected time in office.

2.2 Related Literature

This paper relates to the literature on strategic policy-making and to the literature on the determinants of CBI. The latter may be subdivided into two strands, one that adopts a normative perspective and one – the political economy literature – predominantly taking a positive point of view. The normative literature mainly builds on the time-inconsistency problem (Kydland and Prescott, 1977, Barro and Gordon, 1983) and the solutions proposed by Rogoff (1985) and Walsh (1995). Along these lines, Cukierman (1994) argues that the gains
from CBI will be higher in countries that suffer from a large inflationary bias. Consequently, the incentives to establish an independent central bank should increase in factors worsening the inflationary bias, such as a high natural rate of unemployment (see also Eijffinger and Schaling, 1995 and Franzese, 1999). Similarly, the potential gains from CBI have been related to public debt (Cukierman, 1994). If CBI successfully moderates inflation expectations, the interest charge on government debt should decrease in the level of CBI. Hence, a large stock of public debt should strengthen the incentives to create an independent central bank.\textsuperscript{4} The empirical literature, however, does not find much support for these normative hypotheses (Dreher \textit{et al.} 2007, De Haan and Van’t Hag, 1995, Eijffinger and Schaling, 1995). This may not come as a surprise as the pure time inconsistency framework does not provide a convincing rationale for not implementing an independent central bank (Bernhard \textit{et al.}, 2002).\textsuperscript{5}

The political economy literature, on the other hand, provides such a rationale by taking into account self-interests of political actors. One line of research stresses the ‘opposition to inflation’ as a potentially important determinant of CBI. Goodman (1991) argues that politicians may be forced to increase CBI by strong conservative coalitions in the society. In this regard, Posen (1993) identifies the financial sector as the main interest group advocating price stability and hence as the main driving force for CBI. A related argument is put forth by Hayo (1998) who points out that the general public attitude towards inflation – formed by ‘historical feedback processes’ – may be crucial for the choice of the degree of CBI.

A second set of political economy papers focuses on diverging interests of decision-makers. In this regard, the existence of checks and balances has been related to a country’s level of CBI. Hallerberg (2002) argues that a multitude of veto players will limit politicians’ ability to override the decisions of a central bank and thereby affect the degree of CBI. Similarly, Moser (1999) shows in a model with two veto-empowered decision-making bodies that the commitment to an independent central bank will only be credible if there are appropriate checks and balances at work (see also Keefer and Stasavage, 2003). A related body of research

\textsuperscript{4}There is, however, also a political economy argument pointing in the opposite direction as the incentives to reduce the real stock of debt by creating surprise inflation should be stronger the higher the total amount of public debt is (Eijffinger and De Haan, 1996).

\textsuperscript{5}Note that, in the standard time inconsistency framework, the costs in terms of suboptimal stabilization policy arise from the conservativeness of a central bank not from its independence (Berger \textit{et al.}, 2001).
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focuses on intra-coalition conflicts as a motive for delegating monetary policy (Bernhard and Leblang, 2002). Crowe (2006) presents a model on coalition formation in a two-dimensional policy space. He shows that it will be costly for agents to join a coalition if preferences over both policy dimensions are uncorrelated. In this case, limiting the policy space by delegating monetary policy to an independent central bank reduces the costs of coalition formation.

Finally, the wish to constrain future governments has been identified as a potentially important motive for the implementation of an independent central bank. Goodman (1991) suggests that incumbents’ expectations regarding their time in office should be crucial for their assessment of the potential gains from ‘tying the hands of political successors’ (see also Bernhard et al., 2002 and Cukierman, 1992). The present paper formalizes this argument and shows how the costs of CBI, in terms of forgone current influence, and the benefits, arising from policy durability, are affected by various parameters. Hence, this paper contributes to the theoretical literature on the determinants of CBI which – up to now – is rare as most of the papers cited above either follow an empirical or an institutional approach.6

This article also relates to the literature on strategic policy-making. It has been suggested that incumbent politicians may choose certain policies in order to limit the policy options of potential successors. In this regard, it has been argued that office holders may increase deficits above a social optimal level to limit the fiscal latitude of political opponents (Alesina and Tabellini, 1990, Persson and Svensson, 1989). The notion of imposing restrictions on future decision-makers also appears in Glazer (1989) who discusses the choice of durability of investment projects. In his model, rational voters (and thus office-seeking governments) may opt for more permanent investment projects in order to restrict the set of policy choices of future voters.

The present work builds on – and therefore is closely related to – Hanssen (2004) who analyzes how strategic policy-making may determine the level of juridical independence. In his model, politicians face uncertainty about the ideological type of judges, but have perfect knowledge about a judge’s attitude towards holding office, that is, politicians know whether a specific judge is motivated by opportunism or ideology. This paper extends Hanssen’s model

---

6 Exceptions are Cukierman (1994), Moser (1999), Keefer and Stasavage (2003), and Crowe (2006).
by allowing central bankers to be motivated by both, holding office and ideology, with central bankers’ preferences being private knowledge. These extensions allow modeling the channels of political influence identified by Chappell et al. (1993). While the indirect channel – via the appointment process – requires central bankers to have ideological preferences, there are two necessary conditions for the direct channel – via political pressure – to appear. Central bankers must be office-seeking, at least to some degree, and politicians need to have the means to exert pressure on the central bank. In the model, the latter condition is only fulfilled if a low level of CBI has been established which gives rise to the direct channel of political influence. Moreover, these extensions have important technical implications. As central bankers do not know which party will hold governmental power and will be in the position to replace them, a signaling game arises where both, the sender’s type (central banker) and the receiver’s type (politician) are uncertain when players choose their strategies.7

2.3 The Model

Consider two purely partisan political parties, \( i = L, R \).8 Parties only differ in their preferences over monetary policy, possibly reflecting varying preferences of the constituency they represent. With regard to monetary policy, it is often argued that rightist parties act in the interests of high income voters and are thus more inflation-averse than leftist parties which are more concerned with unemployment and output (Hibbs, 1977, Persson and Tabellini, 2002). The incumbent party nominates a central banker (CB) who conducts monetary policy. Like politicians, CBs have ideological preferences that can either be in line with party \( L \)’s preferences (a ‘leftist’ CB) or with those of party \( R \) (a ‘rightist’ CB).9 CBs are additionally concerned with holding office, giving rise to career motivated (‘opportunistic’) behavior. In the beginning of the two-period game, the initially incumbent party (which, without loss of generality, is assumed to be \( L \)) makes a binding choice on the institutional setting, i.e. on the degree of independence granted to the central bank. CBI is a discrete variable and can only

7 Usually, in this kind of game, only the sender’s type is unknown (Sibert, 2002, Chortareas and Miller, 2003).
8 In this paper, the terms politicians and parties are used synonymously.
9 The notion of partisan preferences of CBs is widely used in the literature (Waller, 1992, Lohmann 1997, Sieg, 1997) and empirical evidence is presented by Berger and Woitek (2005).
2. Political Determinants of Central Bank Independence

take two values, ‘high’ (institution $I$) or ‘low’ (institution $D$). Institution $I$ guarantees the CB a two-period term length. As a consequence, the politician cannot punish the CB for conducting the undesired monetary policy by replacement. In contrast, $D$ is associated with a one-period term length of CBs. Here, the CB can be replaced in the beginning of period two by the party that holds governmental power at that time.\(^{10}\)

Figure 2.1 depicts the sequence of events. At the institutional stage, $t_0$, the incumbent party $L$ chooses $I$ or $D$. At the beginning of period 1, $L$ nominates a CB selected from a large set of candidates (see below). The CB then carries out monetary policy, by directly controlling the inflation rate in period 1 ($\pi_t$) which is assumed to be a discrete variable that can only take two values, $\pi_t \in \{\pi_L, \pi_R\}, t = 1, 2$. At the end of $t_1$, elections are held where the incumbent party faces the exogenous probability of reelection $p$ (the opponent wins with $1 - p$).\(^{11}\) Under $I$, the CB that has been nominated in $t_1$ remains in office while under $D$, the CB can be replaced by the winner of the elections. Finally, the CB who holds office in $t_2$ carries out monetary policy.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sequence_of_events.png}
\caption{Sequence of Events.}
\end{figure}

Note that the model captures institutional persistence as a stylized fact, by assuming that the initially established central bank regime is left unchanged for the rest of the game. As shown by Acemoglu et al. (2001), institutions are long-lasting and only changed from time to time (see also Glaeser and Shleifer, 2002 and Przeworski et al., 1996). The literature offers several potential explanations.\(^{12}\) Paterson (2005), for instance, argues that institutions reinforce the existing distributions of political and economic power in society which prevents institutional

\(^{10}\) Note that, under $D$ (‘dependence’) CBs are free to set monetary policy, too. However, career concerns may drive CBs to act in the interest of politicians. Hence, the level of de facto CBI is lower under $D$.

\(^{11}\) The focus of this paper lies on the relationship between politicians and CBs. To simplify matters the second principal-agent-relationship between the electorate and politicians is ruled out by assuming an exogenous $p$.

\(^{12}\) Acemoglu and Robinson (2006) discuss the question of institutional persistence in detail.
changes. Alternatively, institutional persistence has been related to the existence of checks and balances (Moser, 1999, Hallerberg, 2002) as veto players may block changes from the status quo. To capture the notion of institutional persistence in the model, it is assumed that there is a window of opportunity where the institution can be altered by the government at a certain point in time ($t_0$) but remains unchanged throughout the two subsequent periods.

2.3.1 Preferences and Information

Parties only differ in their preferences over monetary policy and are solely motivated by ideological concerns. In particular, as in Alesina and Rosenthal (1995), parties have different views on what inflation rate should be targeted. 13 Parties’ preferences are common knowledge and captured by the following loss function:

$$V^i = \sum_{t=1}^{2} \beta^i_t \left( \pi_t - \pi^i_t \right)^2, \ i = L, R.$$  

Deviations of actual inflation in period $t$ from the respective party’s bliss point of inflation ($\pi^i_t$) generate a loss. The discount factor $0 < \beta < 1$ is assumed to be identical for both parties.

CBs, like politicians, have ideological preferences over monetary policy. However, in contrast to politicians, CBs additionally receive utility from holding office. 14 This can be due to pecuniary rewards, prestige or generally the chance to extract private rents from holding office (Rogoff, 1990). As noted above, this is a prerequisite for politicians’ ability to pressurize CBs and hence for the direct channel of political influence to appear. 15 As a consequence, CBs are – to some degree – driven by career concerns, possibly implying opportunistic behavior. In sum, CBs are motivated by both, ideology and opportunism which is reflected in the following loss function of CBs:

$$V^{CB} = \sum_{t=1}^{2} \beta^{CB}_t \left[ \chi L_t + (1 - \chi)(\pi_t - \pi^{CB}_t)^2 \right]$$

13 Since this paper examines the determinants and not the effects of CBI, it is important to allow for differences in parties’ preferences over monetary policy. It is not crucial, however, where these differences are revealed. Hence, one could alternatively assume, as in Alesina (1987) that parties place a different relative weight on the real target in an objective function à la Barro and Gordon (1983).

14 Including an additional ‘office-seeking’ component into the objective function of politicians would not change the results qualitatively, since the outcome of the elections is exogenous.

15 Chortareas and Miller (2003) point out that selfishness of CBs is a necessary condition for implementing ‘perfect contracts’ as proposed by Walsh (1995).
Career concerns are captured by the dummy variable $L_t$ which is zero if the CB holds office and a positive constant otherwise, i.e. not holding office implies a loss for the CB.\footnote{Note that a candidate appointed in the beginning of the game will at least hold office throughout the first period; hence, for these candidates it holds that $L_t = 0$.}

Accordingly, the ideological component is captured by $(\pi_t - \pi_{CB})^2$ since deviations of actual inflation from the CB’s bliss point ($\pi_{CB}$) generate a loss, too. As stated above, a CB can be ‘leftist’ or ‘rightist’, i.e. $\pi_{CB} \in \{\pi_L, \pi_R\}$. Both motives are weighted by $0 \leq \chi \leq 1$. If $\chi = 0$ the CB will solely be motivated by ideology whereas $\chi = 1$ describes the case where the CB is exclusively driven by career concerns. Hence, $\chi$ can be interpreted as the CB’s ‘degree of opportunism’. Finally, the discount factor $0 < \beta_{CB} < 1$ is assumed to be equal for all CBs.

As in Sibert (2002), CBs’ preferences are private knowledge. Specifically, neither the degree of opportunism ($\chi$) nor the ideological bliss point ($\pi_{CB}$) is directly observable for politicians when appointing a CB. However, the distributions of both criteria within the population of candidates are common knowledge. The same proportion of candidates share party $L$’s and $R$’s respective bliss point of inflation, that is, leftist and rightist CBs both make up 50% of the candidates’ population. Moreover, it is assumed that each ideological group consists of a continuum of candidates with different degrees of opportunism ($\chi$). The distribution of $\chi$ is given by the continuous density function $f(\chi)$ which is positive on the interval $[0,1]$.

### 2.3.2 Solving the Model

This Section derives the incumbent party’s expected loss from choosing either institution. While under $I$, there is no interaction between politicians and the CB after the appointment decision in $t_1$, under $D$, a signaling game arises where neither politicians (receivers) nor CBs (senders) know the type of the other player when choosing their strategies.

#### 2.3.2.1 Independence

Under independence, the CB appointed in $t_1$ cannot be punished by replacement and remains in office for two periods. Hence, opportunistic motives do not play a role when conducting monetary policy and each CB will set the inflation rate equal to his ideological bliss point ($\pi_1 = \pi_{CB}$).
\( \pi_2 = \pi_{CB} \). Therefore, under institution \( I \), only the indirect channel of political influence appears, making it crucial for politicians to find an ideologically desired candidate. However, candidates’ ideological preferences cannot be observed directly. Let \( \delta \) denote the probability for an incumbent party to appoint a CB who shares its ideological preferences. Since \( \pi_{CB} \) is equally distributed on \( \pi_L \) and \( \pi_R \), random drawing implies \( \delta = 0.5 \). However, if parties have some form of screening technology at their disposal, this will increase their chances of selecting a desired candidate. In the extreme of perfect screening there would be no uncertainty (\( \delta = 1 \)). Hence, \( \delta \) depends positively on parties’ ability to screen candidates and is restricted to the interval \( 0.5 \leq \delta \leq 1 \). According to (2.1), \( L \)'s expected loss of choosing institution \( I \) equals

\[
E \left( V^L \right) = (1 + \beta_p) \left( 1 - \delta \right) (\pi_R - \pi_L)^2
\]

where \( E \) denotes the expectations operator. If \( L \) ‘luckily’ appoints a leftist CB, a loss of zero will occur (\( \pi_1 = \pi_2 = \pi_L \)), whereas a rightist CB is appointed with probability \( (1 - \delta) \) who will set (\( \pi_1 = \pi_2 = \pi_R \)), implying (2.3).

### 2.3.2.2 Dependence

The signaling game that evolves under \( D \) is illustrated in Figure 2.2, for the case where \( L \) initially holds governmental power. At the start of the game, the appointment decision takes place where a leftist candidate will become CB with probability \( \delta \), while with \( (1 - \delta) \) a rightist CB is appointed. The CB then sets the inflation rate in \( t_1 \) equal to \( \pi_L \) or \( \pi_R \). If, for example, a rightist CB has been appointed who acts according to his ideological preferences (\( \pi_1 = \pi_2 = \pi_R \)), the game proceeds to the lower part of the right hand side of Figure 2.2. At the end of period 1, elections take place where \( L \) (R) wins with \( p \) (1 – \( p \)). The winner of the elections then decides whether to keep or replace the CB. If the rightist CB stays in office, he will set \( \pi_2 = \pi_{CB} \) as every CB will act according to his ideological preferences in \( t_2 \). In contrast, if the CB is replaced, the new CB will be of the incumbent’s ideologically desired type with \( \delta \).

---

17 Note that Figure 2.2 does not distinguish CBs’ types according to their degree of opportunism. Hence, Figure 2.2 does not provide the complete game in extensive form. Nevertheless, it is helpful for illustration purposes.
Politicians’ strategies
In the beginning of \( t_2 \), the winner of the elections can either keep or replace the CB, appointed in \( t_1 \). After observing \( \pi_1 \), politicians still face uncertainty about the CB’s ideological type. If, for instance, politicians observe \( \pi_1 = \pi_L \), they do not know which node in the information set has been reached (illustrated by the dotted line on the left hand side in Figure 2.2). Hence, politicians form posterior beliefs on CBs’ types. From the politicians’ perspective, let \( \mu_L \) denote the probability that the person in office is a leftist CB, given that the leftist policy has been carried out in \( t_1 \), i.e. \( \mu_L = \text{prob}(\pi_{CB} = \pi_L | \pi_1 = \pi_L) \). Similarly, the probability that a rightist CB holds office, given that \( \pi_1 = \pi_R \) is given by \( \mu_R = \text{prob}(\pi_{CB} = \pi_R | \pi_1 = \pi_R) \).

**Figure 2.2.** Signaling Game under \( D \).

\( L \) initially incumbent.
Politicians can pursue the following strategies. First, politicians can reward a CB who conducted monetary policy in line with their ideological preferences and punish a CB by replacement who did not, i.e. \((\text{Keep CB if } \pi_i = \pi, \text{ Replace CB if } \pi_i \neq \pi)\). Second, politicians can always keep or always replace a CB, independent of the policy carried out in \(t_1\). Finally, politicians can replace a CB who conducted monetary policy in line with their ideological preferences and keep a CB who did not, i.e. \((\text{Keep CB if } \pi_i \neq \pi, \text{ Replace CB if } \pi_i = \pi)\).

CBs’ strategies
As stated above, each CB will act according to his ideological preferences in \(t_2\) because he cannot be punished afterwards, implying \(\pi_2 = \pi_{CB}\). Therefore, strategic considerations only play a role in the first period. In \(t_1\), both ideological types of CBs have two strategies at their disposal. They can either act ‘ideologically’, i.e. in line with their ideological preferences \((\pi_1 = \pi_{CB})\) or contrary to them \((\pi_1 \neq \pi_{CB})\). The latter is termed opportunistic action as this strategy is associated with a certain loss for the CB in \(t_1\) and thus can only be due to career concerns.

Note that a CB does not know which party will be in the position to keep or replace him when choosing his strategy. However, CBs are forward-looking and take into account the likely outcome of the elections when trying to maximize their time in office, by satisfying politicians’ policy demands.\(^{18}\)

Equilibrium
In the Perfect Bayesian Equilibrium of the game described here, strategies of all players as well as politicians’ posterior beliefs about CBs’ types have to be consistent (see, for instance, Fudenberg and Tirole, 1991). In what follows, I will derive the unique equilibrium of the game in pure strategies. It will be shown that the only strategy of politicians that is consistent with a pure strategy equilibrium is \((\text{Keep CB if } \pi_i = \pi, \text{ Replace CB if } \pi_i \neq \pi)\). To complete the description of the equilibrium, one needs to derive CBs optimal actions, given that politician \(i\) plays this strategy of ‘reward and punishment’. In a first step, the optimization problem of leftist CBs is analyzed.

\(^{18}\) This implies that a politician whose chances of re-election are low (a ‘lame duck’) will never see his policy demands satisfied due to opportunistic behavior.
Although, in the model, CBs are generally motivated by both, opportunism and ideology, their action can only be either ideological or opportunistic. A leftist CB who acts ideologically by setting $\pi_1 = \pi_L$, experiences the following expected loss [according to Equation (2.2)]:

$$E(V^{CB}_{\text{ideal}})_D = (1 - p)\beta_{CB} \left[ \chi L + (1 - \chi) \delta (\pi_R - \pi_L)^2 \right]$$

Acting ideologically is associated with a loss of zero for the CB in $t_1$. If $L$ wins the elections, the CB will stay in office and set $\pi_2 = \pi_L$. Hence, in this case, no loss will occur in $t_2$ either. On the contrary, if $R$ wins the elections, the CB will be replaced, implying a loss of $L$ for not holding office in $t_2$ and an ideologically induced loss of $(\pi_R - \pi_L)^2$ if $R$ appoints a rightist CB which happens with probability $\delta$.

Similarly, the expected loss for a leftist CB from acting opportunistically ($\pi_1 = \pi_R$) equals:

$$E(V^{CB}_{\text{opp}})_D = (1 - \chi)(\pi_R - \pi_L)^2 + p\beta_{CB} \left[ \chi L + (1 - \chi)(1 - \delta)(\pi_R - \pi_L)^2 \right]$$

The first term in (2.5) describes the certain loss in period 1 resulting from opportunistic action. The second term is the loss the CB experiences if $L$ wins the elections. In this case, the CB will be replaced and a rightist CB will be appointed with probability $(1 - \delta)$.

A leftist CB will act opportunistically if $E(V^{CB}_{\text{opp}})_D < E(V^{CB}_{\text{ideal}})_D$. Comparing Equations (2.4) and (2.5) and rearranging shows that a leftist CB will act opportunistically if

$$(1 - \chi)(\pi_R - \pi_L)^2 + p\beta_{CB}(\pi_R - \pi_L)^2 < \beta_{CB}\chi(1 - 2p)L.$$ Since the left hand side of this inequality is non-negative this condition is never fulfilled for $p \geq 0.5$. That is, a leftist CB will never act opportunistically if $p \geq 0.5$. The intuition for this finding is straightforward: in expectation terms, opportunistic action will only pay off for a leftist CB if the certain loss of deviating from ideological preferences in $t_1$ is outweighed by a sufficiently high chance of holding office in $t_2$ which would imply $L_2 = 0$ and $\pi_2 = \pi_L$. Hence, there is no reason for a leftist CB to act opportunistically by satisfying party $R$’s policy demands if $R$’s chances of being elected are low. However, if $R$’s election prospects are good, some leftist CBs will act

---

19 I assume that the marginal CB who is indifferent between both strategies will act ideologically. This is not crucial for calculating the ex ante probabilities for opportunistic behavior since $\chi$ is a continuous variable.
opportunistically. Specifically, for $p < 0.5$ the condition for opportunistic behavior of a leftist CB can be rewritten as:

$$\chi > \frac{[1 + \beta_{CB} (p - \delta)](\pi_r - \pi_L)^2}{\beta_{CB} (1 - 2p) \bar{L} + [1 + \beta_{CB} (p - \delta)](\pi_r - \pi_L)^2} \equiv \chi_{L \text{crit.}}$$

Those CBs that place a relatively large weight on holding office compared to the ideological motive will choose the opportunistic action. Specifically, if the degree of opportunism ($\chi$) exceeds a certain threshold ($\chi_{L \text{crit.}}$), a leftist CB will act opportunistically. Note that for $p < 0.5$ it holds that $0 < \chi_{L \text{crit.}} < 1$.

Going through the same steps as before, the condition for opportunistic behavior of rightist CBs can be derived. Rightist CBs will act opportunistically if $E(V^{\text{opp.}}_{CB})_D < E(V^{\text{ideal.}}_{CB})_D$. Here, the same logic applies as for leftist CBs, that is, no rightist CB will act opportunistically if $p \leq 0.5$. Conversely, for $p > 0.5$ a rightist CB will act opportunistically if:

$$\chi > \frac{[1 + \beta_{CB} (1 - \delta - p)](\pi_L - \pi_r)^2}{\beta_{CB} (2p - 1) \bar{L} + [1 + \beta_{CB} (1 - \delta - p)](\pi_L - \pi_r)^2} \equiv \chi_{R \text{crit.}}$$

Each CB will either act opportunistically or ideologically. The individual choice will depend on the specific value of $\chi$, $p$, and the respective $\chi_{\text{crit.}}$ described by Equations (2.6) and (2.7). However, from the politicians’ perspective, one can derive the probabilities for CBs to act opportunistically. Let $q_L$ and $q_R$ denote the probabilities for opportunistic behavior of leftist and rightist CBs, respectively. According to Equations (2.6) and (2.7) these probabilities equal

$q_L = \int_{\chi_{L \text{crit.}}}^{\chi_{L \text{max}}} f(\chi) \, d\chi$ and $q_R = \int_{\chi_{R \text{crit.}}}^{\chi_{R \text{max}}} f(\chi) \, d\chi$. For simplicity, I assume that $\chi$ is uniformly distributed which delivers the following probabilities for opportunistic behavior:
Proposition 2.1: The following strategies of politicians, leftist and rightist CBs together with the posterior beliefs of politicians \( \mu_L = \frac{\delta(1-q_L)}{\delta(1-q_L) + (1-\delta)q_R} \),

\[
\mu_R = \frac{(1-\delta)(1-q_R)}{\delta q_L + (1-\delta)(1-q_R)}
\]

define the unique perfect Bayesian equilibrium of the game in pure strategies if \( (1-\delta)^2/\delta \geq q_L \):

Politician \( i \) plays \( \text{Replace CB} \) if \( \pi_i \neq \pi \), \( \text{Keep CB} \) if \( \pi_i = \pi \),

Leftist CBs set \( \pi_i = \begin{cases} \pi_R & \text{if } \chi > \chi_L^{\text{crit}} \, , \\ \pi_L & \text{if } \chi \leq \chi_L^{\text{crit}}. \end{cases} \)

Rightist CBs set \( \pi_i = \begin{cases} \pi_L & \text{if } \chi > \chi_R^{\text{crit}}. \\ \pi_R & \text{if } \chi \leq \chi_R^{\text{crit}}. \end{cases} \)

Proof: See Appendix.

Given this equilibrium, \( L \)'s expected loss from choosing institution \( D \) equals:

\[
E(V^L)_D = \left\{ (1-\delta) + \beta_p (1+ \delta(1+ \beta_p (p-\delta))) + q_L \beta^{\pi_L} \delta^{\pi_L} \left[ 1 + \beta_p (p-\delta) \right] \right\} \left( \pi_R - \pi_L \right)^2. \tag{2.9}
\]

The effect of opportunistic behavior on \( L \)'s expected loss from choosing \( D \) is ambiguous. While the likelihood of rightist CBs acting opportunistically \( (q_R) \) increases \( L \)'s expected pay-off \( (1 + \beta_p (1-p-\delta)) > 0 \), the opposite is true for opportunistic behavior of leftist CBs, \( q_L \), since \( 1 + \beta_p (p-\delta) > 0 \). A positive \( q_L \) means that a fraction of leftist CBs will carry out monetary policy in line with \( R \)'s ideological preferences which implies this finding. Hence,
from the incumbent’s perspective, there is a form of ‘desired’ and ‘undesired’ opportunistic behavior, depending on his re-election prospects.\textsuperscript{20}

### 2.3.3 Results

To shed light on the determinants of the institutional choice, it is convenient to rewrite (2.9) as

\[
(2.10) \quad E\left(V^L\right)_D = E\left(V^L\right)_I + \kappa,
\]

with

\[
\kappa = (\pi_b - \pi_L)^2 \left[ \beta_p \delta (\delta - p) + q_L \delta \left( 1 + \beta_p (p - \delta) \right) - q_R (1 - \delta) \left( 1 + \beta_p (1 - p - \delta) \right) \right].
\]

Since the incumbent will choose the institution that results in the higher expected pay-off, it directly follows from (2.10) that \( I \) \((D)\) is the optimal choice if \( \kappa > 0 \) \((\kappa < 0)\), whereas the incumbent will be indifferent for \( \kappa = 0 \). A closer inspection of \( \kappa \) shows that the relation of \( p \) and \( \delta \) is of special importance for the institutional choice as, for some cases, this relation will determine the institution, irrespective of other variables.\textsuperscript{21}

The following cases can be distinguished and are illustrated in Figure 2.3.\textsuperscript{22} First, the incumbent is indifferent between both institutions \((\kappa = 0)\) if \( p = \delta = 0.5 \) (point A in Figure 2.3). In this case, there is no opportunistic behavior of CBs \((q_L, q_R = 0)\), implying \( \pi_L = \pi_I = \pi_{CB} \). Since \( \delta = 0.5 \), both institutions yield a probability of 0.5 for \( \pi_i \) in both periods, making \( L \) indifferent between \( I \) and \( D \).\textsuperscript{23} Second, the optimal choice will be \( I \) \((\kappa > 0)\) if \( \delta > 0.5 > p \) (area I in Figure 2.3).\textsuperscript{24} Third, \( D \) will be the optimal choice \((\kappa < 0)\) if \( p > \delta > 0.5 \) (area II in Figure 2.3).\textsuperscript{25} Finally, for \( \delta > p > 0.5 \) one cannot sign \( \kappa \) straightaway. Plugging in \( q_R \) from (2.8) and rearranging shows that \( \kappa \) is positive and therefore \( I \) the optimal choice if:

\textsuperscript{20} Note that both forms of opportunism will never occur simultaneously [see Equation (2.8)].

\textsuperscript{21} This is true as long as there is political polarization. From \((\pi_R - \pi_L)_{cr}^2 = 0\) it follows that \( \kappa = 0 \) and the incumbent is indifferent between \( I \) and \( D \), independent of other variables.

\textsuperscript{22} Figure 2.3 serves an illustration purpose and abstracts from the condition required for the equilibrium described by proposition 1. In fact, for \( p < 0.5 \) \((q_L > 0.5)\), \( \delta \) has to be smaller than 1 which is ignored in Figure 2.3.

\textsuperscript{23} The same is true for the somewhat trivial case of \( p = \delta = 1 \) where the incumbent will not face any loss under either institution.

\textsuperscript{24} Precisely, both marginal cases \( \delta \geq 0.5 > p \) \((q_R = 0, q_L > 0)\) and \( \delta > 0.5 \geq p \) \((q_R = 0, q_L \geq 0)\) lead to \( \kappa > 0 \).

\textsuperscript{25} In fact, \( p > \delta \geq 0.5 \) and \( p \geq \delta > 0.5 \) imply \( \kappa < 0 \), as \( q_R > 0, q_L = 0 \).
2. Political Determinants of Central Bank Independence

\[(2.11) \quad (\pi_R - \pi_L)^2 > \frac{(2p-1)\beta_{CB}((1-\delta) - \beta_p(1-p)(2\delta-1))}{\beta_p\delta(\delta-p)[1+\beta_{CB}(1-p-\delta)]} \cdot \tilde{L} \equiv (\pi_R - \pi_L)^2_{crit}.\]

A sufficient condition for this inequality to hold is \((\pi_R - \pi_L)^2_{crit} < 0\). As the denominator of \(2.11\) is positive for the case of \(\delta > p > 0.5\) considered here, inequality \(2.11\) always holds if the nominator is negative. This is the case if \(\delta > [1 + \beta_p(1-p)]/[1 + 2\beta_p(1-p)] \equiv \delta_{crit}.\) Therefore, \((\pi_R - \pi_L)^2_{crit} < 0\) and \(I\) is always the optimal choice if \(\delta > \delta_{crit} > p > 0.5\) (area \(III\) in Figure 2.3) while both institutions are a theoretical possibility if \(\delta_{crit} > \delta > p > 0.5\) (area \(IV\) in Figure 2.3).\(^{26}\)

![Figure 2.3. Optimal institutional choice.](image)

Institution \(I\) is optimal in areas I and III; institution \(D\) is the optimal choice in area II; either institution can be optimal in area IV.

From these considerations the following result can be derived.

**Result 2.1:** A higher probability of re-election lowers the probability for the implementation of an independent central bank.

The intuition for this result is the following. From the incumbent’s point of view, there are two principle advantages associated with \(D\). First, the incumbent may be able to correct a possibly wrong appointment decision, made in \(t_1\), by replacing a CB who did not conduct the desired policy. Second, the threat of replacement may drive a CB to act opportunistically by satisfying the incumbent party’s policy demands (direct channel of political influence).

\(^{26}\) Note that \(\delta_{crit} > p\) for \(p < 1\), \(0.5 < \delta_{crit} < 1\) for \(p = 0.5\), \(\delta_{crit} = 1\) for \(p = 1\), and \(\partial\delta_{crit}/\partial p > 0\).
However, both principle advantages critically depend on the chances of being re-elected. If \( p \) is low, the political opponent is more likely to enjoy both advantages. Specifically, for \( p < 0.5 \), there will be opportunistic behavior in favor of \( R (q_L > 0) \) and it is likely that \( R \) will be in the position to reverse \( L \)’s appointment decision. As a consequence, a higher \( p \) makes \( D \) relatively more attractive.\(^{27}\) As \( p \) is attached to incumbency, not to a particular party, the probability of re-election can be interpreted in a broad sense, namely as a measure of political stability. In countries that are politically stable – in terms of the frequency of government change – the incumbents’ re-election prospects should, all else equal, generally be better than in countries that face a high frequency of government change (Dreher et al., 2006, De Haan and Van’t Haag, 1995). In this regard, Goodman (1991) attributes the institutional change towards a higher degree of CBI in Italy in 1981\(^{28}\) to a generally more instable political environment where both political camps faced higher uncertainty about their future chances of holding office. The next result captures the impact of \( \delta \) on the institutional choice.

**Result 2.2:** A better screening ability favors the implementation of an independent central bank.

The basic advantage of \( I \) is that the appointment decision made in \( t_1 \) cannot be reversed by the political successor; hence any appointment decision is durable. Therefore, the probability of selecting an ideologically desired candidate \( (\delta) \) plays a crucial role under \( I \). Although an improved screening ability makes \( L \) better off under both institutions,\(^{29}\) this positive effect is weaker under \( D \) since it is partially contradicted by a better screening ability of party \( R \) who will enjoy the right to appoint a CB in \( t_2 \) with \((1 - p)\). Therefore, a higher \( \delta \) favors \( I \).\(^{30}\)

So far, the probability of re-election and parties’ screening ability have been identified as important criteria underlying the institutional choice. When analyzing the other factors that may drive incumbents to establish a certain institution, it is reasonable to concentrate on the

\(^{27}\) Note that this is also true for the case of \( \delta_{crit} > \delta \) where both institutions are a theoretical possibility since (2.11) is less likely fulfilled for a higher \( p \) as \( \partial (\pi_L - \pi)_{crit} / \partial p > 0 \).

\(^{28}\) From 1981 on, the Bank of Italy was restricted to finance government spending.

\(^{29}\) Differentiating (2.3) and (2.9) implies this finding as \( \partial E(U^2) / \partial \delta < 0, \partial E(U^2) / \partial \delta < 0 \).

\(^{30}\) Again, this is also true for the case of \( \delta_{crit} > \delta \) as a better screening ability makes (2.11) more likely fulfilled because \( \partial (\pi_R - \pi_L)_{crit} / \partial \delta < 0, \partial (\pi_R - \pi_L)_{crit} / \partial \delta < 0 \).
case of $\delta_{\text{crit.}} > \delta > p > 0.5$ where both institutions are a theoretical possibility. In particular, an independent central bank will be established if inequality (2.11) holds, i.e. if the discrepancy between ideological preferences exceeds a critical threshold. This directly leads to the following finding.

**Result 2.3:** Strong political polarization increases the likelihood for the implementation of an independent central bank.

Since the costs for politicians that arise from the undesired policy remain similar for both institutions, this result stems from a change in the probability of the undesired policy to occur. In particular, a higher degree of polarization changes the relative pay-offs from opportunistic and ideological behavior of rightist CBs. Acting opportunistically becomes more costly because the certain loss in $t_1$ arising from opportunistic behavior increases in $(\pi_L - \pi_R)^2$ while the pay-off from the potential reward of holding office in $t_2$ remains unchanged ($L$). This implies that a lower proportion of rightist CBs will act in line with $L$’s policy demands $(\partial q_R / \partial (\pi_L - \pi_R)^2 < 0)$ which increases $L$’s expected loss from choosing $D$. It is straightforward to see that a boost of $L$ has the opposite effect on the institutional choice.

**Result 2.4:** If CBs receive a higher utility from holding office, this will lower the probability for the implementation of an independent central bank.

An increase of $L$ raises the incentives for rightist CBs to act opportunistically and thereby favors the choice of institution $D \left( \partial (\pi_R - \pi_L)^2_{\text{crit.}} / \partial L > 0 \right)$. A similar effect arises if CBs put a larger weight on the future since $(\pi_L - \pi_R)^2_{\text{crit.}}$ is increasing in $\beta_{CB}$. As the chance of holding office in $t_2$ gets more relevant, the incentives for opportunistic behavior of rightist CBs will be amplified $(\partial q_R / \partial \beta_{CB} > 0)$, implying the following statement.

---

31 Recall that $\delta_{\text{crit.}} > \delta$ implies $(\pi_R - \pi_L)^2_{\text{crit.}} > 0$.

32 For $p > 0.5$, only rightist CBs may act opportunistically.
Result 2.5: If CBs place more weight on the future, this will make the choice of a low level of CBI more likely. In contrast, the probability for the implementation of an independent central bank will increase if the future becomes more relevant for politicians.

The likelihood for the implementation of an independent central bank will increase if politicians place a heavier weight on the future since (2.11) is more likely fulfilled with a higher $\beta_P \left( \partial (\pi_L - \pi_R)^2_{\text{int.}} / \partial \beta_P < 0 \right)$. As the future becomes more relevant for politicians, the benefit of $I$ in terms of policy durability gains importance. Conversely, myopic politicians will tend to choose $D$, as – for them – the current influence on monetary policy matters more than policy durability. De Haan and Van’t Hag (1995) and Dreher et al. (2006) present empirical evidence for this relationship but have a different explanation. The authors argue that CBI mainly creates long-term benefits, in terms of lower average inflation rates, whereas the potential benefits from surprise inflation are of short-term character. Hence, a myopic government will tend to choose a lower level of CBI.

2.4 Concluding Remarks

In this article, I argue that it is difficult to explain the differences in the degree of CBI across countries when adopting a normative point of view. Consequently, the present paper takes a political economy perspective and demonstrates how the degree of CBI in a country may be the result of strategic policy-making. For incumbent politicians, there are costs and benefits associated with a high level of CBI. While an independent central bank effectively constrains future governments by raising the costs of future policy changes, it also limits the incumbent’s chances to influence current monetary policy. Hence, incumbent politicians face a trade-off when choosing the degree of CBI: policy durability versus current influence on monetary policy. This trade-off, and thus the institutional choice, is influenced by various factors. The model predicts that the likelihood for incumbent politicians to implement an independent central bank will be higher, the worse their re-election prospects are, the more weight they place on future policy outcomes, and the better their ability to appoint an ideologically desired
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candidate is. Additionally, the probability for the implementation of an independent central bank increases in the degree of political polarization but shrinks in the utility central bankers receive from holding office and in the weight CBs place on future developments. In principle, the signaling model presented here could be applied to a wide range of fields. For instance, it could be used to analyze principal-agent-relationships within organizations, such as firms or the bureaucracy where preferences of both players (sender and receiver) are private knowledge.
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Appendix (Proof of Proposition 2.1)

Given politicians’ strategy (Replace CB if \( \pi_1 \neq \pi_i \), Keep CB if \( \pi_1 = \pi_i \)), CBs’ best responses are described by Equations (2.6) and (2.7).

Politicians’ posterior beliefs are calculated according to Bayes’ rule:

\[
\mu_L = \text{prob}(\pi_{CB} = \pi_L | \pi_i = \pi_L) = \frac{\text{prob}(\pi_{CB} = \pi_L \cap \pi_i = \pi_L)}{\text{prob}(\pi_i = \pi_L)} = \frac{\delta (1-q_L)}{\delta (1-q_L) + (1-\delta) q_R},
\]

\[
\mu_R = \text{prob}(\pi_{CB} = \pi_R | \pi_i = \pi_R) = \frac{\text{prob}(\pi_{CB} = \pi_R \cap \pi_i = \pi_R)}{\text{prob}(\pi_i = \pi_R)} = \frac{(1-\delta)(1-q_R)}{\delta q_L + (1-\delta)(1-q_R)}.
\]

To proof Proposition 2.1, one has to show that neither politician has an incentive to deviate from his strategy, given these posterior beliefs and CBs strategies.

**Party L**

In the case of \( \pi_i = \pi_L \), \( L \) will not deviate from its strategy, i.e. keep the CB if

\[
\mu_L = \frac{\delta (1-q_L)}{\delta (1-q_L) + (1-\delta) q_R} \geq \delta. \text{ This inequality is always fulfilled, as } \mu_L = 1 \text{ for } p = 0.5 (q_L, q_R = 0) \text{ and for } p < 0.5 (q_R = 0, q_L \geq 0). \text{ For } p > 0.5 (q_L = 0, q_R > 0) \text{ the inequality becomes }
\]

\[
\mu_L = \frac{\delta}{\delta + (1-\delta) q_R} \geq \delta \text{ which always holds as } 1 \geq q_R.
\]

In the case of \( \pi_i = \pi_R \), \( L \) will replace the CB and hence not deviate if

\[
(1-\mu_R) = \frac{\delta q_L}{\delta q_L + (1-\delta)(1-q_R)} \leq \delta. \text{ This inequality is always fulfilled as } (1-\mu_R) = 0 \text{ for } p = 0.5 (q_L, q_R = 0) \text{ and } p > 0.5 (q_R = 0, q_L \geq 0). \text{ For } p < 0.5 (q_R = 0, q_L \geq 0) \text{ the inequality becomes } (1-\mu_R) = \frac{\delta q_L}{\delta q_L + (1-\delta)} \leq \delta \text{ which always holds since } q_L \leq 1.
\]
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Party \( R \)

For \( \pi_1 = \pi_i \), \( R \) will replace the CB and thus not deviate if

\[
(1-\mu_L) = \frac{(1-\delta)q_R}{\delta(1-q_L) + (1-\delta)q_R} \leq \delta.
\]

This inequality always holds as \((1-\mu_i) = 0\) for \( p = 0.5 \) \((q_L, q_R = 0)\) and for \( p < 0.5 \) \((q_R = 0, q_L \geq 0)\). In the case of \( p > 0.5 \) \((q_L = 0, q_R > 0)\) the inequality becomes

\[
(1-\mu_L) = \frac{(1-\delta)q_R}{\delta + (1-\delta)q_R} \leq \delta
\]

which always holds as \( q_R \leq \frac{\delta^2}{(1-\delta)^2} \geq 1 \).

In the case of \( \pi_1 = \pi_R \), \( R \) will keep the CB if

\[
\mu_R = \frac{(1-\delta)(1-q_R)}{\delta q_L + (1-\delta)(1-q_R)} \geq \delta.
\]

For \( p = 0.5 \) \((q_L, q_R = 0)\) and \( p > 0.5 \) \((q_L = 0, q_R > 0)\) this inequality holds as \( \mu_R = 1 \geq \delta \). For \( p < 0.5 \) \((q_R = 0, q_L \geq 0)\) the inequality becomes

\[
\mu_R = \frac{(1-\delta)}{\delta q_L + (1-\delta)} \geq \delta
\]

which is fulfilled if \( \frac{(1-\delta)^2}{\delta^2} \geq q_L \).

Hence, party \( R \) has no incentive to deviate from its strategy if \((1 - \delta^2) / \delta^2 \geq q_L\).

To see that Proposition 2.1 describes the only equilibrium of the game in pure strategies, consider the three other possible strategies of politician \( i \), namely ‘always keep CB’, ‘always replace CB’, and (Keep CB if \( \pi_1 \neq \pi_i \), Replace CB if \( \pi_1 = \pi_i \)). It is straightforward that the strategies ‘always keep CB’ and ‘always replace CB’ are not consistent with an equilibrium in pure strategies.

If politicians played one of these strategies, CBs would never act opportunistically as this would not influence their expected time in office. Therefore, CBs would always reveal their types which, in turn, would imply that politicians were better off when deviating from their strategies.

If politicians played (Keep CB if \( \pi_1 \neq \pi_i \), Replace CB if \( \pi_1 = \pi_i \)), it would generally be optimal for some CBs to act opportunistically.\(^{33}\) In this case, there is an important difference to the equilibrium defined by Proposition 2.1: since a party would replace a CB who conducted

\(^{33}\) Given this strategy, one can formally derive the critical thresholds for \( \chi \) that determine the proportions of leftist and rightist CBs acting opportunistically. However, these are not presented here as the specific values of the thresholds are not crucial to show that this strategy is not consistent with an equilibrium in pure strategies.
monetary policy in line with its preferences, there would only be opportunistic behavior of some leftist (rightist) CBs if \( p > 0.5 \) (\( p < 0.5 \)). Similar to the equilibrium described above, there would be no opportunistic behavior if \( p = 0.5 \). Given these reactions of CBs, this strategy of politicians is not consistent with an equilibrium in pure strategies, either. To see this, consider the case of \( p = 0.5 \) first. Here, CBs always reveal their types by setting their ideologically preferred inflation rate. This implies that it is optimal for party \( L \) (\( R \)) to deviate from its strategy by keeping a CB who set \( \pi_i = \pi_L \) (\( \pi_i = \pi_R \)) and replacing a CB who set \( \pi_i = \pi_R \) (\( \pi_i = \pi_L \)). Similarly, for \( p > 0.5 \), politicians can deduce the CB’s type if they observe \( \pi_i = \pi_L \) as, in this case, there is no opportunistic behavior of rightist CBs. Therefore, it is optimal for politicians to deviate from their strategies if \( \pi_i = \pi_L \). In particular, party \( L \) (\( R \)) will keep (replace) a CB who set \( \pi_i = \pi_L \). The same logic applies for \( p < 0.5 \) as there is no opportunistic behavior of leftist CBs. As a consequence, politicians will deviate from their strategies, knowing that a rightist CB holds office, given that \( \pi_i = \pi_R \).
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Abstract

The likely extension of the Euro area has triggered a debate on the organization of the ECB, in particular on the apparent mismatch between relative economic size and voting rights in the Council. We present a simple model of optimal representation in a federal central bank addressing this question. Optimal voting weights reflect two opposing forces: the wish to insulate common monetary policy from changing preferences at the national level, and the attempt to avoid an overly active or passive reaction to idiosyncratic national economic shocks. A perfect match between economic size and voting rights is rarely optimal, and neither is the “one country, one vote principle”. Empirically, there are indications that the pattern of over- and under-representation of member countries in the ECB Council might be extreme by the standards of the US Fed and German Bundesbank and not always optimal.

* This essay is joint work with Helge Berger.
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[T]he co-responsibility and active involvement of the Länder, in the form of participation in the appointment of the Land Central Bank (...), are an important element in the Bundesbank’s structure and independence.

Bundesbank (1992, p. 49-50)

Whether within the Convention or in bodies such as the European Central Bank, representatives of the large countries believe they are under threat of being tied up by a gang of small countries, which are by definition irresponsible and which, following enlargement, will form the majority within the Council in terms of numbers.


3.1 Introduction

The likely extension of the Economic and Monetary Union (EMU) has triggered a lively debate on the organization of monetary policy in the Euro area. Following a suggestion by the European Central Bank (ECB), current EMU member governments have agreed on a plan to reform the ECB’s organizational structure with a view to (i) better match the economic and political weights of member countries in the ECB Council and (ii) limit the overall size of the Council.¹

While there is variation in detail, it is probably fair to say that most academic papers discussing the merits of the reform (or its necessity) agree that limiting the overall size of the ECB Council is a crucial step to ensure efficiency in monetary policymaking in the Euro area.² Already today the ECB Council is exceptionally large in terms of members and – even after the reform – Euro area enlargement might leave the ECB with “too many [members] to decide on where to go to dinner,” as Baldwin (2001) remarked.

¹ The reform has been agreed to at the government level, but formal ratification by current member states is pending.
² Studies discussing these and related arguments include, among others, Baldwin et al. (2001), Hefeker (2002), Gros et al. (2002), Fitoussi and Creel (2002), de Grauwe (2003), and Meade (2003).
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There is less agreement, however, on whether – or to what degree – correcting the existing lack of correlation between the member countries’ economic size and their voting power is sound policy. The current ECB structure, by following the “one country, one vote” principle, gives economically smaller countries a disproportional large vote. EMU enlargement is likely to amplify this problem, even with ECB reform. Most (if not all) prospective new members are small enough to be over-represented even after the reform; they also show stark differences in economic development compared to current members (de Haan et al. 2004).

The over-representation of smaller member states could introduce a bias into the ECB’s decision-making. The Maastricht treaty would have the ECB stabilize inflation within the Euro area using the Harmonized Consumption Price Index.\(^3\) This encourages the ECB to take a European perspective by evaluating the potential impact of national economic developments on Euro area inflation based on the respective relative economic size of a member country. If national central bank governors put at least some weight on national economic developments, their over-representation could distort this perspective by directing monetary policy toward national issues.

So, does the plan for ECB reform fall short? The answer is far from clear. While reducing the degree of over-representation will ensure that the decision-making process within the ECB Council will be more likely to resemble the perspective of a benevolent European social planner, there are a number of arguments that caution against a too ambitious reform. For instance, Gros and Hefeker (2002) and Benigno (2004) point out that over- and under-representation of member countries in the planner’s target function or, equivalently, in the distribution of voting rights within the actual ECB Council, could be optimal if transmission mechanisms differ. How important these differences might be, is, however, mostly an empirical question.\(^4\) Another argument is made by Casella (1992), who points out that over-representation could be a necessary condition for smaller countries to join a currency union.

---

\(^3\) Euro area inflation is computed by Eurostat using a weighted average of (harmonized) current Euro area member inflation rates, where the weights are based on relative expenditure on final private domestic consumption. The distribution of relative consumption very closely mirrors that of relative GDP.

\(^4\) Ciccarelli and Rebucci (2002) present evidence that suggests that transmission mechanisms have become fairly similar among current EMU members already during the 1990s.
The present paper adds central bank independence as a potentially crucial argument to this debate.\textsuperscript{5} We focus on the need for federal central banks such as the ECB to strive for both, political independence from and fair representation of member states on their policymaking bodies. We show that the interplay between two opposing forces – (i) the wish to reduce the impact of national preference shocks on union-wide policymaking, and (ii) the attempt to minimize misrepresentation of any one country’s relative economic size so as to avoid over- or under-reactions to national economic shocks – determines the optimal representation of national interest on the Council. Calibrating Council representation to moderate the impact of preference shocks helps to insulate common monetary policy from unwanted volatility when national targets might deviate from the common policy goal. Matching Council representation and economic weight, on the other hand, ensures that actual monetary policy stabilizes national economic shocks in line with the union ideal.

Optimal representation will, as a rule, weigh both arguments, reflecting economic size as well as the stochastic properties of economic and preference shocks. As a consequence, whether a country will be optimally over- or under-represented compared to its relative economic size depends on all these determinants. While one might expect that most small countries would be over-represented and most large countries would be under-represented (as is the case in the ECB today), this does not always hold true. For instance, it might be optimal to over-represent a large country if its policy preferences are very stable relative to other union members.

In what follows, Section 3.2 will briefly review recent related literature. Section 3.3 describes the model, the first-best benchmark policy, and derives the conditions for optimal representation of national interests within a currency union in the presence of economic and preference shocks. Section 3.4 allows for dependencies between shocks and hints at the impact of continued integration in the economic and preference domain on optimal representation. Section 3.5 provides a robustness check by allowing for alternative sources of national preference shocks. Section 3.6 attempts to put everything into perspective by comparing the degree of over- and under-representation relative to economic size for the

\textsuperscript{5} Advantages of the “one country, one vote” principle based on considerations of political economy are also discussed in Berger (2002) and Berger et al. (2004).
ECB, the US Federal Reserve, and the German Bundesbank. In addition, determinants of optimal representation identified by the theoretical model are compared with actual misrepresentation within the ECB. Finally, Section 3.7 draws some conclusions.

3.2 Relation to Recent Literature

Our contribution is related to three intertwined strands in the literature on central bank design. One, including von Hagen and Süppel (1994) and Lohmann (1997, 1998), asks whether a central bank with a centralized or a decentralized structure is better suited to cope with partisan policy making at the national level. The argument is involved, but in general strong national representation in the joint central bank Council often leads to inefficiencies at the union level. For instance, in the Lohmann (1997) model, a more decentralized central bank organization increases the frequency at which the Council’s median voter (and, thus, central bank policy) changes, resulting in unwanted volatility in monetary policy.

This contrasts with a somewhat more recent body of papers discussing the efficiency of alternative decision-making structures (see Gerling et al. (2003) for a survey). Gerlach-Kristen (2002), for instance, argues that committees with multiple members might be better suited than single individuals to process information, fostering efficient decision-making – a theoretical result supported by experimental evidence produced by Blinder and Morgan (2002). Since much of the information that federal central banks are processing is regional, this can be taken to suggest that regional or national representation in the Council has advantages (Maier et al. 2003). Thus, full centralization would not be optimal.

A third group of papers takes the influence of national interest on central bank Council policies as given – either because full centralization might not be optimal or because national representation is too deeply ingrained into the political setup of the currency union to be abandoned any time soon. The question is then how to deal with shocks to national

---

6 Gersbach and Hahn (2001) explore similar issues from a transparency perspective.
7 Also see Goodfriend (2000). Alan Greenspan frequently stresses that the information provided by the residents of the regional Federal Reserve Banks “contribute[s] vitally to the formulation of monetary policy” (Greenspan 2000, p. 2) in the case of the U.S. Federal Reserve System.
preferences within a federal central bank system. The best-known contributions addressing this question include Waller and Walsh (1996), who suggest long and overlapping contracts for Council members as a device to moderate the impact of national preference shocks (see also Lindner 2000), an idea already reflected in the actual term structure of ECB Council members.

Other recent proposals remain largely theoretical to date. The first such proposal would institute flexible majority rules for Council decisions (Gersbach and Pachl 2004). These rules would attempt to moderate demands for policy changes based on idiosyncratic national economic shocks by raising the majority requirements in line with the size of the desired interest rate change. A second proposal, from Heisenberg (2003), argues that increasing the transparency of Council decision-making would diminish national influences on policies, helping to constrain the problem of national preference shocks at its source. Finally, Bullard and Waller (2004) discuss the advantages of alternative decision-making arrangements, including simple majority voting, bargaining, and a supermajority design, in a general equilibrium framework.

The present paper adds to this small but growing literature. As we will argue below, optimizing over- or under-representation of national representatives on the federal central bank Council compared to the relative economic size of their respective countries is another tool that can be used to moderate the impact of national preference shocks on the common monetary policy. Whether the observed misrepresentation of economic size in the ECB Council can be reconciled with the theoretical argument is, of course, another, ultimately empirical, question. We shall revisit this issue toward the end of the paper.

### 3.3 The Model

#### 3.3.1 The Economy and the First-Best Policy

The output gap in each member country of the currency union $i$, defined as the percentage deviation of the actual output level from the level of natural output $y_i^*$, is given by a standard Lucas supply function
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\[ y_i = \pi - \pi^* + \theta_i; \quad \theta_i \sim \left(0, \sigma_{\theta_i}^2\right). \]  

In what follows, we will assume that decision-makers are well aware of the limits the Lucas function puts on real activity in the long run. Inflation, \( \pi \), is assumed to be similar across the currency union, that is, \( \pi = \pi_i = \pi_{\neq i} \) and under the full control of the common central bank. Inflation expectations, denoted by \( \pi_e \), are set rationally, so that \( \pi_e = E\pi \), with expectation operator \( E \). The last term in Equation (3.1), \( \theta \), is a country-specific economic shock with zero mean and known (positive) variance.

A reasonable assumption – one that seems to be broadly in line with the spirit of the Maastricht treaty in the example of the ECB or the policy targets pursued by the US Federal Reserve – is that the first-best policy minimizes a standard quadratic loss function based on the deviations of inflation and the aggregate output gap, \( y \), from their commonly (currency union-wide) agreed target levels:

\[ L^* = \left(\pi - \pi^*\right)^2 + \lambda y^2. \]

The term \( \pi^* > 0 \) is an exogenous inflation target, say 2 percent, and \( \lambda \) is a coefficient measuring the relative weight attached to output stabilization. We assume that the latter fulfills \( 0 < \lambda < \infty \). The target level for the aggregate output gap has been set to zero, ensuring that the first-best policy does not suffer from a time inconsistency problem. The aggregate output gap is the weighted sum of the respective national output gaps, that is, \( y = \sum \chi_i y_i \), where we can define the economic weights of each country as the expected share in aggregate union output: \( \chi_i = y_i^* / \sum y_j^* \). This allows us to express \( L^* \) as

\[ L^* = \left(\pi - \pi^*\right)^2 + \lambda \left(\sum \chi_i y_i\right)^2 \]

or, in the two-country case,

\[ (3.2) \quad L^* = \left(\pi - \pi^*\right)^2 + \lambda \left(\chi y_1 + (1-\chi) y_2\right)^2 \]

where \( \chi \) and \((1-\chi)\) denote the relative economic weight of country 1 and country 2, respectively. In what follows, we will focus on the two-country case for simplicity.

The social planner sets inflation by minimizing (3.2), taking into account (3.1), yielding the benchmark reaction function.
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\[
\pi = \frac{1}{1+\lambda} \pi^* + \frac{\lambda}{1+\lambda} \left( \pi^* - \chi \theta_1 - (1-\chi) \theta_2 \right).
\]

Under rational expectations, equilibrium inflation in the first-best will be

\[
\pi = \pi^* - \frac{\lambda}{1+\lambda} \left( \chi \theta_1 + (1-\chi) \theta_2 \right) \equiv \pi_{FB},
\]

which, using (3.1), implies actual output in the two member countries will be

\[
y_1 = \frac{1}{1+\lambda} \left( -\lambda (1-\chi) \theta_2 + (1+\lambda (1-\chi)) \theta_1 \right) \equiv y_{1y},
\]

\[
y_2 = \frac{1}{1+\lambda} \left( -\lambda \chi \theta_1 + (1+\lambda \chi) \theta_2 \right) \equiv y_{2y}.
\]

Thus, the expected welfare (loss) under a first-best policy is

\[
EL^* (\pi_{FB}, y_{1y}, y_{2y}) = \frac{\lambda \left( \sigma_1^2 + (1-\chi)^2 \sigma_2^2 + 2\chi (1-\chi) \phi_{\theta_1, \theta_2} \sigma_1 \sigma_2 \right)}{1+\lambda},
\]

where \(\phi_{\theta_1, \theta_2}\) marks the coefficient of correlation (and \(\phi_{\theta_1, \theta_2}, \sigma_{\theta_1}, \sigma_{\theta_2}\) the covariance) between economic shocks in countries 1 and 2. The covariance term appears in \(EL^*\) because, while the central bank “leans against the wind” with its stabilization policy, it never fully compensates economic shocks in either country as long as the relative weight of the real term in the underlying loss function \(L^*\) is not infinitely high.

### 3.3.2 Actual Decision-Making

The purely union-wide perspective employed to derive the benchmark solution might not be a good description of actual decision-making in a federal central bank. While, for instance, the ECB (1999, p. 55) rightfully stresses that “members of the [Council] do not act as national representatives, but in a fully independent personal capacity,” there is reason to assume that national economic considerations play at least some role in the voting behavior of governors in the Council.\(^8\) This assumption is supported by evidence of national (or regional) influences in other federal central bank systems. Berger and de Haan (2002) show that regional differences in growth and inflation influenced voting behavior in the pre-1999 Bundesbank Council; Meade and Sheets (2002) find that Federal Reserve FOMC members do take into

---

\(^8\) The assumption that national interests play at least some role also is fairly wide-spread in the academic literature. See, among others, the contributions by von Hagen and Süppel (1994), Lindner (2000), Aksoy et al. (2002), Gros and Hefeker (2002, 2003), Gersbach and Pachl (2004), and Frey (2004).
account developments in regional unemployment when deciding monetary policy; and Heinemann and Huefner (2004) and Meade and Sheets (2002) argue that there might even be indications of regional voting behavior in actual ECB policy.

A simple, yet plausible, description of actual decision-making within the common central bank is a weighted voting approach or a form of Nash-bargaining in which voting weights are the fall-back positions. In this case, decisions will be based on a loss function of the form

\[ L_A = \sum \alpha_i L_i \]

where \( \alpha_i \) denotes the political weight of country \( i \)'s representative or governor in the Council, with \( \sum \alpha_i = 1 \). In other words, the loss function underlying actual central bank decisions is seen as a weighted sum of the individual loss functions of the member countries, \( L_i \), where the political weights can differ from the economic weights, that is, \( \alpha_i \neq \chi_i \).

Before moving on, note that the description of actual decision-making in the currency union’s central bank Council ignores the role of a Board. In the current ECB, the Board casts 6 out of 18 votes in the Council; in the US Federal Reserves’ FOMC the Board holds 7 out of 12 votes. Not taking into account the Board can be justified by the notion that the Board is likely to target a loss function similar to the social planner’s described in (3.2). In the case of the ECB, for instance, the EU Treaty specifies that the Board is appointed by “common accord of the governments of the member states at the level of Heads of State or Government, on a recommendation from the Council, after it has consulted the European Parliament and the Governing Council of the ECB”(EU 1997, Article 112 2. (b)). Arguably, this political process, which is highly centralized at the European level, tends to select Board members with a Euro area-wide perspective. With the Board following a first-best or Maastricht policy, however, analysis of possible deviations of ECB behavior from the Maastricht norm should focus (without loss of generality) on the behavior of national representatives.

---

9 This representation of decision-making abstracts from possible strategic interaction between Council members. For an analysis of coalition forming in the Council in light of EMU enlargement see, for instance, Baldwin et al. (2001).

10 Frey (2004) takes a comparable view of the Board’s perspective. He concludes that, as a consequence, in an OCA-type model, larger member countries prefer a more important role for the Board than smaller members.
But how will national central bank governors act in the Council? As already discussed, we assume that they base their decisions on a loss function thought to measure country $i$’s welfare:

$$L_i = \left( \pi - \pi_i^* \right)^2 + \lambda y_i^2$$

where $\pi_i^*$ (to which we will return in a moment) is the target level for inflation.

This specification resembles that of the social planner with respect to the absence of an inflationary bias. As in (3.2), the loss function of country $i$ includes a real target compatible with the level of natural output in country $i$, and we assume that the relative weight of the real argument in (3.4), $\lambda$, is the same as in the first-best scenario.

There is, however, a difference with respect to the inflation bliss point. The national inflation target is defined as

$$\pi_i^* = \pi^* + \varepsilon_i; \quad \varepsilon_i \sim \left( 0, \sigma_{\varepsilon_i}^2 \right)$$

that is, country $i$’s inflation target might deviate from the common target, $\pi^*$, by a preference shock $\varepsilon_i$ with zero mean and known variance $\sigma_{\varepsilon_i}^2$.

Preference shocks can occur for various reasons, but the most natural explanation ties them to changing (partisan) government preferences concerning inflation. For instance, Hibbs (1977) and Alesina (1987) argue that policymakers – and thus the governments selecting the national governors in the currency union’s central bank Council – have different objective functions, including (but not necessarily restricted to) the inflation target. As a consequence, shocks to the composition of government can lead to unexpected changes in national preferences concerning inflation. Alesina and Rosenthal (1995) discuss empirical evidence to support this view. A related theory, put forth by Bullard and Waller (2004), argues that changing preferences concerning inflation might reflect random changes in the political dominance of agents loosing (savers, for instance) and gaining (such as borrowers and wage earners) from
high inflation. This could influence the selection of national central bank governors for the common Council.\textsuperscript{11}

An alternative, non-political-economic approach would interpret the shocks, \( \varepsilon_i \), as country-specific deviations from the broader trend of structural inflation (along the lines of Balassa-Samuelson).\textsuperscript{12}

While targeted inflation is a plausible explanation for the discord between different national Council members, it is not, of course, the only possible channel through which national preference shocks could influence common monetary policy. In particular, there could be partisan shocks to the preferred output gap or to the relative weight of the real argument in (3.4). However, allowing the output target instead of the inflation target to fluctuate around zero at the national level has little impact on the analysis. The same holds, broadly speaking, for preference shocks to \( \lambda \). We shall return to this issue further below.

To compute actual central bank policy in the two-country case, we substitute (3.4) into (3.3) to get

\[
L_A = \alpha \left( (\pi - \pi_1^*)^2 + \lambda y_1^2 \right) + (1 - \alpha) \left( (\pi - \pi_2^*)^2 + \lambda y_2^2 \right).
\]

Minimizing (3.6) with regard to inflation while taking into account (3.1) yields the reaction function

\[
\pi = \frac{1}{1 + \lambda} \left( \alpha \pi_1^* + (1 - \alpha) \pi_2^* \right) + \frac{\lambda}{1 + \lambda} \left( \pi^* - \alpha \theta_1 - (1 - \alpha) \theta_2 \right),
\]

which, under rational expectations, implies the following actual equilibrium values for inflation and output:

\textsuperscript{11} A related interpretation would be to assume that preference shocks reflect exogenous changes in fiscal fortitude, where, for example, governments with unexpectedly high deficits will adjust their inflation preferences upward.

\textsuperscript{12} It has been argued, for instance, that the ECB’s inflation target of (less than) 2 percent does not adequately reflect the Balassa-Samuelson effect, especially for the EU accession countries still on a real convergence path to the EMU core (Berger et. al 2004). In this case Equation (3.5) should be seen as a special case of the more general form \( \pi_i^* = \pi^* + \pi_i \varepsilon_i \), with the (somewhat unrealistic) assumption that the contribution of trend structural inflation to the national inflation target, \( \pi_i \), will be zero across countries. Note, however, that allowing \( \pi_i > 0 \), while introducing an additional dimension in the discussion of optimal representation, would not alter the thrust of the results of the analysis.
3.4 Optimal Representation

Substituting \( \pi_{\pi}, y_{1,\pi}, \) and \( y_{2,\pi} \) in (3.2) and taking expectations, we can compute the expected welfare loss associated with the actual monetary policy, \( EL^* (\pi_{\pi}, y_{1,\pi}, y_{2,\pi}) \) (see Appendix 3.1). The optimal representation of country 1, \( \alpha^* \), is simply the value of \( \alpha \) that minimizes the difference between \( EL^* (\pi_{\pi}, y_{1,\pi}, y_{2,\pi}) \) and expected welfare under the first-best policy, that is

\[
\alpha^* \Leftrightarrow \arg \min (EL^* (\pi_{\pi}, y_{1,\pi}, y_{2,\pi}) - EL^* (\pi_{FB}, y_{1,\pi}, y_{2,\pi})).
\]

Country 2’s optimal weight is, equivalently, \( 1 - \alpha^* \).

Optimal representation will depend not only on the weight of the real argument in the loss function, \( \lambda \), and the economic weight, \( \chi \), but also on both countries’ economic and preference shocks and their possible interaction terms (see Appendix 3.1).

In the next Section we will take a closer look at what defines optimal representation, with a focus on its relation to a country’s economic weight. To facilitate the analysis, we will start with the assumption that all shocks are independent. Analysis in subsequent Sections will allow for correlated shocks across and within countries.

3.4.1 The Baseline Case with Independent Shocks

Assuming that \( \varphi_{\epsilon_1, \epsilon_2} = \varphi_{\theta_1, \theta_2} = \varphi_{\epsilon_1, \theta_1} = \varphi_{\epsilon_2, \theta_2} = 0 \) for \( i \in \{1, 2\} \), the optimal weight for country 1 becomes

\[
\alpha^* = \frac{\sigma_{\epsilon_1}^2 + \chi^2 \sigma_{\theta_1}^2 + \sigma_{\theta_1}^2}{\sigma_{\epsilon_1}^2 + \sigma_{\epsilon_2}^2 + \lambda (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2)},
\]

\( \text{(3.8)} \)
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which obviously satisfies $0 < \alpha^* < 1$ because $\chi < 1$ and $\sigma^2_{\epsilon_1} > 0$.

3.4.1.1 Over- and Under-Representation

Equation (3.8) has a straightforward implication for the relation between economic size and a country’s optimal voting weight. In particular, we find that

$$\alpha^* > \chi \Leftrightarrow \chi \sigma^2_{\epsilon_1} < (1 - \chi) \sigma^2_{\epsilon_2}.$$  

Broadly speaking, Equation (3.9) states that over-representation in the Council in relation to a country’s economic size is more likely to be optimal for smaller countries with relatively stable preferences. Under-representation, on the other hand, is more likely to be optimal for larger countries with relatively volatile preferences. This becomes even clearer if we rewrite (3.9) to highlight the tension between economic size and relative preference stability:

$$\alpha^* > \chi \Leftrightarrow \chi \sigma^2_{\epsilon_1} < \frac{\sigma^2_{\epsilon_1}}{\sigma^2_{\epsilon_1} + \sigma^2_{\epsilon_2}} \equiv \alpha_p.$$  

Obviously, over-representation is optimal if a country’s share in the currency union’s GDP is lower than a critical threshold value, $\alpha_p$, measuring the other country’s relative contribution to overall preference volatility. Vice versa, under-representation is optimal when a country is large relative to the other currency union member’s contribution to preference volatility.

The threshold value $\alpha_p$ has an interesting interpretation. Note that according to (3.8) and (3.10), $\alpha^* \to \alpha_p$ as $\sigma^2_{\epsilon_1}, \sigma^2_{\epsilon_2} \to 0$, that is, $\alpha_p$ can be interpreted as the optimal political voting weight that results purely from trading off differences in the volatility of preferences between countries in the absence of economic shocks.

Equivalently, in the absence of preference shocks, the optimal political weight, $\alpha^*$, converges with a country’s relative economic weight, $\chi$, which, according to Equation (3.2), is the weight it should receive under the first-best scenario: $\alpha^* \to \chi$ as $\sigma^2_{\epsilon_1}, \sigma^2_{\epsilon_2} \to 0$.

This suggests the following observation.
Remark 3.1: In general, optimal representation balances two opposing forces: the wish to reduce the impact of preference shocks on monetary policy (by bringing $\alpha^*$ as close as possible to $\alpha_p$), and the attempt to limit misrepresentation of a country’s relative economic size to avoid an overly active or passive reaction to national economic shocks (by keeping $\alpha^*$ as closely as possible to $\chi$).

As a consequence, a country’s optimal representation in the Council, $\alpha^*$, will always be in an interval defined by $\chi$ on the one hand and $\alpha_p$ on the other. Thus, whether a country will be over- or under-represented depends on the relative size of the country and the characteristics of both countries’ preference shocks. Figure 3.1 illustrates both scenarios.

Intuitively, we would expect small countries to be over-represented and large countries to be under-represented, but this is not necessarily the case. However, the intuitive scenario is the outcome if preferences are similar across the currency union:13

Remark 3.2: If preference shocks were sufficiently similar, over-representation would always be optimal for small countries and under-representation would always be optimal for large countries.

On the other hand, if differences in preference shocks are stark, there is room for a counterintuitive result:

13 Equation (3.9) reduces to $\alpha^* < \chi \Leftrightarrow \chi \leq (1-\chi) = \alpha_p$ when $\sigma^2 = \sigma^2_c$. Obviously, similar outcomes can be found for asymmetrical preference shocks as long as the differences in preferences remain small compared to the differences in economic size.
Remark 3.3: Under-representation of a small country can be optimal if its inflation preferences are relatively volatile. By the same token, over-representation of a large country can be optimal if its inflation preferences are stable in comparison. Size continues to be important, however, as these outcomes are less likely for very small or very large countries, respectively.

Proof: (3.10) requires $\chi < \frac{\sigma_{e1}^2}{\left(\sigma_{e1}^2 + \sigma_{e2}^2\right)}$ for $\alpha > \chi$. Thus, a large country with $\chi > \frac{1}{2}$ can only be over-represented if $\sigma_{e1}^2 < \sigma_{e2}^2$. By the same logic, $\alpha < \chi$ requires $\sigma_{e1}^2 > \sigma_{e2}^2$ for a small country with $\chi < \frac{1}{2}$. The inequalities for over- and under-representation are both more likely to be fulfilled if $|\chi - \frac{1}{2}| \to 0$. □

Figure 2 depicts the two scenarios discussed in the Remark.

Figure 3.2. Under- (Over-) Represented Small (Large) Countries.

The above analysis suggests that the counterintuitive case of, for instance, a large country being over-represented, is most relevant when the actual overall difference in country sizes within the union is small. In the extreme case of a monetary union of economic equals (i.e., when $\chi = (1 - \chi) = \frac{1}{2}$), asymmetry in representation would always be optimal if there were asymmetries in preference shocks. As Figure 3.1 illustrates, in such a case countries with relatively more volatile inflation preferences would receive less than $\chi = \frac{1}{2}$ (and countries with relatively less volatile inflation preferences would receive more than $\chi = \frac{1}{2}$) of the voting rights in the joint central bank Council.
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Finally, Equation (3.9) sheds light on the “one country, one vote” principle featured so prominently in the debate on ECB reform. It shows:

**Remark 3.4:** In the absence of economic shocks and if preference shocks are symmetrical, optimal representation in the Council follows the “one country, one vote” principle no matter the distribution of economic size.

While this Remark does not quite rule out “one country, one vote” as an optimal solution, it marks it as a rather special case. Equations (3.8) and (3.10) imply $\alpha^* = 1 - \alpha^* = \alpha_p = \frac{1}{2}$ when economic shocks are absent (i.e. $\sigma^2_{\theta_1}, \sigma^2_{\theta_2} = 0$) and when preference shocks are perfectly symmetrical (and uncorrelated) $\sigma^2_{\varepsilon_1} = \sigma^2_{\varepsilon_2}$.

### 3.4.1.2 Comparative Statics

How does optimal representation change with the characteristics of economic and preference shocks? As one would expect, inspection of (3.8) reveals a clear-cut relation between representation and preference stability.

**Remark 3.5:** An increase in the volatility of preference shocks unconditionally reduces the optimal weight a country receives in the Council.

This should not come as a surprise. If optimal representation indeed balances the attempt to correctly mirror a country’s relative economic size with the need to reduce the impact of national preference shocks on the Council, a country that suffers a decrease in preferences stability will see its optimal representation in the currency union’s central bank being reduced. The finding is independent of the initial degree of over- or under-representation. In contrast, the impact of a marginal increase in economic volatility depends on a country’s initial status.

**Remark 3.6:** An increase in economic volatility in a country reduces the gap between economic weight and optimal representation. Over-represented countries will see their optimal voting weight reduced, while under-represented countries will see their optimal voting right increased.
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**Proof:** Taking the partial derivative of (3.8) and rearranging yields
\[ \frac{\partial \alpha^*}{\partial \sigma} > 0 \Leftrightarrow \chi \sigma^2_{\tilde{e}_i} > (1 - \chi) \sigma^2_{\tilde{e}_i}, \] which, by (3.9), implies the result. □

For given country size, neglecting economic shocks in favor of moderating preference shocks becomes more expensive (in welfare terms) as economic volatility increases. As a consequence, a country which is burdened with a more volatile economy should see its optimal voting right increase. Figure 3.3 illustrates the result.

![Figure 3.3. An Increase in Economic Volatility in Country 1.](image)

3.4.2 Optimal Representation with Correlated Shocks

Allowing for dependencies between economic and political shocks across countries and within a country is interesting on at least two counts. First, introducing non-zero correlated shocks allows us to shed some light on the question of how closer integration of currency union member countries influences optimal representation. There is, for instance, the question of whether closer synchronization of business cycles will change the trade-off underlying optimal representation in favor of economic size or preference stability. In addition, allowing for dependencies between shocks serves as a robustness check for the baseline results built on the assumption of zero correlations.

3.4.2.1 Correlated Economic Shocks

Economic shocks are one obvious area where there could be cross-country dependencies. As discussed above, even under the first-best scenario, the central bank would only “lean against the wind” and not fully compensate for an economic shock impacting all member countries of the currency union. This could mean that the “residual” country shocks will continue to
influence all member countries in a correlated fashion. The correlation could be positive or negative. An example for a common shock with positive correlation would be an unanticipated change in oil prices. On the other hand, a surprise depreciation of the common currency, for instance, might help members that are net-exporters but hurt others that are net-importers, resulting in a negative correlation of economic shocks across countries.

The first insight from the model is that the baseline results on optimal representation hardly change when we allow for cross-country correlation of economic shocks. Allowing for $\phi_{\theta_1, \theta_2} \neq 0$ but otherwise following the same steps as before, we find that the optimal weight for country 1 resembles (3.8), except for additional (additive) terms involving the cross-country covariance of economic shocks, $\phi_{\theta_1, \theta_2} \sigma_{\theta_1} \sigma_{\theta_2}$. In fact, the condition determining whether a country will be optimally over- or under-represented compared to its economic weight is identical to (3.9) in the no-correlation case. This generalizes and strengthens the baseline findings. Appendix 3.2 lays out the formal results in some detail.

A second finding can be summarized as follows:

**Remark 3.7:** As the currency union’s economies become more similar in terms of their economic shocks, countries with relatively stable preferences are likely to see their optimal voting weight increase.

The rationale is – in line with the discussion of Equation (3.10) earlier – that increased business cycle synchronization reduces the cost of moderating the impact of preference shocks on monetary policy, because a possible misrepresentation of economic size is now less likely to lead to a deviation of stabilization policy from its first-best benchmark.

Two comparative-static results lead to this conclusion (see Appendix 3.2). First, when business cycles are positively correlated across the currency union, and when country 1’s economy is less volatile than country 2’s to start with, then an increase in economic volatility in country 1, $\sigma_{\theta_1}$, will make the two economies more similar. In this case, it becomes less costly to offset preference shocks by allowing voting rights to deviate from relative economic size. As a consequence, optimal representation requires that the country’s optimal weight in monetary
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Policy decisions should be based more on preference shock considerations, and the spread between economic and political weights in the currency union grows. The second relevant result is that a higher coefficient of correlation between economic shocks will lead to higher optimal representation for the country initially over-represented and vice versa. Thus, once again, as economic shocks become more similar, the optimal spread between economic and political weights in the currency union increases.

This analysis suggests that currency unions should optimally pay more attention to relative preference stability considerations as their joint economy “matures” and becomes increasingly more integrated. If integration implies an increasing likeness of economic shocks, preference stability considerations should eventually dominate the calculation of members’ optimal Council representation. In somewhat more formal terms: we find that $\alpha^*$ approaches the optimal weight in the absence of economic shocks, $\alpha_p$, as the correlation between national economic shocks approaches positive unity and the difference between the volatility of economic shocks reduces to zero.

### 3.4.2.2 Correlated Preference Shocks

Next, we allow for correlation between preference shocks while assuming zero correlation between all other shocks. The idea is that surprise changes in inflation preferences might well take the form of union-wide “mood swings” that simultaneously affect all member countries and their representatives in the common central bank. Alternatively, one might speculate that preference changes are negatively correlated across countries.

While the optimal weight in this scenario once again resembles (3.8) in the case with independent shocks, allowing for $\varphi_{\varepsilon_1,\varepsilon_2} \neq 0$ influences the condition determining whether a country will be over- or under-represented compared to its economic size (see Appendix 3.3). In particular, if preference shocks are positively correlated, it might be optimal to over-represent (or under-represent) member countries with very stable (or very unstable) preferences irrespective of their economic size. The intuition is that a positive correlation of

---

14 To be precise, country 1’s optimal representation in the Council increases if it was initially over-represented relative to its economic weight, and it decreases if it was initially under-represented. See Appendix 3.2.
15 Note that $\alpha_p$ remains unchanged from the baseline scenario (see Appendix 3.2).
preference shocks across countries reduces the chance that national preference shocks will neutralize each other within the Council. Increasing the voting weight of countries with very stable preference can be optimal to minimize the resulting unwanted volatility in joint monetary policy.

In addition, we can make a statement that parallels the similarity result in the case with correlated economic shocks:

\textbf{Remark 3.8}: As currency union member countries become more similar in terms of their preference shocks, economically large countries are likely to see their optimal voting weight increase and small countries are likely to see their optimal voting weights decrease.

The rationale behind this rests on the implied change in the balance of forces driving optimal representation. In this case, greater likeness of preference shocks reduces the potential gains from moderating these shocks by letting optimal voting weights deviate from economic size, thereby allowing preference shocks to compensate each other in the Council. As a consequence, large countries (which are more likely to be under-represented when shocks become more similar) should see their voting weights being increased and small (probably over-represented) countries should see them reduced.

Two comparative-static results support this conclusion (see Appendix 3.3). First, a rise in the correlation of preference shocks will increase a country’s optimal voting weight if it is large in economic terms and its preferences are relatively stable. Second, an increase in country 1’s preference volatility that brings its volatility level closer to country 2’s will lead to a decrease in its optimal representation. Since, in this case, country 1 was blessed with more stable preferences at the outset, it was also over-represented before the change. As a consequence, the decrease in optimal representation brings its voting weight closer to its economic weight.

\footnote{See Appendix 3.3. The calculations assume that the starting point for $\alpha^*$ is not too extreme, that is, that we start from an interior solution.}
The above analysis implies that increasing likeness of preference shocks – arguably a possibility within an ever more integrated currency union such as the U.S. or the European Union – should prompt the currency union to better tailor Council voting weights to members’ economic size. It is straightforward to show that $\alpha$ approaches $\chi$ as the correlation between national preference shocks approaches positive unity, and the difference between the volatility of these shocks reduces to zero. Note that this possible “integration effect” runs counter to the implications of increasing likeness of economic shocks discussed in the previous Section.

3.4.2.3 Correlated Economic and Preference Shocks

If preference shocks are, at least in part, a consequence of changes in government, and if changes in government are influenced by economic conditions, preference and economic shocks might not be independent from each other. In fact, there is room for something akin to a political business cycle. For instance, one can imagine that voters elect a government that is more tolerant to inflation when economic activity is in decline, giving rise to a negative correlation between economic and preference shocks.

As with cross-country correlations, allowing preference shocks to be correlated with economic shocks within country 1 (i.e. $\varphi_{\varepsilon_1}, \theta_1 \neq 0$) changes optimal representation and the conditions for over- or under-representations compared to the baseline (see Appendix 3.4) – albeit not fundamentally. Interestingly, however, under certain conditions a strong political business cycle in the sense just discussed might make it optimal to decrease a country’s voting weight below its relative economic size.

Remark 3.9: A negative correlation between preference shocks and economic shocks (a “political business cycle”) amplifies country 1’s policy demands in the Council after economic shocks – making optimal under-representation more likely.
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The rationale behind this finding is that a negative correlation of output and preference shocks in country 1 increases the cost of over-representing a country in the Council. To see this, note that, according to Equation (3.7), the preferred inflation rate of country 1 is:

\[ \pi_1 = \frac{1}{1 + \lambda} \left( \pi^* + \epsilon_1 \right) + \frac{\lambda}{1 + \lambda} \left( \pi^* - \theta_1 \right). \]

Over-representation of country 1 would mean that, for instance, a negative shock to the output gap \( \theta_1 < 0 \) would trigger a too expansionary monetary policy at the union level, as country 1’s preferred policy reaction \( -\theta_1 \lambda/(1 + \lambda) > 0 \) would receive greater influence on Council decisions than suggested by its economic weight. This policy request would be further amplified if country 1 is, in addition, subject to an inflation preference shock pointed in the opposite direction as the output shock \( \epsilon_1 > 0 \) in this example, increasing the distance to the first-best policy.

The above analysis is reinforced by the comparative statics for optimal representation \( \alpha^* \) (see Appendix 3.4 for details). As one would expect, the optimal voting weight increases if the correlation between preference and economic shocks rises in circumstances in which the country’s inflation preferences are relatively stable and economic volatility is high across the currency union. Moreover, a country will see its optimal representation in the Council increase if its economic shocks become more volatile and the correlation between economic and preference shocks is sufficiently positive and large. That is, unlike in the previous scenarios, the impact of higher economic volatility does not depend on whether a country is initially over- or under-represented. As a consequence, the gap between economic weight and optimal representation might not be reduced. A related result is that a country might see its optimal voting weight increase after a marginal rise in preference volatility. This, too, is in strict contrast with all previous findings. The intuition is that the “blessings” hidden in a higher and positive correlation of preference and economic shocks depend on a certain balance between the two. For exceedingly volatile preferences, their potentially moderating impact becomes mute.

\[ \text{Set } \alpha = 1 \text{ in Equation (3.7) to arrive at the expression shown here.} \]
\[ \text{All results assume an interior solution, i.e., that } 0 < \alpha^* < 1. \]
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3.5 Relative-Weight Preference Shocks

The principle results of the baseline model with uncertain national inflation preferences are robust with regard to alternate sources of preference uncertainty. In particular, optimal representation continues to depend not only on relative economic size, but also on the relative characteristics of economic and preference shocks. As a consequence, over-representation of large and under-representation of small countries remain a theoretical possibility.

Following Beetsma and Jensen (1998), we allow for preference shocks regarding the weight on the relative real target. In this case the individual loss functions of member countries become

\[ L_i = (1 + \varepsilon_i)(\pi - \pi^*)^2 + (\lambda - \varepsilon_i)y_i^2 \]

where \( \varepsilon_i \sim (0, \sigma_i^2) \) and \( \lambda > 0 \) in line with the first-best policy. Again focusing on the two country case, actual central bank policy can be calculated based on the Lucas supply function (3.1) and the representation-weighted sum of national loss functions

\[ L_A = \alpha \left( (1 + \varepsilon_1)(\pi - \pi^*)^2 + (\lambda - \varepsilon_1)y_1^2 \right) + (1 - \alpha) \left( (1 + \varepsilon_2)(\pi - \pi^*)^2 + (\lambda - \varepsilon_2)y_2^2 \right). \]

Based on the resulting equilibrium values for inflation and output, we can compute the expected welfare loss. Minimizing the latter with regard to country 1’s voting weight in the Council, we find that optimal representation satisfies

\[ \alpha^*_A = \frac{\sigma_{\varepsilon_2}^2 \sigma_{\varepsilon_1}^2 + \lambda^2 \left( \sigma_{\theta_1}^2 + \sigma_{\theta_2}^2 \right)}{\sigma_{\theta_1}^2 \sigma_{\varepsilon_1}^2 + \sigma_{\theta_1}^2 \sigma_{\varepsilon_2}^2 + \lambda^2 \left( \sigma_{\theta_1}^2 + \sigma_{\theta_2}^2 \right)} \]

where the subscript “\( \lambda \)” marks the relative-weight preference shock scenario. Note that \( 0 < \alpha^*_A < 1 \).

Equation (3.12) reveals similarities and some differences with the inflation preference shock case depicted in (3.8). Comparing \( \alpha^*_A \) and \( \alpha^* \), one notes that the terms involving economic volatility alone are similar. As opposed to what we saw in (3.8), however, the volatility of preference shocks in (3.12) does not appear independently. Instead, all \( \sigma_{\theta_i}^2 \) terms are weighted by the variance of economic shocks, \( \sigma_{\varepsilon_i}^2 \). This is due to the fact that – in a model without inflationary bias – relative-weight preference shocks only impact actual policy if there is a
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shock to output. In the absence of economic shocks, that is if \( y_t = 0 \), the Council will set inflation equal to the inflation target (which in this case is constant).

In general, however, optimal representation continues to depend on relative economic size as well as on the relative characteristics of economic and preference shocks, just as in the baseline model.

Reflecting the similarities in optimal representation, the condition for over- and under-representation with relative-weight uncertainty resembles the condition in the baseline case and over-representation of large and under-representation of small countries remain a theoretical possibility. The condition for over- and under-representation becomes

\[
(3.13) \quad \alpha^*_1 > \chi \Leftrightarrow \chi \sigma^2_{\epsilon_1} \sigma^2_{\epsilon_2} < (1 - \chi) \sigma^2_{\beta_1} \sigma^2_{\epsilon_2},
\]

which, except for the weighting of preference volatility, is identical with (3.9) in the baseline model. As before, given economic volatility, over-representation is more likely to be optimal for small and politically relatively stable countries. If economic shocks were symmetrical, Equations (3.9) and (3.13) would be identical.

Rearranging, we find that the critical value indicating the maximum country size for a country to be over-represented, \( \alpha_{p_{\text{ls}}} \), is implied by

\[
(3.14) \quad \alpha^*_1 > \chi \Leftrightarrow \chi < \frac{\sigma^2_{\epsilon_1} \sigma^2_{\epsilon_2}}{\sigma^2_{\beta_1} \sigma^2_{\epsilon_2} + \sigma^2_{\beta_1} \sigma^2_{\epsilon_2}} \equiv \alpha_{p_{\text{ls}}}.
\]

Similar to \( \alpha_q \) in Equation (3.10) in the case with inflation preference shocks, \( \alpha_{p_{\text{ls}}} \) measures the other country’s relative contribution to overall preference volatility. As before, optimal representation can be interpreted as balancing preference shock moderation (by bringing \( \alpha^*_1 \) closer to preference-uncertainty based optimal weight \( \alpha_{p_{\text{ls}}} \)) and minimizing misrepresentation of economic size (by letting \( \alpha^*_1 \) approach the first-best economic weight \( \chi \)). As a consequence, Remarks 3.1-3.4 in the baseline case also apply to the case of uncertain relative-weight preferences.

One difference between the baseline and the present model is the influence of economic volatility on optimal representation. While optimal representation continues to be decreasing
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in the volatility of preference shocks in the present model, an increase in economic volatility now unconditionally reduces a country’s optimal weight in the Council.

When preference uncertainty shifts from the inflation target to the relative weight, even under-represented countries will have their optimal representation reduced. The reason is that an increase in economic volatility amplifies the unwanted impact of preference shocks on monetary policy, leading to a decrease in $\alpha_{\text{ps}}$. Because optimal representation weighs both $\chi$ and $\alpha_{\text{ps}}$, the reduction in $\alpha_{\text{ps}}$ “pulls” $\alpha^{*}_{\lambda}$ downward. While the forces that helped create an increase in optimal representation in the baseline model are still present, the negative effect stemming from higher preference-uncertainty always dominates (see Appendix 3.5).

3.6 Some Empirical Observations

How does the distribution of $\alpha_i$ and $\chi_i$ look in the example of the ECB? Under the current “one country, one vote” rule, the relative voting rights of national governors are strictly symmetrical, that is, $\alpha_i = 1/n$, if we disregard the votes allocated to the Board. As Figure 3.4 illustrates, for a hypothetical EMU with 24 members (assuming that the ten EU accession countries as well as Romania and Bulgaria, have joined the Euro area), this will change if the ECB reform is implemented and EMU enlargement proceeds, giving way to a (somewhat) more asymmetric voting scheme, in which $\alpha_i$ will be adjusted to better reflect economic size. To provide some perspective, it is interesting to relate the degree of misrepresentation in today’s ECB, as well as in the hypothetical ECB with 24 members depicted in Figure 3.4, to the example of other federal central banks – namely the US Federal Reserve System and the German Bundesbank before the advent of the Euro. Table 3.1 shows two indicators of misrepresentation based on the sum of the squared deviation of the voting rights held by a country or region in the decision-making Council or committee and its GDP share.

---

19 Political voting rights assume that the Board does not vote in line with country interests. For sources and notes see Tables 3.1 and 3.2 below.
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Table 3.1. Indicators of Misrepresentation in Federal Central Banks, 1959-2001.

<table>
<thead>
<tr>
<th></th>
<th>US Federal Reserve</th>
<th>German Bundesbank</th>
<th>ECB before &amp; after Enlargement</th>
</tr>
</thead>
<tbody>
<tr>
<td>STD</td>
<td>4.46 5.54</td>
<td>8.48 5.70</td>
<td>11.26 12.47 11.34</td>
</tr>
<tr>
<td>STD_Board</td>
<td>0.41 0.66</td>
<td>2.65 0.91</td>
<td>4.60 7.88 5.99</td>
</tr>
</tbody>
</table>

Sources: Bureau of Economic Analysis; US Federal Reserve; Statistisches Bundesamt; IFS; and own calculations.

Notes: "STD" measures the sum of the squared difference between national or regional vote shares in the overall decision-making committee and the relevant GDP or GSP share of the given year. It is assumed that the Board does not vote in the interest of the respective country. "STD_Board" assumes that the Board votes with each region or country in line with its GDP or GSP share. This increases (decreases) the political clout of large (small) member countries. The data for the US Feds has been calculated by allocating state GSP data to Fed districts on a county-by-county basis. Rotation schemes have been taken into account in the calculation of Fed and ECB post-reform voting rights. In case of the Fed, with no major structural reform of representation in the post-war period, the years selected mark the time-span of the available data. In the case of the Bundesbank, 1959 and 1992 mark years with major structural reforms that helped to reduce misrepresentation.

Berger (2002, Appendix I) discusses the effect of EMU enlargement on misrepresentation indicators under different assumptions on Board behavior.
### Table 3.2. EMU12: Indicators of Political Stability, GDP Share, and ECB Voting Rights, 1975-2000.

<table>
<thead>
<tr>
<th>(1) Cohesion</th>
<th>(1) &lt; Avg.</th>
<th>(2) Change</th>
<th>(2) &lt; Avg.</th>
<th>(3) GDP Share</th>
<th>(3) &lt; Avg.</th>
<th>Consensus? (1) = (2) = (3)</th>
<th>Political Weight in excess of (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td>1.57</td>
<td>-</td>
<td>0.07</td>
<td>+</td>
<td>30.33</td>
<td>-</td>
<td>-22.00</td>
</tr>
<tr>
<td>France</td>
<td>1.61</td>
<td>-</td>
<td>0.22</td>
<td>-</td>
<td>21.44</td>
<td>-</td>
<td>-13.11</td>
</tr>
<tr>
<td>Italy</td>
<td>1.87</td>
<td>-</td>
<td>0.30</td>
<td>-</td>
<td>17.90</td>
<td>-</td>
<td>-9.57</td>
</tr>
<tr>
<td>Spain</td>
<td>1.26</td>
<td>+</td>
<td>0.12</td>
<td>+</td>
<td>9.52</td>
<td>-</td>
<td>-1.19</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1.30</td>
<td>+</td>
<td>0.09</td>
<td>+</td>
<td>6.24</td>
<td>+</td>
<td>2.10</td>
</tr>
<tr>
<td>Belgium</td>
<td>2.26</td>
<td>-</td>
<td>0.15</td>
<td>+</td>
<td>3.75</td>
<td>+</td>
<td>4.58</td>
</tr>
<tr>
<td>Austria</td>
<td>0.61</td>
<td>+</td>
<td>0.06</td>
<td>+</td>
<td>3.09</td>
<td>+</td>
<td>5.24</td>
</tr>
<tr>
<td>Finland</td>
<td>1.96</td>
<td>-</td>
<td>0.20</td>
<td>-</td>
<td>2.00</td>
<td>+</td>
<td>6.34</td>
</tr>
<tr>
<td>Greece</td>
<td>0.61</td>
<td>+</td>
<td>0.19</td>
<td>-</td>
<td>1.93</td>
<td>+</td>
<td>6.41</td>
</tr>
<tr>
<td>Portugal</td>
<td>0.87</td>
<td>+</td>
<td>0.22</td>
<td>-</td>
<td>1.80</td>
<td>+</td>
<td>6.54</td>
</tr>
<tr>
<td>Ireland</td>
<td>1.26</td>
<td>+</td>
<td>0.18</td>
<td>-</td>
<td>1.69</td>
<td>+</td>
<td>6.65</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>1.00</td>
<td>+</td>
<td>0.06</td>
<td>+</td>
<td>0.32</td>
<td>+</td>
<td>8.01</td>
</tr>
<tr>
<td>Avg.</td>
<td>1.35</td>
<td>0.16</td>
<td>8.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std.</td>
<td>0.53</td>
<td>0.08</td>
<td>9.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sources: IFS; Worldbank Database of Political Institutions based on Beck et al. (2001); Sturm et al. (2004); and own calculations.

Notes: Political data are 1975-1997/2000 averages; GDP data as of 2001. “Cohesion” (IPCOH in Worldbank parlance, available until 1997) measures the degree of political cohesion of the national government for a given year, with 0 indicating, for instance, a one-party majority parliamentary government, and 3 a minority government. The measure is based on (but not identical to) the Roubini and Sachs (1989) index of cohesion. “Change” (STABS in Worldbank parlance, available until 2000) indicates the number of veto players dropping from government within a year, meaning political parties within a parliamentary system and the president, or the largest party, in a presidential system. The index varies between 0 and 1. A high indicator value indicates less government stability. “GDP Share” measures the respective country’s share in aggregate EMU12 or EMU24 GDP based on 2001 data (and annual average market exchange rates where applicable). “Political Weight in Excess of (3)” shows the difference between a country’s voting power within the ECB Council (excluding the Board) and its GDP share. A positive sign indicates over-representation, a negative sign under-representation.
### Table 3.3. EMU24: Indicators of Political Stability, GDP Share, and ECB Voting Rights (post reform), 1991-2000.

<table>
<thead>
<tr>
<th></th>
<th>Cohesion</th>
<th>(1) &lt; Avg.</th>
<th>(2) Change</th>
<th>(3) &lt; Avg.</th>
<th>GDP Share</th>
<th>Consensus? (1) = (2) = (3)</th>
<th>Political Weight in excess of (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td>2.00</td>
<td>-</td>
<td>0.12</td>
<td>+</td>
<td>28.40</td>
<td>-</td>
<td>-23.07</td>
</tr>
<tr>
<td>France</td>
<td>1.57</td>
<td>-</td>
<td>0.23</td>
<td>-</td>
<td>20.08</td>
<td>-</td>
<td>-14.74</td>
</tr>
<tr>
<td>Italy</td>
<td>1.57</td>
<td>-</td>
<td>0.41</td>
<td>-</td>
<td>16.76</td>
<td>-</td>
<td>-11.43</td>
</tr>
<tr>
<td>Spain</td>
<td>1.57</td>
<td>-</td>
<td>0.07</td>
<td>+</td>
<td>8.92</td>
<td>-</td>
<td>-3.59</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1.43</td>
<td>-</td>
<td>0.07</td>
<td>+</td>
<td>5.84</td>
<td>-</td>
<td>-0.51</td>
</tr>
<tr>
<td>Belgium</td>
<td>2.00</td>
<td>-</td>
<td>0.12</td>
<td>+</td>
<td>3.51</td>
<td>+</td>
<td>1.33</td>
</tr>
<tr>
<td>Austria</td>
<td>1.00</td>
<td>+</td>
<td>0.05</td>
<td>+</td>
<td>2.89</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Poland</td>
<td>1.00</td>
<td>+</td>
<td>0.07</td>
<td>+</td>
<td>2.75</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Slovenia</td>
<td>1.67</td>
<td>-</td>
<td>0.11</td>
<td>+</td>
<td>0.32</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>1.00</td>
<td>+</td>
<td>0.05</td>
<td>+</td>
<td>0.30</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>0.57</td>
<td>+</td>
<td>0.30</td>
<td>-</td>
<td>0.19</td>
<td>+</td>
<td>2.31</td>
</tr>
<tr>
<td>Lithuania</td>
<td>0.17</td>
<td>+</td>
<td>0.10</td>
<td>+</td>
<td>0.18</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Cyprus</td>
<td>1.00</td>
<td>+</td>
<td>0.05</td>
<td>+</td>
<td>0.14</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Latvia</td>
<td>1.67</td>
<td>-</td>
<td>0.33</td>
<td>-</td>
<td>0.12</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Estonia</td>
<td>1.00</td>
<td>+</td>
<td>0.10</td>
<td>+</td>
<td>0.08</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Malta</td>
<td>0.00</td>
<td>+</td>
<td>0.15</td>
<td>+</td>
<td>0.06</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Finland</td>
<td>2.00</td>
<td>-</td>
<td>0.15</td>
<td>+</td>
<td>1.87</td>
<td>+</td>
<td>2.98</td>
</tr>
<tr>
<td>Greece</td>
<td>0.43</td>
<td>+</td>
<td>0.25</td>
<td>-</td>
<td>1.80</td>
<td>+</td>
<td>3.04</td>
</tr>
<tr>
<td>Portugal</td>
<td>0.86</td>
<td>+</td>
<td>0.10</td>
<td>+</td>
<td>1.68</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Ireland</td>
<td>1.86</td>
<td>-</td>
<td>0.18</td>
<td>-</td>
<td>1.58</td>
<td>+</td>
<td>3.27</td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>1.57</td>
<td>-</td>
<td>0.30</td>
<td>-</td>
<td>0.85</td>
<td>+</td>
<td>4.00</td>
</tr>
<tr>
<td>Hungary</td>
<td>1.57</td>
<td>-</td>
<td>0.33</td>
<td>-</td>
<td>0.77</td>
<td>+</td>
<td>4.08</td>
</tr>
<tr>
<td>Romania</td>
<td>1.57</td>
<td>-</td>
<td>0.23</td>
<td>-</td>
<td>0.58</td>
<td>+</td>
<td>4.27</td>
</tr>
<tr>
<td>Slovakia</td>
<td>1.60</td>
<td>-</td>
<td>0.17</td>
<td>+</td>
<td>0.31</td>
<td>+</td>
<td>4.53</td>
</tr>
<tr>
<td>Avg.</td>
<td>1.28</td>
<td>0.22</td>
<td>4.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std.</td>
<td>0.57</td>
<td>0.16</td>
<td>7.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sources: IFS; Worldbank Database of Political Institutions based on Beck et al. (2001); Sturm et al. (2004); and own calculations.

Strikingly, the misrepresentation of economic size in the ECB Council is about an order of magnitude more severe than in the Fed or, after the post-unification reform of 1992, the Bundesbank. This is true if the misrepresentation indicator ignores the role of the Board if we look at an EMU with 12 or 24 members, or if we look at the situation before or after the planned ECB reform. In other words, economic size plays a significantly smaller role in the distribution of voting rights within the ECB than in other federal central banks.

Can the comparatively stark pattern of misrepresentation of size in the ECB be explained by some of the determinants of optimal representation identified by the theoretical model? To answer this question, we need to find proxies for the latter – certainly not an easy feat. While it is straightforward to measure relative size (by GDP share, for instance), indicators of preference stability are less easily identified. One plausible assumption is that frequent changes of government are indicative of (or a prerequisite for) changing preferences. Moreover, such changes might be more significant when governments show a high degree of cohesion. Table 3.2 gives information on the degree of government cohesion, a measure of government change, and relative economic size for the existing 12 members of EMU. Table 3.3 does the same for the hypothetical EMU with 24 members.

Given the approximate nature of the indicators and, in the case of Table 3.3, the short time span covered, any interpretation of the data should be taken with a grain of salt. Nevertheless, a cautious interpretation of Tables 3.2 and 3.3 suggests that not all over- and under-representation of national representatives on the ECB Council could be easily justified. In only 5 out of 12 counties in Table 3.2, and in only 10 out of 24 countries in Table 3.3, do GDP share, change, and cohesion point in the same direction. Moreover, it would seem that actual over- or under-representation of very large and very small countries is least in line with the suggestions of the model.
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### 3.7 Concluding Remarks

The question of optimal representation of regional interests within a federal central bank has received much attention recently. The likely extension of the Euro area has highlighted problems – such as a possible mismatch between relative economic size and voting rights in the decision-making committee – with the “one country, one vote” principle in a currency union such as EMU.

The present paper adds central bank independence as a potentially crucial argument to this discussion. We present a simple model of optimal representation in a federal central bank in which optimal voting weights reflect two opposing forces: the wish to insulate common monetary policy from changing preferences at the national level, and the attempt to avoid an overly active or passive reaction to idiosyncratic national economic shocks. Adjusting representation in the decision-making committee to moderate preference shocks insulates joint monetary policy from unwanted volatility when national or regional policy targets deviate from common goals. Basing representation on economic weight, on the other hand, helps to prevent national or regional economic shocks from undermining the common goal. Optimal representation weighs both arguments, reflecting economic size as well as the stochastic properties of economic and preference shocks.

An important theoretical result is that a perfect match between economic size and voting rights is rarely optimal, and neither is the “one country, one vote” principle. Consequently, whether a country should be over- or under-represented compared to its relative economic size depends on a number of different forces, including relative size, the relative weight of the real target, and the stochastic properties of economic and preference shocks. Some might intuitively expect small countries to be over-represented and large countries to be under-represented. But there is room for a counter-intuitive result: for instance, it might be optimal to over-represent a large country if its policy preferences are very stable relative to other union members.

Taking a closer look at the possible interaction of economic and preference shocks, we find that continued integration in the form of better business cycle synchronization and more
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Similar preferences can have opposing effects on optimal representation. Increasing likeness of preference shocks gives an incentive to tailor committee voting weights closer to economic size. Increasing likeness of economic shocks has the opposite effect: relative preference stability considerations gain in importance as economic shocks become more similar. Finally, allowing for political business cycle in the sense of a positive correlation between preference shocks and economic shocks within a country might help to moderate country 1’s policy demands in the Council after economic shocks.

The basic results of optimal over- or under-representation are fairly robust with regard to alternative assumptions on shock correlations. Moreover, the principle findings seem to be independent of the source of preferences uncertainty. The baseline model assumes uncertain inflation preferences, but optimal representation continues to follow similar determinants when preference shocks are tied to the relative weight of the real argument in the national welfare functions, instead. As a consequence, for instance, over-representation of large and under-representation of small countries remains a possibility.

Empirically, there are indications that representation of member countries in the ECB Council might be extreme and not always optimal. A comparison of deviations of actual representation from relative economic size in the ECB Council with the US Federal Reserve’s FOMC and the pre-Euro Bundesbank Council reveals that misrepresentation of economic size in the ECB is about an order of magnitude more severe. The theoretical model suggests two possible explanations. First, preference homogeneity within the German and the US currency areas might be higher than in today’s Euro area or, somewhat less likely, business cycle synchronization could be better within the Euro area. In both cases the model implies that optimal representation within the ECB Council (relative to the two other federal central banks) should focus more on preferences than on economic size. Alternatively, of course, representation within the ECB Council might not be optimal in the first place. Indeed, even though the empirical proxies used need to be treated with caution, the ECB pattern of misrepresentation of economic size is difficult to explain with theoretically identified determinants of optimal representation alone. This suggests further room for discussion, even after the ECB reform.
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Appendices

Appendix 3.1 (Expected welfare under actual policy)

Expected welfare under the actual policy is:

\[
EL^*(x_1, y_1, y_2) = \frac{1}{1 + \lambda} \alpha^2 \sigma_{x_1}^2 + \frac{1}{1 + \lambda} (1 - \alpha)^2 \sigma_{x_2}^2 + \left( \frac{\alpha^2 \lambda^2}{1 + \lambda} (1 - \alpha)^2 (1 - \alpha) \right) \sigma_{\theta_1}^2
\]

The optimal representation of country one is:

\[
\alpha^* = \frac{\sigma_{x_1}^2 + \lambda \sigma_{\theta_1}^2 (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) - \varphi_{x_1, \theta_1} \sigma_{x_1} \sigma_{\theta_1} - 2 \lambda \sigma_{x_1} \sigma_{\theta_1} \sigma_{\theta_2} - \varphi_{x_1, \theta_2} \sigma_{x_1} \sigma_{\theta_2} - \varphi_{x_2, \theta_1} \sigma_{x_2} \sigma_{\theta_1} - \varphi_{x_2, \theta_2} \sigma_{x_2} \sigma_{\theta_2}}{\sigma_{x_1}^2 + \sigma_{x_2}^2 + \lambda^2 (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) - 2 \lambda \sigma_{\theta_1} \sigma_{\theta_2} + \varphi_{x_1, \theta_1} \sigma_{x_1} \sigma_{\theta_1} + \varphi_{x_1, \theta_2} \sigma_{x_1} \sigma_{\theta_2} + \varphi_{x_2, \theta_1} \sigma_{x_2} \sigma_{\theta_1} + \varphi_{x_2, \theta_2} \sigma_{x_2} \sigma_{\theta_2}}
\]

Appendix 3.2 (The case with correlated economic shocks, \(\varphi_{x_1, \theta_2} \neq 0\))

The optimal weight for country 1 is

\[
\alpha^* = \frac{\sigma_{x_1}^2 + \lambda \sigma_{\theta_1}^2 (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) - \lambda \sigma_{\theta_1} \sigma_{\theta_2} \sigma_{\theta_2}}{\sigma_{x_1}^2 + \sigma_{x_2}^2 + \lambda^2 (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) - 2 \lambda \sigma_{\theta_1} \sigma_{\theta_2} + \varphi_{x_1, \theta_1} \sigma_{x_1} \sigma_{\theta_1} + \varphi_{x_1, \theta_2} \sigma_{x_1} \sigma_{\theta_2} + \varphi_{x_2, \theta_1} \sigma_{x_2} \sigma_{\theta_1} + \varphi_{x_2, \theta_2} \sigma_{x_2} \sigma_{\theta_2}}
\]

which is always within the permissible range \(0 < \alpha^* < 1\) (see below).

Conditions for \(0 < \alpha^* < 1\)

Since \(\sigma_{x_2}^2, \sigma_{x_1}^2 > 0\), a sufficient condition for \(\alpha^* > 0\) is that

\[
\varphi_{x_2, \theta_2} \leq \left( \sigma_{\theta_1}^2 + \sigma_{\theta_2}^2 \right) / 2 \sigma_{\theta_1} \sigma_{\theta_2}
\]
Because, by definition, $\varphi_{\theta_1, \theta_2} \leq 1$, this condition always holds if $(\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) / 2 \chi (\sigma_{\theta_1} \sigma_{\theta_2}) \geq 1$ or $(\sigma_{\theta_1} - \sigma_{\theta_2}) \geq 0$—which is always fulfilled. The condition for $\alpha^* < 1$ is

$$\sigma_{\xi_1}^2 > (\chi - 1) \lambda^2 \left( \sigma_{\theta_1}^2 + \sigma_{\theta_2}^2 - 2 \varphi_{\theta_1, \theta_2} \sigma_{\theta_1} \sigma_{\theta_2} \right).$$

Because $\sigma_{\xi_1}^2 > 0$ and $\chi < 1$, a sufficient condition for the inequality to hold is that the last bracket on the RHS be positive or zero, that is, $\varphi_{\theta_1, \theta_2} \leq (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) / 2 \sigma_{\theta_1} \sigma_{\theta_2}$. This is always fulfilled.

**Conditions for $\alpha^* < \chi$**

As in the baseline model, it holds that

$$\alpha^* < \chi \iff \chi \sigma_{\xi_1}^2 \leq (1 - \chi) \sigma_{\xi_1}^2.$$

**Proof:** Going through the same movements as before, we get

$$\alpha^* < \chi \iff \chi \sigma_{\xi_1}^2 \leq (1 - \chi) \sigma_{\xi_1}^2 \text{ when } \varphi_{\theta_1, \theta_2} \leq \frac{\sigma_{\xi_1}^2 + \sigma_{\xi_2}^2 + \lambda^2 (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2)}{2 \lambda^2 \sigma_{\theta_1} \sigma_{\theta_2}}$$

where the last inequality is always fulfilled. To see this, reformulate as

$$1 < \left( \sigma_{\theta_1}^2 + \sigma_{\theta_2}^2 + \lambda^2 (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) / 2 \lambda^2 \sigma_{\theta_1} \sigma_{\theta_2} \right)$$

or, equivalently,

$$\sigma_{\xi_1}^2 + \sigma_{\xi_2}^2 + \lambda^2 (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2 - 2 \lambda^2 \varphi_{\theta_1, \theta_2} \sigma_{\theta_1} \sigma_{\theta_2}) > 0.$$

As $\sigma_{\xi_1}^2, \sigma_{\xi_2}^2 > 0$, this must be true if $\varphi_{\theta_1, \theta_2} \leq (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) / 2 \sigma_{\theta_1} \sigma_{\theta_2}$. This inequality always holds as $\varphi_{\theta_1, \theta_2} \leq 1$ and $(\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) / 2 \sigma_{\theta_1} \sigma_{\theta_2} \geq 1$ because $(\sigma_{\theta_1}^2 - \sigma_{\theta_2}^2)^2 \geq 0$. □

**Comparative Statics**

Taking the derivative of (3.15) with regard to economic volatility, rearranging, and consulting Equation (3.9) we find that

(3.16) scenario (a): \[ \frac{\partial \alpha^*}{\partial \sigma_{\theta_1}} > 0 \iff \alpha^* < \chi \quad \text{when} \quad \varphi_{\theta_1, \theta_2} < \frac{\sigma_{\theta_1}}{\sigma_{\theta_2}} \]

(3.17) scenario (b): \[ \frac{\partial \alpha^*}{\partial \sigma_{\theta_1}} < 0 \iff \alpha^* < \chi \quad \text{when} \quad \varphi_{\theta_1, \theta_2} > \frac{\sigma_{\theta_1}}{\sigma_{\theta_2}} \]
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Also note that \( \partial \alpha / \partial \sigma_{\theta_1} = 0 \) when economic shocks are symmetrical in the sense that \( \sigma_{\theta_1} = \sigma_{\theta_2} \).

In scenario (a), business cycles are unsynchronized across countries, and a further increase in economic volatility in country 1 is likely to drive the economies even more apart. To see this, note that \( \varphi_{\theta_1, \theta_2} < \sigma_{\theta_1} / \sigma_{\theta_2} \) implies either a negative correlation between economic shocks or, when the correlation is positive, that country 1’s economy is more (or at least not significantly less) volatile than country 2’s. In this case, Equation (3.16) demands that the weight of country 1 in the Council should be increasing if it was initially under-represented relative to its economic weight; and it should be decreasing if it was initially over-represented. This helps to reduce the spread between economic and political weights in the currency union.

The alternative scenario (b) depicts a currency union with positively correlated business cycles in which country 1’s economy is less volatile than country 2’s —thus, somewhat counter intuitively, the economies actually become more similar as \( \sigma_{\theta_1} \) increases.\(^{21}\) In this case, it becomes less costly to offset inflation preference shocks by allowing voting rights to deviate from the proportional representation of economic size. As a consequence, Equation (3.17) requires that the country’s optimal weight in monetary policy decisions be based more on preference shock considerations. To be precise, country 1’s optimal representation in the Council increases if it was initially over-represented relative to its economic weight; and it decreases if it was initially under-represented. That is, the spread between economic and political weights in the currency union grows.

Taking the derivative of (3.15) with regard to the coefficient of correlation, rearranging, and consulting Equation (3.9) yields:

\[
\frac{\partial \alpha^*}{\partial \varphi_{\theta_1, \theta_2}} \geq 0 \iff \alpha^* > \chi.
\]

Finally, it is straightforward to show that higher preference volatility results in a reduction in optimal representation as in the no-correlation case.

\(^{21}\) Note that the identifying inequality for scenario (b), \( \varphi_{\theta_1, \theta_2} > \sigma_{\theta_1} / \sigma_{\theta_2} \), requires \( \varphi_{\theta_1, \theta_2} > 0 \) and \( \sigma_{\theta_1} < \sigma_{\theta_2} \) since \( \varphi_{\theta_1, \theta_2} < 1 \).
Appendix 3.3 (The case with correlated preference shocks \((\phi_{\varepsilon_1, \varepsilon_2} \neq 0)\))

The optimal weight for country 1 is

\[
(3.18) \quad \alpha^* = \frac{\sigma_{\varepsilon_2}^2 + \chi \lambda \left(\sigma_{\varepsilon_1}^2 + \sigma_{\varepsilon_2}^2\right) - \phi_{\varepsilon_1, \varepsilon_2} \sigma_{\varepsilon_1} \sigma_{\varepsilon_2}}{\sigma_{\varepsilon_1}^2 + \sigma_{\varepsilon_2}^2 + \lambda^2 \left(\sigma_{\varepsilon_1}^2 + \sigma_{\varepsilon_2}^2\right) - 2 \phi_{\varepsilon_1, \varepsilon_2} \sigma_{\varepsilon_1} \sigma_{\varepsilon_2}}.
\]

Conditions for \(0 < \alpha^* < 1\)

The ratio (3.18) has a positive denominator.\(^{22}\) But the nominator might be either positive or negative depending on the coefficient of correlation between preference shocks \((\phi_{\varepsilon_1, \varepsilon_2})\), and the relative size of preference instability and economic volatility. In particular, \(\alpha^* > 0\) requires

\[
\phi_{\varepsilon_1, \varepsilon_2} \sigma_{\varepsilon_1} \sigma_{\varepsilon_2} < \sigma_{\varepsilon_1}^2 + \chi \lambda^2 \left(\sigma_{\varepsilon_1}^2 + \sigma_{\varepsilon_2}^2\right),
\]

and the condition

\[
\phi_{\varepsilon_1, \varepsilon_2} \sigma_{\varepsilon_1} \sigma_{\varepsilon_2} < \sigma_{\varepsilon_1}^2 + (1 - \chi) \lambda^2 \left(\sigma_{\varepsilon_1}^2 + \sigma_{\varepsilon_2}^2\right)
\]

secures that \(\alpha^* > 0\). The RHS-terms in both inequalities reflect, in turn, the volatility of preference shocks, country size, and the welfare costs of output volatility. The LHS of both conditions consists of the covariance of preference shocks. Thus, in general, an internal solution for optimal representation requires that the welfare costs induced by the variance of economic shocks be large compared to the variance of inflation preferences. Note that a sufficient condition for an internal solution for optimal representation is that national shocks to inflation preference differ (only) moderately in terms of their volatility and correlation. To be more precise:

\[
0 < \alpha^* < 1 \iff \phi_{\varepsilon_1, \varepsilon_2} \sigma_{\varepsilon_1} \sigma_{\varepsilon_2} \leq \min \left\{ \frac{\sigma_{\varepsilon_1}}{\sigma_{\varepsilon_1}}, \frac{\sigma_{\varepsilon_2}}{\sigma_{\varepsilon_2}} \right\}
\]

Conditions for \(\alpha^* > \chi\)

We find that

\[
(3.19) \quad \alpha^* > \chi \iff \chi \left(\sigma_{\varepsilon_1}^2 - \phi_{\varepsilon_1, \varepsilon_2} \sigma_{\varepsilon_1} \sigma_{\varepsilon_2}\right) \geq (1 - \chi) \left(\sigma_{\varepsilon_1}^2 - \phi_{\varepsilon_1, \varepsilon_2} \sigma_{\varepsilon_1} \sigma_{\varepsilon_2}\right)
\]

\(^{22}\) The argument is the familiar one: a sufficient condition for a positive denominator is \(\phi_{\varepsilon_1, \varepsilon_2} \leq (\sigma_{\varepsilon_1}^2 + \sigma_{\varepsilon_2}^2)/2 \sigma_{\varepsilon_1} \sigma_{\varepsilon_2}\), which is fulfilled because \(\phi_{\varepsilon_1, \varepsilon_2} \leq 1\).
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This implies that over- (under-)representation will always be optimal if a country’s preferences are very stable (very volatile) in relative terms and preference shocks are sufficiently positively correlated across countries. Formally:

\[ \alpha^* > \chi \iff \sigma_{a_i} < \sigma_{a_j} \land \varphi_{a_i,a_j} > \sigma_{a_i}/\sigma_{a_j}, \]

\[ \alpha^* < \chi \iff \sigma_{a_j} < \sigma_{a_i} \land \varphi_{a_i,a_j} > \sigma_{a_j}/\sigma_{a_i}. \]

Proof: According to (3.19), over-representation requires

\[ \chi \left( \sigma_{a_j} - \varphi_{a_i,a_j} \sigma_{a_i} \right) < (1 - \chi) \left( \sigma_{a_i}^2 - \varphi_{a_i,a_j} \sigma_{a_i} \sigma_{a_j} \right), \]

which is always fulfilled for \( \sigma_{a_i}^2 - \varphi_{a_i,a_j} \sigma_{a_i} \sigma_{a_j} < \sigma_{a_j}^2 \), or, equivalently, \( \sigma_{a_i}/\sigma_{a_j} < \varphi_{a_i,a_j} < \sigma_{a_j}/\sigma_{a_i} \). Since, by definition, \( \varphi_{a_1,a_2} \leq 1 \), for \( \sigma_{a_1} < \sigma_{a_2} \) this reduces to \( \varphi_{a_1,a_2} > \sigma_{a_1}/\sigma_{a_2} \). Equivalently, under-representation requires \( \varphi_{a_1,a_2} > \sigma_{a_2}/\sigma_{a_1} \) if \( \sigma_{a_2} < \sigma_{a_1} \).

\[ \square \]

Comparative Statics

Starting from an interior solution, an increase in the volatility of preference shocks reduces the optimal weight a country holds in the Council.

Proof: Taking the derivative of Equation (3.18) with regard to \( \sigma_{\theta} \), one finds that

\[ \frac{\partial \alpha^*}{\partial \sigma_{\theta}} < 0 \iff \varphi_{a_i,a_j} \leq \min \left( \frac{\sigma_{a_i}}{\sigma_{a_j}}, \frac{\sigma_{a_j}}{\sigma_{a_i}} \right) \]

As shown above, if the RHS-inequality is binding, we also have \( 0 < \alpha^* < 1 \).

\[ \square \]

An increase in economic volatility suggests a higher optimal voting right in the Council, if the country was initially under-represented and vice versa. More formally:

\[ \frac{\partial \alpha^*}{\partial \sigma_{\theta}} > 0 \iff \alpha^* > \chi \]

Proof: Taking the derivative of (3.18) with regard to \( \sigma_{\theta} \) leads to the condition

\[ \frac{\partial \alpha^*}{\partial \sigma_{\theta}} > 0 \iff \chi \left( \sigma_{a_i}^2 - \varphi_{a_i,a_j} \sigma_{a_i} \right) < (1 - \chi) \left( \sigma_{a_j}^2 - \varphi_{a_i,a_j} \sigma_{a_j} \sigma_{a_i} \right), \]

which by Equation (3.19) implies the above.

\[ \square \]
If the correlation between preference shocks across countries rises, a country is more likely to see its optimal voting weight increase, if its preferences are relatively stable and it is large in economic terms. To be precise:

\[
\frac{\partial \alpha^*}{\partial \varphi_{\epsilon_1, \epsilon_2}} > 0 \iff \sigma_{\alpha_1}^2 - \chi \lambda^2 (\sigma_{\alpha_1}^2 + \sigma_{\theta_1}^2) < \sigma_{\alpha_2}^2 - (1-\chi) \lambda^2 (\sigma_{\alpha_1}^2 + \sigma_{\theta_1}^2).
\]

**Proof:** Taking the derivative of (3.18) with regard to \(\varphi_{\epsilon_1, \epsilon_2}\) yields the above term, where the RHS of the last inequality is increasing in country 1’s relative economic size, \(\chi\), making the case \(\partial \alpha^*/\partial \varphi_{\epsilon_1, \epsilon_2} > 0\) more probable to hold. This, trivially, is also true for a higher \(\sigma_{\epsilon_2}\) or a lower \(\sigma_{\epsilon_1}\).

**Appendix 3.4 (The case with correlated economic and preference shocks \((\varphi_{\epsilon_1, \eta_1} \neq 0)\)**

Assuming that all cross-country shocks are independent but allowing economic and shocks to inflation preferences to be correlated within country 1 (i.e., \(\varphi_{\epsilon_1, \eta_1} \neq 0\)), we find that the optimal weight for country 1 becomes

\[
(3.20) \quad \alpha^* = \frac{\sigma_{\alpha_1}^2 + \chi \lambda^2 (\sigma_{\alpha_1}^2 + \sigma_{\theta_1}^2)}{\sigma_{\alpha_1}^2 + \sigma_{\theta_1}^2 + \lambda^2 (\sigma_{\alpha_1}^2 + \sigma_{\theta_1}^2)} - 2\lambda \varphi_{\epsilon_1, \eta_1} \sigma_{\alpha_1} \sigma_{\theta_1}.
\]

While extreme values for \(\alpha^*\) cannot be excluded in general in this case, the optimal voting weight is likely to fall into the permissible range \(0 < \alpha^* < 1\) for a wide range of parameters (see below).

**Conditions for \(0 < \alpha^* < 1\)**

The denominator of (3.20) is positive.\(^{23}\) Thus \(\alpha^* > 0\) requires the nominator to be positive, too. Obviously, this is more likely to be the case if preference shocks and economic shocks in country 2 are volatile. As far as country 1 is concerned, inspection of (3.20) reveals that, because \(\sigma_{\epsilon_2}^2, \sigma_{\theta_2}^2 > 0\), a sufficient condition for \(\alpha^* > 0\) is

\[
\varphi_{\epsilon_1, \eta_1} \leq \frac{\lambda \sigma_{\theta_1}}{\sigma_{\alpha_1}}.
\]

\(^{23}\) The denominator is positive if \(\sigma_{\alpha_1}^2 + \lambda^2 \sigma_{\theta_1}^2 > 2\lambda \varphi_{\epsilon_1, \eta_1} \sigma_{\alpha_1} \sigma_{\theta_1} - \sigma_{\alpha_1}^2 - \lambda^2 \sigma_{\theta_1}^2\). The RHS is always non-positive and the inequality always holds because \(\sigma_{\epsilon_2}^2 > 0\) and \(\varphi_{\epsilon_1, \eta_1} \leq 1\).
which is always fulfilled if the welfare costs associated with economic volatility exceed the volatility of preferences in country 1 or the correlation between preference and economic shocks in country 1 is non-positive, i.e. if $\varphi_{\varepsilon, \theta_1} \leq 0$.

To ensure that $\alpha^* < 1$, we need that

$$\varphi_{\varepsilon, \theta_1} \sigma_{\varepsilon_1} \sigma_{\theta_1} < \frac{1}{2 - \chi} \sigma_{\varepsilon_1}^2 + \frac{1 - \chi}{2 - \chi} (\sigma_{\theta_1}^2 + \sigma_{\theta_1}^2),$$

which is likely to be fulfilled unless the “political-economic” covariance between preference and economic shocks within country 1, the LHS of the inequality, takes on extreme values that dominate the RHS, which unambiguously increases in the sum of the variances of the economic shocks in countries 1 and 2 and the preference shock in country 1. Note that this inequality, too, will always be fulfilled for non-positive values of $\varphi_{\varepsilon, \theta_1}$.

We conclude that an interior solution with $0 < \alpha^* < 1$ is more likely the smaller the coefficient of correlation (with a negative correlation always implying an interior solution) and the larger the welfare costs of economic volatility in the currency union.

**Conditions for $\alpha^* \geq \chi$**

We find:

$$(3.21) \quad \alpha^* \geq \chi \Leftrightarrow \chi \left( \sigma_{\varepsilon_1}^2 - \lambda \varphi_{\varepsilon, \theta_1} \sigma_{\varepsilon_1} \sigma_{\theta_1} \right) \leq (1 - \chi) \sigma_{\varepsilon_1}^2.$$ 

**Comparative Statics**

Taking the derivative of optimal representation (3.20) with regard to preference volatility yields

$$\frac{\partial \alpha^*}{\partial \sigma_{\varepsilon_1}} > 0 \Leftrightarrow \varphi_{\varepsilon, \theta_1} > \frac{2 \sigma_{\varepsilon_1}}{(2 - \chi) \lambda \sigma_{\theta_1}}.$$ 

Moreover, note that if preference shocks are symmetrical or more volatile than economic shocks in welfare terms, i.e. $\sigma_{\varepsilon_1} \geq \lambda \sigma_{\theta_1}$, the optimal voting weight will always decrease as the preferences become less stable.
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Proof: Define $\Gamma = \sigma_{\varepsilon}^2 + \lambda \chi^2 (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) - \chi \lambda \varphi_{\varepsilon, \theta_1} \sigma_{\varepsilon} \sigma_{\theta_1}$ and $\Delta = \sigma_{\varepsilon}^2 + \lambda \chi^2 (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) - 2 \lambda \varphi_{\varepsilon, \theta_1} \sigma_{\varepsilon} \sigma_{\theta_1} \sigma_{\theta_1}$ so that $\alpha^* = \Gamma / \Delta$. Then, taking the derivative of Equation (3.20) with regard to $\sigma_{\varepsilon}$, one finds that

$$\frac{\partial \alpha^*}{\partial \sigma_{\varepsilon}} > 0 \iff -\Delta (\lambda \chi \varphi_{\varepsilon, \theta_1} \sigma_{\theta_1} - 2 \Gamma (\sigma_{\varepsilon} - \lambda \varphi_{\varepsilon, \theta_1} \sigma_{\theta_1}) \sigma_{\varepsilon} \sigma_{\theta_1} \sigma_{\theta_1} > 0.$$

In an interior solution: $0 < \alpha^* < 1$ and, thus, $0 < \Gamma < \Delta$. This leads to the sufficient condition noted above. Note that $0 < \chi < 1$ implies $2 \sigma_{\varepsilon} / (2 \chi) / \sigma_{\theta_1} > 1$ when $\lambda \sigma_{\theta_1} \geq \sigma_{\varepsilon}$. □

Taking the derivative of optimal representation with regard to economic volatility gives

$$\frac{\partial \alpha^*}{\partial \sigma_{\theta_1}} < 0 \iff \lambda \sigma_{\theta_1} > \frac{2(1 - \chi)}{(2 - \chi) \sigma_{\varepsilon}}.$$

Proof: Define $\Gamma = \sigma_{\varepsilon}^2 + \lambda \chi^2 (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) - \chi \lambda \varphi_{\varepsilon, \theta_1} \sigma_{\varepsilon} \sigma_{\theta_1}$ and $\Delta = \sigma_{\varepsilon}^2 + \lambda \chi^2 (\sigma_{\theta_1}^2 + \sigma_{\theta_2}^2) - 2 \lambda \varphi_{\varepsilon, \theta_1} \sigma_{\varepsilon} \sigma_{\theta_1} \sigma_{\theta_1}$ so that $\alpha^* = \Gamma / \Delta$. Taking the derivative of Equation (3.20) with regard to $\sigma_{\varepsilon}$, one finds that

$$\frac{\partial \alpha^*}{\partial \sigma_{\theta_1}} > 0 \iff \Delta (2 \sigma_{\theta_1} \lambda \chi^2 - \chi \lambda \varphi_{\varepsilon, \theta_1} \sigma_{\theta_1}) - 2 \Gamma (\lambda \sigma_{\theta_1} - \lambda \varphi_{\varepsilon, \theta_1} \sigma_{\theta_1}) \sigma_{\varepsilon} \sigma_{\theta_1} \sigma_{\theta_1} > 0.$$

In an interior solution: $0 < \alpha^* < 1$ and, thus, $0 < \Gamma < \Delta$. This implies the sufficient condition stated in the Result. This scenario is especially plausible if the initial level of economic volatility (in welfare terms) is small compared to preference volatility. □

The RHS of the last inequality unambiguously increases in $\sigma_{\varepsilon}$, $\sigma_{\theta_1}$, and $\sigma_{\theta_2}$.

Appendix 3.5 (Comparative statics with relative-weight uncertainty)

On the one hand, an increase in economic volatility strengthens the economic argument underlying the calculation of $\alpha^*_{\lambda}$, suggesting higher representation for initially under-represented countries. On the other, a higher $\sigma_{\theta_1}$ decreases $\alpha^*_{p_{\theta_1}}$, which tends to reduce $\alpha^*_{\lambda}$. This latter effect always dominates. To see this, note the partial derivative

$$\frac{\partial \alpha^*}{\partial \sigma_{\theta_1}}.$$

The proof suggests that a necessary condition for $\frac{\partial \alpha^*}{\partial \sigma_{\theta_1}}$ to be positive is that $\lambda \sigma_{\theta_1} < \sigma_{\varepsilon}$. Note that $\frac{\partial \alpha^*}{\partial \sigma_{\theta_1}}$ is always negative if $\lambda \sigma_{\theta_1}$ is already very large compared to $\sigma_{\varepsilon}$ in the sense $\lambda \sigma_{\theta_1} / \sigma_{\varepsilon} > (2 - \chi) / 2(1 - \chi)$. □
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(3.22) \( \frac{\partial \alpha^*_i}{\partial \sigma_{\theta_i}} \geq 0 \Leftrightarrow \chi \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} \geq (1-\chi) \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} + \chi \sigma^2_{\theta_i} (\sigma^2_{\theta_i} + \sigma^2_{\epsilon_i}) + \frac{1}{\chi^2} \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} \sigma^2_{\epsilon_i} \)

The term \( \chi \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} \geq (1-\chi) \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} \) in (3.22) represents the condition for over- and under-representation in (3.13). That is, in principle, under-representation works toward a positive impact of \( \sigma_{\theta} \) on optimal representation just as in the baseline model with preference uncertainty regarding the inflation target. However, the additional terms \( \chi \sigma^2_{\theta_i} (\sigma^2_{\theta_i} + \sigma^2_{\epsilon_i}) + \frac{1}{\chi^2} \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} \sigma^2_{\epsilon_i} \) on the RHS inequality in (3.22) will always over-compensate that effect. This can be shown by rearranging (3.22):

\[
\frac{\partial \alpha^*_i}{\partial \sigma_{\theta_i}} = -(1-\chi) \chi^2 \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} - \chi \chi^2 \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} - \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} \sigma^2_{\epsilon_i} < 0.
\]

In the case of under-representation, we have \( \alpha^*_p \eta < \alpha^*_\lambda < \chi \). In contrast to the result of the baseline model where \( \alpha^*_p \eta \approx \chi \) as \( \sigma_{\theta} \) rises when a country was initially under-represented, here, the distance between \( \alpha^*_\lambda \) and \( \chi \) grows. However, for plausible parameter values \( \alpha^*_\lambda \) does not approach \( \alpha^*_p \eta \), either as this moves down even further with \( \sigma_{\theta} \) increasing. Technically we need

\[
\left| \frac{\partial \alpha^*_i}{\partial \sigma_{\theta_i}} \right| > \left| \frac{\partial \alpha^*_i}{\partial \sigma_{\theta_i}} \right|
\]

which is true if

\[
\frac{2 \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} \sigma^2_{\epsilon_i}}{(\sigma^2_{\theta_i} \sigma^2_{\epsilon_i} + \sigma^2_{\theta_i} \sigma^2_{\epsilon_i})} > \frac{(1-\chi) \chi^2 \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} + \chi \chi^2 \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} + \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} \sigma^2_{\epsilon_i}}{(1-\chi) (\sigma^2_{\theta_i} + \sigma^2_{\epsilon_i}) + \sigma^2_{\theta_i} \sigma^2_{\epsilon_i} + \sigma^2_{\theta_i} \sigma^2_{\epsilon_i}}
\]

Again, this is fulfilled for plausible parameter values (numerical results available on request).
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Abstract

Up to now prudential banking regulation in the European Union (EU) stays mainly in the national domain, with both, the home and the host country being involved in regulating multinational banks. Taking the national orientation as given, this paper analyzes the effects of different distributions of regulatory powers among EU member states. To do so, a simple model is presented which allows comparing two alternative regulatory regimes where full responsibility for prudential banking regulation is assigned to either the home or the host country. The model predicts that home country regulation will imply higher welfare at the union level if member states are sufficiently similar in their reaction to macroeconomic shocks, if competition in the European banking sector is stiff, if the difference in regulatory efficiency between domestic and foreign regulators is small, and if the overall financial stability in the EU is high.
4. On the Prudential Regulation of Multinational Banks in Europe – Who Should Be in Charge?

4.1 Introduction

The European Union (EU) pursues a strategy of promoting cross-border integration in banking (see, for instance, the White Paper on Financial Services Policy 2005-2010). In 2005, the average share of total banking assets that was controlled by foreign banks was roughly 26%, with parent banks headquartered in other EU member states accounting for about 70% of this figure (ECB, 2006). It is hoped that cross border integration will boost competition and efficiency in the European banking sector. However, the impact of foreign ownership on financial stability is far from being clear. On the one hand, representations abroad create an additional channel for cross-border contagion since the parent bank may get into financial distress when its entity abroad is hit by an adverse shock. Hence, there is the risk of ‘contagion through intragroup linkages’ (Schinasi and Teixeira, 2006). The current cross-border contagion effects are a case in point. On the other hand, investments abroad may help to diversify risks and thereby contribute to financial stability.¹ Some authors argue that this stability-enhancing effect may decline as EU economies further integrate and national shocks are more likely transmitted across borders, for instance via trade linkages (Gulde and Wolf, 2006). The latest turmoil in international banking markets, again, stressed the need for a sound European regulatory framework that allows exploiting the potential efficiency gains from integration while, at the same time, helps restraining the risk for financial stability (Calzolari and Loranth, 2003).

Despite the growing relevance of foreign ownership in Europe, banking regulation remains mainly a national task.² Regulatory standards are neither set by a European decision-making body nor is there a central supervisory authority that controls compliance with the rules.³ As a result, although several arrangements for co-operation and co-ordination exist and member countries agreed upon minimum standards, such as the Bank of International Settlements standards of the Basle Accords, regulatory standards still vary across the EU (Padoa-Schioppa,

¹ Fecht and Grüner (2005) analyze this trade-off in a model with contagion via the interbank market.
² For a detailed description of the current regulatory arrangements, see, for instance, Gulde and Wolf (2005).
³ Grünbichler and Darlap (2004) point out that the distinction between regulation (rule-setting) and supervision (enforcement) may be difficult in practice since supervisors “are assigned with rule-making powers for refining legislation” (p.2). This paper focuses on regulation. In the model presented below, there is no explicit role for supervision since it abstracts from enforcement problems, i.e. banks comply with the rules set by regulators.
4. On the Prudential Regulation of Multinational Banks in Europe
   – Who Should Be in Charge?

With regard to foreign representations, there is a crucial distinction between foreign branches and subsidiaries (Calzolari and Lornanth, 2003). Foreign subsidiaries are legally independent from – but majority owned by – the parent bank. They are separately licensed by the host country and are thus subject to the host country’s regulation. On the contrary, foreign branches are integral parts of the parent bank and as such regulated by the home country. Hence, currently the home and the host country are involved in regulating multinational banks (MNB) in the EU, depending on the form of foreign representations.

A number of potential drawbacks of the current European regulatory framework are discussed in the literature, including externalities, regulatory competition, and information issues.\(^5\)

**Externalities.** If national regulators are merely concerned with financial stability in their jurisdictions, they may not take into account the adverse consequences of bank failures for other countries. Consequently, national regulators may fail to internalize positive externalities stemming from their decisions, probably resulting in ‘under-regulation’ (Dell’Ariccia and Marquez, 2006). This problem should become more severe the more integrated banking markets are because the risk of spillover effects increases (Vives, 2001).

**Regulatory competition.** One may argue that the competition between different regulatory authorities will force regulators to perform their tasks as effectively and efficiently as possible. However, the desire to attract investments may drive national regulators to be loose, possibly implying a ‘race to the bottom’ (Weinberg, 2002).

**Information.** Among others, Gulde and Wolf (2005) stress the need of proximity between regulators and banks for efficient regulation. If local expertise is needed for appropriately processing information, the home regulator may not be in the position to

---

\(^4\) For instance, the definition of tier one capital varies across countries and thus the de facto capital adequacy requirements (Prati and Schinasi 1999). Similarly, as reported by Huizinga (2004), deposit insurance schemes differ materially across EU countries.

\(^5\) The other area that received a great deal of attention recently is crisis management. For instance, the ECB’s potential role as a lender of last resort (Schinasi and Teixeira, 2006, Berger and Hefeker, 2006) or the question of cost-sharing once a troubled MNB has to be bailed out are discussed (see, for instance, Vives, 2001, Dermine, 2005). However, issues regarding ex-post regulation are not subject of this paper.
implement those rules that are best suited for foreign markets. Although rules for information exchange exist ‘soft information’ may be difficult to exchange and, as Holthausen and Rønde (2004) argue, national regulators may not have the incentives to reveal all relevant information if national interests diverge.

These and other potential shortcomings arising from the national orientation have triggered a lively debate on whether the current regulatory framework in the EU is adequate to preserve financial stability. In particular, the question of who should be in charge of regulating foreign activities of MNBs has attracted a lot of attention recently (see, for instance, Gulde and Wolf, 2005, Calzolari and Loranth, 2003, Schoenmaker and Oosterloo, 2004, Veron, 2007). From a normative perspective, most economists agree that ultimately, i.e. with further integrating EU banking markets, a centralized solution to banking regulation should be established, at least for pan-European banks. Centralization should alleviate the problems of externalities and regulatory competition. However, (full) centralization could also worsen the information problems due to a lack of proximity between regulators and banks. To cope with information problems a ‘European System of Financial Supervisors’ is proposed where the European System of Central Banks could serve as a role model with regard to task sharing between the centre and the nation states (Schoenmaker and Oosterloo, 2004, Gulde and Wolf, 2005).

Despite the broad consensus on the potential benefits of centralization, from a positive point of view, there is little hope that this first best solution could be established any time soon due to the reluctance of national governments to render competences (see, for instance, Favero et al., 2000 and Schüler, 2003). Therefore, a second best solution ‘continues to be based on national competence’ (Vesala, 2005, p.100). Then, the question arises, who should be in charge of regulating MNBs’ foreign activities. Provided that banking regulation indeed stays mainly a national task, Schoenmaker and Oosterloo (2004) discuss two principle alternatives to the current regulatory framework with regard to the distribution of responsibility between the home and the host country. Different to the current framework consisting of a mixture of

---

6 Some authors propose a ‘two-tier approach’ where pan-European banks should be regulated at the EU level while the respective nation state should keep regulatory responsibility for purely national active banks (Veron, 2007, Grünbichler and Darlap, 2004).
home and host country regulation, full responsibility could be assigned to one of the two, irrespective of the form of representation.\footnote{Alternatively, as argued by White (1994), the home country regulatory authority could demand a subsidiary-structure when a foreign MNB establishes a representation in the domestic market.}

This paper compares the two alternative regulatory regimes, home and host country regulation, in terms of EU welfare. The model presented below derives the optimal second best regime choice from an EU perspective. In the model, national regulators aim at attracting MNBs and at providing financial stability. However, they only take into account welfare in their own jurisdiction and thereby disregard externalities on other countries when setting the regulatory standards. In principle, both regimes have their specific strengths and weaknesses. Home country regulation, on the one hand, implies stricter regulation on average. The reason is that host country regulation enables MNBs to pursue international regulatory arbitrage, causing a tendency for national regulators to race to the bottom. On the contrary, MNBs’ chances to pursue regulatory arbitrage are smaller under home country regulation as, in this case, banks cannot escape easily from the rules set by their domestic regulator. Under host country regulation, on the other hand, national regulators take into account specific country characteristics more strongly because they hold regulatory responsibility for all banking units doing business in their country. As a consequence, rules are more differentiated among countries, with less stable countries implementing stricter regulation. The model shows how the optimal regime choice will generally depend on the relative importance of these advantages. In particular, home country regulation will be more likely the optimal choice if (i) countries are similar in their reaction to macroeconomic shocks, (ii) the competition in the European banking sector is stiff, (iii) the difference in efficiency between foreign and domestic regulators is small, and (iv) the overall financial stability in the EU is high.

The remainder of the paper is organized as follows. The next Section gives a brief background on the sources of systemic risk and the objectives and instruments of prudential banking regulation. Section 4.3 relates this paper to the literature. The model is presented in Section 4.4 where equilibrium regulation is derived for both, home and host country regulation. Afterwards, the EU welfare implications of both alternative regulatory regimes are analyzed. Section 4.5 gives some concluding remarks.
4.2 Systemic Risk and Prudential Banking Regulation

The main objective of prudential banking regulation, beside the protection of depositors, is to ensure financial stability which is often referred to as limiting ‘systemic risk’ (Crockett, 2000).\(^8\) De Bandt and Hartmann (2000) distinguish two different sources of systemic risk. First, the failure of a single bank, caused by an idiosyncratic (institution-specific) shock may trigger a domino-effect, causing other banks to fail and eventually resulting in a systemic crisis. This contagion can take place via different channels (see Schoenmaker and Oosterloo, 2005), for instance, via the interbank market as analyzed by Freixas et al. (2000) and Rochet and Tirole (1996). The second source of systemic risk are non-diversifiable, macroeconomic events like asset price shocks, recessions or exchange rate shocks (systematic risk), initially affecting a large subset of banks or even the whole banking sector (Rochet, 2004). This paper focuses on the latter source, since it is widely acknowledged that macroeconomic turbulences play an important role when explaining major banking crises (see Demirgüç-Kunt and Detragiache, 1998, 2005, D’Amato et al., 1997, Gonzalez-Hermosillo, 1999, Caprio and Klingebiel, 1997, Rochet, 2004).\(^9\) For the EU, De Nicolo and Tieman (2005) find that systemic risk in the banking sector increased due to grown synchronization of real activity.\(^10\)

There are several channels through which macroeconomic shocks may adversely affect the solvency of banks. A bank will become insolvent if the value of liabilities exceeds the value of assets. Hence, insolvency can stem from adverse shocks to both sides of the balance sheet. On the liability side, risks for banks’ solvency mainly originate from one of the core functions of banking: maturity transformation. Banks typically ‘borrow short and lend long’. Consequently, when there are shocks to the cost of refinancing, for instance short term interest rate shocks, it may be impossible for banks to adjust their rate of return on assets timely. For the same reason, banks may be unable to adjust their asset portfolio properly in case of sudden withdrawals of deposits and are thus prone to bank runs (Bryant, 1980, Diamond and Dybvig, 1983).

\(^{8}\) Note that both objectives are somewhat interrelated, especially when there is the danger of bank runs.
\(^{9}\) Of course, since not all banks fail during a banking crisis, also bank-specific factors play a role. Nevertheless, individual bank failures are often triggered by macroeconomic turbulences (Caprio and Klingebiel, 1997).
\(^{10}\) On the synchronization of real activity in the EU see also Artis et al. (2004).
This paper focuses on one particular channel located on the asset side of the balance sheet, namely the credit risk. If an adverse macroeconomic shock hits the economy, an increasing part of debtors may fail to meet their obligations. Therefore, the share of non-performing loans will rise, decreasing banks’ assets and – if the shock and the rate of default are large enough – lead to insolvency (Kearns, 2004). Empirically, Pesola (2005) shows that adverse macro shocks indeed have a strong impact on banks’ loan losses. In addition, Gonzalez-Hermosillo (1999) finds that the ratio of non-performing loans to total assets plays a key role in explaining banking crises.

What can prudential regulation do to reduce systemic risk? Since systematic risk – by definition – cannot be diversified and hence eliminated completely, prudential regulation will aim at limiting the exposure of banks to aggregate risk and thereby reduce the overall vulnerability of banks to macroeconomic disturbances (Summer, 2003). Limiting the amount of (aggregate) risk banks are taking may especially be important, since – as widely discussed in the literature – banks tend to take an amount of risk that exceeds the pareto optimal level. Banks’ excessive risk-taking mainly arises from two features inherent in the banking business, namely the existence of moral hazard and negative externalities.

Moral hazard stems from limited liability of shareholders together with asymmetric information between banks and their depositors. Due to limited liability shareholders may be able to gain at the expense of depositors when taking on risky investments (see, for instance, Merton, 1977, Furlong and Keeley, 1989, Keeley, 1990). Of course, this is not a unique feature of the banking sector but as Gavin and Hausmann (1998, p.3) phrase it: “The incentive problems that make banks ‘special’ ultimately stem from the fact that they are leveraged; when managing their investments they are putting other people’s money at risk.” Moral hazard should not occur if depositors were able to perfectly monitor the behavior of banks at no cost. In this case, depositors could impose market discipline by withdrawing deposits or demanding higher interest rates (Calomiris, 1999). However, depositors’ monitoring efforts may be limited since acquiring information on banks’ risk-taking is a difficult and costly task. Moreover, it is

---

11 This is what we observed during the start of the subprime crises where moderate interest rate changes had an enormous negative impact on aggregate mortgage repayments.
12 Again, there are characteristics that make banks ‘special’. First, as Caprio and Klingebiel (1997) argue, most bank products include a promise for future payments which makes it difficult to access banks’ risk-
often argued that the implementation of deposit insurance schemes removes the incentive for monitoring even further, thereby worsening the problem of moral hazard (Kane, 1989, Freixas and Rochet, 1997, Mishkin, 2000). Therefore, one could argue that the introduction of deposit insurance schemes shifted risk in banking from the liability side to the asset side of the balance sheet, including increased credit risk.

The second reason for banks’ excessive risk-taking is the existence of negative externalities. These are arguably stronger in banking than in other sectors (Freixas and Santomero, 2005) due to strong linkages via the interbank market and the possibility of ‘psychological spillovers’. When deciding on the degree of risk of their investments, individual banks do not internalize these negative externalities, i.e. do not take into account the impact of a potential failure on other institutions, the real economy, and possibly – in case of a banking crisis – the payment system as a whole.

Regulators have multiple instruments at their disposal that can reduce banks’ risk-taking and thereby potentially limit the vulnerability of banks to macroeconomic shocks, for instance, investment restrictions or capital adequacy requirements. The latter do not only provide a buffer for banks’ solvency, but also alleviate the moral hazard problem sketched above by extending shareholders liability (Bhattacharya et al., 1998, Mishkin, 2000). Moreover, regulators may intend to limit the degree of competition in the banking sector to reduce banks’ risk-taking. It is hoped that the monopoly rents implied by lower competition encourage banks to take less risky investments (Keeley, 1990).

Following Dell’Ariccia and Marquez (2001), this paper takes a short form approach by abstracting from different regulatory instruments. Instead, the model presented below assumes that regulators can choose the overall level of regulation and implement it by combining various different instruments. In the model, stricter regulation directly reduces the vulnerability of banks to macroeconomic shocks. Hence, the level of regulation, captured by one ‘regulatory variable’ can be best thought of as constraints on bank behavior that effectively limit banks’ risk-taking. In general, some investments will be more sensitive to
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...macroeconomic shocks than others. In the case of credit risk, the likelihood of initially good loans turning bad due to an adverse macro shock will typically differ with the characteristics of borrowers. Small firms, for instance, are more likely to fail in case of a severe recession – implying loan default for the bank – than established large companies.13

4.3 Related Literature

There is a large literature that discusses the adequacy of the current European framework for banking regulation in the light of increasing cross-border integration.14 The present paper most closely relates to two particular strands that take the national orientation of banking regulation as their starting point. One studies the ex post regulation of MNBs, mainly focusing on information exchange between national supervisors/regulators. Holthausen and Rønde (2004) examine the cooperation between the home and the host country supervisor of a branch-organized MNB. In their model, national supervisors exclusively aim at maximizing national welfare, disregarding cross-border externalities. Therefore, the host supervisor may lack the incentives to provide the true information on the financial health of the foreign branch which is assumed to be unobservable for the home supervisor. As a consequence, the first best closure policy will not be achieved if national interests diverge. In a similar vein, Calzolari and Loranth (2004) compare the effects of the representation form (foreign branch or subsidiary) of a MNB on its ex post regulation. The authors stress that the different liability structure implied by branches and subsidiaries may be a crucial aspect for the outcome of the regulatory process.

Another line of papers stresses the ex ante regulation of MNBs (Dalen and Olsen, 2003, Dell’Arriccia and Marquez, 2001, 2006). Dalen and Olsen (2003) analyze the implications of different representation forms of MNBs on their prudential regulation. In particular, the authors compare branch- and subsidiary-organized MNBs when national regulators act

13 In principle, this idea is also reflected in the ‘first pillar’ of the Basle Accords where the amount of capital banks are required to hold is a function of their risk weighted assets. Reversely, if banks are endowed with a fixed amount of capital, the Basle Accords determine the maximum level of risk on banks’ asset side.

cooperatively and non-cooperatively. Taking the mixture of home (branches) and host country regulation (subsidiaries) as given, Dalen and Olsen (2003) explore, among other things, the factors that influence the organizational choice of MNBs. In the model by Dell’Arriccia and Marquez (2001), national regulators disregard spillover effects and thus fail to internalize the positive externalities induced by stricter regulatory standards. Beside financial stability, regulators are concerned with the competitiveness of their domestic banking sectors, resulting in a tendency to race to the bottom. In principle, a similar effect is also inherent in the model presented in the next Section. However, Dell’Arriccia and Marquez (2001) do not compare the welfare effects of different regulatory regimes as their model is only consistent with branch-organized MNBs (or home country regulation). Instead, the authors focus on the incentives of national regulators to merge into a supranational regulatory authority. According to their model, the likelihood of a merger increases in the degree of financial integration since cross-border externalities gain importance when banking markets integrate.

4.4 The Model

Consider an even number of multinational banks, \( n \), operating in two countries \( b = A, B \). Each MNB is headquartered in one country and carries out business in the other country, i.e. lends to foreign customers, via a foreign representation (branch or subsidiary). The same fraction of banks, \( n/2 \), is headquartered in each country. MNBs are risk-neutral and decide on their loan supply in the two countries in order to maximize expected profits. Since this paper focuses on the risk on the asset side of banks’ balance sheets, namely the credit risk, funding is taken out of the picture by assuming a fixed balance sheet total per bank of \( 2/n \) which is invested in risky loans completely. This specification ensures that an increase of \( n \) directly implies stiffer competition since the aggregate balance sheet total of the banking sector is constant and independent of \( n \).

---

15 Since there is no endogenous market entry in the model, one can think of \( n \) as the exogenous number of banks that received a licence.
17 This simplification is made for the sake of simplicity. It has important implications. Nevertheless, as will be discussed in Section 4.4.3 in detail, the results should be more general than they might seem at first glance.
In each country, there is a regulator that sets the level of regulatory standards to maximize national welfare, disregarding welfare of the other country. The term ‘regulator’ is used in a broad sense and can be the government or a national regulatory authority. The sphere of responsibility of national regulators depends on the regulatory regime. In the case of home country regulation, regulators set the rules for all banks headquartered in their country, including their representations abroad. In contrast, under host country regulation, the rules set by a national regulator apply for all banking units doing business within his jurisdiction.

Regulation has two effects. First, stricter rules effectively limit banks’ risk-taking and thereby lower the default rate of banks’ borrowers in case of an adverse shock. That is, stricter regulation moderates the impact of macroeconomic shocks on banks’ returns. Second, regulation is costly for banks. Although, ceteris paribus, banks will prefer a lower default rate, there are costs associated with stricter regulation. In principle, these costs can include direct costs, like those associated with the implementation of sophisticated risk management systems and indirect costs, possibly stemming from investment restrictions or capital adequacy requirements. The net effect of stricter regulation on expected profits is negative, implying the usual assumption that higher expected returns come at the cost of greater risk (volatility). Since MNBs are risk-neutral they always prefer loose regulation and try to escape strict regulatory standards if possible, i.e. try to pursue international regulatory arbitrage.\(^\text{18}\) This assumption is in line with the empirical literature that studies international investment decisions of banks. Miller and Parkhe (1998) find that US banks’ investments are negatively influenced by the stringency of capital requirements in the host country. In a similar vein, Focarelli and Pozzolo (2005) show that lower regulatory restrictions in a country increase the presence of foreign subsidiaries.

Figure 4.1 depicts the sequence of events. At stage \(t_0\), the EU chooses the regulatory regime, home or host country regulation. At \(t_1\) national regulators decide simultaneously on the level of regulation, taking into account the reaction of banks. At stage \(t_2\), MNBs decide on their loan supply simultaneously. Finally, at \(t_3\) a macroeconomic shock hits both economies, affecting banks’ ex post rates of return. Hence, the model comprises two Nash games, one

\(^{18}\) Jones (2000) discusses several ways how banks can restructure their portfolios to lower regulatory capital requirements in a national context.
between regulators at stage \( t_1 \) and one between MNBs at \( t_2 \). In addition, there is a Stackelberg game between regulators and banks.

**Figure 4.1. Sequence of Events**

In what follows, first the optimization problems of national regulators and MNBs will be analyzed if foreign representations are regulated by the host country. Then, the same exercise is done for the case of home country regulation. Finally, the welfare implications for the EU of the two alternative regulatory regimes are compared.

### 4.4.1 Host country regulation

The model is solved by proceeding backwards, i.e., before turning to the regulators’ decisions, banks’ optimization problems are analyzed.

#### 4.4.1.1 Banks

Profits of a representative bank \( i (m) \), headquartered in country \( A (B) \), \( \pi_i (\pi_m) \), are given by:

\[
\pi_i = \sum_{h=A,B} x_i^h r_h - C\left(x_i^h\right) \quad \pi_m = \sum_{h=A,B} x_m^h r_h - C\left(x_m^h\right)
\]

The first term in the profit functions represents revenues, the second term costs. Revenues equal the loan supply of \( i (m) \) in country \( h \), \( x_i^h \left(x_m^h\right) \), times the ex post rate of return achieved in \( h \), \( r_h \). The ex post rate of return does not only depend on the interest rate charged on loans but also on macroeconomic conditions:

\[
r_h = a - x^h + \mu_{host} \theta.
\]
The first term, \( a - x^h \), represents the downward-sloping inverse credit demand function in country \( h \), with \( x^h \) denoting the total credit volume in \( h \). Slope and axis intercept of credit demand functions are assumed to be identical in both countries. The second term in (4.2) expresses the influence of macroeconomic conditions on the ex post rate of return, with \( \theta \) being a macroeconomic shock with zero mean and known positive variance \( \sigma^2_\theta \). If an adverse shock hits the economy (\( \theta < 0 \)), the default rate will rise, thereby decreasing the ex post rate of return and banks’ profits.\(^{19}\) As \( \theta \) is modeled as a shock common to both economies, one can interpret \( \theta \) as an external shock like, for instance, an exchange rate shock. However, the default rate of debtors and hence the intensity with which banks’ ex post rates of return are affected by the shock may vary across countries (\( \mu^h_{host} \)).\(^{20}\) Empirically, Kose et al. (2003) find that the co-movement of European business cycles is to a large extent driven by a common ‘world component’ (see also Artis et al., 2004).\(^{21}\)

Cost functions of MNBs \( i \) and \( m \) are given by

\[
(4.3) \quad \sum_{h=A,B} C(x^h_i) = cx_i + \sum_{h=A,B} x^h_i k_h \\
\sum_{h=A,B} C(x^h_m) = cx_m + \sum_{h=A,B} x^h_m k_h
\]

where \( c \) represents the weighted average cost of capital which, without loss of generality, is normalized to zero in both countries. The policy instrument of the regulator in \( b \) is the overall level of regulation, \( 0 \leq k_b \leq 1 \). Stricter regulation, i.e. a higher \( k_b \), increases banks’ marginal costs linearly. Here, stricter regulation creates additional direct costs. Alternatively, as discussed above, regulation could imply indirect costs which could be modelled as forgone chances of profit in banks’ rate of return without changing the results. Finally, note that the way \( k_b \) enters the cost function here is only consistent with host country regulation since all banking units are regulated by the host country, no matter where the bank is headquartered.

MNBs maximize expected profits by choosing loan supply in both countries, taking the behavior of other banks as given. Expected profits of representative banks \( i \) and \( m \) equal:

\(^{19}\) In ‘normal times’, i.e. when \( \theta = 0 \), there is some average, positive rate of default which leaves room for a rising ex post rate of return once a positive shock occurs (\( \theta > 0 \)).

\(^{20}\) The specific form of \( \mu^h_{host} \) will be discussed below when regulators’ decisions are analyzed. In the optimization problem of banks it can be neglected since banks are risk-neutral and \( E(\theta) = 0 \).

\(^{21}\) Note that – due to the static nature of the model – this specification is also consistent with national shocks as long as they are transmitted across borders. Thus, alternatively, \( \theta \) could be interpreted as the common component of both countries’ business cycles.
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\[
E(\pi_i) = \sum_{h=A,B} x_i^h E(r_h) - C(x_i^h) \quad \quad E(\pi_m) = \sum_{h=A,B} x_m^h E(r_h) - C(x_m^h),
\]

with \( E(r_h) = a - \sum_{i=1}^{n/2} x_i^h - \sum_{m=n/2+1}^{n} x_m^h \)

since total loan supply in \( h \) by banks headquartered in \( A \) and \( B \), respectively, is \( \sum_{i=1}^{n/2} x_i^h \) and \( \sum_{m=n/2+1}^{n} x_m^h \). Maximizing \( E(\pi) \) (\( E(\pi_m) \)) with respect to \( x_i^A \) (\( x_m^B \)) and solving reaction functions yields loan supply in Nash equilibrium (see Appendix 4.1):

\[
x_i^A = x_i^B = \frac{1}{n} + \frac{(k_B - k_A)}{2(n+1)} \\
x_m^B = x_m^A = \frac{1}{n} - \frac{(k_B - k_A)}{2(n+1)}
\]

Banks’ individual loan supply is independent of residence since all banks acting in one market are equally regulated and thus share the same cost function. Individual banks react to the relative strictness of regulation, set in \( t_i \). Relatively loose regulation in a country increases loan supply there and reduces loan supply in the other country. Aggregating individual banks’ loan supply yields the total credit volume in countries \( A \) and \( B \):

\[
(4.4) \quad x_i^A = \frac{n}{2} \left( x_i^A + x_i^A \right) = 1 + \frac{n(k_B - k_A)}{2(n+1)} \\
x_i^B = \frac{n}{2} \left( x_i^B + x_i^B \right) = 1 - \frac{n(k_B - k_A)}{2(n+1)}
\]

4.4.1.2 Regulators

Acting as national benevolent social planners, regulators in each country choose the overall level of regulation, \( k_i \), in order to ensure financial stability in their jurisdiction, disregarding

financial stability in the other country. Stricter rules indeed increase financial stability by limiting the risk in banks’ credit portfolios. However, in addition to the private costs for banks [cf. Equation (4.3)], regulation also implies social costs (Briault, 2003). It is often argued that regulation works like a tax on the banking business (Jordan, 1994, Huizinga, 2004) which implies the usual distortions induced by taxation, including ‘regulatory arbitrage’ (Jones, 2000). Probably most important, regulation may limit banks’ ability to perform their primary task of financial intermediation. In this respect, Gavin and Hausmann (1998, p.6) argue that regulation may “[…] reduce the efficiency with which domestic savings are channeled into the productive, and inherently risky, investments required for economic growth.” Hence, when deciding on the regulatory standards, regulators face a trade-off. While, on the one hand,
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stricter regulation increases financial stability, on the other hand, it limits banks’ ability to perform their primary task and may therefore harm the growth potential of the economy. The model captures this trade-off by assuming the following social welfare function for \( h \):

\[
W^h = (1 - \gamma) x^h - \gamma \left[ x^h \cdot \text{Var}(r^h) \right].
\]

The first term in the welfare function is total credit volume in \( h \) \((x^h)\) which serves as an indicator for banks’ ability to channel savings into investments. An alternative way to justify \( x^h \) in the welfare function is that an increase in the credit volume is associated with a higher consumer surplus in country \( h \). The second term in the welfare function is the variance of the ex post rate of return in \( h \) times the credit volume, \( x^h \cdot \text{Var}(r^h) \), capturing financial instability. Of course, the choice of an indicator for financial instability is somewhat arbitrary. There are many alternatives based on some measure of volatility that could be used. Probably the most obvious alternative is the variance of revenues. This, however, would look very similar to the specification here, except that the size of the credit volume would enter quadratically. This would complicate the algebra considerably without changing the underlying trade-off, qualitatively. Finally, both countries place the same relative weight on financial (in-)stability \( 0 \leq \gamma \leq 1 \) which can be interpreted as a measure of risk aversion.

Before moving on, the specific impact of the macro shock on banks’ ex post rates of return \((r^h = a - x^h + \mu^h \cdot \theta)\) shall be discussed. In particular, the following assumptions on \( \mu^h \) are imposed. First, it is assumed that \( \mu^h \) is a decreasing function of the level of regulation, implying a weaker impact of \( \theta \) on \( r^h \) with stricter rules. Second, \( \mu^h \) allows for differences in the ‘efficiency of regulation’. A specific set of rules may be more or less suitable for different countries. In line with the discussion above, it is assumed that regulators are more efficient in regulating banking units doing business in their domestic market. Third, it is assumed that \( \mu^h \) is strictly positive. This ensures that it is impossible for regulators to isolate the ex post rate of return completely from macroeconomic conditions, reflecting the idea that almost every loan involves some risk of default, especially in the presence of severe adverse macroeconomic shocks. Finally, \( \mu^h \) allows countries to differ in their exposure to the macro

---

22 This social welfare function is very similar to the regulators’ objective function in Dell’Arrichia and Marquez (2001). However, in their model the opposing force that limits regulation is the aggregate profit of domestic banks. The authors argue that regulators care about bank shareholders’ well-being to justify this assumption.
shock and thus in their degree of financial stability. If the same shock hits both economies and countries vary in their composition of GDP, this should result in diverging default rates of debtors (and thus in diverging ex post rates of return), even if both countries implemented the same regulatory standards. The following functional form captures these assumptions:

\[ \mu_{\text{cost}}^b = (b_h - \phi_D k_h)^2 > 0 \]

The regulation-independent, country specific exposure to the shock is denoted by \( b_h > 1 \). The parameter \( 0 < \phi_D \leq 1 \) affects the marginal impact of regulation on financial stability and is thus a measure of regulatory efficiency of domestic regulators. A variation of \( \phi_D \) changes the relation of marginal costs and benefits of regulation: a higher \( \phi_D \) implies that an increase of regulation has a stronger positive impact on financial stability at given costs. Under host country regulation, both regulators are solely responsible for regulating banking units doing business within their domestic markets and are assumed to be equally efficient. For simplicity, stricter regulation lowers the variance of the ex post rates of return [see Equation (4.2)] linearly as \( \text{Var}(r_h) = (b_h - \phi_D k_h) \sigma^2 \).

Regulators choose \( k_A \) and \( k_B \) to maximize national welfare, taking the behavior of the other regulator as given and taking into account MNBs reactions. Welfare under host country regulation equals \( W^h = (1 - \gamma)x^h - \gamma [ x^h(b_h - \phi_D k_h) \sigma^2] \) with \( x^h \) given by Equation (4.4). Maximizing \( W^h \) with respect to \( k_h \) for both countries yields the following reaction functions of regulators (see Appendix 4.2):

\[ k_A(k_B) = \frac{n + 1}{n} + \frac{1}{2\phi_D} b_A - \frac{1}{2} \frac{1 - \gamma}{\phi_D \sigma^2} + \frac{1}{2} k_B \]
\[ k_B(k_A) = \frac{n + 1}{n} + \frac{1}{2\phi_D} b_B - \frac{1}{2} \frac{1 - \gamma}{\phi_D \sigma^2} + \frac{1}{2} k_A \]

Solving reaction functions yields the levels of regulation in Nash equilibrium:

\[ k_A = \begin{cases} 0 & \text{for } \gamma \leq \gamma_A^{\text{crit.}} \\ \frac{2(n + 1) + 2b_A + b_B - (1 - \gamma)}{3\phi_D \gamma \sigma^2} & \text{for } \gamma_A^{\text{crit.}} < \gamma < \gamma_A^{\text{crit.}} \\ 1 & \text{for } \gamma \geq \gamma_A^{\text{crit.}} \end{cases} \]

\[ k_B = \begin{cases} 0 & \text{for } \gamma \leq \gamma_A^{\text{crit.}} \\ \frac{2(n + 1) + 2b_A + b_B - (1 - \gamma)}{3\phi_D \gamma \sigma^2} & \text{for } \gamma_A^{\text{crit.}} < \gamma < \gamma_A^{\text{crit.}} \\ 1 & \text{for } \gamma \geq \gamma_A^{\text{crit.}} \end{cases} \]

\[ 23 \text{ When the shock is interpreted as reflecting the common component of national business cycles, the impact of } \theta \text{ on both countries should be more similar if the common component gets more important. This may be interpreted as increased economic integration.} \]

\[ 24 \text{ Equivalently, } \phi_D \text{ could be modeled in the cost function of banks in Equation (4.3).} \]
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(4.6b) \[ k_B = \begin{cases} 0 & \text{for } \gamma \leq \gamma_B^{\text{crit.}} \\ \frac{2(n+1)}{n} + \frac{2b_B + b_A}{3\phi_D} - \frac{(1-\gamma)}{\gamma\phi_D\sigma^2} & \text{for } \gamma_B^{\text{crit.}} < \gamma < \gamma_B^{\text{crit.}} \\ 1 & \text{for } \gamma \geq \gamma_B^{\text{crit.}} \end{cases} \]

with \( \gamma_A^{\text{crit.}} = \left(1 + \phi_D\sigma^2\left[\frac{2(n+1)}{n} + \frac{2b_A + b_B}{3\phi_D}\right]\right)^{-1} \), \( \gamma_A^{\text{crit.}} = \left(1 + \phi_D\sigma^2\left[\frac{n+2}{n} + \frac{2b_A + b_B}{3\phi_D}\right]\right)^{-1} \)

and \( \gamma_B^{\text{crit.}} = \left(1 + \phi_D\sigma^2\left[\frac{2(n+1)}{n} + \frac{2b_B + b_A}{3\phi_D}\right]\right)^{-1} \), \( \gamma_B^{\text{crit.}} = \left(1 + \phi_D\sigma^2\left[\frac{n+2}{n} + \frac{2b_B + b_A}{3\phi_D}\right]\right)^{-1} \)

(Appendix 4.3). If \( \gamma \) falls short of certain thresholds \( \left(\gamma_A^{\text{crit.}}, \gamma_B^{\text{crit.}}\right) \), regulators will choose minimum regulation as they place a low relative weight on financial stability. Reversely, if \( \gamma \) exceeds \( \gamma_A^{\text{crit.}}, \gamma_B^{\text{crit.}} \), maximum regulation will be implemented. In what follows, I will focus on the case of a simultaneous interior solution \( (0 < k_A, k_B < 1) \) as, in this case, the mutual influence of regulators’ decisions appears to the full extent. Appendix 4.4 proofs that such an interior solution exists if \( 3\phi_D > |b_B - b_A| \).\(^{25}\) Figure 4.2 illustrates this relationship for the case of country \( B \) being relatively instable \( (b_B > b_A) \). In this case, it holds that \( \gamma_A^{\text{crit.}} > \gamma_B^{\text{crit.}} \) and \( \gamma_A^{\text{crit.}} > \gamma_B^{\text{crit.}} \).

Equilibrium regulation [cf. Equations (4.6)] mirrors the basic trade-off regulators face. Stricter regulation increases financial stability in a country but, at the same time, the credit volume is reduced. Variations of parameters change the relation of costs and benefits of regulation and

\(^{25}\) Throughout the remainder of the paper this condition is assumed to hold.
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thus the underlying trade-off. Not surprisingly, country \( A \)'s regulator increases the level of regulation, \( k_{A,i} \), with higher risk aversion (\( \gamma \)), greater variance of the macro shock (\( \sigma^2_\theta \)) and the own country’s exposure to the shock (\( b_A \)). Interestingly, although regulators do not care about financial stability in the other country, \( B \)'s exposure to the macro shock increases regulation in \( A \), too. The reason is that a high exposure in \( B \) increases the level of regulation there. All else equal, this will raise the credit volume in country \( A \) since it is the relative strictness of regulation that is crucial for loan supply. This, in turn, lowers regulator \( A \)'s costs of increased regulation, resulting in stricter rules in country \( A \). Finally, note that the relative instable country will implement stricter rules. If, for instance, country \( B \) is relatively instable (\( b_B > b_A \)), this will result in stricter regulation in \( B \) since \( (k_B - k_A) = (b_B - b_A)/3\phi_D > 0 \).

4.4.2 Home country regulation

Going through the same steps as before, equilibrium regulation will be derived in the case of home country regulation.

4.4.2.1 Banks

Here, all MNBs are solely regulated by their home country regulator, no matter where the business is conducted. Therefore banks \( i \) and \( m \), headquartered in \( A \) and \( B \), operate with the following cost functions:

\[
\sum_{h=A,B} C(x^h_i) = \sum_{h=A,B} x^h_i k_A \quad \text{and} \quad \sum_{h=A,B} C(x^h_m) = \sum_{h=A,B} x^h_m k_B .
\]

Maximizing expected profits,

\[
E(\pi_i) = \sum_{h=A,B} x^h_i E(r_h) - C(x^h_i) , \quad E(\pi_m) = \sum_{h=A,B} x^h_m E(r_h) - C(x^h_m)
\]

and taking into account Equation (4.2) yields individual banks’ loan supply:

\[ x^A_i = x^B_i = 1/n , \quad x^A_m = x^B_m = 1/n . \]

Since \( x^h = (n/2)x^A_i + (n/2)x^B_m \), the total credit volume in \( A \) and \( B \) equals:

\[
(4.7) \quad x^A = x^B = 1
\]

Each MNB supplies the same amount of loans in both countries. The reason is that expected rates of return are similar across countries and, under home country regulation, MNBs cannot

\[ 26 \quad \text{These cost functions are also consistent with banks doing cross-border business from their domestic offices.} \]
escape from stricter regulation. This mirrors Dalen and Olsen’s (2003, p. 3) finding that internationalization by branching “removes the regulatory competition phenomena induced by subsidiaries.”

4.4.2.2 Regulators

In each country, both, the domestic and the foreign regulator set the rules only for a fraction of banking units. Therefore, the impact of the macroeconomic shock on the rate of return in one country does not only depend on the regulatory standards set in this country but also on those set in the other country. The model captures this circumstance by assuming the following $\mu^\prime_{\text{home}}$:

$$
\mu^\prime_{\text{home}} = \left( b_A - \frac{n}{2} x^A_{F,A} k_A - \frac{n}{2} x^B_{F,B} k_B \right)^2
$$

$\mu^\prime_{\text{home}}$ resembles $\mu^\prime_{\text{host}}$ except that, under home country regulation, the rules set by regulator $A$ ($k_A$) only apply for the fraction of loans supplied by banks headquartered in $A$, $(n/2)x^A_i$. For these banks the regulatory efficiency is $\phi_D$ since it is regulator $A$’s domestic credit market. Conversely, the credit volume controlled by MNBs headquartered in $B$, $(n/2)x^B_i$, is regulated by $B$’s regulator ($k_B$). Since $B$ is the ‘foreign regulator’ who is assumed to be less efficient, the regulatory efficiency is $\phi_F$, with $\phi_F < \phi_D$. Finally, the regulation-independent, country-specific exposures to the shock ($b_h$) are not affected by the regulatory regime. This specification implies for the variances of the ex post rates of return:

$$
\text{Var}(r_A) = \left[ b_A - \frac{1}{2} \phi_A k_A - \frac{1}{2} \phi_F k_B \right] \sigma^2_\phi
$$

$$
\text{Var}(r_B) = \left[ b_B - \frac{1}{2} \phi_A k_A - \frac{1}{2} \phi_F k_B \right] \sigma^2_\phi
$$

Regulators maximize social welfare [see Equation (4.5)] which, in case of home country regulation, equals $W^h = (1-\gamma)x^h - \gamma x^b \left[ b_h - \frac{1}{2} \phi_A k_h - \frac{1}{2} \phi_F k_{sh} \right] \sigma^2_\phi$. Since the total credit volume ($x^h$) is independent of the level of regulation, social welfare functions are maximized for:

$$
(4.9) \quad k_h = 1.
$$

27 The same is true for $\mu^\prime_{\text{host}}$. 
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Under home country regulation, maximum regulation will be implemented since stricter rules are not associated with higher costs for regulators. This extreme result is due to the assumption of a fixed balance sheet total which will be discussed now.

4.4.3 Discussion

In this Section, the assumption of a fixed balance sheet total of the aggregate banking sector will be discussed. The most important and evident implication of this assumption is that banks’ loan supply does not depend on the strictness of rules under home country regulation [Equation (4.7)]. As a consequence, maximum regulation is implemented in both countries [Equation (4.9)] as stricter regulation does not come at higher costs for national regulators. The question arises whether this assumption drives the basic mechanisms of the model or if the principle results regarding the welfare effects of both regimes would remain qualitatively similar if this assumption was relaxed. In this regard, one result is of special importance, namely that regulation is stricter under home country regulation on average. It is interesting to see whether this result would still hold if aggregate loan supply was flexible.

If banks could vary their total loan supply by raising additional funds, they would indeed react to changes in regulation. In this case, implementing stricter rules would be associated with a positive cost for regulators which, in turn, would prevent maximum regulation under home country regulation. In this case, however, although regulators would not implement maximum regulation, regulatory standards should still be stricter under home country regulation on average. The reason is international regulatory arbitrage which is facilitated under host country regulation. Consequently, under this regime, not only domestic banks will react to changes in regulation but also foreign banks doing business in the domestic market. In contrast, international regulatory arbitrage is hampered if the home country is in charge of regulating foreign activities of MNBs (Dalen and Olsen, 2003). Therefore, both regulators have stronger incentives to lower regulatory standards under host country regulation, possibly resulting in a race to the bottom. As a result, average regulation should still be stricter under home country regulation if banks’ balance sheet total was flexible, indicating that the results are more general than they might seem at first glance.
A minor implication of the assumption concerns host country regulation. In the model with a fixed balance sheet total, a decrease in regulation increases loan supply in a country and reduces loan supply in the other country by the same amount [Equation (4.4)]. This 1:1 relationship is not crucial for the results but it is important that investments in both countries are somewhat competing. This is a prerequisite for regulators’ tendency to race to the bottom. However, investments would still be competing – under a flexible aggregate loan supply – if the costs of funding would – at some point – exceed the additional expected returns.

### 4.4.4 Welfare Analysis

After equilibrium regulation is described under both regimes, the welfare implications for the EU from choosing either arrangement can be analyzed. To do so, it is assumed that EU welfare is given by the sum of individual countries’ welfare functions:

\[
W^E_U = \sum_{h=A,B} W^h = \sum_{h=A,B} (1-\gamma) \cdot x^h - \gamma \left[ x^h \cdot \text{Var}(r_h) \right]
\]

In the case of host country regulation, EU welfare equals

\[
W^E_U^\text{host} = \left(1-\gamma\right) \left( x^A + x^B \right) - \gamma \left[ x^A \cdot (b_A - \phi_D k_A) + x^B \cdot (b_B - \phi_D k_B) \right] \sigma_\gamma^2,
\]

where \( k_A \) and \( k_B \) are the equilibrium values of regulation [Equation (4.6)] and \( x^A \) and \( x^B \) the credit volumes in equilibrium [Equation (4.4)]. Accordingly, using Equations (4.7), (4.8), and (4.9) yields EU welfare under home country regulation:

\[
W^E_U^\text{home} = \left(1-\gamma\right) \left( x^A + x^B \right) - \gamma \left[ b_A + b_B - \phi_D - \phi_F \right] \sigma_\gamma^2
\]

From a comparison of Equations (4.11) and (4.12) the following proposition can be derived.

**Proposition 4.1:** At the union level, host country regulation implies higher welfare than home country regulation if:

\[
\gamma > \left\{ 1+ \left[ \frac{b_A + b_B}{2} + \frac{(3n + 4)\phi_D - n\phi_F}{2n} + \frac{n(b_B - b_A)^2}{18(n + 1)\phi_D} \right] \sigma_\gamma^2 \right\}^{-1} = \gamma^\text{crit}_{\text{host}}.
\]

**Proof:** See Appendix 4.5.

Although home country regulation leads to stricter regulation on average, host country regulation may imply higher welfare at the union level. This perhaps surprising finding stems
from two principle advantages of host country regulation. First, national regulators react more sensitive to country differences in financial (in-)stability because the benefits from increased regulation, i.e. financial stability, solely arise in the regulator’s domestic market. In contrast, under home country regulation, stricter regulation also raises financial stability in the foreign banking market which is not a benefit from the domestic regulator’s perspective who only cares about national welfare. This leads to stricter regulation in the relatively instable country, implying a smaller credit volume there and thereby higher welfare at the union level. Second, in the case of host country regulation, every banking unit is regulated by the domestic regulator who, by assumption, is better able to do so than his foreign counterpart. On the other hand, the basic disadvantage of host country regulation rests on MNBs’ possibility to pursue international regulatory arbitrage, inducing an incentive for regulators to race to the bottom which results in lower average levels of regulation.

A variation of parameters changes the relative importance of advantages and disadvantages of both regulatory regimes and thus affects the optimal choice. Regarding the degree of risk aversion the following result can be derived as inequality (4.13) is more likely fulfilled for a higher $\gamma$.

**Result 4.1:** Host country regulation will more likely be the optimal choice for the EU if the degree of risk aversion is high.

The degree of risk aversion affects regulators’ relative costs and benefits from implementing stricter rules. Specifically, a higher $\gamma$ increases the costs of lowering regulation in order to increase the credit volume. This reduces the importance of the relative disadvantage of host country regulation. If $\gamma$ exceeds a certain threshold ($0 < \gamma_{\text{host,crit}} < 1$) the advantages always outweigh the drawbacks and host country regulation should be implemented.\(^{28}\)

---

\(^{28}\) Appendix 4.6 derives the conditions for $\gamma_{\text{crit}} = \gamma_A, \gamma_B < \gamma_{\text{crit}, A} < \gamma_{\text{crit}, B}$. If this condition does not hold in the case of simultaneous interior solutions ($0 < k_A, k_B < 1$), one institution will always be optimal. If, for instance, $\gamma_{\text{crit}} \leq \gamma_A, \gamma_B$ it always holds that $\gamma_{\text{host,crit}} < \gamma$ and host country regulation is optimal.
Note that Result 4.1 generalizes to the cases where both countries implement maximum or minimum regulation, i.e. choose corner solutions. It is straightforward that home country regulation will always be optimal from an EU perspective if \( k_A, k_B = 0 \) under host country regulation \( \left( \gamma \leq \gamma_A^\text{crit}, \gamma_B^\text{crit} \right) \). On the contrary, for \( \gamma \geq \gamma_A^\text{crit}, \gamma_B^\text{crit} \) \( k_A, k_B = 1 \) host country regulation unambiguously implies higher welfare at the EU level.

Examining how country differences in the reaction to macroeconomic shocks affect the optimal regime choice, yields the following result as inequality (4.13) will be more likely fulfilled if \((b_B - b_A)^2\) increases \( \left( \partial \gamma_\text{host}^\text{crit} / \partial (b_A - b_B)^2 < 0 \right) \).

**Result 4.2:** If countries become more similar in their reaction to macroeconomic shocks, home country regulation is more likely the optimal choice for the EU.

The more similar countries are in their exposure to the macro shock, the less important is a strong differentiation in regulatory standards. Hence, the principle advantage of host country regulation gets relatively less important, making home country regulation more likely the favorable choice. In line with the discussion above, a more similar reaction to macroeconomic shocks may also be interpreted as increased economic integration. If the model allowed for country-specific shocks, an increase in the coefficient of correlation would work quite similar to a decrease of \((b_B - b_A)^2\). For instance, the extreme case of a coefficient of correlation of one together with identical variances of country-specific shocks coincides with the case of \( b_A = b_B \).

Having analyzed country differences in financial stability, it is worthwhile to examine the impact of a change in the overall degree of financial stability in the union, for given country differences.

**Result 4.3:** Increased financial stability in the EU favors home country regulation.

Higher financial stability – expressed by either a lower variance of the macroeconomic shock or a smaller sum of country specific exposures to the shock \((b_A + b_B)\) increases \( \gamma_\text{host}^\text{crit} \), making

\[^{29}\text{This can be seen by inserting the respective } k_A \text{'s into } W_{\text{host}}^{\text{EU}} \text{ and comparing it with (4.12)}.\]
inequality (4.13) less likely to be fulfilled. Therefore, increased financial stability favors home
country regulation. Although greater financial stability raises welfare under both regimes,
home country regulation gets relatively more attractive. The reason is that this welfare-
enhancing effect is partially contradicted under host country regulation by a change in
regulators’ incentives. If financial stability increases, it will be less costly for regulators to lower
regulatory standards in order to increase the credit volume, implying looser regulatory
standards under host country regulation. Therefore, home country regulation gets relatively
more attractive if financial stability in the union increases.

Turning to regulatory efficiency, the following result can be derived.

**Result 4.4:** If the difference of regulatory efficiency between domestic and foreign
regulators increases, host country regulation will become relatively more attractive.

Since $\phi_D > \phi_F$, an increasing difference in regulatory efficiency can stem from both, a decline
in efficiency of foreign regulators or a rise in efficiency of domestic regulators. Both effects
make (4.13) more likely fulfilled and favor host country regulation.$^{30}$ A lower $\phi_F$ reduces
welfare under home country regulation but leaves welfare under host country regulation
unchanged. In contrast, a higher $\phi_D$ increases welfare under both regimes. However the effect
is weaker under home country regulation as, in this case, a fraction of banking units is
regulated by the foreign regulator. This result should not come as a surprise as the efficiency
edge of domestic regulators constitutes one of the principle advantages of host country
regulation.

Finally, the impact of the degree of competition in the union’s banking sector on the favorable
regime choice will be analyzed. In the model, banks’ risk-taking is not affected by $n$. In fact,
banks always take the maximum risk permitted by the regulator since this implies the highest
expected returns. Therefore, the argument of diminishing monopoly rents that trigger
excessive risk-taking, mentioned above, does not apply here. Nevertheless, the degree of
competition has an effect on the favorable regime choice as

\[
\frac{\partial \gamma_{\text{host}}}{\partial n} > 0 \quad \text{for} \quad |b_B - b_A| < 3\phi_D
\]

$^{30}$ Differentiating (4.13) implies this finding as $\frac{\partial \gamma_{\text{host}}}{\partial \phi_F} > 0$ and $\frac{\partial \gamma_{\text{host}}}{\partial \phi_D} < 0$ if $|b_B - b_A| < 3\phi_D$. 
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Result 4.5: Stiffer competition in the banking sector favors home country regulation.

Under home country regulation, the union’s welfare is not affected by the degree of competition [see Equation (4.12)] whereas welfare decreases under host country regulation [Equation (4.11)], making home country regulation relatively more attractive. This perhaps surprising result stems from the impact of competition on aggregate loan supply in one market. If competition is stiff, aggregate loan supply in one country will react more sensitive to changes in marginal costs, i.e. the regulation variable. This increases regulators’ incentives for lowering $k_h$ to increase the credit volumes in their domestic banking markets. Figure 4.3 illustrates the impact of competition on national regulators’ incentives for two extreme cases of the degree of competition, a monopoly ($n = 1$) and perfect competition ($n \to \infty$). Consider first a high level of regulation, $k_0$. A monopolist will choose the loan supply equal to $x_0^M$ where marginal revenues (MR) intersect with marginal costs (MC). Under perfect competition, equilibrium loan supply will equal $x_0^*$ where the MC-curve intersects with the inverse credit demand function, $r(x)$.

![Figure 4.3. Loan Supply for Different Degrees of Competition](image-url)
A reduction in the level of regulation (to \( k_i \)) increases equilibrium loan supply in both cases. However, the rise under perfect competition, \( \Delta x' \), exceeds the increase in the case of a monopoly, \( \Delta x^M \). Hence, the gains in terms of increased credit volume and thus the incentives to lower regulation will be higher for regulators if competition is intense. This implies lower levels of regulation when competition is stiff which is associated with lower welfare under host country regulation.

### 4.5 Concluding Remarks

In the EU, prudential banking regulation is mainly a national task, with both, the home and the host country being involved in regulating MNBs, depending on the form of foreign representations. The ongoing cross-border integration in the European banking sector has triggered a lively debate on the adequacy of the current regulatory framework. From a normative perspective, there are strong arguments in favor of a centralized solution to banking regulation. However, from a positive point of view, there is reason to believe that full centralization is political infeasible at the moment. The present work adds to the discussion on how to organize prudential banking regulation in the EU, given that the first best centralized solution can not be implemented. The paper compares two different regulatory regimes where either the home or the host country is assigned with full responsibility of regulating foreign owned banking units, independent of the form of representation.

A simple model is presented which derives the optimal second best regulatory regime from an EU perspective. In the model, national regulators aim at attracting MNBs and at providing financial stability but disregard welfare in other countries. The optimal regime choice for the EU will generally depend on the relative importance of the specific strengths and weaknesses of either arrangement. Host country regulation enables MNBs to pursue international regulatory arbitrage, inducing a tendency for regulators to race to the bottom. As a result, regulatory standards are looser on average compared to home country regulation where international regulatory arbitrage is hampered. However, under host country regulation, national regulators take into account specific country characteristics more strongly because they hold regulatory responsibility for all banking units doing business in their jurisdiction. As
a consequence, rules are more differentiated in line with specific country needs. The model predicts that home country regulation will be more likely the better regulatory regime for the EU if (i) countries are sufficiently similar in their reaction to macroeconomic shocks, (ii) the overall financial stability in the union is high, (iii) the difference in regulatory efficiency between domestic and foreign regulators is relatively small, and (iv) competition in the European banking sector is stiff. Overall, the EU strategy of promoting increased integration together with strong competition in the banking sector is – according to the model – only consistent with home country regulation. Therefore, with further economic integration, home country regulation will be the favorable regulatory regime for the EU, as long as centralization of prudential banking regulation cannot be established.
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Appendices

Appendix 4.1 (Equilibrium loan supply under host country regulation)

Expected profits of MNB $i$ are given by

$$E(\pi_i) = \sum_{h=A,B} \left[ x_i^h E(r_h) - C(x_i^h) \right]$$

with $\sum_{h=A,B} C(x_i^h) = \sum_{h=A,B} x_i^h k_h$ and $E(r_h) = a - x_i^h - \sum_{j=1,j\neq i}^{n/2} x_j^h - \sum_{m=n/2+1}^{n} x_m^h$.

After using the symmetry assumption, the expected rate of return in $h$ becomes

$$E(r_h) = a - x_i^h - \left( \frac{n-1}{2} \right) x_j^h - \frac{n}{2} x_m^h.$$ 

Maximizing $E(\pi)$ with respect to $x_i^h$, after substituting $x_i^b = 2/n - x_i^A$ and using the fact that in equilibrium $x_i^A = x_i^m$, yields the following reaction function of MNB $i$:

$$x_i^A(x_m^A) = \frac{2(n+1)}{n(n+2)} + \frac{(k_B - k_A)}{(n+2)} - \frac{n}{(n+2)} x_m^A.$$ 

Since host country regulation implies a similar regulation for all banks, it holds that $x_i^A = x_m^A$ in equilibrium. Hence loan supply of $i$ and $m$ in $A$ equals

$$x_i^A = \frac{1}{n} + \frac{(k_B - k_A)}{2(n+1)} = x_m^A.$$ 

Similarly, since $x_i^B = 2/n - x_i^A$, loan supply of $i$ and $m$ in $B$ equals

$$x_i^B = \frac{1}{n} - \frac{(k_B - k_A)}{2(n+1)} = x_m^B.$$ 

Appendix 4.2 (Equilibrium regulation under host country regulation)

Regulator $A$ maximizes $W^A = (1-\gamma)x_i^A - \gamma[x_i^A(b_A - \phi_D k_A) + \sigma^2_D]$ over $k_A$.

$$\frac{\partial W^A}{\partial k_A} = -(1-\gamma)\frac{n}{2(n+1)} - \gamma \left[ \frac{n}{2(n+1)} (b_A - \phi_D k_A) - \phi_D \left( 1 + \frac{n(k_B - k_A)}{2(n+1)} \right) \right] \sigma_D^2 = 0$$

$$\Rightarrow k_A(k_B) = \frac{n+1}{n} + \frac{1}{2\phi_D} b_A - \frac{(1-\gamma)}{2\gamma \phi_D \sigma_D^2} + \frac{1}{2} k_B.$$ 

Similarly, $B$’s reaction function is given by $k_B(k_A) = \frac{n+1}{n} + \frac{1}{2\phi_D} b_B - \frac{(1-\gamma)}{2\gamma \phi_D \sigma_D^2} + \frac{1}{2} k_A$. 
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Appendix 4.3 (Interior solutions)

An interior solution for country \( A \) requires \( k_A > 0 \) and \( k_A < 1 \):

\[
k_A = \frac{2(n+1)}{n} + \frac{2b_A + b_B}{3\phi_D} - \frac{(1-\gamma)}{\nu\phi_D\sigma_\theta^2} > 0 \quad \Leftrightarrow \quad \gamma > \left(1 + \phi_D\sigma_\theta^2\left[\frac{2(n+1)}{n} + \frac{2b_A + b_B}{3\phi_D}\right]\right)^{-1} = \gamma_A^{\text{crit}}.
\]

\[
k_A = \frac{2(n+1)}{n} + \frac{2b_A + b_B}{3\phi_D} - \frac{(1-\gamma)}{\nu\phi_D\sigma_\theta^2} < 1 \quad \Leftrightarrow \quad \gamma < \left(1 + \phi_D\sigma_\theta^2\left[\frac{n+2}{n} + \frac{2b_A + b_B}{3\phi_D}\right]\right)^{-1} = \gamma_A^{\text{crit}}.
\]

Similarly, \( 0 < k_B < 1 \) requires:

\[
k_B = \frac{2(n+1)}{n} + \frac{2b_B + b_A}{3\phi_D} - \frac{(1-\gamma)}{\nu\phi_D\sigma_\theta^2} > 0 \quad \Leftrightarrow \quad \gamma > \left(1 + \phi_D\sigma_\theta^2\left[\frac{2(n+1)}{n} + \frac{2b_B + b_A}{3\phi_D}\right]\right)^{-1} = \gamma_B^{\text{crit}}.
\]

\[
k_B = \frac{2(n+1)}{n} + \frac{2b_B + b_A}{3\phi_D} - \frac{(1-\gamma)}{\nu\phi_D\sigma_\theta^2} < 1 \quad \Leftrightarrow \quad \gamma < \left(1 + \phi_D\sigma_\theta^2\left[\frac{n+2}{n} + \frac{2b_B + b_A}{3\phi_D}\right]\right)^{-1} = \gamma_B^{\text{crit}}.
\]

Appendix 4.4 (Proof of the existence of simultaneous interior solutions)

A simultaneous interior solution requires \( \gamma_A^{\text{crit}} < \gamma < \gamma_A^{\text{crit}}, \gamma_B^{\text{crit}}, \gamma_B^{\text{crit}} \). To proof that a \( \gamma \) exists for that \( 0 < k_A, k_B < 1 \) it has to be shown that \( \gamma_A^{\text{crit}} < \gamma_A, \gamma_B^{\text{crit}} < \gamma_B, \gamma_B^{\text{crit}} < \gamma_A, \gamma_B^{\text{crit}} < \gamma_B \), and \( \gamma_A^{\text{crit}} < \gamma_B^{\text{crit}} \). The conditions \( \gamma_A^{\text{crit}} < \gamma_A \) and \( \gamma_B^{\text{crit}} < \gamma_B \) are always fulfilled since:

\[
\gamma_A^{\text{crit}} < \gamma_A \quad \Leftrightarrow \quad \left(1 + \phi_D\sigma_\theta^2\left[\frac{2(n+1)}{n} + \frac{2b_A + b_B}{3\phi_D}\right]\right)^{-1} < \left(1 + \phi_D\sigma_\theta^2\left[\frac{n+2}{n} + \frac{2b_A + b_B}{3\phi_D}\right]\right)^{-1}
\]

\[
\Leftrightarrow \frac{n+2}{n} + \frac{2b_A + b_B}{3\phi_D} < \frac{2(n+1)}{n} + \frac{2b_A + b_B}{3\phi_D}
\]

\[
\Leftrightarrow \quad 0 < n
\]
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\[
\begin{align*}
\lambda_{b}^{\text{crit.}} < \gamma_{b} < \gamma_{A}^{\text{crit.}} & \iff \left(1 + \phi_{D} \sigma_{\theta} \left[ \frac{2(n+1)}{n} + \frac{2b_{B} + b_{A}}{3\phi_{D}} \right] \right)^{-1} < \left(1 + \phi_{D} \sigma_{\theta} \left[ \frac{n+2}{n} + \frac{2b_{B} + b_{A}}{3\phi_{D}} \right] \right)^{-1} \\
& \iff \frac{n+2}{n} + \frac{2b_{B} + b_{A}}{3\phi_{D}} < \frac{2(n+1)}{n} + \frac{2b_{B} + b_{A}}{3\phi_{D}} \\
& \iff 0 < n
\end{align*}
\]

In addition, \( \lambda_{b}^{\text{crit.}} < \gamma_{A}^{\text{crit.}} \) and \( \gamma_{A}^{\text{crit.}} < \gamma_{B}^{\text{crit.}} \) requires:

\[
\begin{align*}
\lambda_{b}^{\text{crit.}} < \gamma_{A}^{\text{crit.}} & \iff \left(1 + \phi_{D} \sigma_{\theta} \left[ \frac{2(n+1)}{n} + \frac{2b_{B} + b_{A}}{3\phi_{D}} \right] \right)^{-1} < \left(1 + \phi_{D} \sigma_{\theta} \left[ \frac{n+2}{n} + \frac{2b_{B} + b_{A}}{3\phi_{D}} \right] \right)^{-1} \\
& \iff \frac{2(n+1)}{n} + \frac{2b_{B} + b_{A}}{3\phi_{D}} > \frac{n+2}{n} + \frac{2b_{A} + b_{B}}{3\phi_{D}} \\
& \iff 3\phi_{D} > b_{A} - b_{B}
\end{align*}
\]

\[
\begin{align*}
\lambda_{A}^{\text{crit.}} < \gamma_{B}^{\text{crit.}} & \iff \left(1 + \phi_{D} \sigma_{\theta} \left[ \frac{2(n+1)}{n} + \frac{2b_{B} + b_{A}}{3\phi_{D}} \right] \right)^{-1} < \left(1 + \phi_{D} \sigma_{\theta} \left[ \frac{n+2}{n} + \frac{2b_{B} + b_{A}}{3\phi_{D}} \right] \right)^{-1} \\
& \iff \frac{2(n+1)}{n} + \frac{2b_{A} + b_{B}}{3\phi_{D}} > \frac{n+2}{n} + \frac{2b_{B} + b_{A}}{3\phi_{D}} \\
& \iff 3\phi_{D} > b_{B} - b_{A}
\end{align*}
\]

Both conditions are simultaneously fulfilled for \( 3\phi_{D} > |b_{B} - b_{A}| \).

**Appendix 4.5 (Proof of Proposition 4.1)**

According to (4.11) and (4.12) \( W_{\text{host}}^{EU} > W_{\text{home}}^{EU} \) if:

\[
(1 - \gamma) (x^{t} + x^{b}) - \gamma \left[ x^{t} \cdot (b_{A} - \phi_{D} k_{A}) + x^{b} \cdot (b_{B} - \phi_{D} k_{B}) \right] \sigma_{\theta}^{2} > 2(1 - \gamma) - \gamma \left[ b_{A} + b_{B} - \phi_{D} - \phi_{F} \right] \sigma_{\theta}^{2} \]

\[
\iff \left[ x^{t} \cdot (b_{A} - \phi_{D} k_{A}) + x^{b} \cdot (b_{B} - \phi_{D} k_{B}) \right] < \left[ b_{A} + b_{B} - \phi_{D} - \phi_{F} \right].
\]

After taking into account equilibrium loan supply [Equation (4.4)], this inequality becomes:

\[
\left[ \left( \frac{n \left(k_{B} - k_{A}\right)}{2(n+1)} \right) \cdot (b_{A} - \phi_{D} k_{A}) + \left( \frac{1 - n \left(k_{B} - k_{A}\right)}{2(n+1)} \right) \cdot (b_{B} - \phi_{D} k_{B}) \right] < \left[ b_{A} + b_{B} - \phi_{D} - \phi_{F} \right]
\]

\[
\iff -\phi_{D} \left( k_{A} + k_{B} \right) - \frac{n \left(k_{B} - k_{A}\right)}{2(n+1)} (b_{B} - b_{A}) + \frac{n \left(k_{B} - k_{A}\right)^{2}}{2(n+1)} \phi_{D} < -\phi_{D} + \phi_{F}.
\]

and, after inserting equilibrium regulation under host country regulation [Equation (4.6)]:

\[
\]
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\[ \iff \quad -\frac{4(n+1)\phi_D}{n} - \frac{(b_A + b_B) + 2(1-\gamma) - n(b_B - b_A)}{2n} \frac{(b_B - b_A)^2}{18(n+1)\phi_D} < -[\phi_D + \phi_F] \]

\[ \iff \quad \gamma > \left[ 1 + \left[ \frac{(b_A + b_B)}{2} + \frac{(3n+4)\phi_D - n\phi_F}{2n} + \frac{n(b_B - b_A)^2}{18(n+1)\phi_D} \right] \sigma_\theta^2 \right]^{-1} \equiv \gamma^\text{crit, host} . \]

Appendix 4.6 (Conditions for \( \gamma_A^\text{crit}, \gamma_B^\text{crit} < \gamma^\text{host} < \overline{\gamma}_A^\text{crit}, \overline{\gamma}_B^\text{crit} \))

Consider the case of \( b_B > b_A \) implying \( \gamma_A^\text{crit} < \gamma^\text{host} < \gamma_B^\text{crit} \) and \( \gamma_B^\text{crit} < \gamma^\text{host} < \overline{\gamma}_B^\text{crit} \). In this case, a sufficient condition for \( \gamma_A^\text{crit}, \gamma_B^\text{crit} < \gamma^\text{host} < \gamma_A^\text{crit}, \gamma_B^\text{crit} \) is \( \gamma^\text{crit, host} < \gamma^\text{crit} \). It holds that \( \gamma^\text{crit, host} > \gamma_A^\text{crit} \) if

\[ \left( 1 + \left[ \frac{(b_A + b_B)}{2} + \frac{(3n+4)\phi_D - n\phi_F}{2n} + \frac{n(b_B - b_A)^2}{18(n+1)\phi_D} \right] \sigma_\theta^2 \right)^{-1} < \left( 1 + \phi_D \sigma_\theta^2 \left[ \frac{2(n+1)}{n} + \frac{2b_A + b_B}{3\phi_D} \right] \right)^{-1} \]

\[ \iff \quad (b_B - b_A)^2 < \frac{9(n+1)}{n} \phi_D \left[ \phi_D + \phi_F - \frac{(b_B - b_A)}{3} \right] \equiv \kappa \]

Similarly, it holds that \( \gamma^\text{crit, host} < \gamma_B^\text{crit} \), if

\[ \left( 1 + \left[ \frac{(b_A + b_B)}{2} + \frac{(3n+4)\phi_D - n\phi_F}{2n} + \frac{n(b_B - b_A)^2}{18(n+1)\phi_D} \right] \sigma_\theta^2 \right)^{-1} < \left( 1 + \phi_D \sigma_\theta^2 \left[ \frac{n+2}{n} + \frac{2b_B + b_A}{3\phi_D} \right] \right)^{-1} \]

\[ \iff \quad (b_B - b_A)^2 > \frac{9(n+1)}{n} \phi_D \left[ \phi_F - \phi_D - \frac{(b_B - b_A)}{3} \right] \equiv \lambda \]

Both conditions can only be fulfilled simultaneously if \( \lambda < \kappa \): This is always the case since \(|b_B - b_A| < 3\phi_D|\).

\[^{31}\text{Due to symmetry these conditions can be derived analogously for } b_A > b_B \text{ which will not be done here.}\]
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Political Determinants of Central Bank Independence

How Should Large and Small Countries Be Represented in a Currency Union?\(^1\)

On the Regulation of Multinational Banks in Europe – Who Should Be in Charge?
Während die Europäische Integration im Bankensektor voranschreitet, verbleibt die Verantwortung für die Bankenregulierung weitestgehend bei den Mitgliedsstaaten der Europäischen Union (EU). Dieses Papier vergleicht die Wohlfahrtseffekte zweier unterschiedlicher Regulierungsregime für die EU: Heimatland- und Gastlandprinzip. Welches der beiden Regime aus Europäischer Sicht vorzuziehen ist, hängt von einer Vielzahl von Faktoren ab, wie etwa dem Grad der wirtschaftlichen Integration oder der Wettbewerbsintensität im Europäischen Bankensektor.

\(^1\) Dieser Teil der Arbeit entstand in Zusammenarbeit mit Helge Berger.