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Abstract

Recent technical advances in high-throughput sequencing technologies and their commercial
availability at low costs have paved the way for revolutionary opportunities in the life sciences.
One milestone was reaching the $1000 genome, allowing to determine the genetic makeup of
hundreds of human individuals within a week for less than $1000 each. This ongoing revolution
of the life sciences creates new challenges for the software and algorithms that are processing
this data. In my thesis, I consider a typical software pipeline for determining the genome of a
human individual.

For the preprocessing pipeline step, I describe a method for error correction and consider the
comparison of such methods. For the read mapping step, I provide a formal definition of read
mapping and I present a software package implementing a benchmark for read mapping, based
on my formal definition. I then describe the implementation, parallelisation, and engineering of
a fully sensitive read mapper and evaluate its performance. For the variant calling step, I present
a method for the prediction of insertion breakpoints and the assembly of large insertions.

Of course, such a pipeline is not limited to the processing of human data but it is also applicable to
data from other mammals or organisms with smaller and less complex genomes. The presented
work is available as an efficient open source C++ implementation, either as parts of the SeqAn
library or as programs using SeqAn.
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Zusammenfassung

Die technischen Fortschritte der letzten Jahre im Bereich der Hochdurchsatzsequenzierung und
die kommerzielle Verfiigbarkeit dieser Technik haben den Weg fiir revolutiondre Moglichkeiten
in den Lebenswissenschaften geebnet. Ein Meilenstein dabei war das Erreichen des sogenanten
1000 Dollar Genoms. Es ist heute moglich, das Erbgut von hunderten von Menschen in unter einer
Woche fiir weniger als je 1000 Dollar auszulesen. Diese Revolution der Lebenswissenschaften
stellt auch neue Herausforderungen an die Software und Algorithmen fiir die Verarbeitung dieser
Daten. In meiner Arbeit betrachte ich eine typischen Pipeline um ein menschliches Genom zu
dekodieren.

Fiir den Vorverarbeitungsschritt beschreibe ich eine Methode zur Fehlerkorrektur und vergleiche
verschiedene solcher Methoden. Fiir den Read Mapping Schritt entwickle ich zunéchst eine for-
male Definition von Read Mapping und stelle dann ein Softwarepaket vor, dass den Vergleich von
Read Mappern, basierend auf der formalen Definition, erlaubt. Danach beschreibe ich die Imple-
mentierung, Parallelisierung, und das Engineering eines vollsensitiven Read Mappers. Fiir den
Schritt der Variantenanalyse présentiere ich eine Methode fiir die Vorhersage von Bruchpunkten
und eine Methode fiir das gezielte Assemblieren von langen Insertionen.

Eine solche Pipeline kann selbstverstandlich auch fiir genomische Daten von anderen Siugetie-
ren oder Lebewesen mit kiirzerem, weniger komplexen Genom einsetzt werden. Die vorgestellte
Arbeit ist als effiziente, quelloffene C++ Implementierung verfiigbar, zum Teil als Bestandteil der
SeqAn Bibliothek und zum Teil als Programme auf der Grundlage von SeqAn.
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Chapter 1

Introduction

In 2001, the draft sequence of the whole human genome was published simultaneously by the
publically funded Human Genome Project (HGP) (Lander et al, 2001) and a privately funded
project at Celera Genomics (Venter et al., 2001). This event marked a milestone in life sciences
since having a reference genome facilitates important studies. Such studies include the analysis
of individual whole genomes, e.g., for the diagnosis of rare diseases but also also the analysis of
tumors for facilitating more targeted chemotherapies.

Besides biotechnical and organizational challenges, decoding a genome as complex as the one of
human also created computational challenges. For example, for a long time it was not clear which
strategy for decoding the human genome was the better one. The two considered strategies
were hierarchical shotgun sequencing and whole genome shotgun sequencing. Even in 1997, Green
discarded the whole genome shotgun strategy proposed by Weber and Myers (1997) as not cost-
effective and predicted that it would not work. Despite these doubts, whole genome shotgun
sequencing has become the standard method for obtaining the sequence of full genomes. Notably,
the challenges of whole genome shotgun sequencing were largely resolved using algorithmic
advances by computer scientists developing a whole genome shotgun assembler program (Myers
et al., 2000).

Since 2001, there have been large advances in the area of sequencing, the process of reading out
sequence information from genetic samples. The HGP ran from 1990 to 2003 and had a total
cost of 3 billion US dollars (Collins and Hamburg, 2013). The cost of sequencing a single base
(genomic sequence character) at the beginning of the HGP was $1 and reached 10 cents in 2003.
Today, 1 million bases can be read for 4 cents (Quail et al.,, 2012) with modern high throughput
sequencing (HTS) machines. In 2014, HTS machine manufacturer Illumina announced the pos-
sibility to sequence a whole human genome for less than $1000, taking less than three days per
genome (Hayden, 2014). Thus, individual whole human genomes can now be decoded for a cost
six orders of magnitude below the cost of creating the initial draft sequence and in days instead
of a decade.
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Processing the output of one HTS machine can already be challenging and many laboratories
have more than one such machine. Also, many more machines will be deployed in the future
after the first FDA (Food and Drug Agency) authorization for a HTS machine for clinical use
in 2013 (Collins and Hamburg, 2013). Further, it has previously been estimated (e.g., by Mardis
(2006)) that a price of less than $1000 per genome breaks a cost/benefit barrier. The individual
genome will become so useful in relation to its cost, that whole genome sequencing will become
standard practice as determining the blood type is today. Thus, the analysis of genomic infor-
mation will become commonplace in clinics and will create computational challenges in many
places. At the same time, solutions to these challenges will create equally wide-spread benefits.

The topic of this thesis is the engineering of algorithmic methods for determining the genome
of a single individual. Decoding an individual genome with all features and differences to the
reference sequence is computational challenging. Thus, new algorithmic methods have to be
designed and carefully implemented such that they allow a robust and efficient analysis. The
relevance of this topic will even increase further given the current developments in sequencing
technologies and their distribution to clinics.

Structure of This Chapter. In this chapter, I give an introduction to the topic of this thesis
by giving a rough overview of the biological background and outlining the pipeline of steps usu-
ally performed for obtaining an individual’s genome. In Section 1.1 I give a short, non-exhaustive
outline of the biological background and introduce relevant terms from molecular biology. Then,
in Section 1.2 I present a short overview of sequencing technology and the bioinformatics appli-
cations in resequencing. In Section 1.3 I briefly describe the algorithm engineering approach to
algorithmics. Finally, in Section 1.4 I give an outline of this thesis.

1.1 Biological Background

In this section, I introduce some fundamental terms from molecular biology and genetics. Readers
who are already familiar with these topics can skip ahead to Section 1.2 on page 5.

DNA, RNA, and Proteins

Deoxyribonucleic acid (DNA) is an essential molecule in all known life forms that encodes the
genetic information for an individual. Its double helix structure was discovered by Watson and
Crick in 1953. Since then, a lot of effort has been invested in understanding the genome (the
entirety of genetic information) of individual organisms and the relation to the genome of other
organisms.

Usually, DNA molecules consist of two strands of nucleotides that are coiled around each other
and form a double helix as can be seen in Figure 1.1a. A nucleotide consists of an organic base,
a sugar, and phosphate groups and forms a monomer. In a DNA strand, the nucleotides are
covalently linked into polymers having a sugar-phosphate backbone. The occuring bases are
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DNA
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(a) DNA structure (b) fundamental dogma of biology

Figure 1.1: This figure shows (a) the double helix structure of DNA and (b) the “fundamental dogma of biology”
of the transcription of DNA to mRNA followed by the translation of mRNA to proteins.
Source: National Institute of Health

adenine, cytosine, guanine, and thymine, often abbreviated as A, C, G, and T. Overall, a DNA
molecule can be seen as a linear sequence of these bases (note that in most prokaryotes such
as bacteria, the DNA molecules are cyclic). Cells of eukaryotic organisms such as human often
have multiple DNA molecules, called chromosomes. The term ploidy describes the number of
chromosome copies in each cell (for example, humans are diploid, having two copies of each of
the 22 autosomal (non-sex) chromosomes). In summary, the genome of an individual consists of
a number of DNA sequences, one for each chromosome copy.

The sugars in the backbone have five carbon atoms and are joined together by phosphate groups.
A numbering from one to five of these carbon atoms has been established. The sugars are joined
by phosphate groups between the third carbon atom of the one and the fifth carbon atom of
the other (or next) nucleotide. Together with the asymmetry of the nucleotide molecules, this
numbering leads to a 5" and a 3’ end of each DNA strand.

In the double helix, each nucleotide is paired with a nucleotide from the other strand. Each
nucleotide is always paired with its complement via hydrogen bounds: A is paired with T, and
C is paired with G. The labels forward strand and reverse strand are assigned to the strands in
an arbitrary but fixed order. As text, each strand is written from the 5’ to the 3’ end as a string
of the characters A, C, G, and T. The reverse strand can be obtained from the forward strand by
reversing the characters’ order and complementing them (and vice versa).

One important function in organisms is the replication of DNA molecules to generate exact copies



Chapter 1 Introduction

of the chromosomes. In cells, this is performed by specialized enzymes called DNA polymerase.
The hydrogen bonds between the nucleotides on opposite strands are relatively weak. During
the process of replication, these bonds are broken. Then, the polymerase reads one strand of the
DNA in the direction from the 5’ to the 3’ end and builds the reverse-complement from 3’ to 5°
end by adding the complementing nucleotides.

Another important function in organisms is the generation of proteins. Proteins are polymers
of amino acids and perform a large part of an organism’s functionality. For example, almost
all enzymes are proteins. For creating proteins, an intermediate step called transcription is per-
formed to obtain ribonucleic acid (RNA) molecules. An enzyme called RNA polymerase uses a
DNA molecule as a template for synthesizing an RNA module. RNA molecules are similar to
DNA molecules but are single-stranded, use uracil (often abbreviated as U) instead of thymine,
and are less stable due to their structure. There are various kinds of generated RNA molecules
and an important distinction is between messenger RNA (mnRNA) and non-messenger RNA (also
often called non-coding RNA).

After some processing, the then mature mRNA is used for translation into proteins. The transla-
tion is performed by complex molecular machines called ribosomes. The whole process is outlined
in Figure 1.1b. For the translation, triplets (triples) of RNA nucleotides (called codons) are trans-
lated into one amino acid each. The translation can be seen as a function from the set of 64 RNA
nucleotide triplets to the set of 20 standard amino acids while some triplets are reserved for en-
coding stop codons. The amino acid methionine corresponds to a start codon. In the standard
genetic code used for human chromosomes, the number of codons for each amino acid varies
from one to six codons per amino acid.

Protein-coding regions on the genome are examples of genes. The term gene is used to describe a
region in a genome that encodes a functional unit for the organism. In eukaryotes such as human,
protein-coding genes often consist of exonic and intronic regions, also called exons and introns.
Both exons and introns are first transcribed from the genome into premature mRNA (the gene
is expressed). Then, in the processing into mature mRNA, the introns are removed in the splicing
step. The mature mRNA is then translated into proteins, such that the exons are translated into
amino acids and code for the protein while introns do not. It is known that the expression level
of genes can be increased or decreased (regulated) by the presence and action of certain proteins
and non-coding RNA.

Genetic Variation

The precision of DNA replication is ensured by complex mechanisms that even include a proof-
reading step (Berg et al., 2002, ch. 27). Nevertheless, errors might occur during replication at low
probabilities and they might not be detected. In this context, an error means the deviation of a
replicated DNA molecule from its template DNA polymer.

Such errors give rise to differences between individual genomes, and differences between two
genomes are called variations. Such variations include the substitution of single nucleotides (sin-
gle nucleotide variants or SN'Vs) and the insertion or deletion of short parts of the DNA polymer
(indels). Larger variations are often called structural variants (SVs). SVs include the inversion,
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insertion, and duplication of DNA molecule segments. The borders of the segments that are sub-
jected to structural variation are called breakpoints. It might not be possible to pinpoint them to
a single base, so a breakpoint might also refer to a region of the genome.

Such variation gives rise to different forms of genes, their alleles: in general, in each human cell,
the two chromosome copies differ. Thus, a given gene on one chromosome copy will be slightly
different on the other copy, each being one allele of the gene. This also holds for non-coding
segments (loci) on the chromosomes.

The genotype is the specific genetic make-up of an individual. In diploid organisms, such as
human, the two copies of a chromosome can have different variants. Here, it makes sense to
consider the genetic make-up of each copy separately, the haplotype (short for haploid genotype)
for each copy. For example, there might be two SNV positions in a gene and the individual’s
genome has different values for both of them, say the characters C and G on the first haplotype
and the characters A and T on the second haplotype. In general, this can lead to encoding two
different proteins and one needs to know the actual haplotypes to know which proteins are
encoded. A genotype that has the same allele for both copies is called homozygous and a genotype
with different alleles for the copies (as in the example above) is called heterozygous.

There are also other sources of variation besides imperfect replication. For exampe, retroviruses
have the ability to integrate virus DNA or RNA into the host genome, causing insertions into the
DNA molecule in one cell with respect to another cell. Further, certain bacteria have the ability
to exchange genetic material which can also be the cause for variation between two bacteria’s
genomes. In primates, such as human, Alu elements (short genome segments comprising about
10% of human DNA) are a source of further genomic variation. Together with LINE-1 elements
(short genome segments comprising about 17% of human DNA), Alu elements can insert them-
selves into DNA. Alu elements play an important role in the evolution of primates (Shen et al,
2011).

Depending on their kind and location, variations can yield advantages or disadvantages for the
affected cell or individual. For example, variations might increase or lower an individual’s sus-
ceptibility to certain diseases. Variants might also lead to the resulting cell not being capable of
survival. A change might also have no effect, for example when a SNV in a coding region does
not alter the encoded amino acid.

The term polymorphism describes a variant that has no adverse effect on the individual, is thus
able to spread throughout the population and be observed at a relatively high probability. In
recent years, large-scale databases variants have been built for estimating variant frequencies.
SNVs are the most common and best-studied type of variant and dbSNP (Sherry et al, 2001)
is a large-scale database of single nucleotide polymorphisms (SNPs), annotated with frequency.
Commonly, a SNV is called a SNP if it occurs in at least 1% of the population.

1.2 Sequencing and Resequencing

The genome of an organism cannot be obtained directly from its chromosomes. Rather, due to
technical limitations, only small sections of DNA molecules can be read out in a process called
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sequencing. These can then later be jigsawed together in de novo assembly or a reference sequence
can be used in resequencing to help obtain the genome. Contiguous sequence parts resulting from
assembly are usually called contigs.

Genome Sequencing. The traditional sequencing technology is Sanger sequencing and yields
long reads at a relatively low throughput. Sanger sequencing was used both by Celera Genomics
and the HGP for obtaining the initial draft sequence of human, for example. In contrast, HTS
platforms yield shorter reads at much higher throughput rates. Important examples for HTS
platforms are the ones by Illumina, 454/Roche, and the IonTorrent technology by Life Sciences.
In Appendix B, I describe these sequencing technologies in more detail. Here, the following
description of technologies involved in DNA sequencing is sufficient.

DNA can be replicated at high efficiency using a process called polymerase chain reaction (PCR).
Further, DNA can be randomly cut into small pieces in a process called shearing. The sequence
of these small reads can then be read out by sequencing. Using PCR, followed by shearing and
sequencing, sequencing machines obtain sequence data in reads (the sequence of relatively short
DNA polymers) such that each base in the genome is represented (covered) by multiple bases in
the reads. For example, when it is known that a genome has a length of ~ 5 mega base pairs
(Mbp), as is the case for E. coli, and a total of 25 Mbp of read bases is generated, the genome is
said to be sequenced to a coverage of 5x.

The literature contains a lot of work that deals with estimating the necessary coverage for ob-
taining an organism’s genome, depending on the genome length, the read length, and other
parameters. One of the important early works is the one by Lander and Waterman (1988). An
extension of this model is due to Roach et al. (1995) who extend the results by Lander and Wa-
terman (1988) to whole-genome sequencing (the original model was formulated for the clone
fingerprinting problem). These articles provide mathematical models that allow to estimate the
success of a de novo sequencing project depending on the chosen parameters for the sequencing
process (and thus the necessary coverage).

Resequencing. When the reference sequence for an organism is available, resequencing exper-
iments can be performed for obtaining the sequence of an individual of the same or a similar
species. The aim is to identify similarities and differences to the selected reference sequence.

An important example for resequencing is obtaining the full genomic sequence of a human in-
dividual (the donor) using HTS. The sequenced information can then be used to determine the
donor’s genomic variations, e.g., the nucleotides at SNV positions. One aim of ongoing research
is to understand genomic predisposition for diseases. Studies aiming at correlating genomic fea-
tures with diseases or features of the individual (such as hair or eye color) are called genome-wide
association studies (GWAS).

Another example of resequencing has been performed by Izutsu et al. (2012). A strain of D. me-
lanogaster was kept in a dark environment for 57 years. The authors obtained a sample of this
strain’s DNA, sequenced it, and identified genetic adaption of this fruit fly strain to its dark
environment. Thus, resequencing allows the observation of evolution in terms of the genomes
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of individuals or populations.

While the reference sequence can be the genome of any particular individual, often a consensus
sequence of some sort is used. That is, after obtaining the sequence of a collection of individuals,
the most prevalent genotype (the wild-type) of a genomic location is chosen as the reference
for this location. Often, such a reference sequence is accompanied by a database of observed
polymorphisms, e.g., dbSNP. This allows to determine the genotype at a SNP position even if the
individual has the same nucleotide as the reference and no variant would be called without the
database information.

The current standard coverage for the resequencing of whole human genomes with Illumina
reads is 30-35x. The redundancy is required for covering most parts of the human genome and
also for allowing the reliable detection of variants. There is some discussion on which sequencing
depth should be used. For example, Ajay et al. (2011) found that at a coverage of 40x, reliable
genotyping is possible for 95% of the genome. These authors argue against using only a 30x
coverage for resequencing which, by their findings, leads to reliable genotyping of 90% or less of
the genome.

A typical software pipeline for the analysis of HTS resequencing data consists of the
following steps:

« The input consists of the considered organism’s reference genome and a set of HTS reads.

« The reads are first subjected to the preprocessing step: the quality of the reads is analyzed
in the quality control sub step and the correction of sequencing errors can be attempted.

« This is followed by the read mapping step: for each read, the sample location is searched
for in the reference genome. That is, this step attempts to find the location in the reference
genome that corresponds to the location where the read was sampled from in the donor
genome.

« After read mapping, the variant analysis step follows. In this step, the mapped reads are
analyzed for variants with respect to the reference genome.

1.3 Algorithm Engineering

Algorithm engineering (Sanders, 2009) is an approach for practical algorithm research and de-
velopment that is inspired by the scientific method by Popper (1934). An overview is shown in
Figure 1.2. This section describes the algorithm engineering approach as it applies to bioinfor-
matics and the work described in this thesis.

The aim of algorithm engineering is to develop practical solutions for algorithmic problems and
to analyze and understand their performance on real world input data sets. This aim is congruent
with the aims of this thesis. The algorithm engineering development process resembles a cycle of
the steps (1) design, (2) analysis, (3) implementation, (4) experiments. In Appendix C, I describe
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my contributions to software and algorithm engineering for the SeqAn algorithm library (Déring
et al., 2008).

Design Step. In the first step, the algorithm is designed, e.g., using existing algorithmic build-
ing blocks and data structures. In traditional algorithmics, algorithms are designed to have low
running time and memory usage. The considered problems are either solved exactly or quality
guarantees are sought for. Often in traditional algorithmics, running time and memory usage
are considered in big-O notation only, i.e., ignoring constant factors and summands, and on the-
oretical machine models.

In contrast, algorithm engineering seeks to create more practical solutions. For example, constant
factors are important since real machines have limited resources and doubling memory usage
might increase the cost by an even larger factor and make an algorithm economically infeasible
to use. Furthermore, algorithms do not just have to work on paper, but their implementation
must be feasible. Ideally, practical algorithms allow for simple implementation which often leads
to fewer bugs and good performance.

Also, for many AP-hard problems, no constant factor approximations are possible in general.
However, the real inputs might not be worst case scenarios, so heuristics might yield better
running times and sufficiently good results in practice.

Analysis Step. The next step is an analysis of the previously designed algorithm’s resource
requirements. The result of this step are bounds on the running time and memory consumption
of the algorithm. Further, realistic models should be used, e.g., using realistic models for disk I/O

algorithm realistic models

engineering real inputs

design }

falsifiable
{ analysis hypotheses,

\ induction
dedulction

perf. guarantees

experiments }

suorjeordde

[implementation} appl. engineering

algorithm libraries

. J

Figure 1.2: Overview of the algorithm engineering approach to algorithmics.
Adapted from (Sanders, 2009).
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when processing large inputs instead of assuming constant time memory access costs. This gives
important hints at whether the algorithm is practical for real input data sets at all. Ideally, better
performance guarantees can be deduced for the expected kinds of inputs than in the general case.

Implementation Step. Here, the algorithm is carefully implemented. To be of practical use,
implementations must be correct and have a low resource consumption. Conversely, incorrect
results or too high resource requirements (either by bugs or bad software engineering) can lead
to being impractical. If available, previously deduced guarantees can help as checks to determine
whether an implementation is of good quality.

In this step, there is a big overlap with software engineering and the best practices from this field
should be used. For example, comprehensive automated tests help with writing implementations
with fewer errors and not introducing regression errors in existing ones. Good documentation
helps sustainable software engineering and reuse. Ideally, the implemented algorithmic solutions
are made available as algorithm libraries such as MCSTL (Singler et al, 2007), STXXL (Dementiev
et al., 2008), or SeqAn (Doring et al., 2008) do.

Experiment Step. The implementation should then be tested on real data sets. In bioinformat-
ics, the comprehensive evaluation on real data is crucial since many important features of biolog-
ical data are not fully understood or hard to simulate. In many cases, data is available in public
databases such as GenBank (Benson et al., 2000), the Sequence Read Archive SRA (Leinonen et al.,
2011b), or the European Nucleotide Archive ENA (Leinonen et al, 2011a).

Despite the shortcomings, simulated data is very useful when there is no ground truth available
as is often the case in bioinformatics. Simulations are useful to complement the evaluation with
real world data. The results of the experiments can then be used to improve the current algorithm
design or create a new one.

The experiments should be driven by falsifiable hypotheses. For example, when an algorithm is
designed to work well for repetitive genomic regions then care has to be taken to create appro-
priate experiments and check whether this design goal was actually achieved.

1.4 Thesis Outline

In this thesis, I give an overview of the state of the art in the algorithmic aspects of resequencing
and describe my contribution to this field. The thesis is roughly structured after the typical
resequencing pipeline outlined above.

In this chapter, I gave an introduction to the biological background. In Chapter 2 I give formal
and mathematical preliminaries and describe some important fundamentals from the area of
bioinformatics. In Chapter 3 I give an overview of the currently used approaches and methods
in read preprocessing for quality control and read error correction. I discuss approaches for the
evaluation of read error correction tools and present an experimental study for the comparison
of read error correction methods. In Chapter 4 I give an introduction to and a formal definition
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for the problem of read mapping and describe the state of the art for read mapping approaches
and methods. Then, I present the RAZERS 3 read mapping method, the RaABEMA method for the
comparison of read mapping methods, and close with the description of an experimental study
of read mapping methods. In Chapter 5 I give an overview of current methods for the detection
and analysis of genomic variants. I then proceed to the description of the methods BasiL and
ANisE for large genomic insertion analysis and close with an experimental evaluation of these
two methods. Finally, in Chapter 6 I give a conclusion to the thesis.

10



Chapter 2

Preliminaries

In this chapter, I first give a description of the formal notation and terms used in this thesis in
Section 2.1. This is followed by a short description of linear scanning algorithms and sequence
alignment in Section 2.2 since these are two recurring topics in the thesis.

2.1 Mathematical Preliminaries

2.1.1 Logic
As usual, the logical operations and between two predicates p and ¢ is denoted as p A ¢ and the
operation or is denoted as p V q. Also, if p implies g, this is denoted as p — q.

Often, one needs an indicator function for a predicate. Given a predicate p, the indicator function
is defined as

2.1.2 Sets and Relations

Sets. Sets are denoted using curly brackets (e.g., {0, 1,2} denotes the set with three elements
0, 1, and 2). Dots are used to denote that a sequence continues with (e.g., {0,1,...,9,10}) or
without (e.g., {0,1,...}) abound. As usual, N is the set of the non-negative (natural) numbers
{0,1,2,...} and Z is the set of all integers {...,—2,-1,0,1,2,...}.

11
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The Cartesian product of two sets S7 and S is denoted as S7 x S3. S1 being a (true) subset of
Sy is denoted as S1 C Ss. S1 being a subset of or equal to S5 is denoted as S; C So.

The size of set S is denoted as |.S|.

Relations. A relation R over a set S is a set of ordered pairs (R C S x S). Given a set S and
a relation R over S, the membership of a pair in the relation (a,b) € R for a,b € S is denoted
as aRRb.

In this thesis, the following properties of relations are of interest. Given a relation R over set S
and a, b, c € S. The relation R is reflexive if aRa holds for all @ € S. The relation R is symmetric
if aRb — bRa holds for all a,b € S. The relation R is transitive if (aRb A bRc) — aRc holds
for all a, b, c € S. An equivalence relation is defined as a relation R that is reflexive, symmetric,
and transitive.

2.1.3 Sequences, Strings and Alphabets

A sequence (string) S over a set A (the alphabet) of length k is denoted as S = (sg, s1,...,8k-1)
(si € A). The length of S is denoted as |S]|.

The concatenation of two sequences S and 7' is written as S - T'.

Given a finite set A and a sequence S = (so, s1,...,Sk—1) of length k with s; € A for all 4.
S[i] = s; is called the i-th character of S for 0 < i < |S| (0-based string indices are used as is
common in the C programming language, for example). The empty string is denoted as &.

In this thesis, I use the alphabets DNa = {A,C,G, T} and DnaA5 = {A,C,G, T,N}.

Substrings. It is often convenient to have access to contiguous substrings. Given a string .S
and an integer i (0 < i < |S|).

The prefix of length n of S is defined as: prefix(s,n) := (sg,...,Sp—1). The suffix of length
n of S is defined as: suffix(s,n) := (sn,...,8g/—1). The infix from i to j in S is defined as:
infix(s,7,7) := (sS4, ..., 5j-1).

2.1.4 String Distance Metrics

Given two strings H and V' over an arbitrary alphabet. Often, it is of interest to measure how dif-
ferent or similar H and V' are. Two common and simple ways of measuring such string distances
are Hamming distance (Hamming, 1950) (see also (Gusfield, 1997, p. 403)) and edit distance (Lev-
enshtein, 1965) (see also (Gusfield, 1997, p. 215)).

Hamming Distance. Given two strings H and V of equal length /. The Hamming distance
0y, is defined as the number of mismatches between two strings:

12
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Edit Transcript. One common way of defining edit distance is using edit transcripts. An edit
transcript is a series of operations describing a transformation from one string into another. The
operations are the deletion of a character, the insertion of a character, and the substitution of a
character. The set of the first two operations is often abbreviated as indel. Further, a match
describes that a character remains unmodified. These operations are denoted as D, I, S, and M.
The first three operations are called edit operations.

Edit Distance. Given two strings H and V, each of arbitrary length. The edit distance 6. (H, V)
of H and V is defined as the minimal number of edit operations (thus excluding M) to transform
Hinto V.

A common visualization of a transcript is to write the two strings below each other, inserting gaps
between the characters in the case of insertions. An insertion yields a gap in the first sequence
and a deletion yields a gap in the second sequence. Gaps are often denoted as hyphens “~”. For

example:

transcript MMMSMMIMMMDMM
H CGATGCTAGT-TA
\% CGAAGC—-AGTATA

Hamming Neighborhood. Given an integer d, the Hamming neighborhood of a string S is
the set of strings that have Hamming distance < d to S.

2.1.5 Alignments

Often, “writing two or more strings below each other with gaps” is formalized as (tabular) align-
ments. The alignment contains a row for each string and each row has the same number of
characters. For characters, the alphabet A of the strings and a non-alphabet gap character “-”
are used. Alignments of two strings are called pairwise alignments. When more than two strings

are aligned, this is called a multiple sequence alignment (MSA).

Alignment Scores. Alignments are often used in the context of sequence comparison and
determining the similarity or distance of strings. For this, (pairwise) alignment scores can be
used. In this thesis, I use the following definition.

Given an alignment A of two strings H and V/ its pairwise alignment score is computed as

13



Chapter 2 Preliminaries

score(A) := Z d(A[0, 7], A[1, j]) + c - gap-opens(A),
J

where Ai, j] is the character from row ¢ at position j in the alignment, § is a function that
assigns a numeric value to a pair of alignment characters, and gap-opens(A) is the number of
gaps opened in A.

In the case of ¢ = 0, the score is called linear and otherwise it is called affine. The score for align-
ment of characters against gaps and c is required to be smaller than zero so they are penalized.

In some cases, gaps are not penalized at the beginning or end (begin gaps or end gaps) of the first
or second row and the score is called begin (or end) gaps free in first (or second) sequence. A global
alignment is an alignment that has no free begin or end gaps. When the alignment is begin and
end gaps free in the second sequence, it is called a semi-global alignment of V against . When
the alignment is begin and end gaps free in both sequences, it is called an overlap alignment of

H andV.

Given two sequences H and V' and a score function, I define the pairwise alignment problem as
finding a pairwise alignment for 4 and V' such that the alignment score is maximized.

MSA Scores. As often in the literature, the extension of alignment scores to multiple sequence
alignments is defined in terms of pairwise alignments in a sum of pairs score. Each unordered pair
of alignment rows is considered and I define the score of the MSA as the sum of the scores of the
pairwise alignment created by using the selected MSA rows as rows for a pairwise alignment.

2.1.6 String Search

In many applications, it is of interest to find a small needle (or query) sequence in a long haystack
(or database) sequence.

Exact String Search Problem. Given a needle NV and a haystack H, a match of N in H is
defined as a position p such that infix(H, p, p+|N|) = N. I define the exact string search problem
to find the leftmost match of N in H. A natural extension is the exact string search all problem
to find all matches of N in H.

Approximate String Search Problem. Given a needle N and a haystack H, a distance func-
tion 4, and a maximal distance k. Approximate string search is a relaxation of exact string search
by allowing errors in the match.

In approximate Hamming distance string search, J;, is used as the distance function. Again, a
match is identified by its position p in H. I define the aim to find the leftmost match p of N in H
such that oy, (infix(H, p,p + |N|), N) < k, that is the Hamming distance of the needle and the

14
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match is at most k. Again, the extension to the approximate Hamming distance string search all
problem is the natural one.

Similarly, in approximate edit distance string search, d. is used as the distance function. The
definition of a match for edit distance matches is more involved and I will discuss it in Chapter 4.
For now, let a match be identified by its position p and length /. I define the aim to find the
leftmost match p of length ¢ such that o, (infix(H, p,p + ¢), N) < k.

It is one of the aims of Chapter 4 to give a precise formulation of approximate string search using
edit distance, especially when considering multiple matches.

2.2 Algorithmic Background

The Terms Approach and Method. In this thesis, I use the terms approach to describe a
class of algorithms for solving a specific problem. An example for an approach is the divide-and-
conquer approach for comparison-based sorting.

I use the term method to describe a realization of one or more approaches. Thus, QUICKSORT
and MERGESORT are both methods for sorting following the divide-and-conquer approach for
comparison-based sorting.

2.2.1 Alignment Algorithms

Efficient algorithms for finding optimal pairwise alignments are well-known early results of
bioinformatics. Needleman and Wunsch (1970) described an efficient solution to compute gen-
eral pairwise alignments with linear gap scores while Gotoh (1982) found an extension that also
works with affine gap scores. Both solutions are based on dynamic programming and have run-
ning time and space consumption of O(n - m) where n and m are the lengths of the first and
second sequence.

Here, the NEEDLEMAN-WUNSscH algorithm is described for linear gap costs g and for sequences
H and V. The used score function for scoring a pair of alignment characters is called s. The
solution is based on a dynamic programming (DP) matrix F’ with |H| + 1 columns and |V| 4+ 1
rows. Algorithm 2.1 shows the algorithm and Figure 2.1 gives an example.

F[i, j] is the entry of matrix F' in row ¢ and column j. The DP solution is based on a recurrence
relation. The base cases are given by F'[i,0] := i-g and F[0, j| := i-g. The recurrence relation is
Fli,j] := min(F[i—1, jl4+g, F[i,j—1]4+g, Fli—1, j—1]4+s(V[i], H[j])). The arguments to min
are the score for inserting a gap in V) inserting a gap in H, and aligning two string characters.

Besides storing the value of F'[i, j], each cell also stores a pointer (having a value from {+, 7, })
to indicate which one of the arguments to min was used. Note that there might be ambiguities,
but picking any best cell for basing the next store upon yields an optimal result of the algorithm.

After computing F' in quadratic time, the algorithm can now compute an optimal alignhment in
linear time in the traceback step. To compute an alignment with no free end gaps, the algorithm

15
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Algorithm 2.1: The NEEDLEMAN-WUNSCH algorithm for computing global alignments.

Input :H,V // sequences to align
s // pairwise score function
gap-cost // gap cost of scoring scheme
Output : bestScore // score of best alignment
t // transcript representing alignment using

// M, I, D for match/mismatch, insertion, deletion

// allocate matrix and initialize first row and column
F < new (m+ 1) x (n + 1) matrix
Fi- gap-cost,0] <— (i,T) fori<—0...m
F[0,j- gap-cost] < (j,«—) forj<« 0...n
// fill matrix in column-wise fashion
fori< 1...mdo
forj< 1...mdo
match < (Fli —1,j — 1]+ s(H[i — 1], V]i — 1]),\)
insert <— (F'[i — 1, j] + gap-cost,?)
delete < (F'[i,j — 1] + gap-cost, <)
Fi, j] - min(match, insert, delete)
end

end

// compute traceback
bestScore < F'[m, n]
tyi,j« (),m,n

while (7, j) # (0,0) do

switch pointer (F[i, j]) do
case T
prepend(t,I)
i—i—1
case
prepend(t,D)
jj—-1
case \
prepend(t,M)
ijei—1,j—1
endsw
end

return bestScore, t

// compared by score
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El o -1 -2 -3 -4 -5 -6 -7
c| -1 1+ o0 -1 -2 -3 -4 =5
G| -2 0o 2 1 0 -1 -2 -3
Al -3 -1 1 3 2 1 0 -1

A -5 -3 -1 1 3 3 2 3

Figure 2.1: Example of a dynamic programming matrix for aligning two sequences. The match
score is 1, mismatch and gaps are penalized with —1. The scores and all possible pointers are shown
for each cell. The selected pointers are highlighted in red and give a chosen trace.

starts in cell (m, n) and follows the stored pointers to cell (0, 0). A traversal of a pointer 1 inserts
a gap in the H, < inserts a gap in V, and \_aligns two characters.

When gaps at the end of H are to be ignored in the score, the traceback starts from the highest-
scoring matrix cell in row m and traceback starts at the highest-scoring matrix cell in column
n for free gaps in V. A simple extension is to search both column n and row m for the highest-
scoring cell if end gaps are free in both sequences.

Since the NEEDLEMAN-WUNSsCH algorithm is of practical importance, there is a number of robust
and efficient implementations, including the NEEDLE program in the EMBOSS (Rice et al., 2000)
package and functions in the SeqAn (Doéring et al., 2008) library as well as the SeqAn program
PAIR_ALIGN.

2.2.2 Alignment Kinds

As mentioned in Section 2.1.5, allowing different begin and end gaps to be free leads to different
kinds of alignments. In this section, I enumerate those of interest in this thesis and introduce a
nomenclature to make the description more precise. Figure 2.2 shows examples for the different
kinds of alignments.

Global Alignments. For global alignment, both begin and end gaps are not free which makes
most sense if the sequences are expected to be similar or originate from a common ancestor. The
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Figure 2.2: Examples of (a) a global alignment, (b) a semi-global alignment, and (c) an overlap
alignment.

edit distance between two sequences is an example for a global alignment with match score of 0,
and mismatch and gap scores of —1. Figure 2.2a shows an example for a global alignment.

Semi-global Alignment. Without loss of generaliy, in the case that sequence H is longer than
sequence V" and V is expected to be similar to only a part of H, it makes sense to align V' to H
in a semi-global alignment. Begin and end gaps are free in the row of V' but not of H. Figure 2.2b
shows an example of a semi-global alignment.

Overlap Alignments. Consider the case that the suffix of a sequence H is similar to the prefix
of another sequence V. In this case, the sequences can be aligned with free end gaps in the row
of H and free begin gaps in the row of V. Figure 2.2c shows an example of an overlap alignment.
Here, H hangs over to the left (and aligns to gaps at the beginning of the row of V) and V' hangs
over to the right (and aligns to gaps at the end of the row of H).

Containment Alignments and Overlaps. When no sequence in a pairwise alighment hangs
over the side of the other (at most one alignment row has leading and/or trailing gaps) then this is
called containment alignment. When considering overlap alignments, this is called a containment
overlap. Figure 2.2a and 2.2b show examples of containment alignments.

2.2.3 Linear Scanning Algorithms

Linear scanning is an algorithmic technique for efficiently analyzing points and intervals on the
line. Such objects may be genomic coordinates or regions on the genome. The approach is similar
to the sweep-line technique from computational geometry (Shamos and Hoey, 1976) where one
dimension is swept in a linear fashion to simplify the problem at hand.
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This technique is best explained with an example. Given a set of integer points and intervals, let
the task be to count the highest number of overlapping objects along the line.

Without loss of generality, the intervals are given as half-open intervals [a, b) and points are
represented as [a, a). For applying the technique, the intervals [a, b) are converted into a sorted
list of events, one for the start of the interval and one for the end of the interval. Each event is
represented by a pair (p, e) where p is a point or genomic position and e is a boolean flag that
indicates whether the event is an open or a close event. The pairs are sorted lexicographically
(the flag values compare OPEN < CLOSE) and then processed in their lexicographic order. The
algorithm considers each event only once and only performs a local operation using this infor-
mation. When designed carefully, such algorithms can run with low memory requirements and
be very fast.

In Algorithm 2.2, I give a solution to the problem of computing the maximal depth (coverage) of
intervals and points on the line. The input is a lexicographically sorted list of events containing
a start and end event each for each point and interval. For example, this can be used to compute
the maximal coverage given a list of read alignments. It is easy to extend this to writing out
all alignments that are in regions below a certain coverage. Also, it is possible to extend the
description above by allowing to attach arbitrary data to each interval and event. Further, it is
not necessary that all events are known before starting processing, but they can be generated by
another process as long as the linear scanning algorithm processes them in sorted order.

Algorithm 2.2: An algorithm for computing the maximal coverage of a multi-read alignment.

Input : events // sorted list of events (p,e)
Output: M < 0 // highest coverage

// initialize counter
m<+ 0

// process all events
for (p, e) in events do
if e = oPEN then
‘ m<+ m+1
else
‘ m<— m—1
end
M = max(M, m)

end
return M

2.2.4 Suffix Trees

The suffix tree is a versatile data structure for representing the structure of a string. A detailed
description and discussion of suffix trees can be found in (Gusfield, 1997, part II). In this section,
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I

Figure 2.3: The suffix tree for the word BANANA.

I give a short description and some simple properties of suffix trees that apply to the contents of
this thesis.

Definition 2.1 (suffix tree (Gusfield, 1997)). A suffix tree for a string S of length ¢ is a rooted
directed tree with the following properties.

e The tree has { leaves numbered 0 to ¢ — 1.

e Each internal node except the root has > 2 children.

e Each edge is labeled with a nonempty substring of S.

¢ No two edges of a node can have edge labels beginning with the same character.

e For any leaft, the concatenation of the edge labels of the path from the root to i exactly spells
out the suffix of S that starts at position i.

To ensure that a suffix tree exists, a non-alphabet character $ is appended to the text. Figure 2.3
shows a suffix tree for the word BANANA. Suffix trees have a wide number of applications, includ-
ing exact and approximate string search. Generalized suffix trees are a variant of suffix trees that
allow to store the sequence of a set of strings. Suffix trees can be represented by different data
structures that improve on the time and memory characteristics of the pointer-based suffix tree
data structure and algorithms building and using it.
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Data Preprocessing

The read error correction method FIoNA was developed in collaboration with Marcel Schulz, David
Weese, Victoria Dimitrova, Sijia Niu, Knut Reinert, and Hugues Richard. We presented the method at
the European Conference on Computational Biology 2014 and published it in Bioinformatics (Schulz
et al, 2014):

M. H. Schulz, D. Weese, M. Holtgrewe, V. Dimitrova, S. Niu, K. Reinert, and H. Richard. Fiona: a
parallel and automatic strategy for read error correction. Bioinformatics, 30, 17:1356-63.

My contribution was mainly to the experimental evaluation that was continuously performed during
the development of FIONA. In this chapter, I describe the state of the art in data preprocessing and read
error correction and then focus on the aspects of the experimental evaluation of read error correction.

Modern sequencing machines produce reads in a highly automatized fashion and vendors often
market their technology as “push button” products. Nevertheless, sequencers still perform bio-
chemical experiments and rely on visual or electronic components such as CMOS camera chips
for measuring light intensity signals. Neither are these experiments perfect nor do the visual and
electronic components produce noise-free signals.

The sequencing machines themselves incorporate means to reduce the noise in these signals.
Despite this, the downstream analysis has to deal with errors in the sequencing data (sequencing
errors). In Appendix B, I give a general overview of important sequencing technologies. In this
chapter, Ifocus on the important sequencing technologies from 454/Roche (Margulies et al., 2005),
[lumina (Bentley et al, 2008), and on IonTorrent/IonProton by Life Technologies (Rothberg et al.,
2011).

During sequencing, errors do not occur uniformly at random. Rather, the errors follow certain
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platform-specific profiles and there exist biases depending on the used sequencing platform. The
process of determining the base at a position in the read is called base calling. Generally, the
probability of an error increases over time during the sequencing process. Thus, bases called
earlier generally have a lower error probability than those called at a later stage. Furthermore,
the chemistry and other technology used can cause biases in the data.

In the remainder of this section, I give a summary of known error profiles and biases to set the
scene for read data quality control and read error correction described later in this chapter.

In Illumina data, the dominant kind of error are substitutions while indel errors occur at a lower
probability. Dohm et al. (2008) and Quail et al. (2012) found that sequence-dependent errors and
biases are also present in Illumina data. In 454 data, indels are the dominating kind of error and
are caused by calling wrong lengths of long homopolymers (stretches of the same nucleotide).
Gomez-Alvarez ef al. (2009) found that 454 data exhibits biases for reads starting at the same
or very similar positions lead to artificial replicates. Bragg et al. (2013) found that data gen-
erated by IonTorrent machines from Life Technologies also has indels as its dominating error
kind. However, IonTorrent data was found to be more prone than 454 data to deleting existing
homomonopolymers and inserting nucleotides that do not exist in the sequenced molecule.

Ross et al. (2013) compared Illumina, IonTorrent, and Pacific Biosciences data and found biases
depending on GC content (the percentage of G and C in the genome sequence). They report
that Pacific Biosciences data is least prone to such biases, followed by Illumina, then IonTorrent.
The authors conclude that the bias depends on the used chemistry and also changes when the
chemistry is updated.

During base calling, the HTS machines also compute estimates on the probability of a base call
being correct and annotate each base with a quality value. Today, the de facto standard is using
the FASTQ file format (Cock et al.,, 2010) and annotating bases with phred qualities (Ewing and
Green, 1998). Phred qualities are base-wise error probabilities encoded into a printable ASCII
character, originally introduced in the PHRED (Ewing and Green, 1998) base caller for capillary
sequencing. This quality information can be used to ignore low-quality bases in variant calls or
ignore reads that have too many low-quality bases.

Structure of This Chapter. The topic of this chapter are strategies for dealing with erroneous
sequencing data in a preprocessing step. The first step in quality control usually is getting met-
rics summarizing the sequencing data quality. This is eventually followed by removing possibly
erroneous reads or read ends based on read base qualities. In Section 3.1 I describe approaches for
these two steps. It is desirable to detect errors from the raw read data and correct them instead
of removing reads or read suffixes. In Section 3.2 I describe approaches for read error correction
and list some important methods. This includes FioNa, the read correction method that I have
contributed to. In Section 3.3 I discuss methods for the evaluation of read error correction ap-
proaches and in Section 3.4, I give the results of an experimental study of read error correction.
In Section 3.5 I give a conclusion to this chapter.
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Figure 3.1: Bar chart of the per-base quality values for a 40 bp Illumina data set as visualized by
FasTQC.
Source: http://www.bioinformatics.babraham.ac.uk/projects/fastqc/

3.1 Quality Control Measures

Read Quality Metrics. In any environment, having a good measure on the quality of data is
the requirement for any profound action to ensure or possibly to improve the quality thereof.
FasTQC (Andrews, 2010) is a popular tool for computing and visualizing summary metrics for
HTS read data. The results produced by this program include statistical values on the distribu-
tion of base quality values for each position in the read, the GC content, content of N (non-called)
bases, and k-mer content shared with known contaminant sequences. Figure 3.1 shows a screen-
shot of the FastQC report window.

FasTQC is a good representative of quality control (QC) tools in that it provides a comprehensive
list of features. Other packages for QC, such as the FAsTX Tooirk1T (Gordon and Hannon, 2010),
provide similar functionality.

Read Trimming, Read Removal, and Contaminant Removal. As mentioned earlier, the
probability for an error increases over the sequencing process and thus along the length of the
reads. This is also visible in the base quality values as can be seen in Figure 3.1 for a set of [llumina
reads.

Isolated errors are not as problematic as multiple consecutive errors (stretches of erroneous bases).
In applications such as de novo sequencing or read mapping, single base miscalls can usually be
resolved using the information from neighboring bases and redundancy in sequenced bases. A
common approach (e.g., as taken by Bolger et al. (2014)) is to detect regions of low quality bases
by using sliding windows of the read and to consider the average quality value in the window.
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Depending on the specific method, the position of the stretch in the read, and the overall read
quality, the read is then trimmed (everything right of and including the low quality stretch is
removed) or the whole read is removed completely from further consideration.

Another source of errors are contaminants, i.e, sequence that is present in the read but not
in the sample of interest. This kind of errors includes the sequence of adapters and barcodes.
Adapters and barcodes are both short sequences at the ends of the reads. They are not part of
the sequenced sample but are attached to the reads for technical reasons. Since the sequence of
adapters and barcodes is known, a search for them can be performed in the reads and the cor-
responding sequence can be trimmed away. Popular tools for read trimming, read removal, and
adapter removal include the FAsTX Toork1T (Gordon and Hannon, 2010), TRiMmMoMATIC (Bolger
et al., 2014), and FLEXBAR (Dodt et al., 2012).

A further example for sample contamination is sequence from the Eppstein-Barr virus that
is commonly used in cell cultures for technical reasons (Laurence et al., 2014). The Univec
database (Kitts et al) contains the sequence of many known contaminants and can be used
for removing reads containing contaminant sequence.

3.2 Read Error Correction Approaches

While the removal and trimming of reads based on base quality is an effective measure, it leaves
undetected and isolated errors remaining in the reads. It would be beneficial to correct these
errors after quality-based read quality control to remove remaining errors or even before so that
less bases need to be removed in QC. In this section, I describe the approaches for read error
correction and their underlying ideas.

Genomes are usually sequenced at a sufficiently high coverage, such that the read data contains
redundant information. The fundamental idea behind read error correction is to use this redun-
dancy for first identifying errors and then correcting them. If the true alignment of the reads
to the genome sequence was known, one could easily identify errors as singular (or very low
frequency) deviations from the other reads overlapping with the erroneous base. However, read
error correction should also work when the reference genome is unavailable.

Note that this fundamental idea is limited to scenarios where low and high coverage can be
used for discriminating between correct and erroneous sequence (Kelley et al, 2010). In the
case of RNA-seq, for example, the abundance of sequence in the sequencing run depends on the
abundance of the sequence in the sample. The abundance of sequence in the sample, however,
cannot be assumed to be uniformly distributed. In fact, in RNA-seq, one is often interested in
measuring the difference in abundance levels. However, the fundamental idea can be applied to
the important cases of exome and whole genome sequencing.

Read error correction is an important topic in sequence assembly. Thus, early assemblers for
Sanger reads include error correction modules based on the two older approaches spectral align-
ment and multiple sequence alignment. For example, EULER (Pevzner et al, 2001) provided error
correction based on spectral alignment and ARACHNE (Batzoglou et al., 2002) uses error correction
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based on multiple sequence alignment. Because of the high data volumes, the first assemblers
for short HTS reads relied on the computationally less expensive spectral alignment approach,
e.g., EULER-SR (Chaisson et al.,, 2004). Recently, a new approach based on suffix trees has been
introduced by Schréder et al. (2009) in the context of HTS read correction. Also recently, the
multiple sequence alignment approach has been revived by Salmela and Schréder (2011) for HTS
data.

I close this introduction with the note that there is no common formal definition of a READ-
ERROR-CORRECTION PROBLEM. Rather pragmatically, the aim of read error correction is to obtain
the actually sequenced nucleic sequence from the possibly erroneous reads. Within the imple-
mentation of read correction methods, however, the selection of a specific correction from a set of
candidate correction is often formulated as an optimization problem. Examples are the spectral
alignment problem described below and our formulation for optimal error correction selection
in (Schulz et al., 2014).

In the remainder of this section, I describe the basic idea behind the three approaches.

3.2.1 The Spectral Alignment Approach

A rough approximation of a window over the true read alignment against the reference is to con-
sider the k-mers in the read data set. Assuming approximately uniform coverage of the donor, a
k-mer without an error will in general not be unique since other reads will overlap and contribute
the same k-mer. However, a k-mer that has an error will in general have a very low frequency
or even be unique.

Figure 3.2 shows the k-mer spectra of the genome of E. coli and a 30x Illumina read data set of
E. coli for k = 15. The spectrum shows the abundance of k-mers with a certain frequency. Since
E. coli (Figure 3.2a) has a fairly simple genome with few repeats, most k-mers are unique. When
sequencing without errors and bias, one would expect a coverage of 30x for all unique k-mers.
In contrast, a typical k-mer spectrum for read data sets looks as shown in Figure 3.2b. Uneven
coverage leads to the bell shape to the right (good k-mers). Sequencing errors are unique to one
read or only occur in few reads and thus cause many k-mers with low frequency (bad k-mers).

The first step in spectral alignment-based methods is to find a threshold to separate the k-mers
that have a low frequency (bad k-mers) and are tentatively erroneous from those that have a
higher frequency and are tentatively correct (good k-mers). The second step is then to correct
the erroneous k-mers. Note that the set of good k-mers can contain erroneous k-mers (and vice
versa for the bad k-mers), but they tend to contain mostly correct k-mers (respectively erroneous
k-mers for the set of bad k-mers).

This first step is often solved by using prior knowledge of a sequencing platform’s error profile.
For example, QUAKE (Kelley et al., 2010) and EcHo (Kao et al., 2011) fit distributions to the k-mer
spectrum of the input read data set. These distributions are selected based on knowledge about
Mlumina data which they focus on. Other methods such as BLUE (Greenfield et al., 2014) write
out a histogram for the k-mer coverage similar to the one in Figure 3.2b and let the user select
the threshold manually.
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Figure 3.2: The k-mer coverage of (a) the E. coli genome and (b) a 30x coverage Illumina read data
set for E. coli. In both cases, k was set to 15. For both (a) and (b), there exist k-mers with higher
frequencies than 10/50 but the = axes were limited to interesting intervals since the abundance of
the number k-mers was very small.

The spectral alignment approach obtained its name from the idea for performing the second step:
by modeling the read error correction problem as a spectral alignment problem. The following
definition follows the one by Pevzner et al. (2001).

Definition 3.1 (Spectrum, T-string). Given an alphabet A and an integer k. A set'I" of k-mers over
A is called a spectrum. A string S is a T-string if all of its k-mers belong to T

Definition 3.2 (Spectral Alignment Problem). Given a string S and a spectrumT', find the minimal
number of substitutions for S such that S becomes a T'-string.

In the setting of error correction, the set of good k-mers is used as 1" and the aim is to update all
reads containing bad k-mers such that each of these reads becomes a T-string. A naive solution
is to enumerate the Hamming neighborhood for each bad k-mer until a good k-mer is found.
However, most modern methods just use the spectral alignment problem as an inspiration and
implement more sophisticated means than a simple Hamming neighborhood enumeration. For
example, QUAKE uses base quality values to guide the correction by base substitution and Ecao
even includes platform specific substitution error biases in its internal statistical models.

Further, practical spectral alignment-based methods often include other heuristics for removing
errors or include additional features that attempt to make the method more suitable for biological
data. For example, QUAKE also trims reads using base qualities and EcHo tries to recognize
heterozygous SNVs from diploid genomes so that they are not treated as sequencing errors.

Note that it is crucial to select an appropriate value for k. Too small values lead to high frequen-
cies just by chance and thus a high noise-to-signal ratio while too large values would make too
many (or even all) k-mers unique. Also, errors in repeat regions are harder to detect. A substitu-
tion error in a k-mer with high frequency might change it to another k-mer with high frequency.
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This is more probable for k-mers from repeat regions than from regions with relatively unique
sequence (Kelley et al, 2010).

3.2.2 The Substring Tree Approach

The most recent approach for read error correction is based on substring trees and was pioneered
by Schroder et al. (2009). The tree is built from the reads and their reverse-complements. This
approach is based on the following observation when considering the generalized suffix tree (see
(Gusfield, 1997, p. 116) and Section 2.2.4) of HTS read data sets.

Let each edge of the tree be weighted with the number of leaves below it. Below a certain level,
the tree becomes sparser and the methods following the substring tree approach consider this
sparser region. In the spectral alignment approach, substitution errors lead to k-mers with a low
frequency. In the substring tree approach, there is a similar correspondence: substitution errors
lead to sparse branches while having siblings with a high density. This can be used to detect
substitution errors and there are similar motifs in the tree for indel errors in the reads. Figure 3.3
shows an example. Similarly to the spectral alignment approach, corrections in unique regions
show a stronger signal than those in repeat regions.

After identifying a branch as potentially erroneous, methods following the substring tree ap-
proach perform a local search in the branches of the tree around the error. In the case of
SHREC (Schroder et al, 2009), the read sequence and the neighboring nodes are considered to
select a correction. This correction is then applied to the read sequence and the tree is updated
accordingly.

SHREC (Schréder et al., 2009) introduced the substring tree approach for correcting substitution
errors on [llumina data. Salmela (2010) published an improved version of SHREC, called HYBRID-
SHREC, that works on reads of different length, can correct ABI SOLiD reads, and can also correct
indel errors. This makes the method suitable for 454 and IonTorrent data as well.

Both SurEC and HYBRID-SHREC use the suffix trie data structure. To lower the memory require-
ment, HiTec (Ilie et al., 2011) improves on SHREC by using the suffix array data structure (Gusfield,
1997, p. 149) and also determines more parameters automatically.

FioNA  (Schulz et al., 2014) is another recent method for read error correction based on substring
trees. We introduced a criterion for optimal error correction and a statistical framework for
detecting errors. Further, the tool features auto-tuning of parameters which make it easier to
use, an efficient parallel tree traversal to save running time, and uses partial suffix arrays for
saving memory. FIONA is applicable to both Illumina and indel-prone data such as generated by
454 and IonTorrent technology.

3.2.3 The Multiple Sequence Alignment Approach

The multiple sequence alignment approach was originally conceived for Sanger reads. The un-
derlying idea is to compute multiple sequence alignments for similar reads and use them for
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Figure 3.3: Example of a substitution error and its effect on the substring tree (shown above) and
the actual read alignment against the reference (shown below, reference in green). The substring
tree is shown schematically as a triangle, the paths through the tree are shown as lines.

Adapted from (Schréder et al., 2009, Fig. 3).

detecting and correcting errors. Recently, it has been scaled to the data volumes of HTS in the
CoraL method (Salmela and Schréder, 2011).

CoraL uses k-mers for rapidly identifying similar reads. The reads are then aligned to each other
and an approximate MSA is obtained by iteratively building the consensus of the reads selected
as similar. Errors are then detected by looking at deviations in alignment columns and also at
the base quality values. The detected errors are corrected using a column’s consensus character.
CoraL supports the correction of both substitution and indel errors and its authors claim that the
method is very flexible and can be applied to future sequencing platforms by “parameter choice
on the command line” (Salmela and Schréder, 2011).

3.3 Read Error Correction Evaluation

Originally, read correction was considered as a preprocessing step for whole genome assemblers.
Similar to the setting of assembly, the evaluation of read error correction is complicated by not
having a perfect ground truth for real data. Each publication describing a read error correction
method contains an experimental evaluation, often using different metrics for the evaluation.
In this section, I give an overview of the evaluation methods found in the literature and an
assessment of the metrics themselves.
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3.3.1 Evaluation Approaches

Simulated vs. Real Data. Earlier studies used simulated data to evaluate the performance of
the read error correction (Kelley et al., 2010; Salmela, 2010; Schréder et al., 2009). The advantage of
simulated data is that the ground truth is known. As in many areas of bioinformatics, simulated
data can be used to complement the evaluation of error correction tools with real data but it
cannot replace it. The error profiles and biases of HTS platforms are complex, as also described
by Dohm et al. (2008) and Quail et al. (2012). Thus, it is disputable how much the performance of
a read error correction method on simulated data correlates with its performance on real world
data.

Downstream Analysis Result Evaluation. One way to circumvent this issue is to subject the
corrected and uncorrected data set to downstream analysis where the result comparison might
be more straightforward.

The studies by Schrader et al. (2009), Kelley et al. (2010), Salmela (2010), and Salmela and Schroder
(2011), pass the corrected and uncorrected read data set to a de novo assembler. The number of
errors in a read data set has an influence on the resource requirements of assemblers and their
quality (Kelley et al, 2010). To measure the influence of the correction on these values, the
authors measure the running time and memory usage of the assembler on the data sets before
and after read correction. Further, they consider common assembly evaluation metrics such as
the N50 score and the number of contigs. The N50 score for an assembly that consists of a set of
contigs is similar to a median and computed as follows. Sort the contigs descendingly by length
and pick the longest contig C' such that the sum of the length of all contigs longer than C'is at
least half the sum of all contigs in the assembly.

Another application of read error correction is before the read mapping step in a variant calling
pipeline. The studies by Salmela (2010) and Kelley et al. (2010) subject the read set before and
after correction to read mapping and (in the second case) the mapped reads to SNV calling. The
authors could show that the read mapper could align more reads and that SNV calling improved
after error correction.

The evaluation of assemblers is a non-trivial task itself (Salzberg et al., 2012). Read mapping
is a simpler problem than de novo assembly but counting alignable reads itself is not an ideal
metric (Holtgrewe et al,, 2011). Thus, the evaluation depends on the quality of the assembly, read
mapping, and SNV calling software. Each of these methods also has means implemented to deal
with sequencing errors itself that might cause further biases in the evaluation (see also (Ilie and
Molnar, 2013)).

Kelley et al. (2010) use two well-known bacterial genomes and reads from one of the bacteria for
the evaluation using SNV calling. While such an evaluation is very useful and interesting, it is
limited to the cases where high-quality genomes are available for two closely related organisms.

Obtaining a Gold Standard by Read Mapping. In the evaluation of their error correction
method RepPTILE, Yang et al. (2010) introduced the gain metric that is explained below in Sec-
tion 3.3.2. This metric requires some ground truth and obtains an approximation thereof by first
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aligning the reads from the evaluation to the genome of the same organism or a closely related
one. The reference sequence at the read alignment location is then used as the ground truth for
each read.

On the one hand, this has the disadvantage that the sequenced individual has at least some small
variation with the reference. Thus, the read mapping locations might not be completely correct
and variation will be called as errors remaining in the data in the evaluation. Also, reads that
could not be aligned before correction are subsequently ignored in the evaluation.

On the other hand, a good reference is known for many important organisms. Thus, ground truth
(or gold standard) is easy to obtain. At the time of writing, the gain metric has been established
as the de facto standard metric for the evaluation in read error correction and used in studies by
Yang et al. (2013, 2010), Salmela and Schroder (2011), Schulz et al. (2014), and Greenfield et al.
(2014).

Exact Search of Corrected Read in Reference. Ilie and Molnar (2013) introduced an al-
ternative approach. After correction, the reads are searched for in the used reference genome
without allowing any errors. The authors then report the percentage of reads that could be found
in this search.

While this approach circumvents possible ambiguity problems by read mapping before correc-
tion, it also has its limitations. One limitation is that the reference is taken as an absolute gold
standard and no genomic variation is allowed. This requires a reference genome that is very
close to the sequenced organism. Secondly, only corrections that lead to reads identical to the
gold standard are counted.

Because of these limitations, I do not consider this evaluation approach further below. Instead, I
build the gold standard from the read mapping results as described above.

3.3.2 Evaluation Metrics

In this section, I will first introduce the common metrics from the literature in the case that
only substitution errors are corrected. Then, I extend the definitions to edit distance and discuss
limitations.

Note that the study by Schrdder et al. (2009) counts correct and incorrect reads before and after
correction. While a possibly useful measure for short 36 bp Illumina reads that rarely have more
than two errors, it is of less use for present longer > 100 bp Illumina reads. Thus, I will not
consider it further in this exposition.

Substitution Error Metrics. In read error correction, the ground truth for a read is the true
sequence of nucleotides. This ground truth is used to compute error metrics by computing the
distance between the read and its ground truth. A gold standard for the ground truth can be
obtained by aligning reads against the reference of the organism as explained above. When only
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Figure 3.4: Example of read alignments before and after correction, (a) only in the presence of
substitution errors and (b) also in the presence of indel errors. In (b), the corrected base is circled.

considering substitution errors, Hamming distance is used to compute the errors of the read
before and after correction.

Figure 3.4a shows an example for this. The columns of the alignment after correction have been
assigned a background color based on one of four cases: (1) white for unchanged bases that are
correct before and after correction, (2) gray for uncorrected bases that are incorrect before and
after correction, (3) green for corrected bases that were erroneous before correction but have
been corrected afterwards, and (4) red for introduced errors on bases that were correct before
correction but are erroneous afterwards.

Read error correction methods can be interpreted as classifiers. A changed base is interpreted as
being classified as erroneous, an unchanged base as being classified as correct. Using the gold
standard, one then counts (1) unchanged bases as true negatives (TN), (2) uncorrected bases as
false negatives (FN), (3) corrected bases as true positives (TP), and (4) introduced errors as false
positives (FP). From this, the common statistical metrics sensitivity, specificity, and false discovery
rate (FDR) are derived:

sensitivity = TP /(TP + FN),
specificity = TN/(FP + TN),
FDR = FP/(TP + FP).

Also based on these values, Yang et al. (2010) introduced the gain metric as:

gain = (TP — FP) /(TP + EN).

The counts for TP, FP, and FN are determined over all reads. That is, the gain is the net number
of errors removed, normalized by the sum of the errors before correction.
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It can first be observed that (TP — FP) is equal to the sum of the differences of the Hamming
distance between all reads and their gold standard after and before correction. Further, the sum
(TP+FN) can be computed as the sum of the Hamming distance between all reads and their gold
standard after correction. Thus, the gain can be computed from the Hamming distance before
and after correction alone.

Two further useful metrics are the base-wise error rate before and after correction. These metrics
can be computed by dividing the sum of the Hamming distances between reads and their gold
standard by the total number of bases in the read set. It can be secondly observed that the (base-
wise) error rate before correction is (TP + FN)/n where n is the total number of read bases
and the error rate after correction is (FN + FP)/n. Since the difference in error rate before and
after correction is (TP — FP) /n, the gain metric is a summary of the error rates before and after
correction.

Error Metrics in the Presence of Indels. The first observation also holds for edit distance,
i.e., with indel errors present. That is, the gain can be computed from the difference of the edit
distance between reads before and after correction to a gold standard. However, the computation
of the other metrics is not straightforward when indels are present.

Yang et al. (2010) originally used the gain metric in the context of Hamming distance only and
extended it to edit distance in (Yang et al, 2013). Their approach for this is as follows. They
consider the alignment of the read before correction against the reference. For each erroneous
base, they collect a quadruple (p, o, ¢, w) where p is the position in the genome, o is an offset
in gaps in the reference, c is the correct base (the reference base, can be “—” for gaps in the
reference), and w is the wrong base in the read. Algorithm 3.1 computes these quadruple sets.

The sets B and A contain the quadruples for the errors before and after correction. The true
positive count is then computed as | B \ A|, the false positive count as | A \ B|, and the number
of false negatives as |A N B|. The number of true negatives is the number of reference positions
before correction that are neither in A nor in B.

This approach works for the majority of cases. In manual inspection of random alignments before
and after correction, I observed only very few cases where the counting in Algorithm 3.1 yields
incorrect results and correct results otherwise. I found that these cases stem from the following
shortcomings of the counting approach.

First, the error correction method might choose to correct a substitution error towards the ends
of the read by an indel operation. In this case, the true alignment would need to be extended to
the left or to the right in the reference to get an optimal semi-global alignment against the gold
standard mapping location. This problem could be alleviated by aligning the read semi-globally
within an environment of the original mapping location. This in turn would introduce a problem
with the counting described in Algorithm 3.1 in the case that the alignment shifts to either side,
leading to incorrect counts.

Second, even when ignoring such problems of changing begin and end positions of the best
alignment in the reference using edit distance there are ambiguities that can lead to errors. Con-
sider Figure 3.4b. The edit distance before correction is 3 and it is 2 afterwards, yielding a gain
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of 1. Also, only one correction is made (the base is circled before and after correction) but Al-
gorithm 3.1 counts two corrected bases and two introduced errors. This is caused by ambiguity
of alignments with gaps as explained in Section 2.2.1. In this case, it is caused by the alignment
algorithm placing gaps in the second sequence at the rightmost position in case of ambiguities.
For this read and reference, the problem would not appear if the gaps were placed at the leftmost
position. It is easy to verify that reversing both read and reference would lead to a corresponding
case for an alignment algorithm that places gaps at their leftmost position.

The base-wise error rate can be used in the presence of indels without problems. The computation
remains the same, but instead of Hamming distance, the edit distance metric is used.

Assessment of Metrics. Despite its shortcomings, the gain metric is probably the most useful
metric in my judgement since it is simple and thus robust to compute with real data. A number of
high-quality reference sequences for model organisms of various genome length is available to-
gether with real read sets in databases such as the European Nucleotide Archive (ENA) (Leinonen
et al., 2011a). Thus, it is possible to perform a comprehensive benchmark on realistic data using
a robust metric. The base-wise error rates before and after correction give a good impression of
the quality of the raw data and the improvement after correction.

I also find the metrics based on TP, FP, etc. to be useful for estimating whether a method cor-
rects too few errors (undercorrection) or introduces too many errors (overcorrection). As I outlined
above, there are some issues in pathological cases but overall, these metrics should give another
perspective on the performance of a read correction method. The sensitivity describes the per-
centage of corrected errors of all errors and thus is a measure of how well errors are recognized.

Algorithm 3.1: Error counting for alignments of a read R against its gold standard G.

Input : R, G // alignment row for read and gold standard
Output: F < () // error quadruple set

p<0 // position in reference
0+ 0 // offset counter

fori< 0...|R|—1do

if R[i] # GJi] then // include error tuple in result
| E <+ EU(p,o,Rli,G[i])
end
if R[i] = “-” A\ GJi] # “-”then
‘ o—o+1
else // assume that there is no all-gap column in the alignment
pp+1
0+ 0
end
end
return £

33



Chapter 3 Data Preprocessing

The specificity describes the percentage of non-erroneous bases that are left uncorrected of all
non-erroneous bases. Thus, it is a measure for how well non-erroneous bases are not falsely cor-
rected. Since the number of non-erroneous bases is much larger than the number of erroneous
bases, the sensitivity will be very close to 100% in most cases. Two methods will thus only have
a small absolute difference specificity. For read error correction, I thus found the FDR to be a
better substitute for sensitivity. The FDR describes the percentage of non-erroneuos bases in all
modified bases. Thus, it is the percentage of bad corrections.

In recent studies, the metrics based on the downstream analysis are of lower importance. While
giving a more application-driven perspective, they rely on one or more further downstream anal-
ysis steps that make them more indirect. I see their main purpose in showing that read error cor-
rection is important since it improves downstream analysis and the earlier studies cited above
have already established this.

The Program CompuTe-GAIN

Included in the distribution of Fiona (Schulz et al., 2014) is my program ComPUTE-GAIN that
allows to perform the metric computation. As input, it uses a reference FASTA file, the aligned
reads before correction as a SAM/BAM (Li et al., 2009a) file, and the corrected reads as a FASTA
or FASTQ file. Depending on the parameters, the program performs an evaluation employing
multi-core parallelism. CoMPUTE-GAIN supports both Hamming and edit distance using banded
DP alignment.

We implemented the program in C++ using SeqAn (Doring et al., 2008) for aligning reads and
OPENMP (Dagum and Menon, 1998) for the parallelization. By using common file format, it
facilitates experimental studies on read error correction such as the one we performed for (Schulz
et al., 2014) and the one I present in Section 3.4.

3.4 Read Error Correction Results

In this section, I describe the results of an experimental study regarding read correction. This
study extends the one I performed in (Schulz et al., 2014) together with my coauthors. Appendix F
contains additional tables supporting this section.

Evaluation Methods. For the study, I obtained various read data sets for different organisms.
I then mapped the Illumina reads with BWA (Li and Durbin, 2009) and BWA-SW (Li and Durbin,
2010) to the reference genome to obtain a gold standard for gain computation as described in
Section 3.3. I aligned the Illumina reads semi-globally using BWA and then considered semi-
global alignments. For 454 and IonTorrent data, I obtained local alignments with BWA-SW.

I used CoMmpUTE-GAIN for computing the gain and FDR for each corrected read set. The error
rate is not shown in these results since the difference of the base-wise error rate before and after
correction is a linear function of the gain. I used a match filtration schema similar to the one
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in (Yang et al, 2013): I ignore reads where fewer than 30 bases are aligned by the mapper, as well
as alignments with more than 10 edit distance errors or with an error rate of more than 20%.

I ran most the experiments presented here on a server with an 8-core Intel Xeon X5550 2.67 Ghz
processor, having 72 GB of RAM and on Debian Linux 6.0.6. For the largest data set of human
data, I used a machine with 16 physical and 32 virtual cores having 370 GB of RAM.

Used Data Sets. Table F.1 (p. 208) shows details on the genomes used for the evaluation and
Table F.2 (p. 208) shows details of the read sets used in the evaluation. In total, I used 10 references,
their length ranging from 4 Mbp to 2.8 Gbp, including those of bacteria, insects, and human:
B. pertussis (abbreviated as B. pert.), C. elegans (C. el.), D. melanogaster (D. mel.), E. coli (E. col.),
H. sapiens (H. .sap.), P. falciparum (P.falc.), P. syrigae (P. syr), S. aureus (S. aur.), and S. cerevisae
(S. cer). Iused a total of 19 read sets, including short and long Illumina, 454, and IonTorrent data,
their coverages range from 5x to 490x.

Evaluated Read Error Correction Methods. Most tools for read error correction focus on
Illumina data since the prevalent substitution errors are easier to correct. Thus, I chose a subset
of applicable methods for the evaluation of these data sets. QUAKE (Kelley et al., 2010) is a popular
method based on spectral alignment that is fast and has low resource requirements. Ecro (Kao
et al, 2011) is a recent method also using spectral alignment that includes a sophisticated error
model for lllumina data. ALLPATHS-LG (Gnerre et al, 2011) is a popular whole genome assem-
bler that allows the assembly of mammalian genomes with moderate resource consumption. It
includes an error correction module that is efficient and yields good results. The module is also
available as a standalone program and I used it as a representative for a modern read error cor-
rection module from an assembler program. I evaluated CoraL (Salmela and Schréder, 2011) as a
representantive of the multiple alignment approach. I used Hitec (Ilie et al,, 2011) in the evalua-
tion as a representantive of the substring tree approach, just as I used Fiona (Schulz et al., 2014)
here in its mode for Illumina data FioNa-H. Other recent tools are BLUE (Greenfield et al., 2014)
and RackRr (Ilie and Molnar, 2013) that promise fast and efficient error correction.

For indel prone 454 and IonTorrent data, fewer tools are available. I evaluated FioNA in its mode
for 454 and IonTorrent data. I evaluated HYBRIDSHREC (Salmela, 2010) as another representantive
of the substring tree approach. ALLPATHS-LG, BLUE, and CorAL are also applicable to indel prone
454 and IonTorrent data.

Parameter Choice. One of the main problems when applying read error correction tools is
the choice of parameters. I tried to run the evaluated tools with default parameters or to select
parameters guided by the tool authors, i.e, as a practitioner would choose them. This yielded
good results for most tools, with the exception of CoraL and HyBrIDSHREC. Thus, I performed
a search for good parameters for these tools. CoraL yields good results with default parameters
on Illumina so only the results with default settings for this kind of data are reported. For indel
data, I tried several parameters and report the best results as Corar*. For HyBRIDSHREC, the
default parameters did not yield good results, so I report the results tha I obtained when varying
the parameters as HYBRIDSHREC™. Further, I tried to set the from and to level in HYBRIDSHREC as
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they were chosen automatically by FioNa and report the results as HyBRIDSHREC!". Tables F.5
(p- 211) and F.6 (p. 212) show the performance of the CorAL and HYBRIDSHREC parameterizations
used for the selection of best parameters. For BLUE, I used the instructions in the manual. I chose
the value for the threshold to be at the first local minimum in the histogram generated by the
TESSEL subprogram. I describe the exact program version and program calls in Appendix D.

3.4.1 Results on lllumina Data

Correction Performance. Table 3.1 shows the gain and FDR value of the corrected reads on
Mllumina data for ArLpaTHs-LG, BLUE, CorAL, EcHo, Fiona, HiTEC, QUAKE, and RACERr. I will
first consider the results in terms of gain value and then consider the FDR.

Overall, ALLPATHS-LG, BLUE, FioNA, and QUAKE achieve the best results and FioNa has a slight
edge on the three other methods. The results of ALLPATHS-LG are most competitive when the
coverage is = 30x. The result quality of QUAKE varies somewhat. Both BLUE and FionA are
competitive on all data sets. CORAL has problems on the C. elegans data set and yields a negative
result. EcHo is competitive on the smaller data sets but has problems with the larger ones and
crashes or runs longer than 24 hours. HiTEc also has problems with larger data sets and requires
more than 75 GB of memory, as does EcHo. RACER yields good results for the E. coli data sets but
creates inferior (even negative) gains on five of seven data sets.

The methods achieve the best results on the E. coli data sets with gain values of up to 99.29%.
There are two possible explanations for this. First, the genome of E. coli is the shortest and sim-
plest considered in these experiments and the lack of many repeats makes correction relatively
easy. Second, the reads used for the evaluation were sampled from the same strain of E. coli
which leads to a relatively low variance between the reference genome and the genome of the
sample organisms.

In terms of FDR, ALLPATHS-LG, and QUAKE are the best methods. BLUE and EcHo also achieve
low FDR values, followed by Fiona. HiTEc and RACER are worst in terms of FDR rates. Again,
the tools achieve the lowest FDR rates on the E. coli data sets which can be explained with the

ALG BLUE CoraL EcHo Fiona HrTeC QUAKE RACER
data set gain FDR gain FDR gain FDR gain FDR gain FDR gain FDR gain FDR gain FDR
C. el (30x) 28.4 4.4 2569 89 —3.752.5 =1 25.2 13.9 -2 17.0 6.0 —88.6 80.4
D. mel. (5x) 32.8 3.7 451 6.3 47.0 9.7 422 4.4 50.3 54 239 29.1 470 1.5 —1.350.8
D. mel. (30x) 32.1 4.2 315 4.0 23.0 23.7 1 314 78 -2 68.0 1.3 18.7 31.6
E. col. (30x) 99.3 0.1 97.7 0.8 914 7.2 91.1 1.9 97.8 1.1 93.2 1.3 95.6 0.1 945 29
E. col. (490x) 98.2 0.1 92.2 0.5 96.0 1.3 -2 98.6 06 938 1.0 88.1 0.1 96.1 2.0

P. syr. (21x) 744 1.2 86.5 1.8 79.6 5.7 91.1 1.2 91.0 46 774 15.3 79.7 1.8 13.1 46.3
S. cer. (22x) 56.0 3.4 66.7 3.6 44.8 209 323 75 58.6 19.9 —23.0 56.9 52.1 3.0 —201.6 79.0

Table 3.1: Read error correction results on Illumina data. Both gain and FDR are shown in percent. The best
metric values (£ 0.1% points) for each data set are highlighted in bold. ALLpATHS-LG is abbreviated as ALG.
! The program ran too long. * The program crashed.
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ALG BLUE CoRAL CORAL* Frona HyBRIDSHREC HYBRIDSHREC!

data set gain FDR gain FDR gain FDR gain FDR gain FDR gain FDR gain FDR

D. mel. (18x) 8.9 58 458 10.6 38.8 12.4 53.3 17.7 65.2 4.6 —279.5 87.2 38.2 7.5
E. col. (13x) 54.5 3.0 77T 2.6 46.9 17.5 51.9 24.3 90.7 2.4 418 224 403 6.0
S. aur. (34x) 23.8 11.0 59.0 10.6 0.0100.0 74.9 16.2 70.3 4.8 9.6 43.3 20.5 7.0
S. cer. (16x) 184 6.9 30.8 5.8 0.6 15.6 3.0 42.2 36.1 9.1 5.5 44.7 23.1 7.3

B.pert. (85x)  40.1 3.1 683 44  0.0128 306 244 73.0 6.0 —235.5 89.8  —9.7 70.1
E. col. (8x) 30.7 3.2 671 62 494171  63.8 183 76.8 81  40.1 252 343 8.6
E.col. (153x)  32.0 184  67.2 41 61.1 254  74.7 197 742 3.4 -241 86.1 0.0 100.0
E.col. (160x)  16.0 11.2  69.9 50 59.716.0  73.7 20.1 81.4 4.0 —18.9 84.7 0.0 100.0
H.sap. (11x)!  11.5 18.0  29.7 29.2 2 -2 63.0 9.2 -2 -2

P.falc. (12x)  21.4 4.6 54.017.0 0.0 157 249 31.7 54.2 182 —51.3 72.5 8.5 30.7
S.aur. (109x) 14.9 7.0 55.5 9.2 02178  56.9 186 65.8 4.0 —134 833 0.3 44.2

Table 3.2: Read error correction results on 454 (top) and IonTorrent (bottom) data. Both gain and FDR are shown
in percent. The best metric values for each data set are highlighted in bold. This table shows the same metrics as
Table 3.1.

! The programs were run on machine with 16 physical and 32 virtual cores and 370 GB of RAM. % Out of memory.

same arguments as the good gain results on such data sets.

Running Time and Memory Consumption. Table F.3 (p. 209) shows the running time and
memory consumption during the experiments from Table 3.1. Remarkably, there is no single
fastest method. BLUE, QUAKE, and RACER each achieve the lowest running time for two or three
data sets. Notably, RACER needs more than six times the running time for the C. elegans data set
than the next slowest method on this data set. ALLPATHS-LG achieves fairly low running time,
without being fastest anywhere. F1oNA is faster than CoraL on more data sets than it is slower
on. Both Frona and CoraL are faster than HiTec and EcHo.

BLUE and QUAKE have the lowest memory requirements, followed by RACER and then by ALLPATHS-
LG. Afterwards, FIonA and HITEC are tied, the CORAL variants require the most memory. The
memory requirements of EcHo and HITEC are moderate for the smaller data sets but the programs
fail to execute on larger data sets because they try to allocate more memory than available.

3.4.2 454 and lonTorrent data

Correction Performance. Table 3.2 shows the results of read error correction on 454 and
IonTorrent data. The results are first considered in terms of gain and then in terms of FDR.

Overall, FiIoNA has the best correction results, only beaten twice by CoraL*. CorAL* always
outperforms Corar. CoraL* and BLUE are the second best methods, each beating the other
on some data sets. ALLPATHS-LG beats CORAL" in two cases, but BLUE is consistently better
than ALLPATHS-LG, the third best tool. HYBRIDSHREC™ only yields good gains for low-coverage
data sets of E. coli. Generally, HyBRIDSHREC! yields better results than HyBRIDSHREC*. Notably,
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ALLPATHS-LG, BLUE, and FioNA are the only methods able to process the human data set within
370 GB of RAM, where FioNA shows the best results.

Frona is the tool with the lowest FDR in most cases. However, on P. falciparum, the FDR is four
times higher than the lowest FDR for this data set. ALLPATHS-LG is the next best method in terms
of FDR, followed by BLUE and then by CoraL*. Remarkably, CoraL" is always worse in terms of
FDR than CoraL. The HyBRIDSHREC variants have very high FDR values on some data sets and
competitive ones on other data sets.

Running Time and Memory Consumption. Table F.4 (p. 210) shows the running time and
memory consumption of the experiments from Table 3.2. Overall, ALLPATHS-LG and BLUE have
the lowest memory requirements and are fastest. The next best method in terms of memory
usage is Fiona, followed by the CoraL and HYBRIDSHREC variants. Remarkably, FioNa is faster
than BLUE on the largest H. sapiens data sets.

Discussion

In the experiments described in this section, I used a large number of reference organisms and
read data sets with diverse properties. For the interpretation, I consider the Illumina and the
indel data sets separately. Many methods focusing on substitution errors are not applicable to
indel data sets or the results are different. It is to be noted that a gain of 100% is generally not
possible because of variations between the donor and the reference genome.

For Illumina data, I found that ALLpATHS-LG and FioNa are the best tools in terms of gain. The
spectral alignment based methods BLUE, QUAKE, and RACER have the lowest running time and
memory requirements. ALLPATHS-LG has moderate to low running times and memory require-
ments. BLUE has good results in terms of gain. CoRAL yields relatively good results at a higher
running time than the two fastest methods and competes with Fiona for being the third fastest
tool. EcHo, the tool with the most advanced model of Illumina errors achieves good but not the
best results. Its running time prohibits its use with larger data sets. HITEc also achieves good
results but has problems with three larger data sets. RACER is a fast tool (except on the largest
[lumina data set) but does not achieve particularly competitive results in terms of gain. The FDR
values are lowest for ALLPATHS-LG and QUAKE, followed by BLUE and FIONA.

When low running time and memory usage are most important for a user, ALLPATHS-LG and
QUAKE are good choices for an Illumina error correction tool. Both achieve good running times
and do not need tuning of parameters. BLUE is also a good choice in terms of running time and
quality but requires manual interaction for the choice of the threshold value. In a setting where
more memory is available and running time is not a first priority, FIoNA can be good alternative.

The tools ALLPATHS-LG, BLUE, and QUAKE have a consistently low FDR on [llumina data. Thus,
they can be seen as being very conservative in their corrections. On the other hand, FroNna
achieves very good results with slightly higher FDR values, thus it is a more aggressive correction
tool.
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For 454 and IonTorrent data, I found that Frona is the best choice, yielding consistently good or
best results in terms of gain with consistently low FDR values. When running time is a first pri-
ority, I recommend BLUE for its error correction performance but it requires manual interaction
in setting the value of the parameter k. Another recommendation is ALLPATHS-LG for correcting
some errors in short time and with lower memory usage, but it is not competitive with the best
error correction tools for indel data. CoraL does also achieve good results but high memory
usage and running time together with the problem of parameter choice make it hard to use in
practice and on large data sets.

It remains as future work to improve the specificity of FioNa on Illumina data. This should be
possible and could also make Fiona the single best tool on such data.
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3.5 Chapter Conclusion

In this chapter, I described

general sources and properties of errors and biases in sequencing,

base quality values and their application to metrics and quality control,

the basic idea behind read error correction,

the three approaches to error correction (spectral alignment, substring tree, and multiple
alignment based),

different evaluation approaches and metrics,

a benchmark that I used for the comparison of various read error correction methods on a
large and varying input data set, and

the results of the benchmark.

In this chapter, I discussed

different properties of the read correction evaluation approaches as well as their advan-
tages and disadvantages,

properties and shortcomings of counting true positives, false negatives, etc. in the presence
of indels, and

the advantages and disadvantages of the evaluated read error correction methods.

I observed that

counting true positives, false negatives etc. correctly is not possible in some corner cases
because of ambiguities in edit distance alignments,

ArLLPATHS-LG and F1oNA are the best available methods for Illumina read correction, where
A1LrATHS-LG has the lowest resource consumptions,

FI0NA is the best available method for 454 and IonTorrent read correction, with ALLPATHS-
LG and BLUE being good alternatives when time and memory consumption is an issue, and

several methods are less suitable or unsuitable for practical use because it is infeasible to
pick optimal parameters in practice or they are too slow or they have too high memory
requirements.

I conclude that

40

the metric gain is a robust metric that correlates with good correction quality,

the false discovery rate is a good metric for judging whether a method overcorrects or un-
dercorrects and it might be good to prefer more conservative (i.e., undercorrecting) meth-
ods,



3.5 Chapter Conclusion

» Frona and ALLPATHS-LG are the currently best available overall error correction tools.
My main contributions in the area of read preprocessing are

« the discussion regarding corner cases when counting true positives, false negatives etc.,

the comprehensive assessment of current read error correction methods, which enabled

the data-driven development and and tuning of Fiona, and

« devising and implementing the benchmark tool CompPUTE-GAIN that can be of use for fu-
ture benchmarks.
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Chapter 4

Read Mapping

I developed the read mapping benchmark RABEMA in collaboration with Anne-Katrin Emde, David
Weese, and Knut Reinert and we published it in BMC Bioinformatics (Holtgrewe et al., 2011):

Holtgrewe, M., Emde, A.-K., Weese, D., and Reinert, K. (2011). A novel and well-defined bench-
marking method for second generation read mapping. BMC Bioinformatics, 12(1):210.

The read mapping method RAZERS 3 was developed in collaboration with David Weese and Knut
Reinert and we published it in Bioinformatics (Weese et al., 2012):

Weese, D., Holtgrewe, M., and Reinert, K. (2012). RazerS 3: faster, fully sensitive read mapping.
Bioinformatics, 28(20):2592-2599.

In resequencing pipelines, the step following the read preprocessing is read mapping. Roughly
speaking, given a reference genome sequence for an organism and a set of HTS reads, the aim
of read mapping is finding the sample location in the reference for each read. I give a precise
definition and a discussion of the topic of read mapping later in this chapter.

Read mapping has many applications. These range from variant detection in resequencing projects
of whole genomes (Bentley, 2006) or exomes (Ng et al., 2009) to variant detection in whole popula-
tions (Abecasis et al., 2010; Mills et al, 2011). Other applications include the analysis of metage-
nomic samples (Qin et al, 2010) and interactions of proteins with DNA in ChIP-seq (Valouev
et al., 2008), methylation analyses in epigenetics (Deng et al., 2009), and cancer genome analy-
ses (Campbell et al., 2008).

I limit my considerations in this chapter to reads generated by the HTS platforms described in
the introduction of Chapter 3 and I put the focus on Illumina reads. Generally, these platforms
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generate shorter reads than previous Sanger-based sequencing machines at comparatively higher
error and much higher throughput rates. Because of these different properties and the large
number of possible applications, there has recently been a large interest in the development of
efficient and accurate read alignment software.

Structure of This Chapter. The topic of this chapter is the read mapping problem and its so-
lution. First, in Section 4.1 I give a formal definition of read mapping and discuss the differences
between the problem in the biological application and the formal definition. Then, in Section 4.2
I describe my method RABEMA benchmark for read mapping based on this formal definition.
Third, in Section 4.3 I give an overview of read mapping approaches and some technical prop-
erties of sequencing as it relates to read mapping. This is followed by the detailed description
of RAzERS 3, a fully sensitive yet practically usable read mapper, in Section 4.4. In Section 4.5
I present an experimental evaluation of read mapping software (including RAZERS 3) in which I
also use RABEMA for evaluating the read mapping programs in its formal framework. Finally, in
Section 4.6 I give a conclusion to this chapter.

4.1 A Formal Definition of Read Mapping

The read mapping problem arises for different applications and for different sequencing plat-
forms. Figure 4.1 shows examples for three different cases. Figure 4.1a shows a semi-global
alignment as is usually performed for Illumina reads when aligning them to a reference sequence.
Because of the high error rates towards the 3’ end of 454 reads, they are often aligned locally to
the reference as shown in Figure 4.1b. However, using read trimming, the ends with higher error
rates in 454 reads could be removed before mapping, reducing them to the first case. In the case
of deletions in the donor with respect to the reference or when aligning RNA-seq reads to the
reference, spliced mapping is performed as shown in Figure 4.1c.

I do not mean the list above to be exhaustive but to give an impression about the different variants
and to differentiate semi-global read mapping from other variants. Arguably, the case of semi-
global alignment is the most important one since Illumina reads are most predominantly used in
practice. Also, 454 and IonTorrent reads could be trimmed in the precomputation step such that
their semi-global alignment is possible.

My aim in this section is to give a formal definition for semi-global read mapping. Since I limit the
considerations in this chapter to the semi-global case, I use the term read mapping to exlusively
refer to this case. First, in Section 4.1.2 I will give an intuition of what I consider one match
in read mapping and when I consider two alignments to belong to the same match. Then, in
Section 4.1.3 I will introduce a formal definition for matches in read mapping which allows a
formal definition of the single-end read mapping problem in Section 4.1.3.

Note that in this section I will give a formal definition for and focus on single-end read mapping.
I will give a discussion on an extension of this to paired-end read mapping in Section 4.1.5.
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>
>

(a) semi-global read alignment

\ 4

(b) local read alignment

>
---- >

(c) spliced read alignment

Figure 4.1: Three examples of different kinds of read alignments: (a) semi-global read alignment
as in the case of Illumina reads against a reference sequence, (b) local read alignment as in the case
of unprocessed 454 reads, and (c) spliced read alignment as is the case of aligning RNA reads to a
reference, for example. The sequence is shown in green while the aligned parts reads are shown
in blue and the unaligned parts in gray. Unaligned sequence is shown in gray while gaps between
splicing points are shown as dashed lines.

4.1.1 Differences to Solving the Biological Problem

Before describing the formal definition for read mapping, a discussion regarding solving the
biological problem is in order. Actually, it is desired to find the corresponding sample location in
the reference for each read. However, solving this problem is challenging and it is not possible
to find the correct solution in every case.

First, many genomes contain repetitive sequence, i.e., DNA stretches that occur a second time
with few errors or even perfectly (recent estimates as the one by de Koning et al. (2011) give
50-69% of the human genome as repetitive content). Thus, a read may align equally well to more
than one position leading to ambiguity in read mapping. Such repeat regions cannot be simply
ignored. For example, the simple repeat region 6,534,027-6,534,174 on chr. 19 of the human
genome (build hg19) overlaps with gene TNFSF9, and Sokol and Atagun (2010) state that “there
are known disease genes in this range”.

Second, there are differences between the donor and the reference (in resequencing, these vari-
ants are what biological practitioners are after) and the sequencing process itself introduces er-
rors and thus differences to the reference genome. This requires read mappers to search reads
approximately in the genome, which can lead to finding many more alignments for a read. Some
read mappers such as Bowtie (Langmead et al., 2009) and BWA (Li and Durbin, 2010) try to in-
corporate base quality values into their mapping considerations and prefer mismatches of low-
quality bases over those in high-quality bases. However, David et al. (2011) found that this can
mislead such read mappers in the presence of SNVs and indels since they are mistaken for se-
quencing errors. Here, quality-aware read mappers can be misled by high-quality bases. Such
read mappers often do not align a reads at locations overlapping with SNVs but with those ex-
plainig mismatches with lower qualities.

Thus, all authors of read mappers make some assumptions about the underlying chemistry and
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biology. These assumptions are then (at least) implicitely formalized by writing a program and
optimizing for some criterion. To the best of my knowledge, the formal definition for single-end
read mapping that I give below is the only formal definition of the read mapping problem at the
time of writing. In particular, my definition provides a formal criterion for a read mapper being
fully sensitive or not. I published it together with my coauthors in (Holtgrewe et al., 2011).

The biological problem cannot be solved directly. Thus, such formal models are only useful if
they closely model the relevant parts of the biological problems, especially if it is then possible
to check for the quality and possibly optimality of a solution.

4.1.2 An Intuition for Read Mapping Matches

A possible definition of read mapping is as follows. Note that I will replace some of the definitions
given in continuous text further down in highlighted Definition sections. Given a reference se-
quence G, a read sequence R, a distance function ¢, and a maximal distance d. The term 6(g, R)
assigns a numeric distance value to an infix g of G and the read R. The domain of ¢ defines
whether its two arguments must have the same length (as in the case of Hamming distance) or
whether indels are allowed in the alignment of R to G. Note that ¢ could also be the score of a
general alignment (e.g., using a SMITH-WATERMAN score) but I do not explore this case further
and limit my considerations to Hamming and edit distance.

For each read R, the task in read mapping is to find a set of matches of R in G. The precise
definition of the term match is surprisingly involved and I will give it in Section 4.1.3. For now,
let a match be a location in the reference where the read was aligned. A feasible match is a match
where the read aligns with distance < k. The task could then be to find all feasible matches for
a read in the reference genome.

The difficulties for defining the term match arise when trying to decide when two close align-
ments belong to distinct matches and when they should be considered to belong to the same
match. The taken approach for this decision will fundamentally influence the definition of the
term match.

Alignments Beginning or Ending in Reference Gaps. First of all, I exclude alignments
beginning or ending in reference gaps in their semi-global alignment from all subsequent con-
siderations. Such alignments can always be replaced by ones with the same or a smaller distance
by aligning the first or last base to the reference. Figure 4.2 shows an example. Aligning the last
base of the read against the reference base after the gap would preserve the edit distance of 1. If
the next base was C instead of A, the distance would decrease from 1 to 0.

When Do Two Alignments Belong to Different Matches? Figure 4.3 shows possible align-
ments of a read against a reference. Consider the case where the best two matches of the read
against the reference are to be found with a distance of up to 3. The row alignments shows two
alignments of the read to the reference sequence that somehow “naturally” belong to two dis-
tinct matches. The alignments in the rows x and %x have a lower edit distance than the right
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referencee CCAGCG-AGAT

| | |
read: GCGZC

Figure 4.2: A semi-global alignment of a read to the genome ending in a gap.

reference CAGACTCCCAACTGTCA ...CAGACTCCCCCCAACTCCA
alignments TCCCAAC TCCC—-—-——-—AAC

* T-CCCAAC

ok TCCCAA-C

Figure 4.3: Alignments of the read TCCCAAC against two locations in the reference sequence.

match from the row alignments. Common sense tells that the alignments in the left column are
not “significantly different”, though: each alignment with distance k& induces alignments with
distance of < k + 2 by aligning the leftmost/rightmost base one more position to the left/right
and introducing a gap. Note that for the sake of simplicity, the figures in this section use reads
that are shorter and a higher error rate is allowed than usually found in practice (where reads
are mostly > 36 bp and a base-wise error rate of < 2% is observed for Illumina reads).

Repeats are another issue. Figure 4.4 shows two tandem repeats (with long period in Figure 4.4a
and with short period in Figure 4.4b). In the case of the long period, intuition identifies the two
distinct alignments shown in Figure 4.4a. In the case of the short tandem repeat, enumerating
repeats as for the long repeat would lead to the six distinct alignments shown in Figure 4.4b.

However, using such a counting scheme for matches would require a read mapper to find many
alignments in repeat regions. This is not desirable for two reasons. First, a lot of time and mem-
ory would be spent for finding many very similar alignments. Second, when counting matches
in benchmarks, reads from short tandem repeat regions would get a higher weight with this
counting scheme than reads from long tandem repeat regions or from non-repetitive regions.
Weighting each found match with 1/n (where n is the number of positions the read aligns at) is
deficient as well. It is preferable to find a way to naturally merge similar alignments into matches
(e.g., the one from the left column of Figure 4.3) and merge matches that are very close to each
other (see also Figure 4.4b) as well as to create separate matches for alignments that are sufficiently
distinct (see also Figure 4.4a).

The Definition of Trace Trees. Consider a dynamic programming (DP) matrix for semi-
global alignment (see also Section 2.2.1). Each such alignment corresponds to a path from the top
row to the bottom row. Horizontal and vertical movements between cells correspond to indels,
diagonal movements to matches and mismatches. Standard DP alignment algorithms yield the
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CGACCCACCACGACCCACCACGACCcACCA

CGACCCACCACGACCCACCA
CGACCCACCACGACCCACCA

(a) longer period
CAACAACAACAACAACAACAACAACAA

CAACAACAACAA
CAACAACAACAA
CAACAACAACAA
CAACAACAACAA
CAACAACAACAA
CAACAACAACAA

(b) shorter period

Figure 4.4: Examples for alignments of reads from tandem repeats with (a) longer period and (b)
shorter period. In the reference, the repeated copies are highlighted in alternating shades of gray.

smallest distance for each alignment end position. From an end position, the start position(s)
can be found by performing a traceback search backwards and upwards in the matrix as outlined
in Section 2.2.1. Given a value for k£ and an end position, all start positions yielding a feasible
alignment can be computed by enumerating the traces.

In these considerations, only deterministic DP algorithms are of interest, i.e., those that always
perform the same choice in case of ambiguities. For example, having the choice between moving
vertically, diagonally, and/or horizontally, such an algorithm could always take the rightmost
choice. In this case, the preference in movements is (in descending order) vertical, diagonal, and
horizontal. The NEEDLEMAN-WUNSCH algorithm is an example of a deterministic DP alignment
algorithm. When plotting the traces for all feasible alignments, this yields a picture as shown in
Figure 4.5.

The Simpler Case of Hamming Distance Alignments. A simple observation when consid-
ering the alignments in the case of Hamming distance is that each alignment unambiguously
corresponds to exactly one diagonal in the alighment matrix. Thus, using the Hamming distance
model, the term match for R in read mapping can be defined as an interval of G of length |R).
Since the length is fixed, Hamming distance match can be identified with either begin or end
position. For consistency with the match definition for edit distance below, I identify Hamming
distance matches with their end position.

Identifying Matches With Alignment end Positions. Considering all combinations of start
and end positions is not desirable for edit distance. In Figure 4.5, there are 5 X 6 = 30 such
alignments in the green tree alone, possibly many feasible ones. Other means have to be used
for counting matches in the case of edit distance.
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TCCCCTTTCCTTCCTTCTCTCCCTTCTCCTCCCCC

\% reference

0000000003994

read

86 767605646386
*

Figure 4.5: Two neighboring trace trees for R = TTTTCGTTCTCTCCCCTCT in the reference G =
TCCCCTTTCCTTCCTTCTCTCCCTTCTCCTCCCCCCATCTCCA. The numbers below the cells at the bottom
show the edit distance of the alignment.

I observe that for alignments with a relatively low distance, the shared trace is often longer than
the branching parts. This means that large parts of the alignment are the same and differing
alignments can have the same distance. To avoid counting these as separated matches, I proceed
as follows. Each match is identified with its end position e. The leftmost start position s that
leads to an alignment of minimal distance is chosen as the canonical start position. The choice
of s as the canonical start position is arbitrary. Picking the leftmost such position, however, has
the advantage that the interval between s and e contains the start positions of all alignments of
minimal score ending in e. In the example from Figure 4.5, this reduces the possible number of
matches for the green tree from 30 to 6.

Error Landscapes. Using the definitions above, I now introduce the term error landscapes to
capture the intuition of the definition of a match that I will formalize further in Section 4.1.3.
Given a read R and a reference sequence G. I define the function d to assign a distance value
to each genomic position p, such that d(p) is the distance of the best alignment of R ending in
p. Plotting and connecting the points (p, d(p)) for each position in G, yields a curve that can be
interpreted as a two-dimensional height profile of a landscape as shown in Figure 4.6a.

Now, imaginary ground water rises in the landscape to a level of k£ + 0.5. This is shown in
Figure 4.6b. In this example, this yields four lakes. Each lake represents a class of alignments
with sufficiently low distance. The metaphor of the landscape with lakes corresponds to the
natural merging of similar alignments.
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s
=
p
(a) before smoothing, without water
=
=
p

(b) after smoothing, with water

Figure 4.6: Example of the error landscape (a) before smoothing, without water and (b) after smooth-
ing, with water. The end position is plotted on the horixontal axis, the distance is plotted on the ver-
tical axis. In (b), the raised ground water is shown and the separating alignment has been smoothed.
The point between the lines marked in red is a separating position as described in Definition 4.4.
The read and reference used is the same as for Figure 4.5 but with a larger portion of the repeat from

this figure.

Each lake corresponds to a possible match and its lowest point corresponds to the distance of
this match. Each match corresponds to an interval on the genome and all alignments ending
in this interval are counted as belonging to the match. When building a gold standard for read
mapping, these intervals are the matches that are to be found and a read mapper is expected to

find one alignment ending in each match interval.

Landscape Smoothing. In the description of error landscapes above, I left out the detail of
landscape smoothing. When using k = 6, the marked (%) position from Figure 4.5 separates two
lakes left and right of it. However, I wrote above that alignments sharing a part of their trace
should belong to the same match. Thus, this position has to be smoothed away to the larger

neighboring lake level as shown in Figure 4.6b.

50



4.1 A Formal Definition of Read Mapping

4.1.3 A Formal Match Definition

Let GG be a reference sequence of DNA5 characters and R be a read sequence over the same alpha-
bet. Further, let a and b be positions on the reference representing semi-global read alignments,
that is they are end positions of read alignments, w.l.o.g., a < b. As described above, the longest
alignment is considered for each end position, i.e., the alignment with the leftmost start position
and best score for the given end position. These alignments are identified with their end posi-
tions and the two terms are used interchangeably. Let k be the largest allowed distance and §(a)
the edit distance of an alignment a.

In the following section, I will define the neighbor, trace, and k-trace equivalence relations. To-
gether, they allow to define match equivalence. 1 will give proofs that each of the equivalence
relations is well-defined. Because of the assumption that a < b, I do not prove symmetry below
but this can easily be derived by the exchange of roles between a and b.

Definition 4.1 (feasible alignments). An alignment a is feasible if §(a) < k.

Definition 4.2 (neighbor equivalence). Two feasible alignmentsa, b are neighbor equivalent (¢ Nb)

if0(x) < k holds for all x witha < z < b.

Proof that N is a well-formed equivalence relation. The reflexivity of N follows directly from the
definition. Let a, b, ¢ be alignments, w.l.o.g. a < b < ¢. Now, let a/Nb and bN c. Since b is feasible
as well, 0(z) < k holds for all a < z < cand N is an equivalence relation. O

Definition 4.3 (trace equivalence). Two alignments a, b are trace equivalent (aT'b) if their traces
share a part. It is easily observed that a and b are trace equivalent if their canonical start position is
the same.

For example, for & = 6, the second and fourth alignment in Figure 4.5 from the blue tree are
trace equivalent but not neighbor equivalent. In the same figure, the last alignment of the blue
tree and the first match of the green tree are neighbor equivalent but not trace equivalent.

Observation 4.1. When two positions a, b are trace equivalent then they are also trace equivalent
toallz witha <z <b.

Any canonical trace from & must cross the canonical traces from a or b. Therefore, the canonical
alignment for x must have the same canonical start position s.

Proof that T' is a well-formed equivalence relation. Reflexivity and transitivity follow directly from
the definition of the trace. O

Definition 4.4 (separating position). Given two alignments a,b. A separating position (or sepa-
rating alignment) ( is a position with §(¢) > k and there exists a, § with « < ( < [ such that
§(a) < kand§(B) < k.
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Definition 4.5 (k-trace equivalence). Two alignments a,b are k-trace equivalent (a Kb) if one of
the following holds: (1) the alignments are feasible, neighbor equivalent, and trace equivalent, or
(2) there exist feasible, trace-equivalent alignments o, 3, and a separating position (, such that
a<a<(<b<p

Proof that K is a well-formed equivalence relation. Reflexivity is easy to see in both cases (1) and
().

For transitivity, a case distinction is performed. Given a71'b and bK c. There are now four cases,
depending which case (1 or 2) holds for the left and right relation.

Case (1, 1). The transitivity follows since a/Nb and bN ¢ holds.

Cases (1, 2) and (2, 1). 1 show the proof for case (1, 2), case (2, 1) follows analogously. a, b are
feasible, neighbor equivalent, and trace equivalent. For b, ¢, there exist feasible, trace equivalent
matches «, 8 and a separating match ¢ such that « < b < ( < ¢ < 3. Because of Observation 4.1
and o < b and aT'b, a and « have to be trace equivalent. Transitively, a and 3 have to be trace
equivalent. « is feasible and can take the role of « from before: a« < a < ( < b < [ and thus
transitivity is shown.

Case (2, 2). For a, b, c exist feasible matches «, 3, @/, 8’ and separating matches ¢, ¢/, such that
a<a<({(<b<B,andd/ <b< (' <c<pf.Itfollowsthata <a<(<b< (' <c<f
and thus @ < a < ¢ < ¢ < . a and 3 are trace equivalent; the same holds for o/ and f'.
Because of Observation 4.1 and o/ < f3 it follows that « and 3’ have to be trace equivalent, too.
Thus, of k-trace equivalency holds for ¢ and c in the case of (2). O

Definition 4.6 (match equivalence). Two matches a,b are equivalent (a = b) if there exist { > 0
feasible connecting matchesa < m; < ... < my < b such that:

(aTmy VaNmy) A ... A (mi—1Tm; Vimi_1Nm;) A... A\ (mgTh A\ mygNb).
For ¢ = 0, two matches are equivalent if aTb V aNb.

The motivation for the disjunction in the definition of match equivalence is to join neighboring
k-trace equivalence classes/intervals when being directly adjacent to other k-trace equivalence
classes or overlapping with neighbor equivalence classes. Such intervals/classes I, J (w.l.o.g.
I left of J) are (in some sense) minimally joined by the rightmost match of I being neighbor
equivalent to J or by the overlap.

Proof that = is a well-formed equivalence relation. Reflexivity follows from the case where k = 0.
Transitivity for a = b, b = c follows from using b as a connecting match if it is feasible. If b is
not feasible then there exist feasible matches, «, § that are trace-equivalent to b and they can be
used as connecting matches. O
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Definition 4.7 (read mapping match). The match equivalence relation creates a partition on the set
of all positions of G. Each of these partition entries is a distinct read mapping match consisting of
match equivalent alignments. The distance 6(m) of a match m is defined as 6 (m) = mingep, d(a).
A match is feasible if it contains a position with a feasible alignment.

4.1.4 A Formal Definition of Single-End Read Mapping

In the previous section, I gave a formal definition of a match in single-end semi-global read
mapping. Using this definition, I can now give formal definition of several variants of the single-
end read mapping problem.

Definition 4.8 (ALL-MAPPING). Given a reference GG, a read R, and a maximal distance k, the ALL-
MAPPING problem is defined to find at least one alignment for each match from the set of all feasible
matches M.

Definition 4.9 (match stratum). Foreachd =0, ...k, the stratum S, of matches for R in G is the
subset of matches in M that have distance d. Formally:

Sq := {m € M such that §(m) = d}.

This definition of a match stratum is similar to the one introduced in the manual of Bowtie (Lang-
mead et al., 2009).

Definition 4.10 (ALL-BEST-MAPPING). Given a reference G, a read R, and a maximal distance k,
the ALL-BEST-MAPPING problem is defined to find at least one alignment for each match from the
stratum with the smallest distance.

Definition 4.11 (ANY-BEST-MAPPING). Given a reference GG, a read R, and a maximal distance k,
the ANY-BEST-MAPPING problem is defined to find at least one alignment for one match from the
stratum with the smallest distance.

4.1.5 Single-End Versus Paired-End Mapping

Above, I limited the considerations to single-end mapping. Another important variant of read
mapping is paired-end mapping. Paired reads are generated by a different protocol when se-
quencing.

The general approach underlying most sequencing protocols is to first isolate the DNA from the
sample that is to be sequenced. The DNA is then sheared, i.e., split into smaller fragments (also
called templates). For example, in the popular paired-end protocol by lllumina, these fragments
have a size of 200-500 bp (in the popular mate-pair protocol by lllumina, the fragment size ranges
from 2000 to 3000 bp).

Depending on the protocol used, the templates are then sequenced from one end or from both
ends. In the case of single-end sequencing this yields a single read and in the case of paired-end
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sequencing this yields two reads whose relative orientation is known. In the case of the lllumina
paired-end protocol the reads are inwards-facing (in lllumina’s mate-pair protocol the reads are
outwards-facing).

The fragments generated prior to sequencing are not generated to all have the same length.
Instead, the used biochemical technique leads to random sizes. The fragments are then size-
selected. Often, the technique gel electrophoresis is used to distribute the fragments spatially
depending on their mass (and thus size). Afterwards, the person preparing the sample selects
an area from the gel that presumably contains fragments of desired size. Often, this makes the
template lengths roughly follow a normal distribution with approximately known parameters.

Paired reads have interesting and important properties for variant detection that I will explore
further in Chapter 5. Here, however, I will only consider them in the context of read mapping.

Thus, an expected template size range can be part of the input when performing read mapping.
Consequently, a read mapping program could be limited to only return pairs of matches for pairs
of reads such that their template inferred from the alignment lies within the expected range.

However, such a read mapper could not possibly map all paired reads spanning breakpoints of
structural variation. For example, consider the case of a read pair with template size of 500 bp
that is expected to have a template size between 400 and 600 bp but spans a deletion in the donor
of 200 bp. In this case, the template size when mapping is 700 bp and the read mapper would
ignore it.

Also, consider the following case where the expected template size is between 400 and 600 bp
as well. Let one read align uniquely with distance 0 to the reference. The other read has two
alignments, one leading to an inferred template size of 400 bp with distance 0 and one to an
inferred template size of 500 bp with distance 2. It is unclear which alignment of the second read
is to be preferred.

Thus, mapping pairs of reads leads to a two- or even multi-dimensional optimization problem.
There is no clear objective function for combining the inferred template length and alignment
distances of two read alignments. It follows that it is infeasible to create a generally useful defi-
nition of paired-end matches and paired-end read mapping.

However, my formal definitions above allow for the evaluation of a read mapper’s capability to
solve the core read mapping problem: finding alignments for single reads. Paired-end mapping
can be interpreted as finding and combining single-end alignments into paired alignments. Thus,
I argue that the formal definition is also useful for paired-end mapping to combine the definition
of matches with other criteria for specific formal definitions of paired mapping. Also, when a read
mapper’s performance for single-end mapping is bad, this is a good indicator that its performance
for paired-end mapping is not optimal either.

4.2 RABEMA — A Method for Benchmarking Read Mappers

The formal definition of read mapping matches in Section 4.1.3 and the formal definition of read
mapping in Section 4.1.4 originally appeared in (Holtgrewe et al., 2011). I developed the for-
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mal framework for the method RABEMA, the Read Alignment BEnchMATrk, together with my
coauthors, and wrote the software package implementing the method. This method allows the
comparison of read mapping methods based on the well-defined definition of read mapping. We
developed it to solve problems with the common approaches of read mapping benchmarks.

Many authors of read mapping software count aligned reads when comparing their mapper with
existing approaches and call the fraction of mappable read the mapping efficiency. This only
allows for a rough estimation of the quality of a read mapper since some read mappers such as
BowrTik (Langmead et al., 2009) treat non-called characters (N in the read) as wildcards. Such read
mappers will align more reads with N characters than read mappers always counting N characters
as mismatches such as BWA (Li and Durbin, 2009).

Additional care has to be taken when counting uniquely matching reads. If a read mapper does
not have full sensitivity then it could miss a possible second match and report a non-unique
match as a unique one. Another read mapper could find both matches and discard the read
as non-uniquely mapping. In such an evaluation, a less sensitive read mapper gets a higher
rating when not controlling for this. To solve this problem, the set of reads reported as uniquely
mapping has to be compared to the reads discarded since they are not aligning uniquely. One can
then compute a set of false positives and report this number as well. This comparison is rarely,
if ever done. Also, when no read mapper with full sensitivity is used, this set of false positives
can only be seen as an approximation since the ground truth is not available.

Further, a definition of “full sensitivity” requires a formal definition of the read mapping problem
as first given in the paper introducing RABEMA.

4.2.1 Gold-Standard Generation

The first step when using RABEMA is to build a gold standard, consisting of the equivalence
classes resulting from the match equivalence relation. RABEMA uses error rates instead of error
counts to make the method also applicable in the case of using reads with varying length (e.g.,
for IonTorrent or 454 reads or when using trimmed Illumina reads). Consequently, RABEMA also
defines the term strata and read mapping in terms of error rates and not error counts. I only
consider Hamming and edit distance for RABEMA. The error rate percentage of a read alignment
is computed as [100 - ¢/¢| where ¢ is the length of the read and & is the number of errors in
(distance of) the alignment. For each read, the gold standard consists of a set of intervals on the
genome sequence for each stratum Sy, . . . , S, where e is the largest allowed error rate in percent.

For each read, the gold standard is generated from a set of alignments for this read given as
the input and a maximal error rate e. The generator then takes each alignment and performs
an online string search around the position to first build the error landscape and then create
the intervals representing the matches. The maximal error rate e is used for limiting the string
search. The search to the right can be stopped if a position is reached where the corresponding
alignment has an error rate greater than e and the alignment’s start position is different from
the start position of the previous alignment with an error rate <e. In this case, the interval is
trimmed to the rightmost point with error rate < e. The search to the left is handled accordingly.
The online string search uses the bit-vector algorithm by Myers (1999b).
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The program building the gold standard expects the read alignments to be sorted by coordinate.
This allows an optimization in the computation for redundant matches. By keeping the last
found interval in memory for each read, alignments of a read are ignored if they end within the
interval or left of it. In this case, the gold standard builder has already generated an interval for
corresponding match. The resulting file contains the gold standard intervals (GSI) ordered by
read name. For each read and error rate stratum, the file contains entries with the begin and end
position of the intervals for all matches of the read in the stratum.

There are two modes of operation when generating a gold standard:

oracle mode In the case that the one true alignment is known for each read, as is the case
when simulating reads, the user can provide a gold standard alignment file (in SAM or
BAM format (Li et al., 2009a)) for the read set. The gold standard will then be built as one
match interval for each read. The interval will be extended by setting e to the error rate of
the alignment in the gold standard alignment file.

real-world mode For real world data, the user can provide a gold standard alignment file (again
in SAM or BAM format) generated by a fully sensitive read mapper. The maximal allowed
error rate e is another input parameter to gold standard generation. The gold standard will
then be generated by extending each alignment with the given e and any duplicate match
caused by redundant alignments will be removed.

Our read mapper RAZERS 3 (Weese et al., 2012) is an example of a practical, fully sensitive read
mapper for edit distance and is used in the evaluation presented in this thesis. In addition to the
parameters mentioned above, the user can also specify whether to build the gold standard for
edit or Hamming distance.

4.2.2 Read Mapper Result Comparison

Of course, RABEMA also provides a program to compare the GSI file with the result of a read map-
per. The read mapper result is given to the comparison program as a SAM or BAM file, sorted by
read name. The program then compares the read mapper result according to its parameterization.

Besides the used metric (edit or Hamming distance) and the maximal error rate e, the user can
configure whether to compare in the oracle or the real-world mode, the maximal error rate the
gold standard was built for, and select one of the read mapping problem variants to perform the
evaluation for.

In the real world mode, the user can compare between benchmarking for the ALL-MAPPING, ALL-
BEST-MAPPING, or ANY-BEST-MAPPING problem. The program will generate a report that also
breaks down how many of the required matches in each stratum are found by a read mapper.
This allows to see how well a read mapper performs for reads that align with a low error rate in
comparison to those that align with a high error rate.

It is important to choose the same error rate in the evaluation and when mapping reads as the one
the gold standard was built for. If a lower error rate is chosen when building the gold standard
than in the evaluation, this can lead to problems. In this case, error landscape lakes that appear
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distinct at lower error rate when building the gold standard might be joined with the higher error
rate in the read mapper. Consequently, a read mapper might only return one match in such a
case where the evaluation would expect one match for each of the two lakes that it sees.

In the oracle mode, the evaluation program simply counts the number of reads in each stratum
for which the alignment was found. A read is assigned to the stratum of its GSI entry.

4.2.3 A Peculiarity with Reverse-Strand Matches

I observed that there is a peculiarity with this definition when searching for reverse-complemented
reads or reads on the reverse strand of the reference sequence. An example for this is shown in
Figure 4.7 for k = 5. Because of the asymmetry of the search (forcing the alignment to end at
each position while choosing the best begin position), there are two lakes in the first case but
only one lake in the second case. Note that there is a truly separating alignment in Figure 4.7a,
the alignment with distance 6 (x). The alignments in the lake left and right of it are equivalent.

When building the gold standard, one can search for the reverse-complemented reads in the orig-
inal reference sequence or search for the original reads in the reverse-complemented reference
sequence. Depending on this choice, there might be more or less equivalence classes. In practice,
I observed very few differences, mainly in low-complexity repeat regions and with very long
(e.g., 454) reads only.

For RABEMA, the gold standard is built using RAZERS or RAZERS 3. Both RAZERS versions reverse-
complement the reference sequence because this is computationally more efficient for its ap-
proach. The situation from Figure 4.7a might occur at some place. A read mapper that reverse-
complements the reads (index-based read mappers such as BowTie and BWA do so) will only see
one lake, as depicted in Figure 4.7b.

However, since this almost only occurs in low-complexity regions and the number of occurrences
is small, the arising difference of results will be neglegible. Furthermore, such read mappers can
easily implement a special benchmark mode that reverse-complements the reference sequence
instead of the reads. This might come at a higher computational cost but can then be used to
assess the sensitivity and verify that the bias against the approach of reverse-complementing the
contigs is small. For measuring computational costs, the normal mode can be used.

Note that one has to choose whether to reverse-complement the reads or the reference sequence.
Each decision would slightly bias towards the chosen approach. I chose to reverse-complement
the reads since this is the approach in RazerS and RAZERS 3. These tools were used for generating
the gold standard read alignments since they were the first fully sensitive read mappers.

4.2.4 Possible Extensions to RABEMA

While RaBema offers comprehensive benchmarking for the read mapping problem as formalized
in this Section 4.1.4, there are various possible extension in the future.
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Figure 4.7: This figure shows a peculiarity with matches on the reverse strand. (a) shows the align-
ment of a read on the forward strand and (b) shows the alignment of the reverse-complemented
read sequence on the reverse-complement of the reference. Depending on whether the reference
sequence or the reads are complemented, there might be an infeasible alignment that separates two
match classes. Thick lines correspond to matches whereas thin lines correspond to mismatches or
indels.

First, one could consider to include different scoring schemes for matches. Read mappers such as
BWA use NEEDLEMAN-WUNscCH alignments for weighting matches, mismatches, and gaps differ-
ently in the alignment and also incorporate quality values in the alignment. Read mappers such
as BOwTIE separate their alignments into strata depending on the edit distance and then use
base quality values on matching and mismatching bases to select a best alignment. Such scores
could be supported by RaBEMA as well: using a sufficiently large e for creating a gold standard
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mapping will find all biologically sensible alignments. When building the gold standard, the gen-
erated matches could be weighted using scoring schemes from the literature. However, at this
point it becomes unclear what a good scoring scheme is, as can be seen by the various schemes
used in the different read mappers.

Another possible extension is for paired reads. Currently, verification of paired-end performance
can only be done using simulated reads in the oracle mode where the original sample location
is known. One reason for paired-end sequencing is to lower the ambiguity in read mapping by
requiring concordant (alinging to the genome in linear order, in the expected orientation, and
within the expected template size) mappings. Thus, applying the oracle mode makes sense for
such data.

A further extension of RABEMA to paired data would lead to similar problems as using a non-edit
distance scoring scheme. What comprises a “true” paired-end match? Does it make sense to
enumerate all combinations of paired matches in the case of ambiguity? The answers to these
questions remain unclear while using the oracle mode for evaluating paired-end mapping is a
good alternative.

An alternative approach to the benchmarking of read mappers was considered by Hatem et al.
(2013). These authors “define a read to be correctly mapped if it is mapped while not violating
the mapping criteria,” and consider multiple different mapping criteria. Their approach is more
flexible than my formal definition but it lacks an important property of my formal definition.

Namely, the lack of a formal match definition and the consequent lack of a method for enumer-
ating all formal matches does not allow the method to control for false negatives. First, a read
might have a valid match but no read mapper is able to find this match. Second, their approach
does not allow to estimate whether a read mapper is able to find all mapping locations. These
are major drawbacks stemming from the fact that this definition depends on the performance of
the used read mappers, leading to a catch 22.

4.3 Read Mapping Approaches and Methods

Obtaining the full genome sequence of organisms such as the fruit fly (Myers et al., 2000) and
humans (Lander et al., 2001; Venter et al., 2001) has unlocked the full potential of read mapping.
The original full sequence of the human genome was published in 2001 and at this time, Sanger
sequencing (first generation sequencing) was the prevalent sequencing technology. Since then,
different technologies have been developed. These technologies include the technologies by 454,
Mlumina, and IonTorrent (often termed second generation sequencing (2GS)) and the recent tech-
nology by Pacific Biosciences (often termed single-molecule or third generation sequencing (3GS)).
2GS and 3GS machines are also often called high-throughput sequencing (HTS) machines. These
technologies have different properties and Table 4.1 shows the most relevant ones for read map-
ping. Appendix B contains a more detailed description of the sequencing platforms.

Note that the properties of each technology have changed over time, that is read length and
throughput have increased while the error rate has decreased. To summarize, the advantage of
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second generation sequencing is the high throughput (at dramatically lower cost, not shown in
table) with the drawback of shorter reads and higher error rate. The main innovation of third-
generation sequencing is to perform single-molecule sequencing, i.e., the sequence is not read
out from multiple cloned templates but from one molecule only. In the case of current Pacific
Biosciences (PacBio) sequencing technology, this allows very long reads at the cost of a high
error rate.

At the time of writing, the dominant technology in many areas is Illumina sequencing since it
offers high throughput at a low cost. IonTorrent and 454 are used when long read lengths are
important, for example in metagenomic sequencing. Sanger sequencing is still used for valida-
tion, where very long reads with very low error rate are required, that is when the trade-off of
higher coverage depth with shorter read length of second generation technology does not pay
off. Also, Sanger sequencing still is the gold standard for verifying mutations found by HTS in
clinical contexts. The current main application of long PacBio reads is for de novo assembly.

4.3.1 The Practical Setting of Read Mapping

As described earlier in this chapter, read mapping is the process of approximately searching
relatively short reads in long reference sequences. The differences in read length, error rate, and
throughput led to the development of specialized tools for the different kinds of reads. Reads
from Illumina machines are usually aligned semi-globally while 454 and IonTorrent reads are
either trimmed or aligned locally. With the advent of second generation sequencing, there has
been a large increase in available read mapping software. Reinert et al. (2015) give an overview
of the area of read mapping, in particular the algorithmic ideas and Fonseca et al. (2012) maintain
an updated list of alignment software.

Read mapping software has to deal with long genomes and large sets of reads. At the same time,
the sensitive and specific alignment of reads to the reference is important such that the quality
of downstream analyses does not degrade because of missing or incorrect mappings.

1% gen. 2" gen. 3" gen,
Sanger 454 llumina IonTorrent PacBio
read length 400-900bp 200-800bp 20-150bp  ~ 200bp  up to 10kbp
error rate per base 0.001% 0.01% 1% 2% 13%
throughput per day 0.7 Mbp 0.7 Gbp 600 Gbp 12 Gbp 2.4Gbp
paired reads yes! yes yes yes no

Table 4.1: Overview of sequencing technologies, the throughput is given for one machine. Sources:
(Liu et al, 2012) and (Quail et al, 2012).

! Not directly supported by sequencers such as 3730x] DNA Analyzer by Applied Biosystems, but available
through wet lab techniques.
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Varying Length and Complexity of Genomes. Genomes of different organisms have dif-
ferent complexities. Bacterial genomes such as the one of E. coli (with a length of ~ 5Mbp)
are usually quite short and have a low content of repetitive sequence. The genomes of the eu-
karyotic model organisms S. cerevisae (= 12 Mbp), D. melanogaster (~ 120 Mbp), and C. elegans
(= 100 Mbp) are longer and have a varying degree of repeat content. The human genome has a
length of ~ 3 Gbp and a repeat content of ~ 50-69%.

Sequencing Errors. The early Illumina sequencing machines generated reads with a length
of 20-36 bp, a substitution error rates of about 1%, and very few indel errors (Dohm et al., 2008).
It is a reasonable assumption to only allow one or two substitution errors when mapping such
reads to genomes for SNV discovery. For discovering small indels and when mapping the recent
longer Illumina reads with 100-150 bp, however, indels have to be allowed in mapping as well.
For 454 and IonTorrent, the primary types of errors are indels and the error rate rises towards
the 3’ end of the read. For 454 reads, a higher frequence of errors can be seen at the beginning
of the read as well.

Paired-/Single-End Mapping Variations. Paired-end sequencing is an important technol-
ogy for resolving ambiguities due to repetitive sequencing. The available protocols allow dif-
ferent insert sizes. For example, the [llumina paired-end protocol yields relatively short pairs
(template size means of ~ 200-500 bp), while the Illumina mate-pair protocol allows insert sizes
of ~ 3 kbp.

The insert size has various implications, for example a larger insert size increases the probability
of covering SV breakpoints and thus such reads are often produced for SV analysis. Read li-
braries with lower insert sizes are often generated at higher coverages and are used for resolving
ambiguities that are due to repetitive region and different small-scale variants.

4.3.2 Theoretical Insights

In this section, I present two classic, fundamental lemmas that are used in fully sensitive read
mapping approaches and allow to explain the motivation behind heuristics. These lemmas give
insight into the distribution of errors in reads but can also be applied to detecting other features
in sequences, of course.

Pigeonhole Principle and k-mer Counting. First, the pigeonhole principle is the name for
a simple counting argument. For example, when there are k pigeons in k + 1 holes then there
has to be at least one hole without any pigeon. A similar argument can be made for errors in
approximate string search (Navarro and Raffinot, 2002, p. 163), especially for read mapping as
explained by Weese et al. (2009).

Lemma 4.1 (pigeonhole principle). Given an alignment of two sequences g and R with edit distance
k. When splitting R into k + 1 parts, at least one of these parts will have no error in the alignment
to the corresponding part in g.
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| |>< x | x | | XX i

(a) pigeonhole lemma (b) k-mer lemma

Figure 4.8: A read with three errors in the context of the (a) pigeonhole and the (b) k-mer counting
lemma. In both cases, a read with ten characters is shown at the top, and errors are shown as crosses.
The parts and k-mers affected by errors are colored red. In (a), the read was split into four parts of
size three and the three errors affect two of these parts (three errors could affect at most three of the
four parts). In (b), the ten k-mers are shown below the sequence.

An extension to this argument has been observed by Myers (1994):

Lemma 4.2 (generalized pigeonhole principle). Given an alignment of two sequences g and R with
edit distance k. When splitting R into j parts then at least one of these parts contains | k/j| or fewer
errors in the alignment to the corresponding part in g. Similarly, at least one of these parts will have
[k/j] or more errors in the alignment to the corresponding part in g.

Thus, when performing approximate search of read R with up to k errors, candidate regions for
the alignment of R can be obtained by searching for each of the k¥ + 1 infixes of R yielded by
partitioning R. Often, these infixes are called seeds. While the length of each seed in the read
is arbitrary, short seeds have the disadvantage of leading to many spurious occurrences in the
reference. Also, using the same seed length can have technical advantages. Figure 4.8a shows an
example.

A second fundamental insight is due to Jokinen and Ukkonen (1991):

Lemma 4.3 (k-mer lemma). Given two sequences g and R such that their edit distance is k andn =
max {|g|, | R|}. Then, the number of shared k-mers between g and R is at leastt = n+1—(k+1)-q.

Figure 4.8b shows an example. Such counting arguments can be used to design efficient algo-
rithms for candidate region identification in approximate string search (Rasmussen et al., 2006)
and read mapping software (Weese et al., 2009).

The candidate regions can then be verified by searching for a semi-global alignment of R to G
around the match, for example using a variant of the NEEDLEMAN-WUNSCH algorithm.

Practically Efficient Heuristics. As described in Chapter 3, the positional error probability
in NGS reads increases towards the 3’ end of the reads. The error distributions observed in
practice are in general not the worst cases assumed in the pigeonhole and k-mer lemma. This
observation can be used to improve the running time of read mapping methods while keeping a
good sensitivity.
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It can be seen as a good heuristic to search for seeds from the 5’ end of the reads where errors are
less frequent. Another heuristic is to use larger values for k£ when using the pigeonhole lemma
idea (e.g., as done by Weese et al. (2012)) or to require more shared k-mers when using the k-mer
lemma idea (e.g., as done by Weese et al. (2009)).

4.3.3 Filtration-Based Methods

String filter algorithms are algorithms for approximate string search that allow to efficiently
exclude parts of the database that cannot contain a match (see also Navarro and Raffinot, 2002,
p.- 162-170). They follow a general two-step approach. First, in the filtration step, candidate
regions that can contain a match are located. Depending on the chosen filtration method, both
false positives and negatives can be yielded. In the second, the verification step, the candidate
regions are verified with an exact algorithm.

The number of verifications in filtration-based methods depends on the specificity of the used
filter, that is the percentage of candidate regions that actually contain a match. Most such meth-
ods use the pigeonhole principle or the k-mer lemma for filtration. That is, they create seeds
from the reads that are then searched in the reference or use k-mer counting. In some cases,
the methods also create seeds from the reference and then search this in the set of reads. In the
following, a few examples for filtration-based read mappers are given.

RAZERS (Weese et al., 2009) is an example of a read mapping program based on k-mer count-
ing. It uses the SWIFT filter algorithm (Rasmussen et al., 2006) for identifying candidate regions
and Myers’ bit-vector algorithm for the verification (Myers, 1999b) of candidates. For Hamming
distance, it uses optimized gapped k-mers (some fixed positions in the k-mers are allowed to
mismatch). The successor RAZERS 3 (Weese et al., 2012) uses a filtration algorithm based on the
pigeonhole lemma and a banded version of Myers’ bit-vector algorithm (similar to the one by
Hyyro (2003)) for verification. Using a command line switch, the k-mer counting filter from the
previous program version can be used in RAZERS 3 as well. RAZERS 3 is described in more detail
in Section 4.4. Both versions allow Hamming and edit distance alignments of reads. SHrRIMP and
its successor SHRIMP 2 also employ a filter based on k-mer counting with spaced seeds following
a generalization of the k-mer lemma by Burkhardt and Kérkkdinen (2001) to such seeds. SHRIMP
also employs a bit-parallel verification of candidate regions and allows edit distance matches.

Soap (Li et al., 2008b) and MAQ (Li et al., 2008a) are early examples of read mappers using string
filtration based on the pigeonhole lemma. Soap and MAQ use the heuristic described above and
use the 5’ end of the read for the seed. In the filtration step, the first 28 bp at the 5’ end of each read
are used as the seed. Notably, MAQ introduced a statistical model for single-end read alignment
and formulas for computing read mapping qualities that were subsequently used in later read
mappers. Other examples for string-filtration-based read mappers are MrRSFAST (Alkan et al.,
2009) and MRFAST (Hach et al., 2010).

Lately, a number of methods have been proposed that use substring-tree-like indices for search-
ing for seeds in the filtration step. The most prominent one is BowTIE 2 (Langmead and Salzberg,
2012) that uses the Burrows-Wheeler-Transform (BWT) of the reference (Burrows and Wheeler,
1994) and ideas by Ferragina and Manzini (2001) for creating a substring-tree-like index of the
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reference. It then creates slightly overlapping seeds from the reads and searches them exactly
in the reference. The candidate locations are then verified using the NEEDLEMAN-WUNscH algo-
rithm. Another example is MasaI (Siragusa et al., 2013) that uses approximate seeds (i.e., allowing
errors in the seeds). In contrast to many other substring tree-based methods, Masa1 indexes both
the genome and the read set and then uses backtracking to search for matches in both indices.
Another example of a string filtration-based read mapper is GEM (Marco-Sola et al, 2012).

While in theory string filtration—based read mapping algorithms allow the fully sensitive search
of reads in the reference, many read mapping methods sacrifice sensitivity for lower running
time. Notably, RAZERS and RAZERS 3 are examples of fully sensitive methods that also allow the
user to select a lower bound on the sensitivity. The algorithm implemented for MRFAST allows
full sensitivity for edit distance (and MRSFAST for Hamming distance), but as can be seen below in
Section 4.5, MRFAST is not fully sensitive in practice. Notably, almost all other string-filtration-
based alignment tools are heuristics with varying trade-offs regarding sensitivity.

4.3.4 Index-Based Methods

The earliest read mapping tools were based on string filtration and streaming k-mers of the ref-
erence against a k-mer index built for the reads (or vice versa). The reference is usually updated
rarely while many different read sets are to be mapped against it. This led to using substring
indices of the reference to speed up read mapping. An index is built in a precomputation step,
saved to the hard-drive, and reused for each program call. This development predates the sub-
string index—based methods with string filtration, however.

BowrTik (Langmead et al., 2009) is a tool based on the Burrows-Wheeler Transform (BWT, Bur-
rows and Wheeler, 1994), and ideas by Ferragina and Manzini (2001) (the FM index). Targeted at
short (e.g., 36 bp) lllumina reads, BOWTIE only allows mismatch errors and thus mimics the search
strategy used in MaQ. Instead of using different fixed patterns that are searched exactly, BowTIE
performs a search in the virtual substring tree represented by the index and uses backtracking
to allow a limited number of errors in the seed.

Bwa (Li and Durbin, 2009) is a popular read mapper for the alignment of short Illumina reads.
Bwa uses a similar approach as BowTik but also allows gapped alignments. Bwa-SW (Li and
Durbin, 2010) uses the BWT for the alignment of long reads with a speeded-up version of the
SMITH-WATERMAN algorithm. Soar 2 (Li et al, 2009c¢) is another BWT-based tool for read map-
ping that only supports Hamming distance.

4.4 RAzerS 3 — Parallel, Fully Sensitive Read Mapping

The read mapper program RAZERS 3 (Weese et al., 2012) is the successor of RAZERS (Weese et al.,
2009) and was developed by me together with my coauthors. The program RAZERS was the
first fully sensitive read mapper according to the formal definitions of read mapping in Sec-
tion 4.1.4. The original aim for RAZERS 3 was to parallelize the program RAZERS to adapt it to
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current multi-core architectures. However, during the development, it became clear to us that
further performance improvements were required to also adapt it to longer Illumina reads (e.g.,
100-150 bp) and unmasked large genomes. My contributions lie mostly in the parallelization, the
match processing, and the evaluation.

In this section, I will first describe the underlying algorithmic approach of both RAZERS variants
in Section 4.4.1. Then, I will outline the changes to the program for the parallelization in Sec-
tion 4.4.2 and in Section 4.4.3 I will describe further optimization steps taken in RAZErS 3. In
Section 4.4.6 I present the evaluation of the achieved speedup in the evaluation of RAZERS 3. 1
conclude this section by describing trade-offs of using different filtration and verification strate-
gies in Section 4.4.5.

4.4.1 Algorithmic Overview

Figure 4.9 shows the data flow and the algorithmic components in RAZERS and Algorithm 4.1
gives an overview of the RAZERS program. First, the reads are loaded and an appropriate value
for the k-mer length in the SWIFT filter is chosen and the SWIFT filter is configured with pre-
computed gapped shapes. The program then maps the reads to each contig and its reverse com-
plement (for simplicity, Algorithm 4.1 only shows mapping to one contig).

In the end, the matches are compacted in the function CompacTiry. This function is also used
during the mapping. The function first sorts the read alignment information (tuples of the read
ID, begin and end position, and the alignment score) lexicographically by read ID, end position,
and score. Then, depending on the configuration of the program, the sorted list of tuples is
processed. For example, when only the best matches for a read are to be returned, all suboptimal
alignments are removed and the filter is configured to be stricter for this read if possible. As
another example, when there is a limit on the number of alignments to return for each read and
this limit is reached with perfect alignments then the filter is configured to return no more hits
for this read. Further, duplicate alignments are always removed.

mask &
compact
Y regularly
 ———  —

filtration verification

Figure 4.9: Overview of the data flow in the RAZERS program.
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Algorithm 4.1: The sequential RAZERS algorithm.

Program RAZERS (G, R)
Input :G, R // genome and set of read sequences
Output : A // list of all read matches

A < MapP-READS(G,R)
REVERSE-COMPLEMENT ((5)
A < A -MapP-READS(G,R)
COMPACTIFY (A)

return A

Function MapP-READS (GG, R)

Input :G, R // genome and set of read sequences
Output : A // list of all read matches

c + 1024 // A is filtered and compactified if it has more elements
A ()

// The filter hits m are intervals that candidate alignments’ end
// positions fall into.

foreach filter hit m = (r, b, €) do // (read id, begin pos, end pos)
// VERIFY returns one alignment for each match from Definition 4.7
// whose end position falls into m.
foreach m’ = (r,b,e,s) € VERIFY(m) do // (read id, begin, end, score)
A+ A-(m))
if |A| > c then // remove duplicate and superflous alignments
COMPACTIFY (A)
c+—c-1.5
end
end
end

The read mapping shown in the function MAP-READs in Algorithm 4.1 works as follows. The
function builds a list of alignments A. Each SWIFT filter hit is an interval on the reference G
that contains the end position of alignments for a read with identifier ». When configured for
full sensitivity, the SWIFT filter provides the guarantee that it returns at least one interval for
each match of a read. The filter hit is then verified in the function Veriry. This function yields
the begin and end position as well as the score for read alignments in the filter hit interval such
that one alignment is created for each match of a read. In the implementation, the intervals are
also annotated with whether they lie on the forward or reverse strand of the reference. This is
not shown in Algorithm 4.1 for simplicity.

To save memory, the alignment list A is compacted if its length grows over a threshold c. This
threshold grows by 50% after each compactification. This is a trade-off between allowing resizing
of the list (which is implemented as an array) and compactification in amortized time O(n -
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log n) and not wasting too much memory. This compaction is necessary since the filter can yield
multiple overlapping intervals for the alignment for a read. While the verification does not yield
duplicate alignments in one of them, the verification of two or more such intervals can lead to
duplicate alignments.

4.4.2 Parallelization Design

A naive parallelization of RAZERS with ¢ threads could split the read set into blocks of [|R|/t]
reads and let the algorithm run for each of these blocks independently. This, however, leads
to problems with load balancing since the amount of work for each thread can differ greatly.
The filter enumerates each k-mer of the genome and the necessary work at a genomic location
depends on the frequency of the k-mer in the genome and the read. In this section, I discuss the
constraints on the parallelization of RAzERS 3 and the taken design decisions.

Reusing the Existing Implementation. Our first requirement was to reuse the existing se-
quential implementation. RAZERS is a complex program and instead of rewriting the code from
scratch, our aim was to base the parallel code on the existing implementation.

Restriction to One Reference Copy. To save memory, only one copy of the reference is held
in memory. RAZERS loads the reference contig by contig and reverse-complements the contigs
instead of the reads. Reverse-complementing the reads would generate a larger overhead since
usually, the set of reads is larger than the reference contigs. This leads to an implicit barrier for
parallelism at the end of each contig and before reverse-complementing the current contig: all
threads have to wait for the last thread to finish its processing of the contig.

Load Balancing in Filtration. The filter has to build a hash table of all k-mers for its reads.
Moving reads from one hash table to another is expensive and either requires a complex imple-
mentation of the table (which lowers performance when reading) or rebuilding the table. Having
more than one table for each thread also introduces an overhead. For the original implementa-
tion of RAZERS 3, the number of tables for each thread was adjustable but assigning the reads
statically to threads and only having one hash table was faster. Thus, we decided that the load
balancing in the filtration was to be static.

Load Balancing in Verification. Conversely, we decided that the verification of the filter hits
was to be used for load balancing between the threads. We adjusted the filtration to process the
reference in windows of 500 kbp (by default) and to collect all filter hits. The collected filter hits
are then split into packages and put into a thread-safe global queue. The threads then pick these
packages and process them independently of each other. This allows the dynamic load balancing
in verification.
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4.4.3 Further Optimizations in RAZERS 3

Besides the parallelization, we implemented the following optimizations in RAZERS 3.

Open-Addressing k-mer Filter. In RazgrS, a dense implementation of a k-mer index was
used. Each k-mer of the alphabet DNAS5 is assigned a number between 0 and 59. For small values
of g, it is possible to create a hash table that uses this direct correspondence without collisions or
probing. However, for larger values of g, such a hash table requires a large amount of memory.
For RAZERS 3, we implemented a k-mer index—based on an open addressing (Cormen et al., 2001,

p- 221 1f.) hash table.

A Banded Version of Myers’ Bit-Vector Algorithm. Myers’ bit-vector algorithm allows the
bit-parallel computation of edit distance matches for query sequences up to the machine’s word
width (i.e., 64 bit for modern machines). For 36 bp Illumina reads, which was the main target
for RAZERS, this worked very well. However, for modern 100-150 bp Illumina or even 454 reads,
more than one machine word is used and bits have to be carried over machine word boundaries.
For this, we developed a banded version of Myers’ bit-vector algorithm.

A Pigeonhole-Based Filter as an Alterative to the SWIFT Filter. As an alternative to the
SWIFT string filter, RAZERS 3 implements a string filter—based on the pigeonhole principle: when
finding a shared k-mer between a read an the reference, the filter hit is verified. As I describe
in Section 4.4.5 below, the SWIFT filter is a good choice for long reads and high error rates in
the case of Hamming distance. However, in the other cases (in particular for edit distance), the
pigeonhole filter showed a better performance (when used together with the banded version of
Myers’ bit-vector algorithm).

Local Match Masking and Histogram-Based Setting of Thresholds. Both the SWIFT and
the pigeonhole filter work by enumerating the k-mers in the reference sequentially from left to
right. Although the position of these k-mers is strongly monotonically increasing, the position
of the k-mer in the read can vary. Thus, neither the begin nor end position of the alignments
after verification are guaranteed to be monotonically increasing. For example, an alignment can
have a smaller begin position than the previous alignment for a read.

This non-monotonicity is limited, however, to some relatively small overlap. That is, after pro-
cessing a window, the leftmost begin position of an alignment that can possibly be generated
by the next window is limited by a bound that can be computed from the filter settings. Thus,
the sorting for the masking step does not have to be performed on all matches. It is sufficient to
perform the masking on a suffix of the list of found alignments:

First, all matches from the first window (the right border is shifted to the left by the overlap) are
sorted by start, then by end position (as described above) and masked after each sorting. Then,
all matches from the second window (the left border is shifted left by the overlap) are sorted

68



4.4 RAZERS 3 — Parallel, Fully Sensitive Read Mapping

]\ /B

A

shared

) . mask on compaction
filtration verification .
queue window  Write back at the end

®®
@
)

N4

»®
@

matches

Figure 4.10: Overview of the data flow in the RAZERS 3 program for two threads. The filter module
and its hit packages are shown in green. The verification module and the packages of alignments
are shown in blue.

by start, then by end position and masked after each sorting. This is repeated for all following
windows.

This allows to manage the arrays in memory-mapped files and only access a relatively small part
at the end of the file. Only this active part has to be kept in memory and the operating system
will swap out the rest of the file if necessary. This strongly reduces the memory requirements of
the program and makes them independent of the total number of matches. Rather, the memory
required for matches is now bounded by the maximal number of matches of all reads that fall
into one window. Note that the operating system will buffer as much of the file as possible in
main memory for better performance. The sorting of the final compaction step can be done using
external sorting for large result sets.

In the previous version of RAZERS, the whole set of matches was sorted and masked for duplicates.
The method also allows to specify a maximal number of matches for each read. When this number
is reached for a read, the filter settings can be adjusted to return only matches that are better
than the worst match found so far. In the previous version, the distribution of the error rate for
each read could be computed during the masking step since all matches in A are available to
the algorithm adjusting the thresholds. For the local match masking, I use the simple trick of
storing a histogram of match distances for each read. The decision of adjusting the thresholds
can be made after considering only the entries of the histogram and without having access to all
matches.
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Algorithm 4.2: The parallel RAZERS 3 algorithm.

Program RAZERS 3(G, R)
Input :G, R // genome and set of read sequences
Output : A // list of all read matches

A < MapP-READS(G,R)
REVERSE-COMPLEMENT ((5)
A < A -MapP-READS(G,R)
COMPACTIFY (A)

return A

Function MapP-READS (GG, R)

Input :G, R // genome and set of read sequences
Output: A // list of all read matches
Q<+ () // thread-safe global queue of filter hits

fork threads and do in parallel

A<+ () // each thread has its own copy of A
// window length and package size are configurable

foreach window W of length 50 kbp do

Q' « filter hits for W in packages of 10k hits

Q+Q-Q // append atomically
B+ 0 // mapping thread id — alignments

// While there is any work in () or any thread can insert into Q).
while (|@Q| > 0) V (NUM-FILTERING-THREADS () > 0) do
p < Porp(Q) // get next package atomically
foreach m € p do
m/ < VERIFY(m)
1 < GET-THREAD (m) // id of thread for read in match
Bli] + Bli]u{m'}
end

end

// match distribution

thread-barrier // wait for all threads
C < all matches from other thread’s B for this thread

thread-barrier // wait for all threads

// masking

A+ A-C

Mask-MATCHES (A)

thread-barrier // wait for all threads

end

end
merge thread-local As into a global A

return A
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Myers ave. ave. total
filter . threads filtration verification . candidates matches

variant . X time

time time

SWIFT unbanded 1 14:14:04 34:33 14:49:06 4839 M 29 M
SWIFT banded 1 13:42:41 10:08 13:53:19 489 M 24 M
pigeonhole  unbanded 1 12:28 5:10:45 5:23:41 5490 M 24M
pigeonhole  banded 1 12:25 56:41 1:09:34 5490 M 24M
SWIFT unbanded 8 1:01:13 4:27 1:05:47 489 M 29M
SWIFT banded 8 1:04:25 1:17 1:11:09 489 M 29M
pigeonhole  unbanded 8 2:31 39:22 41:59 5490 M 24M
pigeonhole  banded 8 2:36 6:41 9:24 5490 M 24M

Table 4.2: Running time of the RAZERS 3 mapping step in different variants, excluding I/O. The time
is given as [h:min:s]. Note that the column “total time” also includes the I/O of references as well as
the running time for match management.

4.4.4 The Parallelization in RAZERS 3

Figure 4.10 gives an overview of the program RAZERrS 3 and shows the data flow between the
threads, and Algorithm 4.2 gives pseudo code. Each thread is statically assigned approximately
the same number of reads and builds the filtration state (including the hash table) for them. Then,
each thread runs the filtration for its reads over the next window. The filter hits are collected in
packages of a few thousand and written to a thread-safe shared queue.

After finishing the filtration, each thread then performs the verifications, using the packages
from the shared queue. The resulting alignments are collected in local buckets, each of the ¢
threads has ¢ buckets, one for each other thread and itself. The read ID allows the mapping to
the thread that is responsible for a given read. The alignments are written to the bucket for the
responsible thread.

After the verification for the current window is complete, the locally collected alignments are
written to a thread-local queue for each thread. Before writing back, the alignments are masked,
i.e., duplicates are removed and the threshold for each read is adjusted depending on the number
of alignments. This is done in the local fashion described in Section 4.4.3.

When the whole genome has been processed, the alignments from all threads are collected and
compaction is performed, i.e., alignments that are not to be written out are removed. This can be
caused by reaching a limit on the number of alignments for a read or by having found a better
match in ALL-BEST mode, for example.

4.4.5 Filtration and Verification Performance Trade-Offs

The effects of the filter and verification algorithm choice are complex and also interact with
whether multi-thread is used or not. In this section, I describe and discuss these effects.
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Influence of Banded Verification. Table 4.2 shows the total mapping time, average filtra-
tion time, and average verification time when running Razers 3 with one and eight threads with
different combinations of filter and verification variants. The number of verifications (candi-
dates) and successful verifications (matches) is also shown. The upper half of the table shows
the results when RAZERS 3 is run with one thread. I mapped ten million 100 bp reads from read
set ERR012100 to chr. 2 of the human genome on an 8-core machine. I ran RAZERS 3 with 99%
sensitivity (the default setting) and an error rate of 4%.

When using one thread, the verification time using SWIFT and unbanded Myers is 34.5 minutes
while it is 10.13 minutes when using banded Myers instead. When using the pigeonhole filter,
the time decreases from 310.75 minutes to 69.56 minutes. Thus, the speedup of using banded
Myers versus unbanded Myers is 3.4 for SWIFT and 4.47 for pigeonhole.

When using eight threads, the pigeonhole/unbanded variant uses 39.37 minutes for verification,
pigeonhole/banded uses 9.3 minutes, a speedup of 4.2. The SWIFT/unbanded variant uses 4.45
minutes, SWIFT/banded uses 1.28 minutes, a speedup of 3.47.

Interestingly, the total mapping time does not decrease as greatly for SWIFT when changing from
banded to unbanded while there is pronounced a speedup for pigeonhole. Thus, the influence
of the pigeonhole filter has to be considered as well. I give a description of this in the next
paragraph.

Influence of the Pigeonhole Filter. Using the SWIFT filter identifies 489 M candidates while
the pigeonhole filter identifies 5490 M candidates, more than 11 times as many (see Table 4.2).
However, using the pigeonhole filter, RAZERS 3 is faster than when using the SWIFT filter. De-
pending on whether using one or eight threads and banded or unbanded verification, the differ-
ence in mapping time is a factor between 1.56 (eight threads, unbanded) and 11.98 (one thread,
banded). The factor is 2.75 for one thread, unbanded and 7.56 for eight threads, banded.

When changing the filter from SWIFT to pigeonhole, the filtration time decreases greatly at the
cost of more candidates and thus more time is spent in verification. The time spent in verification
can be greatly reduced by using the banded instead of the unbanded verification algorithm.

Another interesting effect of the faster verification phase is the impact on load balancing. I
instrumented the RAZERS 3 code to record the start and end time of each step and thus also the
times where a thread waits for others. Figure 4.11 shows excerpts from the time charts of the first
two threads from each run towards the end of the run. The z-axis indicates the time, where all
charts have the same time scale. Each green bar represents the time spent for filtering candidate
regions between an eighth of all reads and a reference window of length 500 kbp. The blue bars
represent the time spent for verification (which is load balanced in packages between the blocks).
Colored parts of the bar indicate that the thread was actively doing work whereas white parts
indicate waiting.

As can be seen, when using the SWIFT filter the running time is dominated by filtration. Since
filtration is not load balanced dynamically, multiple threads are idle when they have completed
their filtration. When running with the pigeonhole filter, the running time is dominated by
verification. Verification can be load balanced dynamically and consequently, the threads finish
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Figure 4.11: Running time profiles for RazerS 3 with different variants for the filtration and verification phase.
The charts show the work performed by each of the 8 threads towards the end of the program run. In pigeonhole
mode, all threads finish almost simultaneously because the time spent for verification dominates the running time
and the verification can be load balanced dynamically. In SWIFT mode, many threads are idle from some point of
time since the filtration time dominates and filtration is load balanced only statically. Note that while the charts all
have the same scale and show an interval of the same length, they all show an interval starting at different points
of time. For the pigeonhole filter case, the times are taken around the end of the mapping phase. In the case of the
SWIFT filter this was not possible on this scale since the threads finish so irregularly.

almost simultaneously. This can be seen in the two charts on the bottom which show the last
25 s of the pigeonhole runs. Furthermore, it can be observed that the time spent on verification
is shorter when using banded verification but the remaining verification work still allows good

load balancing in terms of running time.

To summarize, both switching from unbanded to banded verification and from the SWIFT
to the pigeonhole filter improves the running time. When using the pigeonhole filter, the im-
provement from unbanded to banded verification is even more pronounced (5x instead of 3.5x)
because the lower specificity of the pigeonhole filter yields 10x more candidates. When using
multiple threads, the shift of time spent in filtration to time spent in verification improves the
overall running time by improved load balancing. The reason for this is that the verification can

be load balanced while the filtration cannot.

Comparing Pigeonhole and SWIFT Filter.

The only disadvantage of the banded verification

compared to the unbanded variant is that the band size is limited by the machine word width
in our implementation because of performance considerations. Thus, on a 64 bit machine, the
verification is limited to a bandwidth of 64 and can only guarantee to find alignments with 32
errors (for an error rate of 5%, this allows reads of up to 650 bp). The banded verification is faster
than the unbanded variant and also does not need the precomputation required for the unbanded
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variant of Myers’ bit-vector algorithm. Thus, for lllumina reads, it is always preferable to use the
banded verification.

However, it is not clear for which cases the SWIFT or the pigeonhole filter is better. Thus, I
performed several benchmark runs. I used RAzZERS 3 to map ten million Illumina reads from the
organisms E. coli, C. elegans, and human to the organism’s reference sequence (for human, chr. 2
was used as the reference). I varied the error rate from 0-10%, for sensitivity, I used 99% and
100%, and I used both Hamming and edit distance for mapping. I ran the benchmarks on an
8-core machine and using 8 threads. Figure 4.12 shows the results and Table E.1 (p. 199) shows
the names and details of the read data sets.

Generally, SWIFT shows its largest advantage using gapless (Hamming) alignment for error rates
over 6%. For edit distance and error rates smaller than 6%, the pigeonhole filter is faster. It is
interesting to note that there are running time ratios of 1:32 or more for both variants, i.e., for
both filters there are settings in which one greatly outperforms the other.

It is also remarkable that in some cases the superiority of one method is not continuous. For ex-
ample, for edit distance on C. elegans with 100% sensitivity and a read length of 50 bp, the SWIFT
filter is slightly better than the pigeonhole filter for error rates of 4-5%. A possible explanation
for this is that the SWIFT filter uses precomputed gapped shapes and counter threshold values.
For some settings, good shapes can be found while for neighboring configurations, the found set-
tings might be worse. For Hamming distance the SWIFT filter uses gapped shapes, which gives it
an edge over the pigeonhole filter. Thus, the SWIFT filter tends to be better than the pigeonhole
filter for high error rates when mapping in Hamming distance.

Our general recommendation is to use the pigeonhole filter for edit distance for all error rates and
for Hamming distance for error rates up to 6%. The SWIFT filter is a good choice for Hamming
distance with error rates above 6%.

4.4.6 Evaluation of the Parallelization

In this section, I analyze the parallelization of RazerS 3 in detail.

Achieved Speedup. To evaluate how much the implementation benefits from widely avail-
able multi-core architectures, I used a relatively large dataset (10 M reads of set ERR012100) and
mapped it against chr. 2 of the human genome. I ran RAZERS 3 with 1, 2, 4, and 8 threads (dynamic
load balancing). I compared the results with the trivial parallelization (static load balancing) of
splitting the read set into ¢ parts of equal size and running ¢ separate RAZERS 3 processes in
parallel that use one thread each.

Both the runs with dynamic and static load balancing required about 89.5 min with one thread.
Mapping reads with dynamic load balancing scaled almost linearly with speedups of 1.95, 3.95,
and 7.46 for 2, 4, and 8 threads. Static load balancing scaled worse. The speedups were 1.90,
3.63, and 6.61. With 8 threads one effectively gains one more processor core with the dynamic
balancing scheme compared to the static load balancing.
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Figure 4.12: Ratios of running time with pigeonhole (PH) and SWIFT filter. RAZERS 3 was run with 8 threads
using reads of different length and different genomes as well as different error rates and sensitivities.
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Alternative Load-Balancing Methods. Above, I compared static and dynamic load balanc-
ing schemes. Another possible load balancing scheme would split the read set into many pack-
ages which are then distributed through a queue to a group of worker threads. Each thread
processes one package in a sequential fashion and the next package is given to the earliest idle
thread.

This approach has a major drawback. The filtration step of RAZERS 3 has to scan over the text for
each package. While the time for verification is linear in the number of matches and the number
of verifications does not change, this is not the case for the filtration: doubling the number of
packages, leads to an increase by a factor of 1.7-1.8 for the total CPU time spent in filtration in
the performed experiments.

I mapped ten million reads against the D. melanogaster genome. For this, I split the reads into
8, 16, 32, and 40 packages. I then mapped each package using a separate RAZERS 3 process. I
employed the work queue program 1s! for running the mapping processes such that 8 were run
in parallel. The CPU time spent for filtering was 216's, 388 s, 694 s, and 1025 s using a splitting
scheme of 8, 16, 32, and 40 packages. When using dynamic load balancing, the time for filtration
was 243 s (the difference to the time for 8 packages can be explained by the better isolation and
fewer synchronizations using separate processes).

When using 8 packages, the load balancing is the same as for the static scheme described above.
While there is no additional overhead for the filtration, the load balancing is inferior to the dy-
namic load balancing implemented in RazerS 3. Using more packages, the overhead for the
additional filtration makes this approach even worse than static load balancing.

In conclusion, Ifound the employed load balancing strategy to be superior to the more naive
approaches. Thus, the work invested in the fairly complex parallelization paid off.

4.5 RABEMA and RAZERS 3 Results

In this section, I present an experimental study comparing RAZerS 3 with other read mappers
and its results. Together with my coauthors, I previously published the study in (Weese et al.,
2012).

We chose BowTik 2 (Langmead and Salzberg, 2012) and BWA (Li and Durbin, 2009) as represen-
tative of recent BWT-based read mappers. Soap 2 (Li et al., 2009c) is another popular BWT-based
tool although it does not support indel errors. HoBBEs (Ahmadi et al, 2012), MRFAST (Alkan
et al., 2009), and SHRIMP 2 (David et al, 2011) are popular read mappers based on k-mer count-
ing or k-mer indices. We used RAZERS 3 (Weese et al., 2012) with its pigeonhole filter and the
banded verification. RAZERS 3 has a parameter for setting the estimated sensitivity and we used
the sensitivities 100% and 95% (R3-100 and R3-95).

For the read sets, I give the SRA/ENA identifiers. As reference sequences, we used the whole
genomes of E. coli (NCBI NC_000913.2), C. elegans (WormBase WS195), D. melanogaster (Fly-

'http://vicerveza.homeunix.net/~viric/soft/ts/
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Base release 5.42), and H. sapiens (GRCh37.p2). We measured the running times on a cluster of
nodes with 72 GB RAM and 2 Intel Xeon X5650 processors (each with 6 cores) per node running
Linux 3.2.0.

4.5.1 Evaluation Methods

Generally, one would expect the BWT-based tools to be best at locating one or a few matches
with a low number of errors and to perform well for solving the ANY-BEST-MAPPING and ALL-
BEST-MAPPING problems. At the same time, these methods are expected to be fast for this task.
On the other hand, k-mer-based methods can be expected to be very sensitive for all three map-
ping problems, and especially outperform the BWT-based tools for the ALL-MAPPING problem.
However, these methods are expected to be slower, given that they can generate large amounts
of data (depending on the parameters and input).

For this reason, we group the read mappers into best-mappers and all-mappers. That is, programs
designed and parameterized to either quickly find one best match for each read or to enumerate
all matches for a read up to a given error rate. The BWT-based tools are best-mappers while the
k-mer-based methods are all-mappers. RAZERS 3 is also considered as a best-mapper here (and
placed in both categories), using a parameterization that returns only one best alignment for
each read. The exact parameterizations can be found in Appendix D.

Benchmarking with RABEMA. We used Mason (Holtgrewe, 2010) for the simulation of 100k
reads of length 100 bp from the whole human genome. We chose a typical lllumina error profile
for simulating sequencing errors. As in the RABEMA (version 1.1) manual, we used the program
RAZERS 3 for generating a fully sensitive mapping. From this, we generated a gold standard
intervals file that we used for the subsequent evaluation. We generated the gold standard for up
to 5% errors.

Then, we used RABEMA to perform an evaluation in the categories ALL-MAPPING, ALL-BEST-
MaprpPING and ANY-BEST-MAPPING. We report the result of the evaluation in the oracle mode as
recall, i.e., the percentage of reads that could be aligned to the simulated sample location. We did
not consider running time and memory consumption in this benchmark, since it is only meant
to assess the sensitivity of the read mappers in terms of the RABEMA benchmark.

For the RABEMA benchmark, we also tried to configure BowTIE 2 and BWA as all-mappers. We did
this to see how well the BWT-based methods work for enumerating all matches (see Appendix D).

Variant Detection Benchmark. Similarly to the evaluation of SHRIMP 2 (David et al., 2011),
we subjected the read mappers to an analysis of their performance in the presence of small vari-
ants, i.e., SNVs and small indels. The BWT-based tools BowTiE 2 and BWA use quality values
for trying to discriminate tentative errors from correct bases. Small variants introduce alignment
errors but without lowering the base quality values. Thus, these read mappers could prefer align-
ments at wrong locations if mismatches at such locations can be explained by low base quality
values.
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We simulated read pairs of length 2 x 100bp from the whole human genome. We simulated
SNVs and small indels into the genome and the reads also contain simulated sequencing errors
following a typical Illumina error profile. We used MasoN for simulating these reads as well. We
filtered the reads such that they aligned with up to 5 errors to the reference sequence and we
randomly selected 5 million from the filtered read set.

Then, we mapped read sets to the reference both in single-end and paired-end mode to assess
the performance of all read mappers and parameterizations in both modes. We count a read (or
pair) as aligned correctly if we find an alignment that falls within 10 bp of the sampled origin. We
count it as mapping uniquely if the mapper only reports one alignment. We group the reads (or
pairs) by the number of SNVs and indels spanned in the simulated donor genome. We label each
group with the pair (s, 7), having s SNVs and ¢ indels. For each group, we compute recall as the
percentage of all contained reads (or pairs) and precision is the percentage of uniquely mapped
reads (or pairs) that we found to be mapped correctly.

Performance Comparison Benchmark. Last, we compare the performance of the read map-
pers in terms of mapped reads as well as running time and memory consumption. For this, we
used four different sets of ten million real-world Illumina read pairs of length 2 x 100 bp for the
organisms E. coli, C. elegans, D. melanogaster, and H. sapiens. Further, to assess the read mappers’
performances on future long reads, we mapped six simulated datasets consisting of 1 million
simulated read pairs of lengths 2 x 200 bp, 2 x 400 bp, and 2 x 800 bp from D. melanogaster and
H. sapiens to the reference genomes. We simulated the reads with a typical Illumina error profile
using MasoN. We mapped all reads both in single-end and paired-end mode with an error rate
of 4%. We measured the running time and peak memory consumption as well as the number of
mapped reads (or pairs) and read (or pairs) with minimal edit distance.

For the evaluation, we used the common measures of percentage of mapped reads (or pairs),
i.e., the fraction of reads (or pairs) that are reported as aligned in the result file of the map-
per. However, as some mappers report alignments without constraints on the number of errors,
we determined the fraction of reads (or pairs) whose best match has an error rate of at most
0%, . ..,4%. We call a read (or pair) e-mappable if it can be aligned with an error rate of ¢ (by
any mapper). As a more stringent measure for edit distance mappers, we call an e-mappable
read (or pair) correctly mapped if at least one (paired) alignment has been found with an error
rate of €. For each mapper, we measured the percentage of correctly mapped reads (or pairs),
i.e., the fraction of e-mappable reads (or pairs) for € € [0,4%] that are correctly mapped. For a
more detailed analysis, we give the percentages for sets of ¢ = 0, € (0,1%],...,e € (3,4%]
separately.

When possible, we ran the read mappers with 12 threads. Since MRFAST does not support shared-
memory parallelization, we split the reads into packages of 500 k reads and then mapped them
with 12 concurrent processes using Ts®. Hobbes had a large memory consumption such that we
had to map the reads package-wise but otherwise used the built-in parallelism and 12 threads.

*http://vicerveza.homeunix.net/~viric/soft/ts/
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method all all-best any-best recall

Bowtie 2
BWA
Soap 2
R3-100
R3-95

best-mappers

Bowtie 2
BWA
Hobbes
mrFAST
SHRiMP 2
R3-100
R3-95

all-mappers

Table 4.3: RABEMA scores in percent (sum of the fractions of found matches for each read, normalized by the

number of reads). Large numbers are the total scores in each RABEMA category and small numbers show the

category scores separately for reads with (§ } 2) errors.

4.5.2 Results and Discussion

RABEMA Benchmark Results. Figure 4.3 shows our results of the RABEMA benchmark. The
first five rows of the table show the results for the best-mappers, the remaining rows show the
results for the all-mappers. The large numbers show the overall normalized found intervals score
and the small numbers show the score for alignments having 0, 1,...,5 errors. The results of
R3-100 can be seen as the gold standard since RAZERS 3 guarantees to find one best or all best
alignments, depending on its configuration.

The most relevant column for the best-mappers are the columns any-best and recall. First, con-
sider the column any-best. As expected, R3-100 is fully sensitive and yields a score of 100.0. R3-95
is the next best method, achieving an overall score of 99.8% and scores > 97.0% when considering
the scores by error. BWA and BowTIE 2 perform similarly, yielding an overall score of 98.81% and
98.08. Notably, BWA achieves better scores for alignments 0-3 errors while BOWTIE 2 is better
for alignments of 4 and 5 errors. SOAP 2 achieves the lowest score of all best-mappers and aligns
few reads with more than 2 errors. Second, consider the column recall. The RAZERS 3 variants
achieve the best scores in term of recall as well as in the case of the any-best category, BWA is
slightly better than BowTIE 2. SoAP 2 achieves the worst results.

The most relevant column for the all-mappers are the columns all, all-best and recall. Again, R3-
100 comes out with full sensitivity scores as is to be expected. In the category all, it is followed
by MRFAST which claims full sensitivity but loses some alignments presumably due to imple-
mentation bugs. The next best method is R3-100, followed by HoBBES and SHRIMP 2. Notably,
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BowTik 2 and Bwa achieve quite good results in their all-mapper configuration, at the cost of
higher running times. All methods except R3-100 lose most significantly in the matches with
higher error rate. In the category all-best, the picture is quite similar but the achieved scores are
higher than in the category all. For the categories all-best, any-best, and recall, BOWTIE 2 is better
than Bwa (both in their all-mapper configuration).

To summarize, the sensitive all-mapper RAZERS 3 achieves good results in single-end best map-
ping and surprisingly also in terms of recall despite its lack of base quality support. Bwa is
slightly better than BowTiEk 2 in terms of any-best mapping and SoaP 2 is only a good choice
when alignments with more than two errors are not important. The category any-best mapping
is very important because almost all common tools for small variant detection expect their input
to be read alignments from an any-best mapper. For all-mapping, RAZERS 3 shows the highest
scores in all categories when configured with full sensitivity and it is still competitive or superior
to all-mappers such as HoBBES and SHRIMP 2 when configured with 95% sensitivity. MRFAST is
the second best all-mapper but does not show full sensitivity. Surprisingly, BowTIk 2 and Bwa
can be configured to outperform the all-mapper HOBBES in the category all-mapping.

Variant Detection Benchmark Results. Table 4.4 (p. 81) shows our results of the variant
detection benchmark. Extended results are given in Tables E.2 (p. 200) and E.3 (p. 201).

Considering the all-mapper results, R3-100 shows the highest recall and precision value, both
in single-end and paired-end mode. MRFAST is also fully sensitive on the single-end dataset but
shows a low recall value of 8% pairs with 5 bp indels. SHRIMP 2 shows full precision in all classes
and experiments but misses some non-unique alignments. HOBBEs appears to have problems
with indels and shows the lowest sensitivities in the all-mapper comparison.

Surprisingly, R3-100 is the most sensitive best-mapper even in the non-variant class (0, 0) where
the simulated qualities should give quality-based mappers an advantage. For paired-end reads
where matches are also ranked by their deviation from the template size, it is even more sensitive
than the all-mappers HoBBEs and MRFAST. As also observed by David et al. (2011), quality-based
mappers like BOwTIE 2, BWA, and SoAp 2 are not suited to reliably detect the origin of reads
with variants. Their recall values deteriorate with more variants as they prefer alignments where
mismatches can be explained by sequencing errors instead of natural sequence variants. The low
sensitivities of SOAP 2 are due to its limitation to at most 3 mismatches and no support for indels.

Performance Comparison Benchmark Results. Table 4.5 shows our results of the real-
world performance benchmark for the real-world D. melanogaster and H. sapiens data sets as well
as for the simulated 800 bp D. melanogaster data set. Extended results can be found in Tables E.4-
E.7 (p. 202-205).

For the single-end data, R3-100 achieves the best results in terms of correctly mapped reads of all
best-mappers, followed by R3-95. BowTIE 2 is the next best tool, followed by BWA. Remarkably,
the performance of BWA deteriorates for the long reads which can be explained by the fact
that BWA is not designed for such long reads. Soap 2 achieves the worst results, aligning few
reads with more than 2% errors. R3-100 also is the best tool of the all-mappers. MRFAST is the
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(0,0) (2,0) (4.0) (1,1) (1,2) (03)
method prec. recl. prec. recl. prec. recl. prec. recl. prec. recl. prec. recl

Bowtie 2
BWA
Soap 2
R3-100
R3-95

Hobbes
mrFAST
SHRIiMP 2
R3-100
R3-95

best-mappers

all-mappers

(a) single-end

(0,0) (4,0) (8,0) (2,2) (2,4) (0,5)
method prec. recl. prec. recl. prec. recl. prec. recl. prec. recl. prec. recl

Bowtie 2
BWA
Soap 2
R3-100
R3-95

Hobbes
mrFAST
SHRiMP 2
R3-100
R3-95

best-mappers

all-mappers

(b) paired-end

Table 4.4: Results of the variant calling benchmark. Shown are the percentages of found origins (recall) and the
fraction of unique reads mapped to their origin (precision), grouped by reads with s SNVs and ¢ indels, labeled as

(s,1).
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dataset SRR497711 ERR012100 simulated, m = 800
D. melanogaster H. sapiens D. melanogaster
time correctly mapped mapped reads time correctly mapped mapped reads time correctly mapped mapped reads

method [min:s] reads [%) [%] [min:s] reads [%] [%] [min:s] reads [%) [%]
, Bowtie2 2:00 85.71 i e e 5:37 96.72 1o S o0st 13:48 99.99 99 a7 7398
g BWA 5:35 79.37 0 oo 1S 13:45 93.53 [ 5 0 5:38 68.09 003 wer oo
g Soap 2 1:55 72.49 248 07 748 2:34 89.73 D% S w7 0:54 38.14 00 2
+  R3-100 1:28 78.92 o o T 85:56 92.99 o S 209 1:17 90.43 0o o T
z 97 781 02 92 65 0.
S R3-95 1:26 78.82 R U3 B 4316 92.95 75 v 90s7 1:15 90.43 003 113 7ars
. Hobbes 4:51 76.16 32 o M0 265:48 89.24 1% S w02 - - -
‘g mrFAST 4:01 78.92 0 3 Y 413:40 92.99 1% S e 5:16 69.32 0 B o
g SHRIMP 2 23:40 89.91 7 ¢80 o0 1312:09 99.06 5% 74 0% 796:06 99.31 303 aos 707
= R3-100 1:51 78.92 0% 931 B9 118:26 92.99 75 w1 0 1:20 90.43 00 s a3
« & . .

R3-95 1:45 78.82 20 93 B 5813 92.95 7% ¥ 0 1:20 90.43 0% s a3

(a) single-end
dataset SRR497711 ERR012100 simulated, m = 800
atase
D. melanogaster H. sapiens D. melanogaster
time correctly mapped mapped pairs time correctly mapped mapped pairs time correctly mapped mapped pairs

method [min:s] pairs [%] [%] [min:s] pairs [%] [%] [min:s] pairs [%] [%]
, Bowtie2 6:32 81.94 0 0w om 1051 94.19 5% 7% w3907 99.70 01 215 591
g BWA 13:33 7341 25 @4 o0 3435 88.06 % 7 ms 1126 46.44 01 w0
g Soap 2 5:29 72.77 B w6 8:24 87.47 1201 73 side 12:36 28.23 000 1 wred
% R3100 9:01 72.95 2 @@ w0 17629 86.93 1501 7185 w5 2:22 7116 0w 2z s
S R3-95 6:56 72.80 B @@ on 3544 86.84 10 7is5 w5 2:19 7116 0w 2z s
. Hobbes 8:43 62.48 % b8 90 89:35 84.05 1% 7o 818 - - -
g miFAST 8:26 7316 2% 00 0n 779.1) 87.79 10 et wa 1047 49.69 000 2% 633
g SHRiIMP2  47:07 87.36 2% 92 9% 2762:32 97.51 B9 73 w15 1617:26 98.62 (00 212 373
= R3-100 7:59 72.95 R %@ 00 18497 86.93 120 714 w5 2:30 7116 0% 22 %3

R3-95 7:36 72.80 23 06 0% 16622 86.84 150 7143 v 2:29 7116 oW w2

(b) paired-end

Table 4.5: Mapping time and accuracy of single-end and paired-end mapping. Hobbes could not be run on reads longer than 100 bp. In large, the

percentage of totally mapped reads and in small the percentages of reads with up to ( 0o Lo 2% ) errors are shown. In case there are no reads in a class,

«

this is denoted as “—”.
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second best method but has problems with long reads. R3-95 is the next best method, followed
by SHRIMP 2. HOBBES achieves the worst results of all all-mappers (caused by regular crashes)
and cannot handle long reads at all.

Surprisingly, RAZERS 3 achieves the best running time on the D. melanogaster data sets both for
the all-mappers and the best-mappers. Otherwise, RAZERS 3 always is the fastest all-mapper,
only using half the time of HoBBEs and a tenth of the time of SHRIMP 2 on the H. sapiens data
set, for example. Soap 2 is the fastest best-mapper (at the cost of achieving the worst quality
result), followed by BowTIE 2 and BWA. RAZERS 3 is the slowest best-mapper on the H. sapiens
data set since it uses an online search strategy and no reference index such as the other three
best-mapper tools.

For the paired-end data, the picture is similar. RAZERS 3 achieves the best results in terms of
correctly mapped reads, followed by MRFAST and SHRimP 2 for all-mapping and BowTIE 2 and
BWA for best-mapping. Again, RAzERS 3 is the fastest tool for all-mapping, except for HOBBEs
which, however, crashes regularly. The index-based tools benefit from the paired-end mapping
mode in terms of running time for the 100 bp reads and RAZERS 3 is again the fastest tool for
mapping the simulated long reads.

In all experiments, the specificity of R3-95 is much higher than the configured 95% in terms
of correctly mapped reads. However, RAZERS 3 benefits greatly in terms of running time from
less sensitive settings. In single-end mapping, R3-95 only takes half the time of R3-100. The
differences in paired-end mapping are less pronounced. Here, the verification is only performed
when two candidate matches occur within a window restricted by the expected concordant insert
size. Considering both mates of a pair probably increases the specificity of the filter.

Note that the order in terms of mapped reads differs from the order of correctly mapped reads.
For some read mappers, it is not possible to directly control the error rate and they can generate
discordant alignments. For example, SHRIMP 2 is able to align 99% of all reads for the single-end
H. sapiens data set whereas the results of the fully sensitive read mapper RAZERS 3 show that
only 93% of the reads have an alignment with up to 4% errors.

In all-mode (best-mode), RAZERS 3 requires 15 GB (9 GB) for mapping 10 M reads of length 100 bp
to hg18. The memory requirement is proportional to the number of reads and matches, about
10 GB are required for each additional 10 M x 100 bp reads. The input read set can be separated
into blocks that are mapped after each other to adapt to memory requirements. For the same
input set, BOWTIE 2 uses 3.3 GB, BWA uses 4.5 GB, SoAP 2 uses 5.4 GB, SHRIMP 2 uses 38 GB. Due
to the lack of parallelization or a high memory consumption MRFAST and HoBBES were run on
packages of 500 k reads where they required 11 GB and 70 GB of memory, respectively.
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4.6 Chapter Conclusion

In this chapter, I described

the state of the art in general approaches to read mapping,

an intuitive interpretation of what a match in read mapping should be,
a formal definition of when two read alignments are equivalent,

a formal definition of read mapping matches,

a practical software package RABEMA for performing read mapping benchmarks based on
the formal definition,

a parallelization approach for the string filter-based read mapper RAZERS 3,

local match masking and histogram-based threshold setting as improvements to data flow
management in string filter—based read mappers, and

a comprehensive read mapper benchmark based on RABEMA, evaluating the capability to
align reads in the presence of genomic variation and using real-world data.

In this chapter, I discussed

drawbacks of using “number of aligned reads” as a measure for the quality of a read mapper,

trade-offs in the choice of filtration and verification algorithm for the string filter-based
read mapper RAZERS 3 that are applicable in future read mappers, and

the performances of various read mapping software packages in terms of the formally
defined benchmark, in the presence of genomic variation, and on real world data.

I observed that

using a formal definition of read alignments can give a different picture than merely count-
ing aligned reads,

the read mapper RAZERS 3 performs very well as a best-mapper in terms of correctly aligned
reads,

surprisingly, RAZERS 3 performs better in the presence of genomic variation than read
mappers interpreting base quality values,

the sensitivity parameter to RAZERS 3 is only a lower bound on the sensitivity of the pro-
gram and consistently better results are achieved, and

RAZERS 3 is the best available all-mapper in terms of sensitivity (since it has full sensitivity)
and overall running time.

I conclude that
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having a formal benchmark for read mapping, especially on real-world data, allows an
objective evaluation of read mappers,
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among the tested tools, RAZERS 3 is the best one for all-mapping, and

further investigation in base quality value interpretation is required such that it helps the
read mappers and does not lead them astray.

My main contributions in the area of read mapping are

the formal definition of an equivalence relation on read alignments,

the formal definition of matches in read mapping using this equivalence relation that has
also an intuitive representation,

the design and implementation of a read mapping benchmark based on these definitions,
the implementations of the RABEMA read mapping benchmark software package,

the parallelization of the fully sensitive read mapper RAZERS 3 and optimizations in the
data flow that allow practical, fully sensitive read mapping, and

a comprehensive study comparing state-of-the art read best- and all-mappers together with
my coauthors.
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Chapter 5

Variant Detection

I developed the methods for locating insertion breakpoints and assembling inserted sequences, BASIL
and ANISE in collaboration with Leon Kuchenbecker and Knut Reinert. We published our work in
Bioinformatics (Holtgrewe et al., 2015):

Holtgrewe, M., Kuchebecker, L., and Reinert, K. (2015). Methods for the Detection and Assembly
of Novel Sequence in High-Throughput Sequencing Data. Bioinformatics, btv051.

While the genomes of different individuals of the same species are similar, there is a certain
amount of variation between them. For example, for humans, the base-wise variation is estimated
to be 0.2%-0.4% (Tishkoff and Kidd, 2004). The aim of variant detection in a personal genome
analysis pipeline is to determine the variants present in an individual genome. The variants of
an individual are computed with respect to a reference sequence. The result of this can then be
used in genome-wide association studies (GWAS) to determine which parts of a genotype cause
certain features in the phenotype (the properties of the individual).

Genomic variants can be roughly categorized into small variants and structural variants (SVs).
Small variants include single nucleotide variants (SNVs) as well as short insertions and deletions
(indels). Traditionally, variants with a size > 1kbp were called structural variants (Medvedev
et al., 2009). With advances in sequencing technologies, the resolution of SV detection has been
improved and thus a definition as variations that change the structure of the genome is more
appropriate today, at the time of writing. Structural changes means identifiably changing the
order, number of occurrence, and/or orientation of genomic sequence segments.

Variant detection could be performed by whole genome alignment if the whole genome of the
individual was available (e.g., see the exposition by Kehr et al. (2014)). However, assembling
complex whole genomes such as human ones reliably is still computationally challenging and
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expensive. Thus, variants are often identified (called) from NGS read data (Medvedev et al., 2009).

An important distinction in variant calling methods is between de novo calling of variants and
using a database of known variants. In the latter case, the database can be used for facilitating
the detection of known variants. Of course, hybrid methods can combine both approaches.

Generally, most de novo variant calling methods work by first attempting to locate the sample
position of reads in the reference genome. Most do this by solving variants of the read mapping
problem. The difference between the genome sequence of the donor and the reference then gives
rise to certain read alignment patterns (signatures) in the read alignments. I will describe these
signatures in more detail in Sections 5.1 and 5.2. Identifying these signatures can be seen as signal
identification. From this point of view, incorrect realignments stemming from sequencing errors
and the previously discussed ambiguities can be seen as noise.

The topic of this chapter is the identification of genomic variants from NGS data. The focus lies
on genomic variants in individuals and not in populations. The 1000 Genomes Project (1KGP)
is an important example for a large-scale variant detection project. Aiming at sequencing and
analyzing 1000 genomes, the 1KGP performed a population-scale sequencing project and created
a large database of small and large variants (e.g., see Abecasis et al., 2010, 2012; Mills et al, 2011).

Mostly, variant calling in resequencing pipelines is performed after aligning the NGS reads to
the reference using read mapper programs as described in Chapter 4. The read alignment is
then often postprocessed by performing a realignment and then recalibrating the base qualities,
e.g., using GATK (DePristo et al., 2011). In recalibration, the reference bases (and possibly other
overlapping reads) are used to reestimate the base quality values of each based on observed
errors (Nielsen et al., 2011).

Structure of This Chapter. In this chapter, I give an introduction to variant calling in general
and then describe my contribution to structural variant calling. First, in Section 5.1 1 give a more
detailed introduction to small variants and then list and shortly discuss approaches and methods
for small variant calling. In Section 5.2 I do the same for structural variants. In Section 5.3 I de-
scribe BasiL, a method for the detection of SV and large insertion breakpoints, and in Section 5.4
I describe ANisE, a method for the assembly of large insertions. In Sections 5.5-5.7 I present the
evaluation of BAsIL and ANISE and the results thereof. Finally, I give a conclusion to this chapter
in Section 5.8.

5.1 Small Variants

Small variants consist of SNVs and small indels (sometimes called microindels). Figure 5.1 shows
a SNV, an insertion, and a deletion in a multi-read alignment (pileup). The top row shows the
reference sequence and the row below shows the coverage at each genomic base as a bar chart.
Below, the multi-read alignment is shown. Each gray box corresponds to a read and the triangles
indicate the alignment direction. Deviations from the reference are shown by colored letters in
the gray boxes. At the left side, there is a homozygous SNV from A to C. The violet vertical bars
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Figure 5.1: Example of a read alignment with a SNV, an insertion, and a deletion in the donor with respect to the
reference. The figure was created from an image export from the program IGV (Robinson et al., 2011). The main
text describes the figure in more detail.

in the center show a heterozygous insertion of a base. The black horizontal lines to the right
show a homozygous deletion of an A. Note that the incorrect alignments with TCT at the lower
right are most probably due to alignment errors.

A few SN'Vs or microindels (or even a single one) can cause pronounced phenotypes. For example,
Enattah et al. (2002) found single nucleotide variants in the MCM6 and LCT gene regions that
are responsible for lactose (in-)tolerance in adult life. More drastic examples are found in the
literature on Mendelian diseases, e.g., by Keupp et al. (2013). In their study, the authors found
small mutations in the WNT1 gene regions causing “autosomal-recessive osteogenesis imperfecta,
a congenital disorder characterized by reduced bone mass and recurrent fractures.” Most of the
affected individuals in their study had a bone fracture within days after birth.

Approaches and Methods for Small Variant Calling

Nielsen et al. (2011) give a review of small variant calling and genotyping. Further, the authors
give an introduction to approaches and methods for small variant calling from NGS data. After
read mapping and possibly recalibration, the multi-read alignment is considered in a column-
wise fashion. When columns with deviations from the reference occur, they can be subjected to
further analysis.

Early studies used fixed thresholds to determine whether there is a SNV at a certain location
in the read pileup and whether the SNV was heterozygous or homozygous in the individual.
Later method use probabilistic models to improve the variant calling. They generate candidate
genotypes at the individual positions and compute likelihoods for each genotype. The genotype
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with the highest likelihood can then be chosen and a score expressing an error probability is
assigned to it. Thus, a measure of a call’s uncertainty is available and it is possible to judge
whether a variant call can be considered reliable or not.

Examples for small variant calling methods are Mag (Li et al, 2008a), the MPILEUP command of
SamTootis (Li and Durbin, 2009), SOAPsNP (Li et al, 2009b), and VarRScan (Koboldt et al., 2009,
2012). Mag is a software package including a read mapping software for early, short Illumina
reads and a small variant caller. SAMTOOLS is a versatile software package that can call small
variants from the result of any read mapper supporting the BAM file format. SOAPsNP and
VARScAN are other tools for calling small variants. Small variant calling is such an important
and elementary task in NGS analysis that most toolkits for the analysis of genomic NGS data
(e.g., GATK (DePristo et al, 2011)) include SNV and microindel detection methods.

Most small variant calling tools expect their input to be the result of read mapping in any-best
mode. An exception to this is SNIPER (Simola and Kim, 2011), that implements a Bayesian method
to incorporate the information of reads aligning at multiple locations.

Databases of known SNPs (e.g., the database dbSNP) and microindels can be used to obtain the
genotype at SNP positions in an organism where the donor has the same base as the reference.
Also, they can be used to confirm whether a called variant is already known, as done in SOAPs~p,
for example. When a read alignment column with a tentative substitution variant is close to a
possible indel variant, a refinement of the read alignment (e.g., using the methods by Anson and
Myers (1997) or Homer and Nelson (2010)) can help to improve the variant calling.

Another important problem related to variant calling is that of haplotype assembly, i.e., the assign-
ment of variants called from read data to haplotypes. It is known that most practically interesting
variants of this problem are N'P-hard (e.g., see Bonizzoni et al., 2003). However, efficient heuris-
tics have been developed that work well for practical inputs, e.g., the ones by Aguiar and Istrail
(2012), Mazrouee and Wang (2014), and Kuleshov (2014).

5.2 Structural Variants

In contrast to small variants, structural variants can change the linear order of the genome. Tradi-
tionally, the term structural variant was used for variants with a size larger than 1 kbp (Medvedev
et al., 2009). However, with advances in sequencing technology and computational methods,
structural variants can be identified for sizes starting at 50 bp (Alkan et al., 2011). Figure 5.2 shows
illustrations of the five basic SV types insertion, deletion, duplication, inversion, and transloca-
tion. Medvedev et al. (2009) and Alkan et al. (2009) each give an overview over approaches and
methods for structural variant calling from HTS data.

For insertions, one can differentiate between the insertion of novel sequence and the insertion
of mobile elements. Novel sequence is sequence that is present in the donor but not present any-
where in the reference. Mobile elements are genetic sequences present in the genome that can
copy themselves to other locations in the genome. A prominent example for mobile elements is
the Alu sequence in primates. Alu sequence and other mobile elements comprise a significant
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Ref y I Ref T > Ref T
mobile
element
(a) novel insertion (b) mobile element insertion (c) deletion
Ref — > Ref — T
(d) tandem duplication (e) interspersed duplication
Ref —

Ref — I

(f) inversion (g) translocation

Figure 5.2: Basic SV types insertion, deletion, duplication, inversion, and translocation. The segments that are
subjected to structural variants are shown in blue if they change their copy number, they are shown in gray if they
retain it, and mobile elements (that are contained in corresponding data bases) are shown in red. The segments
that are adjacent to the reference breakpoints are shown in green. The insertion is shown as the basic insertion
and mobile element insertion; and for duplication, the two cases tandem duplication and interspersed duplication
are shown.

Adapted from (Alkan et al., 2011)

part of the human genome (Lander et al, 2001). Even more pronounced, the maize genome
consists to 90% of transposable elements, a kind of mobile elements (SanMiguel et al., 1996).

Structural variants can be categorized by whether they change the copy number of a sequence
segment, i.e., the number of occurrences in the genome. Note that in this context, the term copy
of a segment in this context means a genomic segment that has high identity to the original one
but does not have to be an exact copy. Insertions, deletions, and duplications change the copy
number while the inversion and translocation of segments does not.

For duplications, one can differentiate between tandem duplication, where one copy follows the
other, and interspersed duplication, where both copies are separated by a segment of different
sequence. In contrast to mobile elements (that generally have a high number of occurrences),
duplication events occur for unique segments or segments with a low number of occurrences.
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5.2.1 Approaches and Methods for Structural Variant Calling

The relatively short read lengths of NGS reads make the detection of structural variants challeng-
ing. However, the high coverage and low cost provided by NGS platforms allow SV detection at
a larger scale than was possible with previous technology, e.g., as done in the 1KGP (Abecasis
et al., 2010, 2012).

The remainder of this section describes approaches and methods used for the detection of struc-
tural variation in NGS data. The enumeration of the approaches follows the expositions by
Medvedev et al. (2009) and Alkan et al. (2011). Figure 5.3 contains an illustration of the detection
approaches to the six types of structural variants described above. Table 5.1 (p. 94) lists some
methods for the detection of structural variants.

Note that the methods listed for each of the approaches below use the same approach but might
differ greatly in the details, depending on the kind of data they are designed for. Consider the fol-
lowing examples. The methods might be designed for the analysis of individual donor genomes
or variations in pedigrees or populations. The strategies for dealing with ambiguous read map-
pings differ greatly, from ignoring multi-reads over probabilistic sampling from such mapping
positions to explicitly attempting to resolve the ambiguities. A method might be designed for
explicitly genotyping individuals, ie., determining whether variants are homozygous or het-
erozygous or just detect the fact that a variation exists. The generation of many false positives
should be prevented and the approaches implement different means to increase the specificity.
One such mean for increasing specificity is to combine (cluster) the signals of multiple reads and
read pairs supporting the same variant.

5.2.2 The Paired Read Approach

The paired read (PR) approach uses the information of read pairs for the detection of structural
variants. The underlying idea is that SVs in the donor lead to discordantly mapping pairs from
the donor read set. These discordant pair alignments can then be analyzed for characteristic sig-
natures (see Figure 5.3 for examples). Complex rearrangements might make it difficult to identify
the SVs and some tools only detect and write out locations of breakpoints without attempting to
classify the underling variant.

Methods following this approach include PEMER (Korbel et al., 2007), the first PR-based method
using NGS data, and the popular methods BREAKDANCER (Chen et al, 2009) and VARIATION-
HunTeRr (Hormozdiari et al, 2009, 2010). HYyprA (Quinlan et al, 2010) is an example for a PR-
based method that only attempts to detect breakpoints. Most PR methods focus on deletions,
novel insertions, and inversions. Note that using the PR approach alone, base-level resolution
breakpoints cannot be identified.
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Figure 5.3: Overview of structural variants and their detection from NGS data with the four detection approaches
read pair, read depth, split read, and assembly.

From (Alkan et al., 2011), used with permission

5.2.3 The Split Read Approach

The split read (SR) approach, however, allows the detection of breakpoints at base pair resolution.
In this approach, reads that could not be aligned semi-globally to the genome are considered. One
possible reason for failing to find such an alignment is that the read spans a breakpoint of an SV
in the donor with respect to the reference. In this case, the prefix and the suffix (left and right of
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variant type approach
name D NI MEI INV TDP DP TR CNV PR SR RD AS other reference comment
BREAKDANCER v 7/ v v v Chen et al. (2009)
CLEVER v v/ v Marschall et al. (2012, 2013)
GASV v 7/ v 4 Sindi et al. (2009)
~  GENOMESTRIP v 4 Handsaker et al. (2011)
® Hypra v Quinlan et al. (2010) only breakpoint detection
PEMER v v/ v 4 Korbel et al. (2009, 2007) pioneering PEM approach for NGS data
SVDETECT v 7/ v v v 7/ v Zeitouni et al. (2010)
VariaTioNHUNTER v vV / v v Hormozdiari et al. (2009, 2010) MEI in second version
BREAKPOINTER v Sun et al. (2012) only breakpoint detection, SVs by other tools
CripCroP v / v v v v Suzuki et al. (2011) not evaluated on real-world data
o CREST v 7/ v v v Wang et al. (2011)
?  GusTaF v 7/ v v v /7 v Trappe et al. (2014) approach uses multi-split mapping
PINDEL v 7/ v Ye et al. (2009)
SPLAZERS v / v Emde et al. (2012)
CNV-sEQ v v Xie and Tammi (2009)
@ CNVNATOR v v Abyzov et al. (2011)
RDXPLORER v v Yoon et al. (2009)
TZ“ CORTEX_VAR v v/ v v Igbal et al. (2012) allows multi-way comparison; from reads or genomes
£ Ticra v Chen et al. (2014) assembly of previously detected breakpoints
%  SOAPSV v v Lietal (2011) de novo assembly followed by an analysis
ANISE/BAsIL 4 o/ v Holtgrewe et al. (2015) assembly of long novel insertions, repeat resolution
DELLY v v v v Rausch et al. (2012) low false discovery rate
ERDS v v v v Zhu et al. (2012) uses HMM to improve copy number inference
GASVPrO v 7/ 4 4 v Sindi et al. (2012) can incorporate multi-read alignments
E  NOVELSEQ v v Hajirasouliha et al. (2010) assembly of long novel insertions
E\ REPREVER v v Kim et al. (2013) detection and separation of duplicated copies
SOAPINDEL Li et al. (2013) assembly of short and medium insertions
SVMINER v 7/ v v /7 Pyon et al. (2011)
SVsEQ v v Zhang and Wu (2011)
(Parrish et al, 2011) v v v v 7/ Parrish et al. (2011) assembly of long (also) non-novel insertions
.. BREAKSEQ v Lam et al. (2010) uses library of breakpoint sequence
%30 FORESTSV v v/ v Michaelson and Sebat (2012) pre-trained machine learning approach
®  SVMERGER v Wong et al. (2010) merging of de novo SV caller results
TAKEABREAK v v Lemaitre et al. (2014) calls from reads, no mapping or assembly

Table 5.1: A subset of the methods available for the detection of SVs from NGS data

. The variant types are (D/deletion, NI/novel insertion, MEI/mobile element

insertion, INV/inversion, TDP/tandem duplication, DP/interspersed duplication, TR/translocation, CNV/copy number variation. The field MEI is only checked when
mobile element insertions are specifically targeted.

10139312(] JUDLIDA G 491dDYD



5.2 Structural Variants

the breakpoint) of the read were adjacent in the donor but they correspond to different locations
in the reference.

Consider the case of detecting deletions with SR in Figure 5.3. The prefix and suffix of the right
read align with a distance in the reference that corresponds to the length of sequence deleted in
the donor. This way, SR allows for the base-resolution detection of breakpoints.

The SR approach is most often used in conjunction with paired reads since this decreases the
ambiguity and thus increases precision. In the case where one read aligns semi-globally against
the genome, this read can be used as an anchor and the second read can be aligned locally (i.e.,
partially) in the direction implied by the alignment of the anchor. Further, using paired reads
decreases the search space for the local alignment since the method can limit this search by
using the approximately known insert size of the read library.

Some split mapping methods are integrated into read mapping programs such as PINDEL (Ye et al.,
2009) and SpLAZERS (Emde et al.,, 2012). Others methods, such as CLipCrop (Wang et al., 2011),
CREST (Wang et al, 2011), and GusTAF (Trappe et al., 2014) use local alignments generated by
read mappers (e.g., BWA (Li and Durbin, 2009)) or local alignment tools (e.g., BLAT (Kent, 2002)
or STELLAR (Kehr et al., 2011)) and work as a postprocessing step of these aligners.

5.2.4 The Read Depth Approach

The read depth (RD) approach considers the depth of the read coverage after mapping. This allows
the detection of structural variants that change the copy number of a genomic segment present
in the reference. For example, if the coverage is significantly lower in a region than expected from
the deviation of coverage then this indicates a deletion.

However, the RD approach cannot be used to identify novel insertions or insertions of mobile
elements: reads with novel sequence do not align to the reference at all and mobile elements occur
too often in the reference to give a strong signal. Methods following the RD approach include
CNV-sEQ (Xie and Tammi, 2009), RDExPLORER (Yoon et al., 2009), and CNVNATOR (Abyzov et al.,
2011).

5.2.5 The Assembly Approach

A fourth approach is the assembly of genomic sequence that can then be used for a direct com-
parison to the reference. There are two options for this. First, the global de novo assembly of the
whole donor genome and second, the local assembly around breakpoints detected in an earlier
step.

The de novo assembly of the whole genome is computationally challenging itself, as is the com-
parison of whole genomes. Nevertheless, it is a viable method and might become more popu-
lar when longer NGS reads have become widely available at low costs. An example for this is
SOAPSV (Li and Durbin, 2009). In the study presenting this approach, the authors used the as-
sembler SOAPDENOVO (Li et al,, 2010) and then performed a comparison of the assembly with a
reference genome.
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The method CorTEX_VAR (Igbal et al,, 2012) builds de Bruijn graphs for multiple genomes, one
for each, either from read sets or from a previously assembled reference genome. De Bruijn
graphs are a common data structure used in the assembly of genomes from short read data. The
graph construction is followed by an analysis and a comparison of the structures of the graphs.
CORTEX_VAR is then able to call variants from these graphs.

An example for a method performing the targeted assembly around previously detected break-
points is TiGrA (Chen et al,, 2014).

5.2.6 Hybrid Methods and Others

Considering the drawbacks of the approaches described above, it appears natural to combine
them. Thus, recent methods often use hybrids of these approaches to improve their performance.

NovEeLSEQ (Hajirasouliha et al, 2010) uses PR signals for the detection of tentative large novel in-
sertion breakpoints and then uses assembly methods for obtaining the inserted sequence. MINDTHE-
Gar (Rizk et al.,, 2014) is a recent method for the detection and assembly of inserted sequence,
directly from the read sequence without a reference sequence and read mapping. DeLLY (Rausch
et al., 2012) combines the PR and SR approach for calling structural variations at base-level reso-
lution with high specificity. SVMINER (Pyon et al., 2011) is a method for detecting inversions and
deletions that combines the PR, SR, and RD approaches. SOAPINDEL (Li et al, 2013) combines
split read mapping with assembly for the detection and assembly of deletions and small inser-
tions. My methods ANISE and Bas1L (Holtgrewe et al., 2015) combine the PR and SR approaches
for the detection of tentative large insertion breakpoints and then use an assembly method for as-
sembling large breakpoints. Further, ANISE includes means for the explicit handling of repetitive
sequence in the assembly step.

Other methods use the calls generated by existing SV calling tools and merge these results (e.g.,
SVMERGER by Wong et al., 2010) or use machine learning to learn patterns indicating SVs (e.g.,
FORESTSV by Michaelson and Sebat, 2012). The method BREAKSEQ (Lam et al, 2010) uses a
database of breakpoint sequences to quickly identify known breakpoints in samples. The method
TAKEABREAK (Lemaitre et al., 2014) attempts to call inversion breakpoints directly from the read
set without read mapping or assembly.

In the remainder of this chapter, I describe the methods BasiL and ANISE for the detection and
assembly of large novel insertions and their evaluation. At the time of writing, there is only
the MINDTHEGAP method available, which is explicitely aimed at detecting and assembling large
novel insertions (Section 5.5.1 goes into detail of problems with other methods). AsI will show in
the experimental evaluation in Sections 5.5- 5.7, ANISE and BasIL are successful in locating and
assembling large insertions, even in the presence of repeats. ANISE shows superior performance
to MINDTHEGAP and is competitive to state-of-the art general purpose assemblers for assembly
in the presence of repeats.
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5.3 BAsiL — Insertion Breakpoint Detection

BasiL (Holtgrewe et al, 2015) is a method for the detection of breakpoints from paired NGS data
combining the PR and the SR approach. I developed it in conjunction with ANISE, my method for
the assembly of large novel insertions that is described in Section 5.4. BASIL is meant to predict
breakpoint locations for which ANISE can then attempt an assembly.

Figure 5.4 shows an overview of the BasiL program. As the input, BAsiL takes the reference
genome sequence as a FASTA file and a BAM file with the paired read alignments, sorted by
their genomic coordinates. The method consists of three steps. First, it preprocesses the read
alignments so as to be able to efficiently and easily analyze them later using PR and SR signals.
This preprocessing includes the removal of invalid pairs, performing local alignments of previ-
ously unaligned reads, and ensuring the correct order after all other processing steps. Second,
Basit searches for PR and SR signals and generates candidate breakpoints from them. Finally,
it attempts to combine the two kinds of signals. The aim of this third step is to use the base
pair-resolution of the SR signals to refine the positions of the more reliable PR signals.

In this section, I describe BasiL and give some background information on the PR and SR sig-
natures that BAsIL uses. In Section 5.3.1 I first identify and discuss three types of insertions and
their signatures. In Section 5.3.2 I describe the filter pipeline steps in BasiL that are used for
filtering and processing the read alignments. This is followed by the description of the signature
detection steps in Section 5.3.3 and Section 5.3.4. Finally, I describe the combination of the PR
and SR signals in Section 5.3.5.

5.3.1 Insertions Types and their Signatures

In the context of detecting and assembling insertions, I define three kinds of insertions: small,
medium, and large insertions. The definition depends on the properties of the available sequenc-
ing technology.

In my design of BasiL, I focus on the usage of Illumina paired-end read pairs since they allow
for obtaining a cost-efficient coverage of large (e.g., human) genomes. Of course, reads with
different lengths and libraries with larger template size can be used. However, BasiL does not
exploit PR signatures specific to read pairs with large insert size, such as deviations from the
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Figure 5.4: Overview of the steps in the BasiL method.
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Figure 5.5: Examples of paired read signatures of (a) small, (b) medium and (c) large insertions.
The inserted sequence in the donor is shown in blue, flanking segments are shown in green. The
sample position of the read pairs is shown below the donor and the mapping locations are shown
above the reference. In (a), the location of each read breakpoint after split alignment is indicated by
an orange star. The question marks in (b) and (c) indicate that the mate of the aligned read could not
be aligned to the reference since it stems from the inserted sequence. In (c), the part of the inserted
sequence that cannot be reconstructed from assembling shadow sequence is shown in darker color.

expected inferred insert size of pairs spanning large insertions.

Figure 5.5 shows examples for the three kinds of insertions. In each case, the corresponding
subfigure shows two paired reads that can be used for detecting the inserted sequence. For
medium and large insertions, the case of pairs spanning into the insertion is important. Here,
one read is sampled from the inserted sequence while the other is sampled from sequence that
is also present in the reference. This gives rise to the particular kind of PR signatures, one-end
anchored mapping signatures (this term was coined by Kidd et al. (2008)).

Definition 5.1 (One-end anchored (OEA) read pairs). The read pairs for which one read can be
aligned semi-globally and the other cannot are called one-end-anchored (OEA) pairs. The alignable
read is called anchor and the other read is called shadow. Shadow reads are anchored by the other
read in the pair.
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Small Insertions are short enough such that they are spanned by single reads. SR methods,
such as PINDEL (Ye et al., 2009) or SPLAZERS (Emde et al, 2012), can efficiently compute their
location and sequence. Figure 5.5a shows an example of a small insertion and two reads that span
over the insertion in so-called split alignments. For small insertions, the read prefix and suffix
are aligned in such split alignments and an infix in the center remains unaligned. Specialized DP
alignment algorithms are used for obtaining split alignments. These alignments are then used
for locating the insertion breakpoint in the sequence and the unaligned part of the read is used
for determining the insert sequence.

The maximal insert sequence length for which such methods are applicable depends on the avail-
able read length. For example, under the assumption of a read length of 100 bp and that a suffix
and a prefix with a length of each 25 bp has to be aligned to the reference to detect the insertion,
the maximal detectable insert size is 50 bp.

Note that small insertions can be detected by single-end reads but that using paired reads de-
creases the mapping ambiguity of the suffix and the prefix (as also explained by Emde et al.
(2012)). Further, having a second pair can be used to decrease the search space and thus the
running time.

Medium Insertions are those that cannot be covered reliably from one read with sufficient
suffix and prefix alignment size (see Figure 5.5b). Given the assumptions above, their size is
>50bp.

However, the length of the inserted sequence must be short enough, such that they are com-
pletely covered by anchored shadow reads. That is, the coverage of the inserted sequence has
to be of sufficient depth, such that the insertion can be assembled from the anchored shadows
alone. When considering reads of the same length, this is the case when the length of the inserted
sequence is less than approximately 2 - (¢ — r) where ¢ is the maximal expected template size and
r is the read length. Under the assumption that the read length is 100 bp and the insert size fol-
lows the normal distribution N/ (400, 40), medium insertions are not longer than approximately
2- (400 + 3 - 40 — 100) = 840bp (99.7% of all template sizes will fall into three standard devia-
tions around the mean). However, this bound is only a rough approximation and will depend on
sequencing depth in practice.

SOAPinDEL (Li et al., 2013) is an example of a method designed for the detection and assembly
of medium insertions. Li et al. (2013) give a (relatively conservative) bound of approximately
(t - 1.2 — r) for the maximal detectable insertion length. For the values in the example above,
this yields a bound of approximately 380 bp.

Large Insertions are those that are greater than medium insertions (see Figure 5.5¢). The PR
signature is the same for medium and large insertions. Both insertion types only differ in the fact
that medium insertions can be covered using shadows alone while large insertions cannot. In
Figure 5.5¢, the shaded area in the inserted sequence shows the part of this sequence that cannot
be covered by shadow reads because of limitations due to the template size.
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Figure 5.6: PR signature for an insertion breakpoint position. The inserted sequence in the donor
is shown in blue, the flanking segments are shown in green in both the donor and the reference. The
sampled read pairs are shown below the donor and the anchors are shown aligned to the reference.
The question marks beside a read indicate that no alignment could be found for their mate. Here, the
flanking sequence also corresponds to the left and right window around the true breakpoint. The
orange rectangle above the reference indicates the range for the possible insert breakpoint, as can
be called from the PR signal.

Large and Medium Insertion PR Signals. BasiL searches for the same type of signatures
as the program MRCAR from the NoveELSEQ method (Hajirasouliha et al, 2010). A breakpoint
at a genomic position p with sufficient coverage generally leads to a signature as shown in Fig-
ure 5.6. Left of p, there are OEA anchors on the forward strand and right of p, there are OEA
anchors on the reverse strand. More formally, I define the support of these alignments as below,
in consistency with Hajirasouliha et al. (2010).

Definition 5.2 (OEA forward and reverse support for a position). Given a genomic position p
and reads with an insert size that approximately follows a normal distribution N' (11, o). The OEA
forward support is the number of OEA alignments on the forward strand in a window of length
i + 3o left of p. Accordingly, the OEA reverse support is the number of OEA alignments on the
reverse strand in a window of the same length right of p.

The PR signature for large and medium insertions at a position p is a high OEA forward and
reverse support (OEA signature). In general, the generated PR signals will not have base pair
resolution. Instead, there will be an interval of positions with the same supporting OEA forward
and reverse alignments. It is sufficient to report the center of the interval.

Figure 5.6 shows an example for this. Here, the insertion breakpoint in the reference could be
anywhere between the innermost anchors on the forward and reverse strand. The orange rect-
angle above the breakpoint indicates this interval and its center position can be used as an ap-
proximation for the breakpoint.

Ambiguities in PR Signals. Depending on the strategy employed by the read mapper used
for generating the input, SVs of a different type than insertions can yield the same PR signature
in the read mapper’s result. For example, for the Illumina paired-end protocol, the read mapper
BWA (Li and Durbin, 2009) only attempts to find concordant read alignments as described below.
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Figure 5.7: An example for ambiguous PR signatures of breakpoints. The donor sequence has a
large insertion and an inversion with respect to the reference. The sampled reads are shown below
the donor and the mapped reads are shown above the reference. The read alignments are depicted
as a read mapper such as BWA could generate them. From the OEA signature alone, the type of the
SV for each breakpoint is unclear.

The paired-end protocol yields template sizes of 200-400 bp and is often used in resequencing
project because of its lower cost per base pair, when compared to the mate-pair protocol that
yields template sizes of 2—5 kbp.

Figure 5.7 shows an example. For paired-end reads, BWA first tries to find a semi-global align-
ment of one read in each pair and then attempts to find a concordant alignment for the read’s
mate. It does not consider alignments at higher distances or on other chromosomes. If no such
concordant alignment can be found, the program then attempts to find a local alignment for the
still unaligned read. When this fails, the read mapper generates an OEA alignment with a shadow
read. Thus, other kinds of SVs (e.g., the inversion shown in Figure 5.7) can yield the same OEA
and clipping signatures and BasIL will generate candidate breakpoint locations for them as well.

However, as I will describe in Section 5.7.3, this does not lead to problems downstream in the
insert assembly. These non-insertion breakpoints can be filtered out in a postprocesing step after
running ANIsE. Roughly, ANISE attempts to fill an insertion from each breakpoint side towards
the other one simultaneously. It does so by repetitively assembling the shadow reads and then
mapping the orphan (unmapped) reads against the newly assembled sequence. In the case of
breakpoint (2) and (3) in Figure 5.7, the iterative assembly processes from the left and right side
will not meet. This means that the assembly attempt will stop without succeeding and such
partial assembly results can be easily removed in a postprocessing step.

Clipping Signatures. Some read mappers such as BWA can also generate local alignments.
BWA does this when it cannot find a concordant pair alignment with both reads aligning semi-
globally. As explained above, BWA will first try to find a good semi-global alignment of one read
(the anchor) in this case. Then, it attempts to perform a local alignment of sufficient size and
score in the direction indicated by the anchor. The unaligned prefix and suffix of a read is called
clipped sequence. The positions in the read where the clipping starts and the corresponding
positions in the genome are called clipping positions. The clipping support of a position is defined
as follows.
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Figure 5.8: Clipping signature for an insertion breakpoint. The reads spanning into the insertion
are aligned locally to the reference. The clipping position is shown as a red circle in the clipped
alignment.

Definition 5.3 (clipping support of a window). Given a genomic position p and a radius r, the
clipping support of p is the number of clipping positions that fall into the window of length ¢ = 2r
around p.

Figure 5.8 shows an example of such clipped alignments around a breakpoint. The locally aligned
reads are treated as shadows in the PR signature detection and clusters of clipping signatures can
be treated as a second type of signal. The clipping positions can also be used to get a base pair
resolution position for the breakpoints detected by the PR signal.

BasiL only considers clipped alignments when a read prefix or suffix can be aligned that has a
minimal length (defaults to 15bp). Thus, true infixes or too short prefix and suffix alignments
are ignored. I classify using such clipped alignments as following the SR approach, even though
only one partial alignment is performed instead of attempting to align the remainder of the read.

Note that using such clipped alignments differs from using the SR approach in that only one part
of the read is aligned to the reference. The original SR approach (e.g., as used by SPLAZERS) is not
possible in the case of medium and large insertions. Because of their length, reads cannot span
over such insertions and have a prefix and suffix of sufficient length aligning to the reference.
Also, in the case of novel insertion, the clipped-away part of the read sequence does not have a
corresponding location in the reference.

5.3.2 Filter Pipeline Steps

I implemented BasiL as a pipeline with several steps as also shown in Figure 5.4 (p. 97). Each
pipeline step is executed in a separate thread, allowing parallel insert site prediction. The input
is a file with alignments in BAM format, sorted by coordinate. That is, the read alignments are
sorted lexicographically by (¢, p) where c is the number of the chromosome (in an arbitrary but
fixed numbering scheme) and p is the begin position of the alignment. Further, the reference is
given as the input in FASTA format.
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Each record from the BAM file includes the name and sequence of the read as well as the position
and orientation of the read mate’s alignment. Each record also describes the pairwise alignment
of the read to the reference as well as information about the clipping of a record. Thus, the
records can be read sequentially, one by one, and the distance to the other mate’s alignment is
known. Note that the BAM record does not contain information on whether the other mate’s
alignment is clipped or not.

In a step before the preprocessing, the first few thousand records are read from the BAM file.
These records are used to guess the read orientation and to estimate the mean and standard
deviation of the normal distribution NV(u, o) that the template size follows. The records are then
read sequentially from the beginning and subjected to the following pipeline.

Remove High Coverage Reads. In the first step, reads from regions with too high coverage
are removed. Excessive coverage is an indicator for mobile elements in these regions. Mobile
elements are not targeted by the downstream method ANIsE for the assembly of novel sequence.
Regions with too high coverage are detected using a simple incremental linear scanning algo-
rithm (see Section 2.2.3).

Here, incremental means that records with alignments that do not overlap with high-coverage
regions are written out as soon as possible and subjected to the next pipeline step. All subsequent
pipeline steps also process the alignments in such an incremental fashion to keep the memory
requirements low.

Remove Discordant Pairs. In this step, reads aligning with an unexpected relative orientation
or with a too large inferred template size are removed. This removes alignment artifacts and
allows for optimizations in the downstream pipeline steps. By default, the maximally allowed
inferred template size is i + 80. Consequently, downstream pipeline steps only have to buffer a
certain range of BAM records to have all records in memory whose read pairs can overlap with
the currently processed position.

Remove Invalid Pairs. In this step, records with missing mates are removed. This removes
artifacts either caused by the removal of records in the previous two steps or erroneous read
mapper output. I occasionally observed such erroneous output with older versions of BWA.

Treat Clipped Alignments as Non-Aligned. In this step, records with clipped alignments
are updated such that they appear as shadows. In the BAM format, shadows are marked as being
unaligned by a flag in the record and the shadows are assigned the same position as their mate.
This step performs such an update of the flags and the alignment position for the clipped records.
In the case that both reads of a pair contain clipping, the pair is removed. A permanent mark is
then added as a BAM tag to the anchoring reads, such that they can be later identified as anchors
after the local alignment step.

This step is quite technical but allows treating clipped and shadow record uniformly in the OEA
clustering step described in Section 5.3.3 below. Further, it ensures that the same local alignment
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algorithm is performed for the shadow reads (that the read mapper could not align) and the
clipped reads.

Attempt Local Alighment of Shadow Reads. This step attempts to perform local alignments
of the shadow reads against a window of the reference sequence. The local alignment of the
reads gives rise to clipping positions that are used in the clipping clustering step described in
Section 5.3.4 below.

The local alignment computation is similar to the way that BWA performs its local alignment of
anchored reads as described in Section 5.3.1.

For each anchor, a window in the reference is computed, depending on the alignment direction
of the anchor and the estimated template size distribution. The alignment position information
is subsequently updated in the case that such a local alignment was found. As described above,
read alignments where both ends of a read are clipped away or when there are too few bases in
the local alignment are ignored and these reads are kept as shadows.

Reorder Alignment Records. In this step, the records are reordered again, such that those
with clipped alignments from the previous step are moved to the correct position in the list of
records.

Processing of the Filter Pipeline Result. The output of the filter pipeline is a coordinate-
sorted list of BAM records. These records are passed into concurrently running pipeline modules
that perform the OFEA signature and clipping signature clustering described in Sections 5.3.3
and 5.3.4.

5.3.3 OEA Clustering Algorithm

The OEA signal detection is performed after the record preprocessing. This step first enumerates
positions with sufficient OEA forward and reverse support. An example for such a signal is shown
in Figure 5.6 (p. 100). When a range of possible breakpoint positions is identified, the center of
this range is reported.

For efficiency, the enumeration is done using the linear scanning approach (see Section 2.2.3).
This way, the records can be processed on the fly and only few records have to be kept in memory.

Besides returning a range of possible insertion positions, there can be another kind of ambigui-
ties. Figure 5.9a shows an example of this. This figure shows two breakpoints with corresponding
OEA and clipping signatures. In the OEA cluster step, reads with a clipped alignment are treated
as shadow reads. The braces at the bottom show windows that have a non-zero total OEA sup-
port. Thus, a OEA cluster could be reported for each of these windows.

Figure 5.9b shows a set model of this situation. Each anchor is represented by a circle, in the same
order as their alignment against the reference. Further, each OEA cluster window is represented
by a rectangle containing the circles whose corresponding reads are spanned by this window.
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Figure 5.9: Example for the ambiguity of OEA signals. (a) shows OEA and clipping alignments
for two breakpoints. Reads with clipped alignments are counted as shadow reads. The braces at the
bottom show windows for the OEA clustering, centered at the tip of a OEA alignment on the forward
strand. The OEA reads are numbered 0-9 and the windows are labeled a-i. (b) shows this situation
as a set model. Each anchor read is shown as a circle and the rectangles represent the windows and
contain the circles for the reads spanned by each window. Each set contains the forward alignments
in the left half of its corresponding window and the reverse alignments in the right half of its window.
According to Definition 5.2, the forward alignments in the left half of the window support the center
of the window as the insertion position and vice versa for the reverse alignments in the right half of
the window. The labels in (b) are the same as in (a). The main text explains how the two different
OEA cluster selection strategies yield different sets of explaining windows.

I considered two strategies for solving this. (i) Select a minimal cardinality subset of the enumer-
ated positions such that all OEA alignments are explained as MRCAR from NovEeLSEQ (Hajira-
souliha et al., 2010) does, for example. (ii) Select a subset of the enumerated positions such that
no two positions are supported by the same OEA alignment.

For strategy (i), a solution can be found by modeling it as a SET-COVER problem and solving this
using a greedy heuristic that runs in polynomial time (Cormen et al., 2001, p. 1034). While the
heuristic only gives a logarithmic guarantee on the result quality, it works well in practice (Ha-
jirasouliha et al, 2010). Strategy (ii) is equivalent to one-dimensional chaining (Gusfield, 1997,
p. 325) and can be solved in time O(n logn) since the coverage has an upper bound because of
the first filter step. For the example of Figure 5.9, strategy (i) yields all four colored sets. Strategy
(ii) yields the green and the blue set.

Since it is not obvious which selection strategy is best, BAsiL implements both, defaulting to one-
dimensional chaining. Section 5.6.2 contains a comparison of both strategies using simulated
data, justifying the choice for the default method.
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5.3.4 Clipping Clustering Algorithm

In parallel to the OFA cluster detection, BasiL clusters the clipping signals. This step is also
implemented using linear scanning.

Here, BasiL searches for windows of a length /¢ that contain at least ¢ clipping positions. Redun-
dant windows are removed, i.e., those where another window exists with a superset of positions.
In the case of overlapping windows, chaining is used for selecting a set of non-overlapping ones.
The values of ¢ and c are configurable, the defaults are ¢/ = 20 and ¢ = 5.

The center of each window is reported as a possible breakpoint position. Since the positions in a
clipping position cluster are typically very close, the reported position has base pair resolution.

5.3.5 Combining OEA and Clipping Signals

In a final step, BAsIL attempts to refine the positions of the OEA clusters with the clipping cluster
positions using maximum weight matching in bipartite graphs. Towards this end, a bipartite
graph is created.

The algorithm inserts one vertex for each generated OEA and clipping cluster. An edge is inserted
for each clipping cluster that lies within the interval of possible breakpoint positions of an OEA
cluster. The algorithm weighs each with the sum of the OEA forward and reverse support of the
OEA cluster and the clipping support of the clipping cluster. BASIL computes a maximum weight
matching using the LEMoN library (Dezs6 et al., 2011). For each selected edge, the OEA cluster’s
breakpoint position is set to the breakpoint position of the clipping cluster.

Figure 5.10 gives an example. The selected OEA and clipping cluster signatures are shown in
Figure 5.10a. Here, the OEA cluster step yielded the three OEA clusters o1, 02, and 03 and the
clipping cluster step yielded c; and cy. Figure 5.10b shows the bipartite graph that is built in the
matching step. The maximum weight matching is highlighted, thus the position of ¢; is assigned
to oz and the position of ¢y is assigned to os.

BasiL then writes out a list of candidate breakpoint positions for each OEA cluster. If the position
of the OFEA cluster could be refined with a clipping cluster in the mapping step, this position is
used. Otherwise, the center of the position interval associated with the OEA cluster is written
out and the position is flagged as being inexact in the resulting VCF record.
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(a) OEA and clipping clusters

(b) cluster combination

Figure 5.10: Example for the combination of OEA and clipping signals. Figure (a) shows read
alignments for three OEA signals 0; and two clipping signals c;. Reads with a clipped mate count
as OEA anchors. 0; contains all but the two rightmost OEA anchors it overlaps with, 02 contains
all but the leftmost OEA anchor, and o3 contains all OEA anchors it overlaps with. From this, the
bibartite graph in Figure (b) is built as described in the main text.
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5.4 ANISE — Insert Sequence Assembly

ANISE is a method for the targeted assembly of medium and large novel insertions. That is, given
a reference sequence, the alignments of a read set against the reference, and a set of (predicted)
insert breakpoint positions, ANISE attempts to assemble the inserted sequence at each such po-
sition. Practically, the reference sequence is given as a FASTA file, the alignments are given as
a BAM file (sorted by coordinate and indexed, such that alignments from specific regions of the
genome can be retrieved efficiently), and the list of candidate breakpoint positions is given as a
VCF (Danecek et al.,, 2011) file (e.g., as written out by Basiv).

There are two main causes for medium and large insertions in the donor with respect to the
reference. First, the inserted sequence might be truly novel in the donor, i.e., the sequence is not
included in the reference since it was not observed with sufficient prevalence in the sequenced
genomes that were used for building the reference genome. The sequence was not observed
in the majority of the considered individuals or not observed at all and thus is not included
in the reference. Second, the inserted sequence might be missing in the reference because the
used assembler was not able to assemble this sequence correctly. One major cause for problems
during the assembly is repeated sequence, i.e., sequence that has multiple highly similar copies in
the genome.

To be able to deal with such insertions that contain repeated sequence, ANISE includes features
for repeat separation. That is, if parts or all of the inserted sequence have multiple copies in the
genomes, then ANISE attempts to determine the correct copy to assemble. The result of ANISEis a
FASTA file with the assembled sequence, annotated with the position of the candidate breakpoint
that was used for starting the assembly.

In this section, I describe ANISE and its components. In Section 5.4.1 I give an overview of the
method. In Section 5.4.2 I describe the used overlap-layout consensus (OLC) approach for the
assembly. In Section 5.4.3 I describe the copy separation step used for resolving assembly issues
in the presence of repeats, and in Section 5.4.4 I give a description of the scaffolding step that is
used for resolving issues in the case of ambiguities during the assembly.

5.4.1 Overview

The following overview of the program ANISE is also illustrated in Figures 5.11 and 5.12. Fig-
ure 5.11 shows a high-level flow diagram of the individual steps performed and Figure 5.12 gives
an illustration of these steps with the reads in the assembly and the contiguously assembled
sequence (contigs) resulting from the assembly.

ANISE considers each (candidate) insertion site from the input VCF file independently. In the
initial step, ANISE extracts the supporting OEA alignment pairs (anchors and shadows) for the
current site.

It then performs the initial assembly step. The extracted read sequences are subjected to assembly
using the overlap-layout-consensus (OLC) approach (see Section 5.4.2). To deal with reads from
multiple copies, a repeat separation substep is performed (see Section 5.4.3). This is then followed
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by a scaffolding substep (see Section 5.4.4) where the contigs are ordered, overlaps are resolved,
and a scaffold sequence is generated.

The assembly step is followed by the read mapping step. In this step, the pairs for which no
alignment could be found (the orphans) are aligned to the scaffold sequence in an all-best-mapper
fashion using the same algorithm as in RAZERS 3 (see Section 4.4). The sites for which no new
read alignments could be found are marked as inactive and they are not considered further.

At this point, each site has a set of reads associated with it either from the input BAM file or
from a previous read mapping step. The sites for which new read alignments could be found are
subjected to another iteration of this loop and each iteration attempts to assemble the inserted
sequence further from the outer borders towards the center. This is repeated until all sites are
marked as inactive. To prevent a too long running time, all sites are marked as inactive after
reaching a maximal number of iterations (defaulting to 50).

Assembly Failure. There are many cases in which there are problems in the assembly around
predicted insertion sites. One possible reason is that there are spurious OEA alignments around
an actual insertion site or that the predicted insertion site is not an insertion breakpoint. I ob-
served that such cases lead to assembly artifacts, e.g., short contigs consisting of very few reads.

For dealing with such assembly problems, ANISE considers contigs that are shorter than 150% of
the average read length as artifacts and removes them from the assembly result. If all contigs
created by an assembly step are discarded in the initial step then this site is disabled and not
considered in the subsequent steps. I call this failure of the insert assembly at this site. ANISE
does not write out any sequence for the sites at which the insert assembly failed.

Usage of External Memory. One of my aims for ANISE was that it could be run for full human
HTS data sets, e.g., llumina HiSeq 2000 runs with a coverage of 30x. For such settings, the
resulting BAM file with the aligned reads usually has a size of approximately 150 GB and contains
a total of approximately 450 million read pairs. Running ANISE should be possible on common
compute servers without the need for dedicated high-memory machines as are often required
for de novo assembly.

This implies that main memory usage should be kept relatively low and that only the active

active sites no

start ——— extraction ——— initial assembly ——— read mapping —— left? ———— done

yes J
assembly

Figure 5.11: A high-level diagram of the program steps in ANISE.
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(a) reference and donor sequence with OEA and orphan read pairs
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(d) contigs assembled from the shadow reads

(e) orphan reads mapping to assembled insertion

(f) assemble shadow reads into contigs

(g) the steps above are repeated until the insertion is closed

Figure 5.12: An overview of the work flow of ANISE. ANISE independently considers each tentative insertion site
from the input. First, it extracts the OEA pairs from the input BAM file. This is followed by the assembly step for
obtaining contigs, repeat separation, and scaffolding of the resulting contigs and contig copies. Then, it performs
the read mapping step. The assembly step is repeated using the reads for an input.
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working set of the input data should be kept in memory. This in turn means that the data has
to be stored on the computer’s hard drive, i.e., on external memory. I decided on the following
design that allows for practical usage of main memory while needing no complicated external
libraries for data storage.

The orphan reads are extracted from the input BAM file and written to a temporary compressed
FASTQ file that is kept during the whole program run. In the extraction step, the program loads
the OEA read pairs from the BAM file for each candidate insertion site in the VCF file. The initial
assembly step then performs an assembly of these reads for each site. The result of the assembly
step is are multiple sequence alignment (MSA) of the reads for which the consensus sequence is
computed and used as the contig sequence. The contig sequence and read MSA are written to a
FASTA/SAM file for each site.

The read mapping step first reads the previously assembled contigs for all sites into main memory.
It then sequentially reads through the orphans FASTOQ file, aligns the reads to the contigs using
the read mapping algorithm of RazEeRrS 3, and appends the read alignments to the SAM file for the
corresponding sites. The read information for each site is stored on the disk in the uncompressed
SAM format, such that the read mapping step can simply append new lines. This is not easily
possible with the compressed BAM files.

For each site, the assembly step reads in the aligned read pairs, ignoring any duplicate read
alignments. Then, the program performs the sequence assembly as described in the sections
below. This is followed by writing out the assembled sequence as a FASTA file and the read
MSA as a SAM file to the disk. These files are then used as the input of the iteration of the read
mapping/assembly loop.

Parallelization. The fact that each site is considered independently in the assembly step is
used for performing the assembly in parallel. ANISE starts a configurable number of threads and
each atomically obtains a site to perform assembly for from a shared work queue.

Read mapping is parallelized in a similar fashion. The reads are read in chunks of several thou-
sand reads and each chunk is then processed in parallel. The mapping results are distributed to
the sites using a global lock for writing. In my experiments, I found that this global lock does
not create a bottleneck for the thread/core counts (up to 64) that I could test. In the future, this
locking strategy can easily be changed in the case that it creates scalability problems for servers
with more cores.

5.4.2 Overlap-Layout-Consensus Contig Computation

ANISE uses a variant of the classic OLC approach for the assembly of contigs.

Overlap Computation. Similar to the Celera assembler (Myers et al., 2000), ANISE uses a k-
mer filter for identifying candidates for overlapping reads. For this, the pigeonhole string filter
algorithm from the SeqAn library is used. The filter yields pairs of contigs that are candidates for
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overlaps and are verified using a banded DP algorithm. For each pair of contigs, only the longest
overlap is stored.

The k-mer index is also used to filter out k-mers with too high abundance (by default, k-mers
with an abundance of more than 200 are ignored). Further, the overlaps are filtered such that
too short overlaps are removed (by default, the overlap has to be at least 40% of the longer read,
which is appropriate for 100 bp reads). Overlaps with more than 5% of errors are filtered out as
well.

Layout Computation. The next step is the computation of an approximate read layout. For
this, ANISE combines ideas previously used in the MIRA assembler (Chevreux, 2005) and the
CABOG (Celera Assembler with Best Overlap Graph) (Miller et al., 2008) and builds a best overlap
graph (BOG).

In the initial step, all contained reads (reads for which a containing overlap exists, see Sec-
tion 2.2.2) are removed. That is, the reads that overlap completely with another read or are
an (approximate) substring of another read are removed. These reads will be considered again
in the consensus step (see below).

In a BOG, each read is represented by a vertex. Each vertex can have two outgoing arcs: one for
the best overlap to the left and one for the best overlap to the right. In CABOG, the length of
the overlaps is used for scoring them. This works well for the 454 and Sanger reads that CABOG
is designed for but in my experience, this strategy is less suited for the shorter read length and
higher coverage in lllumina data. Instead, I dediced to use the same strategy for scoring in ANISE
that is used in MIRA.

In this strategy, all overlaps to the left and right for each read are collected and sorted descend-
ingly by the overlap length. For each read ry, ANISE considers the n reads R; to the left side
with the longest overlaps and stores the overlap length as the score. For each of these reads r;
from Ry, it computes the n best neighbors to the left and adds the overlap length to the score of
r1. This recursion is repeated up to a depth of m. In each recursion step, the best score for all
successors is returned. The same recursion is also performed to the right. The best-scoring read
for the left and the right is then selected. The values n = m = 4 yield good results in practice.

After computing the best overlaps to the left and right for each read, ANISE then computes the
lengths of the longest paths to the left and the right for each vertex. As is done in MIRA, ANISE
considers the vertices in random order and starts a breadth-first search (BFS) traversal to the
left and right from each vertex. While performing the BFS, the program computes the length
of the longest path reachable towards the left and right outgoing arc. The resulting path length
towards the left and right is stored for each vertex. Once a vertex with known path length (for the
currently computed side) is reached, the stored count is used instead of continuing the recursion.

After computing the path lengths, ANISE selects long paths as in CABOG, marking all vertices
on the selected paths as covered. In the beginning, no path is selected and all vertices are marked
as uncovered. The program greedily selects vertices by the previously determined path length
in descending order and traverses the longest path up to the first covered vertex, if any. Such
intersections can arise in the presence of repeats or from spurious alignments. The path extension
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Figure 5.13: Example of a best overlap graph, path selection, and path splitting. (a) shows a best
overlap graph. The label of each node shows the length of the longest path towards the left, the
name of the node, and the length of the longest path towards the right. The arc towards the left
points to the node with the best overlap towards the left and vice versa for the arc pointing towards
the right. (b) shows the result of the path selection and (c) shows the result of the path splitting.

stops at such intersections and they are stored for later.

In the example of Figure 5.13 the selection first starts at node b and the result from the selection
is the upper path in Figure 5.13b. Then, the algorithm starts the selection at node h. This path is
first extended towards the left and immediately stops at b since it has been previously marked as
covered already. Note that b is included in this path and the information of the two paths sharing
b is stored for the subsequent splitting step. The path is then extended towards the right from h
to j and the result is the lower path in Figure 5.13b.

After the extension, the previously selected paths are split at these intersection positions by a
criteria similar to the one in CABOG. If the shorter path describes a sequence of > 200 bp and
contains > 3 reads then the longer path is split and the program stores the two overlaps at the
splitting site as contig overlaps for the scaffolding step described below.

The result of this splitting step is shown in Figure 5.13c. Here, three paths are generated and the
upper path from Figure 5.13b is split into two new paths (paths 1 and 2).
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Each of the path segments yields an approximate layout for one contig. The overlap alignments
indicate the offset of the right read with respect to the start position of the left read. From this,
the approximate position of each read in the contig can be computed. The approximate layout
is a list of positioned reads, where each positioned read is described by a numeric ID and the
position in the approximate read layout.

Consensus Computation. Finally, the consensus sequence of the approximate read layout is
computed. For this, the same method as in SEQCons (Rausch et al,, 2009) is used. For each pair
of overlapping reads in the approximate layout, a banded overlap alignment is computed. These
overlap alignments are then used to compute a MSA of the reads. Then, the MSA is refined using
the realignment algorithm of Anson and Myers (1997) that I reimplemented and the consensus
sequence is computed from the refined MSA.

The MSA algorithm that I used is based on the segment-wise computation of consensus-based
multiple sequence alignment algorithm by Rausch et al. (2008). The number of segments tends to
increase with the number of sequences to be aligned and with the number of gaps in the pairwise
alignments. Further, the running time of the consensus step is cubic in the number of depth in
the MSA. Thus, the running time of the consensus step rises with the number of gaps in the reads
and it rises sharply with the highest coverage in the read MSA. When the assembled sequence
is repetitive (e.g., contains the sequence of a mobile element), the read coverage tends to be high
and the small differences in the distinct copies can lead to indels in the pairwise alignments. This
leads to high running times in the consensus computation.

To resolve this issue, a simple trick is employed. The main idea is to select a subset of the reads
such that the consensus computation is performed on a MSA with a limited coverage.

Towards this end, ANISE infers the approximate length of each contig from the read begin po-
sitions and the read lengths. An integer array with an entry for each position is created and
initialized with zeroes. Then, the reads in the layout are considered in random order and the
coverage at the spanned position with already picked reads is computed. If this is below a given
threshold (the default is 50), then the read is used in the MSA. Otherwise, it is marked as deferred.

After computing the MSA and before refining it, the deferred reads are aligned against the con-
sensus sequence and this alignment is used for integrating it in the MSA. Thus, the deferred
reads are also considered in the final MSA refinement. The overlap alignments removed earlier
are integrated in the same fashion.

This heuristic approximates the read alignment by ignoring gaps in the multi-read alignment. For
most genomic sequence that can be assembled well, the read MSA contains few gaps, such that
the heuristic works surprisingly well in practice. In the case of read MSAs with a large number of
gaps, the reads are not very similar and the resulting assembly would be of low quality anyway:.

5.4.3 Copy Separation

Contigs computed by the previous step might contain reads from multiple locations on the se-
quence that have high similarity. Despite these similarities, there will usually be columns in
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the corresponding read MSA with non-spurious deviations from the consensus character that
look similar to SNVs in the variant analysis step on resequencing. These deviations are small
enough such that the OLC step assembles the reads into the same contigs but large enough such
that the assembled contigs contain errors. I implemented routines in ANISE, based on the work
by Kuchenbecker (2011), to use such signals for resolving problems. In turn, the methods by
Kuchenbecker build on prior work by Tammi et al. (2002).

The copy separation step in ANISE has three aims. The first aim is to identify the aforementioned
differences of the reads from the consensus character in the sequence assembly. This allows
to perform local predictions of which reads were sequenced from the same and which from
different regions in the genome. The second aim is to combine multiple local predictions to more
global ones, using multiple deviations in the same read sequence and read pairing information.
The third and final aim is to use the larger clusters to infer the actual sequence of the inserted
sequence.

Identifying Separating Columns. The method by Kuchenbecker (2011) first uses a method
for identifying statistical significant pairs of columns with co-occuring differences that was devel-
oped by Tammi et al. (2002). For this, Kuchenbecker first identifies columns with deviations in
the multi-read layout, then enumerates pairs of columns that have deviations (deviating columns)
from the consensus character, and then uses the statistical test by Tammi et al. to check for sta-
tistical significance. For ANISE, I reimplemented this method (Kuchenbecker, 2011, Algorithm 3)
for identifying such separating columns that can be used for predicting which reads stem from
different genomic locations.

Kuchenbecker then combines this with a method for clustering multiple columns by Kececioglu
and Ju (2001) but I found this to be problematic with the relatively short reads from NGS sequenc-
ing. For this clustering, one has to identify a set of reads that all cover the same set of deviating
columns and either the number of covering reads is too small or only few (mostly one) deviating
columns are covered.

In ANI1sE, each separating column creates a local partition, or local clustering, where reads are
partitioned based on their character in the column (one of the five characters C, G, A, T or -;
occurrences of N are ignored). Thus, each column can only be used to separate at most five
copies. Figure 5.14a shows the situation after identifying a total of four deviating columns in a
read MSA from two pairs of deviating columns.

Combining Local Separation Information. The second aim in copy separation is to use the
previously identified features to cluster the reads such that there is one cluster for each original
sample location. For this, I reimplemented parts of Kuchenbecker’s approach and extended this
method for the separation of copies in the context of insert assembly. An overview of the general
idea is given in Figure 5.14 and I also shortly describe this cluster linking in this section. I explain
the overall method and the technical details in Appendix I. In summary, I used Algorithms 5-8
from Kuchenbecker (2011) for combining local separation information into more global ones.
Everything from the copy reconstruction step on is my extension of Kuchenbecker’s method to
the case of copy separation for insert assembly.
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Figure 5.14: The general idea behind the copy separation step in an ideal case. The reference is
given in black at the top, reads are shown as black arrows, and read pairs are connected by dotted
lines. Differences to the consensus are shown as red dots and separating columns are shown as
gray rectangles. (a) First, co-occurring differences to the consensus are used to identify separating
columns (differences not passing the statistical test are subsequently ignored). (b) Reads with co-
occuring differences are clustered together and clusters are propagated by mate-pair information.
(c) Scanning from left to right, it is attempted to separate the copies globally.

For the local read separation, ANISE creates a set of clusters of the overlapping reads for each sep-
arating column in the read MSA. For each such column, one cluster is created for each character
in the alignment column. The first fundamental idea for combining the local separation infor-
mation is that when multiple reads show the same characters in more than one column then this
is evidence for the reads potentially stemming from the same genomic location. On the other
hand, differences in these columns are evidence for the reads coming from different locations. Of
course, such predictions are potentially incorrect due to sequencing errors. The second funda-
mental idea is that the two reads from one pair were sampled from the same genomic location.

Using these two ideas, information about local clustering can be propagated along contigs and
scaffolds in the cluster linking algorithm. The algorithm manages a set of global clusters G and
of conflicts C'. The set of global clusters G contain sets of reads that are predicted to belong
together by having the same character in a separating column. The set of conflicts C' stores
information about pairwise conflicts between elements of GG. The conflicts are initially derived
from reads in the clusters of G having different characters in a separating column. The algorithm
iterates over all local clusterings from the separating columns (sorted by coordinate) and updates
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column c¢o c1 co c3

To

p={{0,2,4},{6}},C = {(0,1)}, nextID = 2
G={0:{0,1,2,3,4,5}),(1: {6,7})}

(a) after step 1

column cq c1 c2 c3

To

p={{3,5},{7},{9}}.C = {(3,4)},nextID = 5
G =1{(0:{0,1,2,3,4,5}),(2: {8,9}),
(3:{6,7}),(4:{8,9H}

(c) after step 3

5.4 ANISE — Insert Sequence Assembly

column c¢g c1 co c3

To

p={{2,4},{6,8}},C = {(0,1)}, nextID = 3
G=1{(0:40,1,2,3,4,5}),(1: {6,7}),
(2:{6,7,8,9})}

(b) after step 2

column cq c1 co C3

To

p={{3,5},{7,9}},C = 0,nextID = 6
G={(0:{0,1,2,3,4,5}),
3:{6,7}),(5:{6,7,8,9}1)}

(d) after the final step 4

Figure 5.15: Example for the cluster linking algorithm. Each sub figure showsreads ry, . . . , 9 and four separating

columns ¢y, . . ., c3 and the characters of the current partition p, global cluster set G, conflict set C, and value of
nextID. The currently processed column label is underlined. Each entry of G shows the cluster ID, followed by
a colon and the set of the contained reads. The variable nextID stores the numeric identifier of the next global
cluster that is added to G.

G and C using the local clusterings. The cluster linking algorithm is described in more detail in
Appendix L

Figure 5.15 shows an example of the cluster linking algorithm by Kuchenbecker (2011) with ten
reads 1y, . . . , g in five read pairs having four separating columns. In each step, the current local
partition p of reads is used for updating GG and C'. Note that the local partition only includes one
read of a pair but that the other mate is included in the entries of . The algorithm is heuristic
and provides no guarantees on the final result. This is also shown in the given example where
conflicts are erroneously removed from C' in the global class merging (Algorithm I.3). Also note
that reads can be shared by multiple entries in G.

Reconstruction of Explaining Copies. The aim remains to perform the copy reconstruction,
i.e., constructing a set of explaining copies from the global clusters G. In most cases, each cluster
in G provides a partial explanation of a haplotype by the characters the set’s reads show in the
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Algorithm 5.1: Copy Reconstruction Heuristic

input : set of global read clusters G
returns : list of merged read clusters L
G’ + select-read-cover(G);

L < merge-read-sets(G’);

return L;

/* Select and return a covering subset of G. */

Procedure select-read-cover(G)

R« 0;

(Q < priority queue of G, the g € GG with the highest number of reads not yet in R is on top;

while pg.size() > 0 do

g < pq.popTop();

if g contains at least 5% of the reads for a separating column that are not yet in R then
update () according to reads in g that are not in R;

R+ RU{g};
end

end

return R;

/* Merge read sets in (G that have few conflicts and return a list of read
sets, sorted by number of reads from the initial read alignment. */
Procedure merge-read-sets(G)
L < G sorted by number of reads from initial read alignment;
fori < 1to|L| —1do
forj < Otoi— 1do
if L[j] not marked for removal and conflict count for L[i] and L[j] < 2 then
Glj] + Gl U Glil;
mark G[j] for removal;

end

end

end

remove previously marked entries from L;

sort L by number of reads from initial read alignment;
return L;

separating column. The approach done by ANISE for constructing explaing haplotypes is shown
in Algorithm 5.1.

In the first step (procedure select-read-cover), ANISE selects a subset G’ of G that covers most of
the reads but has a lower redundancy. For this, the entries of GG are considered ordered by the
number of contained reads that are not yet in the result R of this procedure. An entry g from G
is selected only if there is a separating column for which it contains 5% of the reads that are not
yet in a set in R. The rationale behind this is to select read sets from G that contain a sufficient
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additional signal in a separating column.

In the second step (procedure merge-read-sets), ANISE merges clusters of G’ that have few pair-
wise conflicts, starting with the clusters that have the most reads that were already aligned in
the input BAM file. The resulting list of merged clusters L is then sorted descendingly by the
number of contained reads that had an alignment in the input BAM file.

This second step performs the actual copy reconstruction. Here, ANISE considers the read sets
from the G’ (that has a lower redundancy than G) and puts together local haplotype explanations
to global ones. Note that, by their construction, the locally explaining read sets combined here are
not linked by the clustering linking algorithm. Thus, the algorithm generates a set of explaining
copies but in general it will not be able to generate the correct one. Although the algorithms
for the copy reconstruction are only heuristics, they work well in practice as I will show in
Sections 5.5-5.7.

Read Correction. The copy reconstruction step is followed by a read correction step similar to
the one described by Eriksson et al. (2008). For each read in the MSA, the positions differing from
the consensus that are not part of a separating column are updated to the consensus character.

5.4.4 Scaffolding

The copy separation step created explaining copies for each contig (one contig copy for each
cluster). The aim is now to select and order a correct subset of these into an assembly. This is
similar to the scaffolding step in general purpose de novo assemblers. In ANISE, the scaffolding
step is performed using a graph-based approach.

For the scaffolding, AN1sE builds a directed graph G that contains one vertex for each contig
copy. Two vertices are connected if the corresponding contig copies have an overlap indicated
by the OLC step or are linked by mate pair information. Two vertices are not connected if they
correspond to two copies of the same contig. Also, the algorithm adds a special source vertex s
and a target vertex ¢ to G.

For the scaffolding step, I call those reads that have an alignment in the input BAM file anchors.
Of these, I call the ones aligning on the forward strand left anchors and the ones aligning on
the reverse strand right anchors. For each vertex u whose corresponding contig contains a left
anchor, ANISE adds an arc (s, u) and it adds an arc (u, t) if the corresponding contig contains a
right anchor. Each path from s to ¢ (s-t-path) corresponds to an assembly of the insert sequence.

ANISE labels each arc with the number of supporting mate pairs. In the case of multiple assign-
ments from read to contig, each mate pair is weighted by 1/c¢ where c is the number of copies.
Each arc is also labeled with an estimation of the distance (mean and standard deviation) from
overlap or mate information. The information of multiple mate pairs between the same contig
is combined using the approach described by Huson et al. (2002). Also, the scaffolding step in
ANISE uses the transitive edge reduction step by Huson et al. (2002). Links are verified using
banded DP alignment containment and overlap alignments are removed.
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The graph resulting from these steps can still contain directed cycles that have to be broken. A
common approach for breaking undirected cycles when computing an initial layout in general
purpose de novo assemblers is as follows. A maximum spanning tree (MST) is computed and the
non-MST edges are removed from G. Originally, I attempted to use this approach in ANISE by
converting the arcs to undirected edges.

In practice, I found that this approach removed too many arcs (even a DAG can contain many
undirected cycles when interpreting the arcs as undirected edges). Instead, my algorithm uses a
variant of the topological sorting algorithm (Cormen et al., 2001, Section 22.4), which removes
arcs that would introduce directed cycles (violating arcs). The order of vertices used for start-
ing the topological sorting are chosen randomly, leading to the removal of violating arcs in an
arbitrary order.

Artifact Removal. If all pairs recruited for the assembly of a site were correctly assigned and
the insert sequence was unique then G' would either consist of one or two contig vertices. In
the first case, the assembly of the insert would have been successfully completed and G would
consist of one vertex u as well as the arcs (s, u) and (u, t). In the second case, the assembly would
have not been completed yet, or stopped since no new read pairs could be recruited in the read
mapping step. In this case, only the two ends of the insert sequence have been assembled and the
center would still be missing. Here, G would consist of two contig vertices u and v and the arcs
(s,u) and (v,t). However, more complex sequence and incorrectly assigned reads complicate
the procedure in general.

Figure 5.16 shows an example of scaffold graphs, certain artifacts, and their removal. Each node
corresponds to a contig or contig copy and the length of each node corresponds to the length
of the represented contig or contig copy. Figures 5.16a and 5.16b show the scaffold graph of the
example after the first and second round of assembly. After the first step, there are contigs a, b,
¢, and d and a has two copies a; and az. The second step adds contigs ¢ and f. Thus, the first
step creates four contigs (with five contig copies in total) and contigs a, ¢, and d are extended in
the second step. In this example, no new reads map after the second assembly step.

This example shows two kinds of artifacts: (1) No new reads map on the corresponding contigs for
vertices on a path while they do for vertices on alternative paths. (2) A vertex u is not reachable
from s although w is in the same connected component as s; or ¢ is not reachable from w although
t and u are in the same connected component.

Contig b is an example for artifact (1). No new reads mapped to it in the second alignment round
and thus its length does not increase from Figures 5.16a to Figures 5.16b. However, the paths
s — a1 and s — ag are parallel to s — b in that they do not use b. I consider this as an indication
that b is likely to be an artifact and is to be removed. Contig f is an example for artifact (2). There
is no path from f to ¢ using the arcs. However, when considering the arcs as undirected edges,
f and t lie in the same connected component.

I propose two simple heuristics to remove such artifacs. The first heuristic, called dead-branch
removal, attempts to remove the first kind of artifact. While running the insert assembly algo-
rithm, each read is labeled with the step number in which it was recruited into the assembly. Each
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Figure 5.16: Example of the scaffolding DAG G in the ANISE scaffolding step. (a) shows the DAG after the first
and (b) shows the DAG after the second assembly round that is the final one in this example. The contig a has
two copies a1 and as. (c) shows the result after the artifact removal step on the graph in (b). Removed arcs and
vertices are shown using dotted lines. Finally, (d) shows G after adding completing arcs (drawn in dashed lines).
The length of a vertex corresponds to the length of the corresponding contig copy.

contig is labeled with the highest step number n of all reads that were used to build the contig.
Then, a depth-first traversal is performed, starting at s and using arcs in the forward direction.
After traversing all outgoing arcs of a vertex v, the label of v is updated to max{z,y} where
x is the initial label of v and y is the maximum of the labels of the vertices reachable over all
outgoing arcs (forward graph traversal). The same is done starting at ¢, but the arcs are traversed
in their reverse direction (reverse graph traversal). The step labels can now be used to remove all
vertices whose corresponding contig copy only contains reads that were aligned s = 2 or more
steps before the current.

The second heuristic, called directional tree-growing, attempts to remove the second kind of ar-
tifacts. Again, a forward graph traversal is performed from s and a reverse graph traversal is
performed from ¢. The vertices that could not be reached are removed.

Figure 5.16c shows the situation after the artifact removal. In this example, s was set to 0, mean-
ing that only contigs with reads from the current round remain after the dead branch removal
heuristic. Contig b only consists of reads from the first round while a; and ay also contain reads
from the second round. Contig f is not reachable by a reverse traversal from ¢. Thus, the dead-
branch removal deletes b and the directional tree growing removes f.
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Adding Completing Arcs. After removing vertices, the scaffolding step adds completing arcs
to G for creating one or more s-t-paths, without creating cycles, as follows. First, connected
components are computed and a topological sorting of all vertices is performed. Then, all vertices
in the component of s with an out-degree of zero are connected to the vertices in ¢ with an in-
degree of zero. In the case of connecting two vertices u and v in the same connected component
with the arc (u, v), this is only done if u is topologically smaller than v. Figure 5.16d shows G
after vertex removal and adding completing arcs.

Selecting the Heaviest Path. Each s-t-path corresponds to an assembly of the insert. The
final aim is to reconstruct the actual insert sequence for the current site. When the sequence
left and right of the insertion breakpoint is sufficiently unique, the scaffolding step attempts to
resolve this using anchoring reads from the initial mapping.

Towards this end, the scaffolding step labels each contig with the number of reads from the initial
mapping step. Each arc is labeled with the number of supporting paired links. Reads assigned to
more than one contig copy are weighted with 1/c where c is the number of copies. I define the
weight of a path as the sum of all vertex and contig weights. ANISE then obtains a heaviest path
using dynamic programming.

This assembly corresponding to this heaviest path is returned as the result of the assembly step.
The scaffolding step builds the assembly sequence by iterating over the contigs along the path and
placing them accordingly to the overlap length or inferred distance from mate-pair information.
Completing arcs are represented by stretches of Ns.

Enumerating Explaining Paths. Another approach for obtaining paths is to enumerate all
explaining paths using Dilworth’s theorem (Dilworth, 1950), previously applied for viral quasi-
species haplotyping by Eriksson et al. (2008). ANISE also includes an option to perform such a
computation but by default only writes out the heaviest path.

5.5 Evaluation Using Synthetic Sequence

I split up my description of the evaluation of the insertion site prediction and the insert assembly
into three sections. In this section, I describe the results of evaluation of the insert sequence
assembly for synthetic sequences. In Section 5.6 I present the evaluation and results for predicting
and assembling simulated insertions using real biological sequence. Finally, in Section 5.7 I show
the evaluation and results for insert site prediction and assembly using real-world data. For each
of these benchmarks I describe the experimental setting, the methods and metrics used for the
evaluation, and the results. These evaluations are an extension of the ones previously published
in Holtgrewe et al. (2015).

For the synthetic sequence benchmark that I consider in this Section, I describe and shortly discuss
the insertion site prediction and assembly methods in Section 5.5.1. I then describe the metrics
recovery and error rates in Section 5.5.2 and the program LBA for computing these metrics in
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Section 5.5.3. In Section 5.5.4 I describe the generation of the synthetic sequence benchmark.
Finally, I report the results of this benchmark and discuss them in Sections 5.5.5 and 5.5.6.

5.5.1 Evaluated Pipelines

Below, I describe how I used the methods AN1SE/BAsiL and MINDTHEGAP (Rizk et al., 2014, MTG)
that are directly aimed at the detection and assembly of medium and long insertions. As outlined
below, there are no published working methods for directly solving this problem at the time of
writing. Thus, I also briefly discuss how I evaluated the performance of the de novo assemblers

ABYSS and SGA when the actually inserted sequence is known and can serve as the gold stan-
dard.

My attempts in finding and using other methods for the targeted assembly of long insertions
failed. I was unable to assemble longer insertions using CORTEX_VAR (Igbal et al, 2012), even
after contacting its authors for help. From its approach, this tool could in theory be able to
assemble long insertions but is not advertised for this task and has not been evaluated for it yet
either. SOAPINDEL (Li et al., 2013) is only able to assemble insertions of up to 600 bp reliably and
is thus not included in this evaluation. Results for SOAPINDEL can be found in the supplemental
material of Holtgrewe et al. (2015). There is no code or executable available for the method by
Parrish et al. (2011) and I thus exclude it from the evaluation. I could not get the pioneering
insert site detection and assembly method NoveLSEQ (Hajirasouliha et al, 2010) to run, even
after contacting the authors. Problems with NovELSEQ were also previously reported by Rizk
et al. (2014).

For all my evaluations, I used a server with Intel Xeon E5-2667 3.30 GHz CPUs having a total of
16 physical cores with 2x hyperthreading (thus featuring 32 virtual cores in total). Further, the
RAM size is 340 GB and the server has a fast storage disk array with 2 TB in total.

BasiL and ANiSe. I ran Basit and ANISE (both in version 1.0) as in a standard NGS variant
calling pipeline. The read pairs were aligned against the reference using BWA Li and Durbin
(2009) with default parameters.

I passed this file to BAsIL as the input for insert site prediction using up to eight threads for the
local alignment step. Subsequently, I filtered the resulting VCF file with raw insert site predictions
to the subset of sites having at least ten supporting OEA alignments on each side. I then used
this filtered VCF file as the input to ANIsE, which I ran using default parameters and up to 32
threads.

ANIsE has the practical advantage of yielding one best contig for each site, which makes the
evaluation straightforward.

MINDTHEGAP. 1 ran MINDTHEGAP (version 6417) as explained in its manual and using the
parameters used by Rizk et al. (2014). For the simulated data, I ran the MTG INDEx module with
k = 51 (as also done by its authors on their simulated data sets) and otherwise used default
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parameters. For the real-world data set, I ran the MTG 1NDEx module with £ = 63 and ¢t = 5.
Then, I used mrep = 15 in the MTG FIND module.

MTG returns multiple candidate sequences for each predicted insertion site; some of these se-
quences are highly similar, or even identical. Thus, the evaluation of the MTG results is not
straightforward.

When using simulated data, the actual inserted sequence is known and I compute the evaluation
metrics for each of them. I then use the results of the best assembled sequence for an optimistic
evaluation of MTG’s performance. I describe the chosen approach for evaluating the result of
MTG on real-world data in Section 5.7.

ABYSS and SGA. I ran ABYSS (version 1.5.1) with £ = 64. Otherwise, I used default pa-
rameters for ABYss-PE with the UNITIGS command. I used SGA in version 0.10.13 with the same
parameters as for the C. elegans configuration example that ships with the tool’.

The general purpose de novo assemblers ABYSS and SGA are included in the evaluation as a
proxy for evaluating the NovelSeq method (Hajirasouliha et al, 2010) for which no working
implementation is available. In the following, I describe the evaluation process for ABYSS when
the inserted sequence is known (in simulations); it is the same for SGA.

First, I extracted the OEA and shadow reads from the read alignment BAM file and performed
a de novo assembly of these read pairs. I then passed the OEA and orphan pairs (after mapping
with BWA, extracted using Samtools) as pairs to ABYSS yielding ABYSS contigs. The NovelSeq
approach then matches the ABYSS contigs to contigs assembled from the anchor/shadow pairs
(border contigs) using overlap alignments. Since this step is not available, I emulate it by com-
puting approximate local matches (using NCBI Nucleotide BLAST (Altschul et al.,, 1990)) of the
ABYSS contigs to the actual simulated insertion sequence. I used BLAST for generating local
matches because of its high sensitivity.

For each simulated inserted sequence, I picked the best ABYSS contig by its BLAST bit score. This
contig was then compared to the actual simulated insert sequence using a custom tool called LBA
(Local Block Aligner, explained further in Sections 5.5.2 and 5.5.3). Note that the same orphan
contig might be assigned to multiple insertion sequences. Matches with less than 95% identity
were filtered out. I expect that this is an optimistic approximation of the NovelSeq matching
approach since the orphan contig does not have to overlap with both or any NovelSeq border
contig (cmp. (Hajirasouliha et al., 2010)).

More details on the command lines are given in Appendix D.

5.5.2 Recovery and Error Rate

Since the actual inserted sequence S is known in this benchmark, the assembled sequence A can
be compared to it directly. Because of repeated sequence and assembly errors, parts of S can be
missing in A and A might also contain other assembly errors.

'https://github.com/jts/sga/blob/master/src/examples/sga-celegans.sh
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I compute a pairwise alignment of S and A with affine gap scores and free end gaps in both
sequences using LBA. I call longer segments (> 5 bp) in S that align against gaps uncovered while
I call the remainder of S recovered. The ratio of the length of the recovered part of S with the total
length of S yields the recovery rate. For the recovered sequence, the error rate of the alignment
(recovery error rate) is also computed.

I describe LBA in detail in Section 5.5.3. An example alignment is given in Figure 5.17. LBA is
distributed together with ANISE.

5.5.3 Evaluation Program LBA

The program LBA takes two sequences (subsequently called (actual) insert and assembly), per-
forms an alignment, computes statistics of the alignment, and then writes out the resulting statis-
tics and the alignment to a text file. I used the sequences S and A from Section 5.5.2 as the input
to LBA.

LBA computes a pairwise alignment of the sequences using the standard global alignment algo-
rithm in SeqAn (Doring et al., 2008) with affine gap costs (match = 8, mismatch = -8, gap open =
-20, gap extension = -1). The program then analyzes the alignment as shown in Figure 5.17.

Leading and trailing gaps in the inserted sequence (the insert) are ignored. Gaps longer than 5 bp
in the assembly are counted as uncovered, regardless of their position. Mismatches and shorter
gaps are counted as errors, non-trailing gaps in the insert are always counted as errors. Since
assemblers often insert Ns for gaps in the assembly, whose size is not known, Ns at the border of
longer gaps are not counted as errors.

The program reports the length of both sequences, the alignment length, the number of gaps,
matches, and mismatches (their sum is the number of errors), as well as the number of covered
characters in the assembly. The error rate is then computed from the alignment length and the
number of errors while the covered sequence is computed from the length of the insert and the
number of covered insert bases.

insert ~ -——-——-—-— TGGAGCAGTGAAACGTCTGATCACAGGTTE === AAGTCGCAATCAAA=CAAGAGCAACAACATGAATGAAAATAAAAACAAGACTGG
assembly GTAAAATATGGAGCAG-—-——-—- CTGATCACAGGTTAAACGTTAGAAGTCGGAATCAAAGCAAGA=CAACAACATGAATGAAAATAAAAACA-—————-
1gr-10red missing errors missing

trailing gap sequence sequence

Figure 5.17: Example for scores in an LBA alignment (see Sections 5.5.2 and 5.5.3). The known insert sequence
is shown at the top and the assembled sequence at the bottom.
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5.5.4 Synthetic Sequence Benchmark Setting

The aim of this benchmark is to evaluate the performance of assembling inserted sequence in
the case of these sequences being highly similar. This case occurs when an assembler fails to
assemble regions of the genome because of such high similarities or repeats.

For each benchmark repetition I insert multiple simulated copies of the same sequence into the
reference as explained below. The task is the complete and correct assembly of the inserted
sequences. I did not evaluate the detection of the insert location since it is trivial when using
uniformly random sequence as done here.

Figure 5.18 shows the process of generating the benchmark settings. First, I simulated a reference
sequence by picking each nucleotide uniformly at random. Then, I simulated an insert sequence
R of length n, also uniformly at random. For a given polymorphism rate p, I generated k copies
Ry, ..., Ry of R, each with Hamming distance d = |p - n] to R (i.e, a pairwise difference of
~ 2d). This was done by changing d characters of R, picked uniformly at random.

I simulated the reference of sufficient length such that the repeats can be inserted with at least
5000 bp unique reference sequence adjacent to each copy location at both ends. I used the ref-
erence with inserted repeat copies as the donor sequence. I simulated Illumina-like reads of
length 100 bp from the donor sequence with a coverage of 30x using the read simulator Ma-
soN 2 (Holtgrewe, 2010). For the simulation, I used a typical Illumina error profile, each read
having an average error rate of 1%. I simulated the template length following the normal dis-
tribution A\ (400,40). For each combination of p, k, and n, I performed ten repetitions of the
simulation (with different random seeds) and the assembly.

5.5.5 Insert Assembly Results

The performance results for the insert site assembly are shown in Table 5.2. This table shows
the percentage of recovered sequence and the error rate of the assembly for the four considered

insert
[ I —
reference copies DI
~ =
donor N I T e

Figure 5.18: Overview of the synthetic copy benchmark generation. Reference and insert sequence
are both simulated by picking nucleotides uniformly at random nucleotides. The to-be inserted
sequences are then generated by placing errors on each copy, independently of each other. The
errors are shown as red bars in the insert copies.
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ANISE MTG ABYSS SGA

p k n r-rate e-rate r-rate e-rate r-rate e-rate r-rate e-rate

0.5 2 1000 100.00 0.04 69.67 1.50 93.78 0.44 86.98 0.42
0.5 2 5000 100.00 0.28 55.35 1.35 9354 0.50 99.25 0.50
0.5 4 1000 100.00 0.06 85.50 1.42 3548 0.29 44.47 0.50
0.5 4 5000 100.00 0.45 99.99 0.85 18.49 0.26 23.44 0.44
1.0 2 1000 100.00 0.01 79.13 0.78  83.03 0.88  62.59 0.69
1.0 2 5000 100.00 0.03 99.99 0.96 86.90 0.96 89.17 0.97
1.0 4 1000 100.00 0.01 99.97 1.40 2543 1.64 43.92 1.76
1.0 4 5000 100.00 0.21 - - 7.13 1.28 11.09 1.66

Table 5.2: Synthetic copy benchmark results. The recovery rate (r-rate) and error rate (e-rate) are
reported in percent for different synthetic copy benchmark data sets with varying polymorphism
rate p (also given in percent), number of copies k, and insert length n. The best entries in terms of
recovery and error rate are underlined. The table shows the mean results of ten repetitions.

methods and different values of p, k, and n. An extend version of this table can be found in the
supplemental material of (Holtgrewe et al., 2015).

ANISE achieves the best recovery rate overall while keeping the error small. For a polymorphism
rate of 1%, the copy separation works better than for a polymorphism rate of 0.5%.

MTG is only competitive in terms of recovery rate for few configurations and achieves overall
worse results in terms of error rate. MTG is unable to assemble any insertions in the case of
p = 1%,k = 4,n = 5000. ABYSS and SGA achieve worse results than ANISE in terms of the
evaluated metrics.

5.5.6 Discussion

The assembly of similar copies is hard for general purpose de novo assemblers and ANISE con-
sistently achieves results that are superior to general purpose assemblers. Higher error rates
in ABYSS and SGA are most probably caused by assembling reads from different locations. On
the other hand, the lower recovery rates are most probably caused by contigs stopping at regions
with higher number of differences (e.g., > 3 errors withing 10 bp). This leads to shorter assembled
contigs with a high identity, since the assembler stops at problematic sequence parts.

For example, for p = 0.5%, n = 5000, k& = 4, SGA yielded an average of 29 contigs with
an average N50 score of 345 (data not shown in table). ABYSS yielded 77 contigs on average
with an average N50 score of 145 and MTG failed in assembling the contigs. My method ANISE
consistently yielded 4 contigs and an average N50 score of 5800 — optimal results in terms of
contig counts and lengths.

ANISE is consistently better than MTG for the assembly of these synthetic data sets since MTG
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does not implement any measures for handling repeated sequence. The performance of ANISE
improves with higher difference between copies (i.e., larger p) since the differences are used for
separating the copies. Of course, there will be a point from which on the regions will differ greatly
enough for the general purpose assemblers to assemble the sequence properly. MTG profits from
a higher polymorphism rate p in terms of recovery and error rate. However, it does not succeed
in assembling any sequence for long insertions for the higher error rate of p = 1.0%.

5.6 Evaluation Using Simulated Insertions in Real
Biological Sequence

In this section, I present my evaluation in the simulated insertions benchmark. In Section 5.6.1 I
describe the benchmark setup. I then compare the two OEA cluster selection options in BasiL
in Section 5.6.2 and compare the results of Basiw for insert site prediction to the performance
of MINDTHEGAP in Section 5.6.3. In Section 5.6.4 I describe the results of the insert sequence
assembly. Finally, I discuss all these results in Section 5.6.5.

5.6.1 Simulated Insertions Benchmark Setting

The aim of this benchmark is to evaluate the performance of the considered methods on real bio-
logical sequence. Using this real sequence, I used simulated insertions and reads to have a ground
truth in the evaluation. I simulated one data set with and one without repeated insert sequence

input — > reads™

reference — reads™

(a) without repeated insertions

input

{1} reference — reads™

——m—> donor —— readst

(b) with repeated insertions

Figure 5.19: Visualization of the data generation for the simulated insertions benchmark (a) without
and (b) with repeats. The figures also indicate which sequence is used as the donor for simulating
the reads with (reads™ ) and without insertions (reads™ ). The labels for the reads and reference used
for the evaluation are shaded in light gray.
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as shown in Figure 5.19. I generated input data for the benchmark from the sequences of the
human chr. 22 (from the hg18/GRCh36 assembly), the genome of D. melanogaster (flybase r5.29),
and the genome of C. elegans (ENSEMBL release 60). For each setting, I obtained a heterozygous
and a homozygous data set as described below.

For obtaining a data set without repeated insertions from an input sequence, I simulated 1000
deletions into the input sequence, yielding the reference sequence for the subsequently variant
detection pipelines (see Figure 5.19a). I picked the size of the deletions uniformly at random be-
tween 50 and 5000 bp and their positions are picked uniformly at random in the whole genome.
I simulated reads from the input sequence that contains the insertions with respect to the refer-
ence sequence, yielding the read set reads™. I simulated reads from the reference that contains
no insertions, yielding the read set reads™. For obtaining a heterozygous data set I generated
readst and reads™ to a coverage of 30x each and merged them, and for obtaining a homozygous
data set I generated reads™ to a coverage of 60x.

The generation of the homozygous data set is more involved (see Figure 5.19b). I first simulated
the reference for the later variant analysis by again deleting 1000 segments in the same fashion
as for the data set without repeated insertions. Again, the reads simulated from this sequence
comprise the set reads™. I then simulated the donor sequence by inserting three copies of each
deleted segment at random positions in the genome. I introduced small variants into these copies
as I did previously for the synthetic benchmark using p = 0.5%. Simulating reads from the donor
yields reads™. Again, I obtained a heterozygous and a homozygous data set from the reference
and the donor as for the case without repeated insertions. I used Mason 2 (Holtgrewe, 2010) for
the simulation of the variants and the repeats using the same settings as described in Section 5.5.4.

The inserted sequence can contain low complexity regions and insertion sites might fall into
non-unique parts of the reference. In such cases, assemblers make large-scale assembly errors.
The assembly results are subjected to an analysis using LBA. Large-scale assembly errors lead to
a high number of errors that skew the insert assembly evaluation results. To accommodate for
this, I trim outliners. I differentiate between cases where the recovery error rate is above and
below 1% and only report the results for the cases where the error rate is < 1%.

5.6.2 BAsIL Cluster Selection Evaluation

In this section, I present a comparison of the two OEA cluster selection strategies in BasiL de-
scribed in Section 5.3.3. The first one is solving the problem through the chaining algorithm and
the second one is using the set cover heuristic. Without any experimental evaluation it is unclear
which method yields the better results in terms of insert site prediction.

Results. Figure 5.20 shows the results of BAsiL using the two OEA cluster selection strategies.
The results are shown in terms of insert site prediction sensitivity and specificity on the bench-
mark with simulated insertions into real biological sequence on the heterozygous data sets. I
include the results of BasiL before and after filtration such that a comparison of the recall values

129



Chapter 5 Variant Detection

00 = g —w om 100 | ]
x —
= 80| - = 90| |
S =
()
£ 60 -7 80| |
40 | | | | | | 70 | | | | | |
1 2 3 4 5 6 1 2 3 4 5 6
experimental setting experimental setting
a) precision, no repeats b) recall, no repeats
P P P
T T T T T T
wor . e 100 | y
® . R e S ¢ S
= 80| - = | ® Q |
8 =
2 [ - < H |
S w0 w0
a, —e— BasiL —= BasiL*
I 1 I --0--Basir’ BasiL’* |
4 | | | | | | 70 | | | | | |
0 1 2 3 4 5 6 1 2 3 4 5 6
experimental setting experimental setting
c) precision, with repeats d) recall, with repeats
P P P

Figure 5.20: Comparison of the two OEA cluster selection strategies in BAsIL in terms of insert
site prediction sensitivity and specificity. The experimental settings are denoted on the horizontal
axes. For the heterozygous variants, they are numbered (1) human chr. 22, (2) D. melanogaster,
(3) C. elegans and (4-6) for the homozygous variants using the same reference sequences. Note that
the vertical axes have different lower bounds. The legend for all plots is shown in (d), the meaning
of the variant names is given in the main text.

is possible without any bias of the post-filtration step. The lines labeled BasiL are for the unfil-
tered results of BAsIL using chaining for OEA cluster selection. BAsir* is the label for the filtered
results using the same selection strategy. The lines labeled BasiL’ are for the unfiltered results of
BasiL using the set cover heuristic for OEA cluster selection. BAsiL’* is the label for the filtered
results using this selection strategy.

The chaining algorithm is better than the set cover heuristic in all considered cases with respect
to both sensitivity and specificity. In particular, the results are better in terms of precision.

Discussion. The set chaining algorithm consistently achieves better results than using the
simple set cover heuristic. The most likely explanation is that the simple heuristic for solving
the set cover model makes a notable number of suboptimal decisions by selecting too many false
positives and too few true positives. Also, the chaining algorithm is much easier to implement.
This makes it clearly the better choice for selecting OEA clusters and I used it for the OEA cluster
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Figure 5.21: Comparison of the insert site prediction performance of BasiL with and without fil-
tration and MINDTHEGAP FIND. The experimental settings are the same as in Figure 5.20. Note that
the y axes have a lower bound of 50%. The legend for all plots is shown in (d).

selection in all subsequent experiments. Further, it can be seen that the filtration gives a boost in
precision (up to ~ 15 percent points) with a small trade off in terms of recall (below ~ 5 percent

points).
Using chaining for the selection of OEA clusters is a novel idea in BAsIL over the previous NOVEL-
SEQ method that uses the set-cover model that improves the paired read driven results for insert

site prediction.

5.6.3 Insert Site Prediction Results

Results. Figure 5.21 shows the performance of insert site prediction for BasiL. and MINDTHE-
GAP in terms of precision and recall on the heterozygous data set. Again, I include both BasiL

and BAsiL*.

BasiL* shows recall results of around 90%. MTG shows worse results when simulating no re-
peated copies in the case of heterozygous simulated insertions but better results in the case of
homozygous simulated insertions. In the case of simulating repeated copies, both variants of
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ANISE MINDTHEGAP
repeats data set ins. Mbp rec. Mbp r.-rate e.-rate ins. Mbp rec. Mbp r.-rate e.-rate
chr. 22 2.1 2.0 92.6 0.03 0.9 0.8 96.3 0.03
no C. elegans 2.0 1.9 93.5 0.02 1.5 1.5 97.5 0.03
D. melanogaster 2.4 2.3 98.8 0.01 2.0 2.0 99.2 0.02
chr. 22 6.1 5.8 95.7 0.24 2.1 1.8 86.3 0.65
yes C. elegans 6.3 5.8 92.5 0.25 4.1 3.8 90.7 0.66
D. melanogaster 6.9 6.7 97.4 0.24 5.8 5.3 91.1 0.66

ABYSS SGA

repeats data set ins. Mbp rec. Mbp r.-rate e.rate ins. Mbp rec. Mbp r.-rate e.-rate
chr. 22 2.5 2.1 84.7 0.01 2.4 23 93.6 0.01
no C. elegans 2.4 2.1 86.8 0.01 2.4 2.2 92.1 0.01
D. melanogaster 2.5 2.3 93.8 0.01 2.5 2.4 97.4 0.01
chr. 22 7.3 2.7 37.0 0.38 7.1 4.1 57.9 0.49
yes C. elegans 7.3 2.7 37.3 0.38 7.2 4.1 57.0 0.50
D. melanogaster 7.5 2.9 38.8 0.38 7.4 4.4 59.2 0.50

Table 5.3: Insert assembly results on simulated insertions into real biological sequence for heterozy-
gous insertions. The table shows the number of inserted Mbp (ins. Mbp), recovered Mbp (rec. Mbp),
recovery rate (r.-rate, in %), and error rate (e.-rate, in %) of the assembled sequence. The values for
ins. Mbp and r.-rate are given for the sites that the methods attempted to assemble. The table shows
results for the homozygous data sets without (first three rows) and with (last three rows) repeated
insertions. The best values for recovered sequence and error rate in each row are underlined.

BasiL achieve the consistently best results in terms of recall. Both BasiL and MTG achieve pre-
cision rates between 90 and 100%. Basit is slightly better when simulating no repeated copies
and slightly worse when simulating such repeated copies.

Discussion. In terms of recall, BAsiL* outperformed MTG in three quarters of all cases and in
terms of precision, both tools are competitive. Thus, both BAsiL* and MTG are competitive state
of the art methods for accurate insert site prediction.

Remarkably, MTG shows better recall results when simulating repeated copies. This could be
caused by the inserted sequence having a higher coverage than the rest of the reference. This
fact could give a stronger signal in the read k-mer analysis of the MTG rFIND module.

5.6.4 Insert Assembly Results

Sequence Assembly Results. Table 5.3 shows the results of the insert assembly in the het-
erozygous case. Table G.1 (p. 213) shows the results for the homozygous case. The difference
between the results on homozygous and heterozyous insertions is small for all but MINDTHE-
Gar that recovers up to 20 percent points more sequence of the homozygous insertions. For all
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methods, the results for D. melanogaster are better than for the other reference genomes.

It is important to keep the difference between recovered bases (rec. Mbp) and the recovery rate
(rec.-rate) in mind. The first is the absolute number of bases that were recovered (in the case
of ANISE and MTG) or contigs for which a BLAST match was found (in the case of ABYSS and
SGA). The second is the number of recovered bases, relative to the number of bases of insertions
for which assembly was attempted (in the case of ANISE and MTG) or for insertions for which
at least one BLAST match was found (in the case of the ABYSS and SGA).

Overall, the general purpose assemblers achieve better results in terms of recovered bases than
the targeted assemblers in terms of recovered bases and error rate on the data sets without re-
peats. Here, SGA is slightly better than ABYSS. When only considering the targeted assemblers,
ANISE consistently yields better results than MTG.

On the data sets with repeats, the relative order of the tools in terms of the considered metrics
changes. While ANISE continues to yield good results in terms of recovery rate and error rate, the
performance of the other methods decreases. ANISE achieves the highest number of recovered
bases and the lowest error rate. MTG continues to have a high recovery rate but has a relatively
low number of recovered bases and a relatively high error rate. Overall, MTG is better than
ABYSS but worse than SGA.

Sequence Assembly Results, Depending on Insert Length. The numbers presented in the
paragraph before already give a good evaluation of the success in insert assembly. However,
they do not allow to estimate success in assembling inserted sequence depending on the length
of the inserted sequence. Figure 5.22 shows the percentage of recovered sequence for each con-
sidered assembly method on the heterozygous data set, broken down by the length of the inserted
sequence. Figure G.1 (p. 214) shows the results on the homozygous data sets.

To obtain these figures, I computed the percent of recovered bases for each inserted sequence
for each method. This yielded a list of pairs (¢, ) where ¢ is the length of the insert and r is the
percentage of recovered sequence. For plotting, I partitioned the insertion lengths into window
of lengths 200 and computed the average recovery rate.

Generally, there is a downward trend of recovered sequence percentage with growing insert size,
except for MTG on the sequence of D. melanogaster. The general purpose assemblers show the
best results on the non-repeat data sets. ANISE shows robust results on all data sets. Of the two
targeted assembly methods, ANISE is consistently better than MTG in assembling the inserted
sequence.

5.6.5 Discussion

ANISE robustly achieves competitive results in comparison to all other methods or is superior to
them in terms of recovered sequence, both on the data sets with and without repeated insertions.
Also, ANISE shows a consistently low error rate.

The general-purpose de novo assemblers SGA and ABYSS are quite successful in the considered
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Figure 5.22: Percentage of recovered sequence data for the heterozygous data sets with and without
repeats. The windows are shown on the x axis and a point (x,y) describes the average y of all
insertions with lengths (x — 200, z|. The legend for all figures is given in (e).

metrics when no repeats are present. However, they have problems achieving good results in the
presence of repeats.

This is further evidence that the good results come from “jigsawing together” the results with
BLAST matches, which however fails in the presence of repeats (also compare Section 5.6.5).
In the case of having no repeats, the local alignments generate segments that align with few
errors against the true inserted sequence. When repeated copies are present, these assemblers
fail in correctly separating these copies and a large portion of the inserted sequences remains
uncovered.
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MTG is more successful in assembling the homozygous cases than the heterozygous cases. This
can be explained by the higher coverage of the inserted sequence (60x instead of 30x) which is
an easier input for the memory-optimized (instead of quality-optimized) assembly module. MTG
is more robust in terms of recovery rate than the general purpose assemblers but not as robust
as ANISE.

When considering the success in assembly dependent on the insertion length, MTG shows prob-
lems with growing insertion length. It is more successful on the simpler D. melanogaster data set
than on the human and the C. elegans data sets. Remarkably, MTG is more robust in assembling
long sequences in the presence of repeats, presumably because the insertions have three times
higher coverage than in the case of having no repeats. However, the resulting error rate is much
higher in the case of simulating repeats and it is not competitive to ANISE.

5.7 Evaluation using Real-World Data

In this section, I describe the evaluation of insert site prediction and sequence assembly using
real-world data. After a short description of the data set, I give alist of experiments and the results
of ANISE/BAsIL and MINDTHEGAP in Sections 5.7.1-5.7.10. For each experiment, I describe the
performed computations, report the results, and shortly discuss them. Finally, I give an overall
discussion of these results in Section 5.7.11.

This evaluation is a greatly extended and refined version of the previously published one from
(Holtgrewe et al, 2015). The main differences are filtering the ANISE contigs to having at least 10
supporting OEA pairs on each side instead of requiring a count of 30 as in the original publication.
Further, I made the definition of novel bases (given below) more clear and stringent.

Data Set. In this third benchmark, I use an Illumina HiSeq 2000 paired-end whole-genome
sequencing data set. The reads have a length of 101bp and cover the genome to 64x. From
the read alignments I estimated the template size to be approximately normally distributed with
i = 422 and 0 = 56. The reads were sequenced from the individual NA12878 that has been used
extensively in previous studies, e.g., the original GATK publication by DePristo et al. (2011). For
short, I call this benchmark the real-world benchmark. The aim of this benchmark is to evaluate
the performance of the insert site detection and the targeted assembly of inserted sequence on
real-world data.

I use the BAM file? provided on the NCBI servers as the input for Basir and ANISE and convert
it into a FASTA file to use it with MINDTHEGAP. The creators of the BAM file used the human
reference sequence hg18/GRCh36 for their analysis.

Since the ground truth is not known for my data set and this evaluation aims at targeted assembly,
I do not attempt to run any general purpose de novo assemblers on this data set. The lack of

*ftp://ftp-trace.ncbi.nih.gov/1000genomes/ftp/technical/working/20101201_cg_NA12878/
NA12878.hiseq.wgs.bwa.raw.bam
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Figure 5.23: Overview of the filtration of predicted sites and the filtration and anchoring of assem-
bled contigs. This overview corresponds to Sections 5.7.1- 5.7.3.

ground truth makes it hard to gauge the quality of the assembly results. Thus, I use several
complementing approaches for obtaining quality metrics.

Resource Consumption. Iran BasiL allowing up to 8 threads, it took 2h 22min to finish and
used up to 8.4 GB of RAM. ANISE ran with 32 threads, took 30h 34min to complete, and had a
peak memory consumption of 130 GB of RAM (4 GB per core). MTG offers no parallelization
and was run on a single core. It took 40h 15min for the k-mer indexing step, 5h 7min for the
breakpoint detection step, and 16h 28min for the assembly. The three MTG steps had a peak
memory consumption of 6, 14, and 6 GB of RAM.

5.7.1 Filtration of Predicted Sites

Methods. For Basii, I filtered the resulting sites to those having at least 10 supporting OEA
pairs on each site. The result of the MINDTHEGAP FIND module does not have to be filtered before
being passed to the FiLL module.

Results. BasiL yields a total of 508 863 tentative insert sites and 7 463 remain after filtration.
The MTG riND module detects 611 732 tentative insert sites. Figure 5.23 gives an overview of
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the structure of this and the following two steps and their results. I will discuss these results
together with the results of Section 5.7.2.

5.7.2 Filtration of Assembled Contigs

Methods. With default settings, ANISE yields one sequence for each BasiL site when the as-
sembly succeeds. Each such ANISE contig is annotated with the following information: (1) the
genomic location of the site as predicted by Basiy, (2) whether it was anchored on the left and/or
right side, and (3) whether ANISE was able to span the insertion using overlaps and read pairing
information. I call contigs fulfilling these conditions spanning contigs. I call an ANISE contig
anchored on the left side if its assembly incorporated a read on the forward strand of the genome
in the input BAM file and vice versa for right anchoring of contigs.

I filter the ANISE contigs to those marked as spanning and anchored on both sides and have no
stretch of 5 Ns or more. This yields prefiltered ANISE contigs.

Since MINDTHEGAP is based on the analysis of k-mers and does not use read pairing information,
there is no obvious way of filtering the result of its FIND module. As described in its manual, I
directly pass the FIND result to the FILL module. For filtration, I limit the resulting MTG contigs
to those with a length of at least 200 bp.

Results. Figure 5.23 gives an overview of the structure of this, the previous, and the next sec-
tion.

ANise  yielded 4 059 contigs in total, thus the assembly fails to produce contigs for 3 404 insertion
site candidates. Of these contigs, 2 094 prefiltered ANISE contigs remained.

MTG The FiLL module generated candidate insert sequences for a lot of the candidate insert
sites, including a large number of very short contigs and up to 62 candidate insert sequences
for an insertion site. The generated inserted sequences for one site were often very similar. A
quick inspection revealed that a lot of the longer assembled insert sequence contains sequence
from low-complexity repeat regions. MTG FILL generated 148 003 contigs in total, of these 15518
remain after filtering to a minimal size of 200 bp.

Discussion. Of the approximately 7.5k predicted breakpoints, ANISE only yielded approxi-
mately 4k contigs. For the remaining approximately 3.5 k contigs, the assembly failed. The most
likely reason is that the majority of these predicted locations are false positives generated by
BaAsiL.

The two main reasons for false positives in BAsIL are spurious alignments and ambiguities in
the paired-end signals. For spurious alignments, the shadow reads of the OEA pairs cannot be
assembled into contigs of sufficient length. In this case, the assembly process stops after failing
in the first step. In the case of ambiguous paired-end signals, the shadow reads can be assembled
into contigs but the assembly cannot continue in the next step (also see Section 5.3.2).
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Another reason for failures to create spanning contigs is that ANISE fails to assemble the whole
insertion because of repeats or a lack of coverage. However, judging by the results of the success
in sequence assembly depending on insert length in Section 5.6.4, I expect this to be the reason
only for a small percentage.

The high numbers of contigs per site yielded by MTG makes the results of this method cumber-
some to interpret. Also, about nine tenth of the contigs yielded by MTG are shorter than 200 bp
and are not of further interest in this evaluation.

5.7.3 Re-Anchoring of the Assembled Contigs

Methods.

Anise  For ANISE, the generated contigs are generated from the anchors of the OEA read pairs
as well. Thus, the assembled contigs contain parts of the reference sequence at their ends. I used
the local aligner BLAT (Kent, 2002) for aligning the ANISE contigs to hg18.

I chose BLAT for this task since it is much faster than BLAST, allows large gaps in its generated
alignments, and creates alignments similar to those generated by LBA. This allows the alignment
of the borders of the ANISE contigs while keeping the insertion itself unaligned. In this exper-
iment and in all other experiments below where I use BLAT, I use the terms identity, error rate
and score to mean BLAT identity, BLAT error rate and BLAT score (also see Appendix H).

In more detail, I discarded all BLAT matches that align less than 300 bp of the ANISE contigs
and have an identity of less than 90%. I chose to allow a BLAT error rate of 10% since BLAT
identity includes a (scaled-down) penalty for gaps in the case of insertions and there might be
small variants (so-called micro-indels) around the insertion site (Yalcin et al, 2012). Also, the
BLAT matches were filtered to those that align within 400 bp of the insertion site prediction for
which assembly was attempted.

I call all such ANISE contigs anchored. Of these contigs, I call the ones that have at least 200 bp
that are not covered by the anchor alignments long anchored. I do not consider contigs that are
not long anchored further in this evaluation. For the ANISE contigs, I estimated the number of
novel bases in an assembled contig by counting the bases between the anchoring alignments at
the border.

MTG The MINDTHEGAP contigs only consist of the actual insert and the genomic context itself
is not available. Thus, I counted all bases in the assembled contigs as novel. Further, there are
still multiple MTG contigs for many insertion sites. I attempted to anchor the MTG contigs using
paired-end information in the following approach.

For each insert site call with at least one filtered MTG contig, I extracted the OEA pairs from the
original BAM file where the anchors mapped within 800 bp of the predicted site. I then attempted
to anchor the MTG contigs to the reference using these read pairs by mapping the shadow reads
to the contig with BWA (Li and Durbin, 2009).
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For each aligning shadow read, I counted the OEA read pair as anchoring for the contig that it
aligns to. If the anchor aligned to the forward strand in the input BAM file, I counted the OEA pair
as left anchoring and I counted it as right anchoring if the anchor aligned to the reverse strand. I
discarded all contigs with less than 10 anchors on either side. If there were multiple contigs for a
predicted site, I picked the one with the highest anchor count for the further analysis (ties were
broken randomly).

In summary, an ANISE contig is anchored if its borders align to the reference with sufficient
quality. A MTG contig is anchored if there are at least 10 OEA pairs on each side of the insertion
site where one read (the anchor from the BAM file) aligns on the reference and the other read
(the shadow from the BAM file) aligns to the contig. Both kinds of anchoring are evidence that
the contig is part of the donor’s genome at the given position.

Results. Figure 5.23 (p. 136) shows the structure of the evaluation process and the results up
to this point.

ANise  For ANISE, of the 2 094 prefiltered contigs, 2 093 could be anchored in hg18 using BLAT.
Of the anchored contigs, 343 are long anchored contigs, containing a total of 254.7 kbp of esti-
mated inserted sequence. I manually inspected the single unanchorable contig and the predicted
corresponding site was directly next to an ALU repeat.

MTG For MTG, of the 15 218 filtered contigs, 127 can be anchored using the aligned reads in
the BAM file (one is a duplicate of another contig). These 126 unique contigs have a total of
105.5 kbp of sequence.

Discussion. All but one prefiltered contig created by ANISE can be anchored to hg18, thus
passing this sanity check. Of the filtered MTG contigs, only 126 unique contigs can be anchored
to the reference sequence using the aligned reads.

Thus, ANISE creates 2.7 times as many contigs that pass the simple sanity check of anchoring
contigs and have at least 200 bp. The ANISE contigs consist of 2.4 times more novel sequence
than the MTG contigs.

5.7.4 Validation Using Fosmid Sequence

In this experiment, I attempt to validate the assembled contigs with the known sequence of
previously published fosmids. Figure 5.25a (p. 141) gives an overview of the situation in this
evaluation.

Methods. In a previous study of structural variants, Kidd et al. (2008) published the full se-
quence of 454 fosmids from the same individual NA12878 (fosmid contigs). The sequences were
assembled from traditional capillary sequencing, have lengths of approximately 40 kbp, and are
annotated to be of high quality.
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Figure 5.24: Results for the validation of the insert sequence assembly using fosmid sequences in terms of
(a) aligned contigs for which BLAT matches with the given or better identity exist. (b) shows the number of
novel base pairs for these contigs. The legend for both figures is shown in (b).

These fosmid contigs were generated for the validation of SV breakpoints in general and do not
exclusively contain insert sequence. Thus, it cannot be expected that all AN1SE and MINDTHEGAP
contigs can be found within the 17.5 Mbp of these fosmids. Nevertheless, they can be used as
ground truth for parts of the genome sequence of the considered individual.

High-quality alignments of ANIsE and MTG contigs to the fosmid sequence are evidence that
these contigs are of high quality. I compute BLAT alignments using the ANIse and MTG contigs
as the query and using the fosmid contigs as the reference. I filtered these BLAT matches to
those covering at least 90% of the query and the BLAT alignment with the highest score (cmp.
Appendix H) was picked for each query for the further evaluation.

Results. Figure 5.24 shows the results of the verification using fosmid sequence in terms of
contig and novel base pair count for AN1sE and MTG.

Anise  Intotal, I could align 15 ANISE contigs to the fosmids using the approach described above.
Of these, 8 have an identity of 100%, 14 have an identity of 99% or better, and all have an identity
of 93% or better. The contigs in these classes correspond to approximately 12 kbp, 23 kbp, and
23 kbp of novel sequence.

MTG Two of the aligned MTG contigs align to the same fosmid at the same location with the
same identity and I ignore the second contig in this evaluation. After this filtration, I could align
4 MTG contigs using the approach described above. Of these, 1 has an identity of 100%, 2 have an
identity of 97% or better, and all 4 have an identity of 93% or better. The contigs in these classes
consist of 4 kbp, 5kbp, 5kbp, and 6 kbp of novel sequence.

I also compared the matches for both methods and found that half of the MTG matches are
contained in ANISE matches.
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Figure 5.25: The situation for validating assembled contigs using (a) fosmid and (b) capillary sequence. In (a),
the fosmid contigs are used as the reference and the assembled contigs are used as the query in a BLAT search.
In (b), the assembled contigs are used as the reference and the capillary contigs are used as the query. The best
BLAT match (passing the quality filters described in Sections 5.7.4 and 5.7.5) is picked as the location to compare
with, if any.

Discussion. ANISE yielded almost four times as many contigs that can be aligned with high
identity against the fosmid contigs than MTG. Also, the ANISE contigs can be aligned with higher
identity to the fosmid contigs (14 of 15 align with an identity of > 99%). Only 2 of the 4 alignable
contigs generated by MTG are exclusive to MTG.

5.7.5 Validation Using Capillary Sequenced Contigs

In this experiment, I attempt to validate the assembled contigs with contigs obtained from pre-
viously published shorter sequence obtained from capillary sequencing. Figure 5.25b gives an
overview of the situation in this evaluation.

Methods. Kidd et al. (2010) published the sequence of 1736 fosmid ends assembled from cap-
illary sequenced reads (capillary contigs). This data set contains sequence from NA12878 and
other human individuals. The contigs have lengths between 310bp and 2 683 bp and they are
annotated as having a potentially lower quality towards the ends. Although they have a shorter
length and lower quality than the fosmid contigs and are from different individuals, these contigs
can be used for the validation of the results of AN1SE and MTG.

I computed BLAT alignments using the ANIseE and MTG contigs as the reference and the capil-
lary contigs as the query. High-quality local alignments between the capillary contigs and the
assembled contigs support that the assembled sequence is correct. I filtered the BLAT matches
to those having at least 100 matching base pairs in the local alignments.

Results. Figure 5.26 shows the results of the verification using capillary sequence in terms of
contig count and novel base pairs for ANISE and MTG.

ANIse 230 capillary contigs can be aligned to the long anchored ANISE contigs with at least 100
matching base pairs. Of these, 122 align with a minimal query coverage of 80%, 99 align with
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Figure 5.26: Results for the validation of the insert sequence assembly using capillary contigs. (a) shows the
number of capillary contigs that could be aligned to an assembled contig with a certain minimal coverage. (b)
shows the counts for matches with a given minimal identity. For both ANise and MTG, there is one capillary
contig that aligns with 100% coverage and minimal identity. The legend for both figures is shown in (b).

90%, 41 with 98%, and 1 with a query coverage of at least 100%. Of the 53 original contigs, 37
align with a minimal identity of 90%, 104 with 98% and 1 with a minimal identity of 100%.

MTG 53 capillary contigs can be aligned to the anchored MTG contigs with at least 100 match-
ing base pairs. Of these, 37 align with a minimal query coverage of 80%, 23 align with 90%, 8
with 98%, and 1 with a query coverage of at least 100%. Of the 53 original contigs, 50 align with
a minimal identity of 90%, 33 with 98% and 1 with a minimal identity of 100%.

Discussion. The results of this experiment also show a higher support for ANISEg, both when
considering the capillary sequences aligning with minimal coverage and when considering them
aligning with minimal identity.

5.7.6 Validation Using the hg38/GRCh38 Reference Sequence

Methods. At the time of writing, the reference in release hg18/GRCh36 that was used for the
alignment and insert site prediction is two releases behind the current release hg38/GRCh38. In
the case that sequence present in NA12878 and missing in hg18 and is now included in hg38, I
can use these parts of hg38 for the validation of the AN1SE and MINDTHEGAP contigs. Since hg38
does not contain the exact sequence of NA12878, it is no full ground truth but can still serve as
a good sanity check.

Iused BLAT to align the ANISE and MTG contigs to hg38. I call the Anise and MTG contigs that
align against hg38 with less than 10 uncovered reference bases reanchored contigs. Assembled
contigs with high sequence recovery and low error rate, with respect to the segments of hg38,
are evidence for a high quality of the assembled sequence. The overall situation is the same as
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Figure 5.27: Results for the validation of the insert sequence assembly using the sequence of hg38. (a) shows
the number of capillary contigs that could be aligned to hg38 with the given minimal identity and (b) shows the
amount of novel sequence for this. The legend is the same for both figures but only shown in (b).

the one shown in Figure 5.25a, with the hg38 sequence taking the role of the fosmid sequence.
Possible sources for missing sequence and errors are assembly errors and differences between
NA12878 and the reference sequence.

Results. Figure 5.27 shows the results of the validation of the insert assembly result using the

sequence of hg38.

ANise 1 could reanchor 34 ANISE contigs in hg38, each with an identity of 99.7% and a coverage
of 99.8% or better. These contigs correspond to a total of 47.2 kb novel sequence.

MTG T could reanchor 10 of the anchored MTG contigs in hg38. Of the anchoring BLAT
matches, 4 had an identity of 99% or better and 8 had an identity of 95% or better. The 10 contigs
had a total of 13.7 kbp of sequence.

Discussion. By the results of this experiment, ANISE achieves better results than MTG. The
results can be interpreted as ANISE predicting the sequence of 3.4 more updates from hg18 to
hg38 than MTG. Further, these updates are predicted with a higher accuracy in terms of sequence
identity.

5.7.7 Validation Using the NCBI BLAST nt Database

The nt database of NCBI Nucleotide BLAST is another valuable resource for validating ANISE
and MTG contigs. This database contains many high-quality fosmid and BAC sequences which
can serve for the validation of the assembled insert sequence, in the case that the nt sequences
overlap with the ANise and MTG contigs. As is also the case for hg38, the sequences from this
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Figure 5.28: Validation results using the NCBI BLAST nt Database. (a) and (b) show the number of ANISE and
MTG contigs for which BLAST matches could be found with a given minimal coverage and the corresponding
novel base pairs for (c) and (d) show these metrics for contigs for which matches with a given minimal identity
exist. The legend for all figures is shown in (a).

database were not obtained from the individual NA12878 and there might be variants between
the donor genome and the assembled sequence. However, finding long high identity matches
between the assembled contigs and the nt database is a good sanity check.

Methods. I uploaded the anchored ANIsE and MTG contigs to the NCBI BLAST website and
aligned them to the nt database with default settings. I filtered the resulting matches to those
aligning to reference sequences of human origin. For each pair of query and subject sequence, I
greedily selected the best bit-scoring, non-overlapping alignments similar to the way the BLAST
website does for graphic display. I assigned each Anise and MTG contig to the subject with the
highest sum of bit-scores for the selected matches.

Results. Figure 5.28 shows the results of this experiment.
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Anise  The BLAST search of the 343 anchored ANISE contigs yielded 239 matches with minimal
length 1000 bp. Of these, 18 had a minimal identity of 100% in the BLAST match, 141 had a
minimal identity of 99%, and 200 had a minimal identity of 95%. For these contigs, the number of
novel base estimate is 24.3 kbp, 141.5 kbp, and 189.0 kbp, respectively. For 18, 141, and 226 ANISE
contigs, I found best matches covering at least 100%, 99%, and 95% of the ANISE contig. This
corresponds to 24.3 kbp, 141.5 kbp, and 207.4 kbp of novel sequence.

MTG Of the 126 unique long anchored contigs, the BLAST search yields 20 matches with sizes
of at least 1000 bp, of these 3, 12, and 134 had an identity of 100%, 99%, and 95% or better, re-
spectively, which corresponds to 8.2 kbp, 36.1 kbp, and 83.1 kbp of novel sequence. For 3, 12, and
13 contigs, I found best matches covering at least 100%, 99%, and 95% of the MTG contig. This
corresponds to 8.2 kpb, 36.1 kbp, and 43.5 kbp of novel sequence.

Discussion. The results of the validation using the BLAST nt database are consistent with
the other evaluation results. ANISE creates more than 10 times more contigs with high-quality
BLAST matches, containing more than 4 times more novel sequence than MTG. Overall, BLAST
matches could be found for 70% of the long anchored ANISE contigs but only for 16% of the long
anchored MTG contigs, although there are 2.7 times fewer of the latter.

5.7.8 Validation Using Paired-Read Data

A common method for the validation of assembly results is to map the original input read pairs
against the assembled sequence. The resulting read alignment can be analyzed similar to call-
ing variations of a donor to the reference. In this case, the assembled sequence takes the role
of the reference and there should be few, if any, variants. When analyzed for SNVs and small
indels, such variants indicate possible small-scale assembly errors. Discordantly aligning reads
are signals for possible larger-scale assembly errors.

Methods. ANIsE allows to write out the reads used for the assembly of each contig. For each
long anchored contig, I mapped the reads back to their contig using BWA and used the MPILEUP
command of SamTOOLSs for calling SNVs and small indels. Further, I counted pairs showing more
than six standard deviations from the mean template size as discordant.

Since MINDTHEGAP is not capable of writing out the reads used for the assembly, I only performed
this experiment for ANISE.

Results. Figure 5.29 shows the results of the evaluation using paired-end mapping of the orig-
inal reads to the assembled contigs. I aligned the reads of the 343 long anchored contigs to their
corresponding assembled contigs. For almost all (334 of 343) contigs, the minimal mapping iden-
tity of the aligned read is > 99%. When considering the percentage of concordantly aligning read
pairs, 324 of 343 contigs > 99% concordantly aligning reads.
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Figure 5.29: Results for the validation of the insert sequence assembly by mapping the original paired reads to
the assembled sequences. (a) shows the number of contigs for which the average identity rate of the aligned read
had a minimal given value. (b) shows the same but requires a minimal reate of concordantly aligning read pairs.

Discussion. The high number of contigs for which the reads align with high identity show
that the assembled contigs strongly agree with the reads on the sequence level. An error rate of
1% is approximately what one expects from Illumina HiSeq 2000 reads. Considering the minimal
percentage of concordantly aligning reads shows agreement with the read pairing information.
The discordantly aligning read pairs can be explained by outliers in terms of pair template size
or artifacts caused by the read pair belonging to a different genomic location.

5.7.9 Overlap of Predicted Breakpoints

I computed the concordance of the insert site breakpoint detection of BasiL and MINDTHEGAP.
Using concordance is a good sanity check since alow concordance means that at least one method
is missing many insert sites. However, a high concordance alone is only weak evidence that a
method works correctly since all methods could show the same bias.

Nevertheless, when complemented with results from simulated data, concordance is a meaning-
ful validation method. I presented results for simulated data in Section 5.6.3, thus enabling a
meaningful evaluation using concordance of breakpoint prediction.

Methods. For this evaluation, I compared the breakpoints from BasiL* and the MTG FIND
module using BEnToots (Quinlan et al, 2010). I computed the breakpoint overlap when allowing
a maximal distance of 20 bp and 600 bp. The shorter allowed distance of 20 bp allows to account
for ambiguities in the base-pair resolution insert site detection. For some predicted insertion sites,
BasiL* was not able to refine the position to base-pair resolution. For this case, I also consider
the larger allowed distance of 600 bp.
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Figure 5.30: Venn diagrams of the breakpoint-wise overlap, allowing for a maximal distance of
20 bp and 600 bp. (a) and (b) show the overlap between BasiL* and MTG rFIND whereas (c) and (d)
show the overlap between breakpoints of anchored ANise and MTG FILL contigs.

Results. The breakpoint candidate overlap size of BasiL* and the MTG find module is 289/526
when allowing a maximal distance of 20/600 bp. 1041/865 breakpoints are exclusive to BAsiL*
and 305 577/305 340 are exclusive to MTG. The lack of read pair information usage in MTG FIND
does not allow for a more specific filtering of the breakpoints.

When comparing the breakpoints of the anchored AnisE and MTG contigs, 36/41 bp are shared
(with a maximal distance of 20/600 bp). 307/302 are exclusive to ANISE and 90/85 are exclusive
to MTG.

Discussion. The large number of breakpoints yielded by MTG FIND stems from the fact that it
uses a k-mer—based approach and is not particularly focused on long insertions. The overlap of
anchored contigs is thus more interesting, since it includes the filtration steps in terms of contig
sequence length and evidence of anchoring in the reference sequence.

Here, only 10% of the anchor breakpoints of ANISE contigs overlap with the ones of MTG and for
MTG this is true for 25-33%. Increasing the allowed distance only slightly improves this overlap.
I will discuss these results further in Section 5.7.10.
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Figure 5.31: Venn diagrams of the sequence-wise overlap requiring a minimal overlap of (a) 100%
and (b) 95% of overlap (in the MTG contig).

5.7.10 Sequence-Based Overlap of Assembled Contigs

Methods. Icomputed the overlaps of contigs using local alignments between ANISE and MINDTHE-

Gap. For this, I computed the sequence-wise overlap of the contigs assembled by ANISE and MTG
using BLAT. Since ANISE yields inserts with neighboring reference sequence and MTG yields the
predicted insertions only, I proceeded as follows.

I performed a BLAT search using the MTG contigs as the query and the ANISE contigs as the
reference. I then counted the number of MTG contigs that are covered to at least 95 and 100%
and have a BLAT identity of over 95%. This yields the sequence-wise overlap of the anchored
contigs.

Results. The overlap by sequence yields similar results to the overlap by breakpoint position.
When requiring a minimal overlap of 100%, 36 assembled contigs are shared, 307 are exclusive
to ANISE, and 90 are exclusive to MTG. The number of shared contigs increases by 3 when only
requiring a minimal overlap of 95%.

Additionally, I considered the contigs exlusive to ANISE and MTG (i.e., those without an overlap).
For each set, I computed how many are supported by fosmid matches, capillary matches, hg38
matches, and BLAST nt matches (requiring a minimal identity of 95%).

Of the 342 exclusive ANISE contigs, I could find fosmid matches for 14, capillary matches for 91,
hg38 matches for 35, and BLAST nt matches for 200. This corresponds to 4%, 27%, 10,%, and 59%
of the contigs exclusive to ANISE.

For the 87 MTG matches, I found fosmid matches for 1, capillary matches for 16, hg38 matches for
7, and BLAST nt matches for 8. This corresponds to 1%, 18%, 8,%, and 9% of the contigs exclusive
to MTG.

Table 5.4 shows these numbers in tabular format for easier comparison.
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total supported by
method  €XClUsive  foqnids capillary =~ hg38  BLAST nt
ANISE 342 14 (4%) 91 (27%) 35(10%) 200 (59%)
MTG 87 1(1%) 16 (18%) 7 (8%) 8 (9%)

Table 5.4: Statistics about verification of contigs exclusive to one method. This table shows the
number of total exclusive contigs, and the number (and percentage) of exclusive contigs that are
supported by matches to fosmid contigs, capillary contigs, the hg38 reference sequence, and the
BLAST nt database.

Discussion. The number of shared contigs between ANISE and MTG is relatively low. More
contigs are exclusive to ANISE and also a higher percentage of these contigs are supported using
the validation experiments. This evidence shows that ANISE is not only able to assemble more
long insertions than MTG but also that a higher percentage of these contigs can be verified given
existing sequence databases.

Nevertheless, MTG yielded a number of contigs that was almost one third of the number of
contigs exclusive to ANISE. The support (from the available databases) for this contigs is not as
good as the support for the exclusive ANISE contigs. However, there is still a (small) number of
contigs assembled by MTG that are well-supported but that were not found using ANISE.

5.7.11 Discussion

In this section, I presented a comprehensive evaluation of the insert assembly (and to a lesser
extend) of the insert site prediction using a real-world data set. The filtration of the contigs
to the long anchoring ones allows a good comparison of the MINDTHEGAP and BASIL/ANISE
results. For both methods, the anchored sequences show evidence using sequence information
(BLAT alignments for ANISE and the k-mer analysis in MTG rIND) and paired read information
(directly in BAsIL and through the anchoring in the evaluation for MTG). ANISE yields 2.7 times
as many long anchored contigs as does MTG and 2.4 times as many novel bases.

In the evaluation using the fosmid sequences from the same donor, I found evindence for 3 times
as many ANISE contigs than for MTG contigs and for almost 4 times as many base pairs. The
evaluation using capillary contigs (that included sequence from the same individual), the up-
dated reference sequence hg38, and the BLAST nt database also support that ANISE yields more
sequence of higher quality than MTG.

The evaluation of the predicted breakpoints and assembled sequence is relatively low. The num-
ber of contigs exclusive to ANISE is more than three times higher than those exclusive to MTG.
Also, the rate of contigs supported by my experiments is higher in the exclusive ANISE contigs
than in the exclusive MTG contigs.

Given that the wall-clock running time of BasiL and ANIsE is lower than the one of MTG, my

149



Chapter 5 Variant Detection

recommendation for future studies of large insertion is to start the analysis with BAsIL and ANISE.
The results of my methods are more comprehensive and reliable than the ones of MTG. Also, for
the practitioner, the interpretation of one best contig for each site is easier than the interpretation
of many (up to 60) candidates as MTG yields.

Nevertheless, MTG can be used for complementing the results of ANISE in a second step. A
parallelization of the MTG method would greatly improve the practicability of this method. In
particular, the MTG INDEX step could benefit from a parallelization similar to the one in JELLY-
FISH (Marcais and Kingsford, 2011). While the authors of MTG propose to exchange JELLYFISH
for their own k-mer counting method in low-memory situations (Rizk et al., 2013), my recom-
mendation is to prefer a parallelizable method over a particularly memory-saving one.
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5.8 Chapter Conclusion

In this chapter, I described

« the tasks of variant calling and genotyping of small and structural variants,

« the general approach to small variant calling by considering the read alignments and meth-
ods for performing small variant calling and genotyping,

« the basic types of structural variants (SVs) and
« the approaches for SV calling,
« alist of SV calling methods and the approaches they use,

« the method Basit for the detection and location of breakpoints, including insert break-
points,

« the method ANisE for the targeted assembly around breakpoints that is able to assemble
large insertions, and

« an extensive experimental evaluation of insert site prediction and insert sequence assembly
using synthetic, simulated, and real-world data.

I observed that

« using chaining for the OEA cluster selection works better than the previously considered
method of an approximate solution of a SET-COVER model,

» BasiL shows competitive performance for detecting insertion breakpoints on simulated
insertions in real biological sequence,

« filtering of the BAsiL results is required such that spurious read alignments are ignored
and do not greatly lower specificity,

« ANISE is superior to the popular general purpose assemblers ABYSS and SGA and the
targeted insert assembler MTG on synthetic data with repeats,

+ ANISE is competitive with ABYSS and SGA for the assembly of simulated insertions into
real biological sequence and superior to MTG without the presence of repeats,

 ANISE robustly assembles inserted sequence, also in the presence of repeats, and that

+ ANISE proved to be superior to MTG for the assembly of insertions in real-world sequence.
I conclude that

« BasIL is a competitive method for the detection of breakpoints from short read pairs in
base resolution,

« ANISE is the best and most robust available method (at the time of writing) for the assembly
of novel sequence in resequencing projects for personal genomes.
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My main contributions in the area of variant analysis are

152

the development of the method Basit for the effective and efficient location of breakpoints
using the paired read and split read approach,

the development of the method ANI1sk for the targeted assembly around breakpoints, ca-
pable of assembling long insertions,

the implementation and integration of repeat separation into the insert assembly method,

the development of a comprehensive benchmark for insert site detection and insert se-
quence assembly and an evaluation of state-of-the-art tools, and

using the chaining algorithm for the OEA cluster selection in BAsIL and showing that this
method’s performance is superior to the previously used approximate solution of a SET-
CovER model.



Chapter 6

Discussion and Conclusion

In my thesis, I described my contributions to the field of variant analysis for resequencing. First,
I gave a brief introduction to the background in biology, mathematics, and computer science. In
the rest of the thesis, I presented the different steps in a typical resequencing pipeline and my
contributions to these steps: preprocessing, read mapping, and variant analysis.

In this section, I give a short summary of my contributions, discuss recent developments in the
different subfields, and give an outlook on future work and upcoming challenges.

Contribution Summary

For the quality control and preprocessing step (Chapter 3), I contributed to the Fiona method for
HTS read correction. I discussed different approaches for evaluating read error correction tools
and the trade-offs of each. Further, I presented an extensive benchmark of state-of-the art read
correction tools as well as an efficient tool for supporting such benchmarks.

For the read mapping step (Chapter 4), my first contribution is a formal definition for edit distance—
based read mapping. I derived this definition from practical observations of read alignments and
ambiguities therein. In this framework, matches are defined as classes of a well-defined equiva-
lence relation. To support benchmarks using my formal framework, I implemented the program
suite RABEMA that allows for the practical evaluation of read mapping software, both on simu-
lated and on real-world data.

My second contribution in the read mapping step is to the parallel, fully sensitive read mapper
RAZERS 3. Besides others improvements, this program uses multi-core parallelism for improv-
ing the performance over the previous version. Finally, I presented the results of a benchmark
comparing different read mappers using RABEMA, both on simulated and real-world data.

For the variant analysis step (Chapter 5), my main contributions are the methods BasiL and
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ANIsE for the prediction of insertion sites and the targeted assembly of insertions. Overall, these
methods are my largest contribution to the area of resequencing.

BasiL combines the previous ideas of clustering paired-read and clipping signals for improving
the precision of insert site prediction. Further, using the chaining algorithm for the paired-read
cluster selection is a novel idea that improves both the recall and sensitivity in BasiL. Moreover,
I engineered the used approaches to yield better performance than a previous implementation.

My tool ANISE combines approaches from read mapping, assembly, and read separation into a
novel method for the targeted assembly of inserted sequence. For this, I reused the algorithmic
core of our read mapper RAZERS 3: pigeonhole-based filtering and bit-parallel verification. Dur-
ing my work, I engineered and reimplemented methods for the separation and repeats and the
refining of multi-sequence alignments.

The evaluation of bioinformatics methods is not trivial in general because of the lack of ground
truth for large-scale, real-world data and biases therein that are hard to predict. Thus, the chapter
closed with an extensive evaluation of BasiL and ANISE. Here, I showed that BAsIL is competitive
with a recent method for insert site prediction. Further, I found that the repeat separation features
of ANISE make it superior to widely-used state of the art general purpose assemblers on data with
simulated repeats. Finally, ANISE was shown to be superior to the (at the time of writing) only
other published method for insert assembly. In this benchmark, I performed comprehensive tests
using different, orthogonal methods and many different data sources.

An important, recurring topic of this thesis is the benchmarking of methods. Here, a last (al-
beit secondary) general contribution is the development of the MasonN software suite for the
simulation of HTS reads and sequence variants (Appendix A).

Recent Developments

The area of quality control and preprocessing is intrinsically tied to sequencing technology used
for generating the input and the read mapping methods in the subsequent step. With their most
recent sequencing machines, lllumina improved on the read length and quality, making reads
with lengths of 150-300 bp of high qualities readily available. This makes quality-based trimming
less important, but there continues to be work in the area of efficient and precise adapter removal,
e.g., by O’Connell et al. (2015) and Jiang et al. (2014).

In the area of read error correction, current work focuses on lowering resource consumption and
processing time for scaling up to rising throughput rates, using the spectral alignment approach.
One promising idea is to replace counting by Bloom filters which leads to using only a few bits
per k-mer, thus lower memory usage and running time, e.g., as implemented by Li (2015) and
Song et al. (2014).

The area of read mapping continues to be very active, e.g., the work by Kerpedjiev et al. (2014) or
Butterfield et al. (2014), and today, most users use best-mapping when aligning reads. Notably,
methods such as the one by Siragusa et al. allow the controlled, separate enumeration of different
match strata, enabling a good estimate on a read alignment’s ambiguity. However, there are also
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some advances in the field of all-mapping, e.g., by Koster and Rahmann (2014) and Hieu Tran
and Chen (2015).

The field of variant analysis also remains active, mostly in the area of structural variant call-
ing. For example, Bickhart et al. (2015) recently published a new method for the detection of
structural variants using aligned reads and Weisenfeld et al. (2014) published a method for SV
detection using de novo assembly. Also recently, Kehr et al. (2015) have published a manuscript on
their population-scale insert novel insert detection method that internally uses a general purpose
assembler.

Future Work and Challenges

In read preprocessing and quality control the main future work is the adaption to the properties
of upcoming sequencing machines and improving the scalability of the method while keeping
the resource consumption low.

Future read mapping methods will continue to show performance improvements, adapting to
new hardware developments, such as wider SIMD registers and many-core (co-)processors, such
as AVX and the Xeon Phi Processor. Also, being able to get a good estimate on the ambiguity
by a read by counting or enumerating suboptimal matches can serve as important information
for downstream analysis methods. General purpose read mappers that have decent split read
alignment support are already available, e.g., by Li (2013).

The integration of such methods into variant detection tools could further improve the latter.
For example, a read mapper could pass non-concordant and split aligned reads on the fly to a
SV or CNV analysis tool for processing, bypassing the need to store all of them in the alignment
file. These specialized tools would then have access to the full information and also perform
additional queries, as necessary. All of this should then be integrated with repeat copy separation
for further improving the result quality.

Another future question concerns the reference sequence. While having one common reference
coordinate system enabled huge advances in the life sciences, certain regions show a strong vari-
ability between populations. In their recent release GRCh38, the Genome Reference Consortium
(GRC) have accounted for this by including the sequence of 58 alternative loci.

Another approach, that was, e.g., performed by Besenbacher et al. (2015), is to build a pan-genome
for the considered population. This way, most common variants of a population to the reference
sequences are not considered during the resequencing. This decreasing ambiguity in the read
mapping and variant analysis step and Besenbacher et al. used this for decreasing the false dis-
covery rate of variant discovery.

While having some advantages, using different reference sequences also has several drawbacks.
These include problems with comparing two analysis results using different reference genomes
and also the challenge of building a new reference assembly. The GRC reference sequence was
built with a huge amount of work and resources. Achieving similar quality for the whole genome
sequence (e.g., using de novo assembly) in individual projects is virtually impossible. However,

155



Chapter 6 Discussion and Conclusion

for certain applications and projects with sufficient resources, it will be possible to achieve a suffi-
cient quality. This leaves another problem, that of obtaining a rich and high-quality of annotation.
Projecting such annotation from one reference sequence to another is hard, as made evident by
the only slowly growing number of tracks in the UCSC genome browser for the GRCh38 when
compared to the previous release GRCh37 (at the time of writing).

Finally, one must not forget that a hard set of challenges remain, even if a resequencing pipeline
yields good results: the interpretation of the variants. While good methods for the priotization of
small variants in coding regions exist, e.g., by Robinson et al. (2014), the problem of interpretating
structural variants and variants in non-coding regions on a large scale remains largely unsolved.

Thus, HTS has not led to an “end of history” situation in bioinformatics by far. Rather, each
solved problem opens up the opportunity to solve several new ones, as usual in the sciences.
New aims either come up as new questions initiated by the just answered one or they get into
one’s reach by using recent advances in the field. Further, bioinformatics is also highly influenced
by new and improved wet-lab protocols and devices. This leads to dynamics that are reached
by few computer science-related fields. A curious mind can only look forward to working in
bioinformatics in the future.
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Appendix A

MAsoN - Simulation of Nucleic Sequence

All models are wrong but some are
useful.

(George E. P. Box)

MaAsoN is a versatile software package for the simulation of nucleic sequence with a focus on
read simulation of whole genome sequencing. Such simulated data is very useful as test inputs
since one has a tight grip on the properties of such data through simulation. Simulated data also
allows to observe the behaviour of algorithms (and their implementation) when certain proper-
ties vary. When simulating NGS reads, for example, it is possible to increase the error rate in
a controlled fashion or to simulate reads that are longer than the current technology permits.
Further, benchmarks with simulated reads can complement the evaluation with real-world data
since the ground truth is known. A simulator can write out the sample location of the read and,
for example, how many SNV bases are covered by the read or information about sequencing
errors.

Originally, MasoN was conceived and implemented as a simulator for the read mapping bench-
mark in (Holtgrewe et al.,, 2011). However, in the current second version, it is a software package
for the simulation of small and structural variants as well as the simulation of reads. Also, the
package allows to simulate methylation levels and bisulphite-treated reads. MasoN 2 allows to
integrate the tools into a coherent pipeline for the simulation of genomic variants and reads. For
example, this allows to simulate variants and store the results in a VCF file and then simulate
paired-end reads generating the donor genome from the VCF file on the fly. For a second ex-
ample, this allows to simulate methylation levels for the genome and store the resulting levels
as a FASTA file, and then load the methylation levels and a VCF file with variants and simulate
bisulphite-treated reads generating the donor genome on the fly.
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Genomic Variants

The program MAsoN-VARIATOR allows the simulation of small and large variants. The input
is a reference FASTA file and the output is a VCF file with the simulated variants. Optionally,
MASON-VARIATOR can also apply the variants from all simulated haplotypes to the input FASTA
file and write out a FASTA file with all variation applied to it.

MASsON-VARIATOR processes each contig individually. First, it simulates non-overlapping struc-
tural variants. These are either also simulated with per-base probabilities or a TSV file with
structural variant types and sizes can be read and according SVs are randomly distributed into
the genome. This file can also contain explicit sequence for SV insertions. Second, it simulates
small variants (SNVs and small indels) into the contig using per-base probabilities.

The simulated variants are subject to some constraints:

« small variants have a distance of at least one base to SV breakpoints,
« SVs are non-overlapping and intra-chromosomal, and

« SV breakpoints do not span gaps (Ns in the reference) and have a distance of at least one
base to the gap.

The program MASON-VARIATOR is implemented in a memory-efficient manner; treating each
contig separately allows to only load one sequence (e.g., chromosome) from the reference at a
time.

MAsSON-MATERIALIZER can read in a FASTA file and a VCF file with variants (e.g., generated
by MASON-VARIATOR) and generate the haplotypes of the individual encoded in the VCF file.
The resulting FASTA file contains one sequence for each sequence in the input FASTA file and
each haplotype in the VCF file. Both, MASON-MATERIALIZER and MASON-VARIATOR can also read
in a methylation level FASTA file and also write out the methylation level FASTA file for the
materialized variants.

The program MasoN-GENOME allows to simulate DNA sequences from random nucleotides and
store them as a FASTA file.

Read Simulation

The program MASON-SIMULATOR allows the simulation of reads. In the current version, it pro-
vides the functionality to simulate Sanger reads (using the model described by Myers (1999a)),
454 pyrosequencing reads (using the model described by Richter et al. (2008)), and Illumina reads
(using a simple custom error model).

MASON-SIMULATOR gets as the input a genome FASTA file and optionally a variant VCF file. For
each read (or pair) that is to be simulated, the program picks a chromsome (sequence in the input
FASTA file) and a haplotype from the VCF file and stores this information in a files on the disk.
There is a file for each chromosome haplotype, containing the integer IDs of the reads that are
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to be simulated. The program then generates the haplotypes from the VCF file chromosome by
chromosome and samples segments (templates) from these haplotype sequences. These template
are not allowed to span gaps (Ns) in the haplotypes and their length is chosen randomly either
following a normal distribution or uniformly selected from an interval of length values, given
in the program’s configuration. Then, sequencing is simulated from one or both ends of the
template, using the selected read simulation model. The resulting reads and base pair qualities are
then written to a SAM file together with their sample position and some meta information (e.g.,
how many SNV bases are spanned by the read). There is one such SAM file for each haplotype.

After the simulation of all reads, the read alignments from all files are read mimicking multi-way
merging and a FASTQ file for the left reads (and one for the right reads, if applicable) is generated.
Optionally, a SAM or BAM file with the alignments of the reads against the reference sequence
(without variants) can be generated. This alignment file also contains meta information about
the read’s alignment (e.g., the number of sequencing errors, spanned SNV and small indel bases,
original sample position in the haplotype, etc.).

MASON-SIMULATOR can also simulate bisulphite-treated reads. The per-base methylation levels
can be read from a methylation FASTA file or be simulated on the fly.

Internally, the same code for the materialization is used as in MASON-VARIATOR, MASON-MATERI-
ALIZER, and MASON-METHYLATION. This means that using the same seeds, the same haplotypes
and methylation levels are generated.

The program MAsoN-FRAG-SEQUENCING provides access to the read simulation code. Instead of
genomic sequence, the program expects a FASTA file with generated templates. It then simulates
single-end or paired-end sequencing of these templates. The user can generate this template
FASTA file from arbitrary data, e.g., simulate the ligation of barcodes or adapters or any other
protocol.

Nucleic Simulation Utilies

Besides the program described above, the MasoN 2 software package also contains the following
programs.

Methylation Rate Simulation. MAsoN-METHYLATION allows the simulation of methylation
level based on the cysteine context. In a cell’s DNA macromolecules, the cysteine might be
methylated and the methylation of either strand (called top and bottom strand here) might be
different.

A methylation FASTA file describes the methylation levels of the top and bottom strand with
one sequence for each sequence in the reference. The methylation level for each base is given
and set to 0% for non-cysteine bases. The levels are encoded in printable ASCII characters in
steps of 1.25% from “?1°” (0%) to “’p’” (100%). The character “>>” is skipped to circumvent
any ambiguity problems with the FASTA format.
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As mentioned above, the methylation levels are simulated in a context-dependent fashion fol-
lowing a beta distribution. For each of the contexts CpG (C followed by a G), CHG (C followed
by non-G, followed by a G), and CHH (C followed by two non-G characters), the beta distribution
can be selected by specifying a mean and standard deviation value.

The methylation simulation has its own seed for random number generation in the materializa-
tion and read simulation programs, such that different levels can be generated for each individual
and also multiple read sets can be generated for the same methylation levels.

Transcriptome Computation. The program MAsoN-SPLICING allows the generation of tran-
scriptomes from a reference FASTA file and a GFF or GTF file describing the transcripts.
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Appendix B

Sequencing Technology Overview

The aim of sequencing is to determine the genomic sequence in a sample. This appendix describes
a selection of relevant sequencing technologies as outlined by Mardis (2008, 2013).

Sanger Sequencing

Sanger et al. (1977) developed a method for sequencing based on chain-termination. The general
idea is to force the DNA polymerase to include modified nucleotides (ddNTPs) into the DNA
molecule synthesis that can be later used to read out DNA sequence.

As afirst step, the part (template) of the DNA that is to be sequenced is amplified using polymerase
chain reaction (PCR). Then, another PCR step is performed for the actual sequencing process. The
amplified sample from the first step is divided into four separate parts and the second PCR step
is prepared for each part with normal nucleotides. Additionally, a different kind of ddNTP is
added to each part (one for each A, C, G, and T). The incorporation of ddNTPs into the elongated
molecule occurs randomly and stops the elongation of this molecule.

After the elgongation, the fragments are heat-denatured and then separated by size, e.g., using
gel electrophoresis. The ddNTPs include a radioactive label for the subsequent detection step.
This way, an X-ray photograph of the gel can be taken from which the sequence of the DNA
molecule can be read.

This general idea was used for more than 25 years, and also for the first whole human genome se-
quences. During this time, the method was refined, e.g., by using flouroscenctly labeled ddNTPs
and automatizing the process in complex sequencing machines, e.g., capillary sequencing ma-
chines. At the time of writing, a current sequencing machine based on Sanger sequencing is able
to yield reads with a length of 400-900 base pairs (bps) at very high accuracy.

181



Appendix B Sequencing Technology Overview

Sequencing methods based on the Sanger approach with chain-terminating ddNTPs are com-
monly called first-generation sequencing methods.

454 Pyrosequencing

The first commercially available second-generation sequencing (2GS) method, called pyrosequenc-
ing was developed by 454 Life Sciences (Margulies et al., 2005). The main innovation in 2GS is to
reuse the sequencing templates during sequencing.

In the 454 method, the single-stranded DNA molecule templates are captured by beads of chem-
icals in which they are enriched by emulsion PCR. These beads are then placed in small (44 pm)
wells on a plate.

During sequencing, the plate is flooded with solutions in cycles of the same modified nucleotide.
In each cycle, the missing strand is elongated and the incorporated modified nucleotide lead to
light being emitted that can be recorded by a camera. The intensity of the light depends on the
number of incorporated nucleotides. This intensity is then converted into a nucleotide count
and together with the information of which nucleotides are currently used for flooding, the next
stretch of homopolymers can be determined for each read.

[llumina (Solexa) Sequencing

The second commercially available 2GS method was developed by Solexa (Bentley et al., 2008).
The main difference between Illumina and 454 sequencing is that Illumina uses so-called re-
versible terminator chemistry: Similar to 454 sequencing, in lllumina sequencing, the single-ended
DNA molecules are attached to a plate (flow cell). This attachment occurs directly and not using
wells and beads and the templates are amplified using bridge amplification (another type of PCR).
This creates clusters on the flow cell of the same sequence.

Then, solutions with modified nucleotides are flooded over the plate and elongate the templates.
However, with Illumina chemistry, only one additional nucleotide can be incorporated by the
polymerase for the elongation. A laser is then used to stimulate a light flash of the modified
nucleotides in each cluster and this is recorded by a camera. Then, another solution is flooded
over the plate such that the elongation by one nucleotide can continue in the next cycle.

lonTorrent Sequencing

Another recent 2GS method, called IonTorrent sequencing, was developed by Life Technol-
ogy (Rothberg et al.,, 2011). Similar to pyrosequencing, the templates are captured in beads which
are placed in wells on a CMOS chip. Instead of measuring light, however, the chemistry used in
IonTorrent sequencing generates changes in the pH level which are directly detected by the
CMOS chip with the wells.
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Single Molecule Sequencing

Single-molecule sequencing (or third-generation sequencing (3GS) is another recent innovation in
sequencing technology. All 2GS methods described above use PCR for amplifying the signal of
individual reads. In contrast, 3GS methods do not need such a PCR step and thus circumvent

certain problems associated with its usage.

Examples are the Single Molecule Real-Time Sequencing by Pacific Biosciences (PacBio) (Eid
et al., 2009), which is a currently available commercial system and Helicos Single Molecule Flu-
orescent Sequencing (Thompson and Steinmann, 2010) which was a commercially available sys-

tem.

The main advantage of 2GS and 3GS methods is the high throughput when compared to Sanger
sequencing. Thus, both 2GS and 3GS methods are often called high-throughput sequencing (HTS)
methods.
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Appendix C

Contributions to Software Engineering and
Usability

As outlined in Section 1.3, the design, analysis, implementation, and experiments of algorithms
are at the core of algorithm engineering. The aim of algorithm engineering is to improve appli-
cations with algorithm implementations yielded by this cycle. This means that at least a driver
program should be made available such that the algorithm can be run by users or it should be
integrated as a component in larger applications. Ideally, the developed algorithmic components
are also made available to a broader public by including them in a library, such that they can
be easily reused. Of course, the algorithmic components (as well as the programs) should be
well-tested and well-documented such that they can be used by a larger public.

The result of my work towards this thesis includes practical, tested, and documented programs
as well as contributions of components as SeqAn (Doring et al., 2008) library modules. Further, I
performed work on the tools and frameworks for writing and building documentation and writ-
ing and running tests. In this appendix, I describe these software engineering contributions. I
describe the implemented programs and algorithmic SeqAn modules, my contributions to SeqAn
that facilitate writing self-documenting programs, my contributions to the library’s documenta-
tion. Finally, I describe contributions to the testing framework in SeqAn.

Implemented Programs

All programs described below use standard bioinformatics file formats where possible. Thus, they
allow for the easy integration into standard software pipelines. Automated tests are available for
all programs.
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RAZERS 3 is a parallel, string-filtration based read mapper that achieves high sensitivity in
all-mapping mode. Section 4.4.

RABEMA is a software package for the evaluation of read mappers. It is based on the formal
definition of read mapping described Section 4.1. The software package consists of the programs
RaBEMA-BUILD-GOLD-STANDARD and RABEMA-EVALUATE and is described in detail in Section 4.2.

MasoN is a software package for the simulation of nucleic sequence. I give a detailed de-
scription in Appendix A The software package contains the programs MAsoN-GENOME, MASON-
VARIATOR, MASON-MATERIALIZER, MASON-METHYLATION, and MASON-SPLICING for the simu-
lation and processing of genomic sequence and the programs MASON-SIMULATOR and MASON-
FRAG-SEQUENCING for the simulation of sequencing data.

BasiL and ANISE are programs for the detection of insertion breakpoints and the subsequent
assembly of inserted data. I describe them in detail in Chapter 5. Both programs feature an
efficient implementation and employ multi-core parallelism. Further, the consensus module from
ANIsE is used in the second version of the SeqAn tool SEQCons. The previous version of SEQCONS
did not work reliably any more since there were no tests for this program and the library changed
greatly after the program’s initial development.

FiloNA is a parallel tool for the correction of NGS read and I developed and benchmarked in
collaboration with my coauthors in (Schulz et al, 2014). My main contribution lie in the experi-
mental evaluation and testing.

SeqAn Module Contributions

For all modules, API documentation is provided together with demo programs. For most modules,
tutorials are available on the SeqAn website.

REALIGN is a module implementing the realignment algorithm by Anson and Myers (1997). It
is a reimplementation of the algorithm; a previous implementation in the SeqAn library showed
various bugs, presumably since the behaviour of the used library functionality changed subtly.
The original implementation was not tested and thus these bugs were not detected.

ALIGN is the SeqAn alignment module. I restructured the module and improved the public data
structures such as Gaps and Align as well as the algorithm interfaces.

CONSENsSUs is a module for consensus computation. I made the consensus module from ANISE
available in this module which now supersedes the previous version of the module.
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SEQUENCE_JOURNALED is a module providing a String class specialization that allows to store
changes to a string in a lightweight implementation. Originally implemented for the first version
of Mason, the module has now been greatly extended by René Rahn for his journaled string tree
project (Rahn et al., 2014).

STREAM is a module providing low-level file I/O functionality that I implemented an earlier
version of. Later, David Weese and Enrico Siragusa further improved the I/O functionality in
SeqAn and rewrote the module.

BAM_I10, BED_IO, GFF_IO, SEQ_IO, VCF_I0 are modules providing the data structures and rou-
tines for read and write access to the SAM/BAM, BED, GFF/GTF, FASTA/FASTQ, and VCF file
formats. The modules have subsequently been updated to the Weese’s and Siragusa’s new /O
layer. Thus, most important bioinformatics file formats are now available to SeqAn users and in
SeqAn applications.

Further work includes the modules ALIGN_spLIT for the split alignment with the updated
ALIGN module by René Rahn, refactorization and documentation to the modules BasIc, improve-
ments and test to the GRAPH_ALGORITHMS module, and together with David Weese and Enrico
Siragusa the development of a basic framework for parallel algorithms in PARALLEL.

Self-Documenting Programs

It can be considered best practice that command line programs are self-documenting when being
passed a --help (or similarly named) flag. The program should then print a textual help and
perform no other action. In SeqAn, the ArgumentParser class in the ARG_PARSE module provides
the functionality for describing a program’s parameters programatically and then parsing the
command line. This class allows the annotation of positional arguments and named options
with a description and to provide additional information.

During the work for this thesis, the basic functionality was greatly extended by the SeqAn team
and I contributed code for the documentation of the programs. The representation of a program’s
documentation is built in an object of class ToolDoc when the ArgumentParser class’ interface
is used to describe the command line interface of a program. Figure C.1 shows an example usage
of the ArgumentParser class.

The documentation of the program can then be generated in several formats. Textual output is
meant for the console and the output is wrapped to the user’s terminal dimensions. The doc-
umentation can also be generated in HTML format for publishing on the web or in Unix man
format such that a program’s man page can be generated automatically. Figure C.2 shows the
automatically generated man page by RABEMA-BUILD-GOLD-STANDARD.
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#include <segan/arg_parse.h>
/]

seqan: :ArgumentParser parser ("rabema_build_gold_standard");
setShortDescription(parser, "RABEMA Gold Standard Builder");
setVersion(parser, "1.2.0");

setDate(parser, "March 14, 2013");

setCategory(parser, "Benchmarking");

addUsageLine(parser,
"[\\£IOPTIONS\\fP] \\fB--out-gsi\\fP \\fIOUT.gsi\\fP \\fB--reference\\fP "
"\\£fIREF.fa\\fP \\fB--in-sam\\fP \\fIPERFECT.sam\\fP");

//

Figure C.1: Example usage of the seqan: : ArgumentParser class for defining the program documen-
tation in the program.

RABEMA_BUILD_GOLD_STANDARD(1) RABEMA_BUILD_GOLD_STANDARD(1)

NAME
rabema_build_gold_standard - RABEMA Gold Standard Builder

SYNOPSIS
rabema_build_gold_standard [OPTIONS] --out-gsi O0UT.gsi --reference
REF.fa --in-sam PERFECT.sam
rabema_build_gold_standard [OPTIONS] --out-gsi O0UT.gsi --reference
REF.fa --in-bam PERFECT.bam

DESCRIPTION
This program allows to build a RABEMA gold standard. The input is a
reference FASTA file and a perfect SAM/BAM map (e.g. created using Raz-
erS 3 in full-sensitivity mode).

The input SAM/BAM file must be sorted by coordinate. The program will
create a FASTA index file REF.fa.fai for fast random access to the ref-
erence.

Figure C.2: Top of the output of the argument parser, displayed as Linux man page.
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/%%

.Function.globalAlignment:

. .summary:Computes the best global alignment of the two sequences.

..cat:Alignments

..signature:globalAlignment (align, score [, align_config], tag)

. .signature:globalAlignment (result, strings, score [, align_config], tag)

. .signature:globalAlignment (result, strings, score [, align_configl], diaglow, diagHigh, tag)
..param.align:An alignment data structure containing two sequences.

...type:Spec.Alignment Graph

...type:Class.Align

..param.result:A data structure that gets the result of the alignment procedure,

e.g., a file stream, or std::cout for a textual alignment, or a FragmentString for storing
all the matches.

..param.strings:A string set with that contains two sequences.

Figure C.3: Beginning of C++ comment with DDDoc comment for the globalAlignment () function.

APl Documentation

The usability of a library (how easy or hard it is to use a library) highly depends on the quality of
the library’s API documentation. Most of today’s API documentation is written together with the
source code and embedded in comments following a special format. The documentation is then
extracted from the comments by tools that build a human-readable document, often a HTML
website or a PDF file. Prominent examples of such systems are Doxygen for C++ and Javadoc for
Java.

During the conception of SeqAn, the original library author introduced his own system Dot-
DotDoc. The reason for this is that SeqAn uses programming entities such as concepts, template
inheritance, and global interface functions. These elements are not part of the C++ language and
thus the support for them does not exist in Doxygen. The emulation of these features in Doxy-
gen was not satisfactory. DotDotDoc has explicit support for these features. Figure C.3 shows
an example of DotDotDoc documentation for the globalAlignment () function and Figure C.4
shows the generated HTML documentation for this function.

However, this system was found to be lacking. For one, the format for defining the documenta-
tion was idiosyncratic to the DDDoc system. Also, a single page was generated for each global
interface function, such as length() whereas functions such as length() should occur on the
documentation for the ContainerConcept concept.

Thus, a new system based on the syntax from Doxygen was written from scratch: dox. Dox is
implemented in Python and allows users to use similar documentation markup as in Javadoc and
Doxygen. The resulting HTML document was also improved, allowing for a much better search.
Figure C.5 shows the dox documentation of the function globalAlignment () and Figure C.6
shows the resulting HTML page.

189



Appendix C Contributions to Software Engineering and Usability

2| globalalignment

< & | [ docs.seqan.de/seqanidev/FUNCTION global_Alignment.ntm v =
Classes Function y
g:“,::;‘: globalAlignment
S Computes the best global painwise alignment.
Functions
» Alignment Free g ig| i(align, sCori , [alignConfig ] lowerDiag, upperDiag ] [algorithmTag])
~ Alignments globalAlignment(gapsH, gapsV, smrmgscneme [alignConfig | [lowerDiag, upperDiag,] [algorithmTag])
g ignment(frags, strings, lignConfig ] [lowerDiag, upperDiag ] [algorithmTag]
addToProfile
assignSource (Gaps) g ig aph, [ahgnl:onﬁg ] [lowerDiag, upperDiag,] [algorithmTag])
bandedChainAlignment
clearclipping (Gaps) Include Headers
C‘E‘ETBEDS (Gaps) seqan/align.h
col
cols Parameters
coumGans (Gaps) align ‘An Align object that stores the alignment. The number of rows must be 2 and the sequences must have already been set
gefpmim&upowm row(align, 8)isthe horizontal ane in the alignment malrix alignment, row(align, 1) is the vertical one.
getScore (LocalAlignmentEny Types: Align
globalAlignment ~peh
QlobalAlignmentScors aap :;Iglezs-n:—:\ag:ppeu sequence in alignment matrix.
globalMsaAlignment -
heaviestCommonSubsequen{ | gapsy Vertical gapped sequence in alignment matrix.
heaviestincreasingSubsequel Types: Gaps
host (C: q .
inserGap frags String of Fragment objects. The sequence with id @ is the horizontal one, the sequence with id 1is the vertical one
}gfg‘}:;ﬁgn alignmentGraph | Alignment Graph object to store the alignment in
isGap (Gaps) Types: Alignment Graph
JSRE\-;‘N?: Remarks: The underlying StringSet must be an Owner StringSet.
i
\ggglAI\[ganZ)n[ strings A StringSet containing two sequences
longestCommeonSubsequency Types: StringSet
€N’ ['scoringScheme | The scoring scheme to use for the alignment. Note that the user is responsible for ensuring that the scoring scheme is
maichRefinement compatible with algorithnTag
nexiLocalAlignment
position (Conser Types: Score
removeGap alignConfig The AlignConfig to use for the alignment.
removeGaps .
row Types: AlignConfig
ows lowerDiag Optional lower diagonal
scoreGap Types: int
scoreGapExtend ypes: n -
scoreGapOpen upperDiag Optional upper diagonal
scoreMatch Types: int
scoreMismatch
sequenceEntryForScore (Sco algorithmTag The Tag for picking the alignment algorithm.
selScoreBap Types: Gotoh, Hirschberg, MyersHirschberg, NeedlemanWunsch
ype 9, Mye 9
setScoreGapOpen
...seqan.de/.../FUNCTION_| Local Allgnment Enumerator_23g... uinction with four configuration dimensions. I~

Figure C.4: HTML documentation generated for function globalAlignment () from DDDoc source in
Figure C.3.

¥R K K K X X X K K X X X X X XK X X X X X ¥

@fn globalAlignment
@headerfile seqan/align.h
@brief Computes the best global pairwise alignment.

@signature TScoreVal globalAlignment(align, scoringScheme, [alignConfig,]
[lowerDiag, upperDiag,] [algorithmTag]l);
@signature TScoreVal globalAlignment (gapsH, gapsV, scoringScheme, [alignConfig,]
[lowerDiag, upperDiag,] [algorithmTag]);
@signature TScoreVal globalAlignment(frags, strings, scoringScheme, [alignConfig,]
[lowerDiag, upperDiag,] [algorithmTag]);
@signature TScoreVal globalAlignment(alignGraph, scoringScheme, [alignConfig,]
[lowerDiag, upperDiag,] [algorithmTag]l);

@param align The @link Align @endlink object to use for storing the
pairwise alignment.

@param gapsH The Q@link Gaps @endlink object for the first row (horizontal
in the DP matrix).

O@param gapsV The @link Gaps @endlink object for the second row (vertical in

the DP matrix).

Figure C.5: Beginning of the C++ comment with dox documentation for globalAlignment ().
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|2/ globalAlignment - Seqs x

<8 B> & | D docs.seqandesseqanidevy

globalAlignment

» GlobalChain Computes the best global pairwise alignment.
* GlobalAlign
* SwiftSemiGlobalFinder Defined - sqan/align.h> ©T0P # HOME

in
» PARAMETERS
& S ki TScoreVal globalAlignment(align, scoringScheme, [alignConfig,] [lowerDiag, upperDiag,]

[algorithmTag]); » RETURN VALUES
# globalAlignment Tscoreval globalAlignment(gapsH, gapsV, scoringScheme, [alignConfig,] [lowerDiag, 3 DETAILED
» globalMsaAlignment upperDiag, ] [algorithmTag]); DESCRIPTION

Signature TScoreVal globalAlignment(frags, strings, scoringScheme, [alignCenfig,] [lowerDiag,
upperDiag,] [algorithmTag]);

* chainSeedsGlobally TscoreVal globalAlignment(alignGraph, scoringScheme, [alignConfig,] [lowerDiag, » REFERENCES

upperdiag, ] [algorithmTag]);

* globalAlignmentScore » EXAMPLES

% SEQAN_GLOBAL » SEEALSO
* Segment Match Generation Tags
matches:
|
GlobalPairwiseLibrary [ PARAMETERS
align The [C1ass | Align object to use for storing the painvise alignment.
*» MyersUkkonenGlobal & o oo o e 9
gapsH The Gaps object for the first row (horizontal in the DP matrix).
4 r‘“P'SUkkE"E”G"’a'Ba”['E[‘ gapsV The Gaps object for the second row (vertical in the DP matrix).
oncept
Pa— N frags String of [C1ass | Fragment objects to store alignment in.
extConcepl
matches: : strings StringSet of length two with the strings to align
posGlobalize alignGraph  Alignment Graph for the resulting alignment. Must be initialized with two strings
scoringScheme The scoring scherme to use for the alignment. Note that the user Is responsible for ensuring that the scoring scheme is
L4 EQ‘EJC“‘_:;';[S“"? compatible with algorithmTag
convertMatches ToGlobalAlignment alignConfig  [CIass | AlignConfig instance to use for the alignment configuration
convertPailWiseToGlobalAlignment lowerDiag Optional lower diagonal (1nt).
upperDiag Optional upper diagonal (int).
algorithmTag .
Tag to select the alignment algorithm (see AlignmentAlgorithmTags)
I RETURN VA LU E S
docs.segan. 3/specialization_GlobalAlign.htmi |1 Score value of the resulting alignment (Metafunction: [FFi<> ] Score#Value of the type of scoringScheme). =

Figure C.6: HTML documentation generated for function globalAlignment () from dox source in Fig-
ure C.5.

Testing

Testing is a very important aspect of software engineering. At the beginning of the work of
this thesis, there were few tests for the SeqAn library and no tests for the SeqAn applications.
During the work for this thesis, I rewrote the test framework for the SeqAn library and also
provided a framework for application tests. Together with the rest of the SeqAn team, I extended
the framework and wrote many tests for the library functionality and also for the applications.
At the time of writing, there are more than 2500 individual tests for the SeqAn library and
appplication tests for almost all applications. This allows to easily detect whether a change in
the library breaks another part or an application.

The tests are run each night and the results are submitted to CDAsH dashboard, a web applica-
tion for collecting information about project builds and tests contained in the CMAKE software
package!. Figure C.7 shows an example of SeqAn’s CDash Dashboard.

"http://www.cmake.org/
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&) CDash - Segan

a & ||j cdash seqan.defindex php?project=SegAn

A3

DASHBOARD CALENDAR PREVIOUS CURRENT  PROJECT

No update data as of Wednesday, August 13 2014 01:00:00 CEST

Show Filters]
No Nightly Builds

Continuous

travis-667-seqanseqan-
travis-ci-build-server develop-456-g++-4..

Totals 1 Builds
No Experimental Builds

BranchMaster

lariximp.fu-berlin.de g2 6_gdh:
clang++-3.1-3; @A

lariximp.fu-berlin.de linux-2.6_Gabit:
clang++-3.1

linux-2.6_64bi
clang++-3.2-3;

larix.imp.fu-berlin.de

- - linux-2.6_64bit-
larix.imp.fu-berlin.de B

I 298
cdash.segan.defindex.php?project=SeqAn# r

Figure C.7: Example of the CDasH dashboard showing information about compiler warnings, errors,

and test failures.
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Appendix D

Program Versions and Calls Used in the
Evaluation

Evaluation of Read Error Correction

This section gives the versions and command lines of the read error correction programs used in
the evaluation in Section 3.4.

For all programs the gain analysis was done on the complete read set, even if some programs
discarded reads from their output. Below, the placeholders IN.fq and IN.fa are used for the
path to the input FASTQ/FASTA file, OUT.fq and OUT.fa are used for the path to the output
FASTQ/FASTA file, and GLEN is used for the genome length.

ALLPATHS-LG  was used inrelease 44994. The read correction program ErrorCorrectReads.pl
was run with the settings shown in the example below. The output was postprocessed to add back
the reads that were removed by the read correction routine although REMOVE_DODGY_READS=0
was set. Example:

ErrorCorrectReads.pl THREADS=8 PHRED_ENCODING=33 REMOVE_DODGY_READS=0 \
UNPAIRED_READS_IN=IN.fq READS_OUT=0UT.fq

CorAL was used in version 1.4. It was run with default parameters, i.e. -£q for the input FASTQ
files, -o for the output file, and -454 for both 454 and IonTorrend data. For some 454 and Ion
Torrent data, Coral’s parameters had to be adjusted to allow higher error rates to yield better
gain (as instructed by the Coral authors).

Coral was run with default parameters (an error rate of 7% or -e 0.07). It was also tried to
increase the error rate in Coral to 10%, 15%, 20%, and 25%. The best variant for each data set is
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given as Coral”. Coral was stopped after 24 hours on the 18x D. melanogaster data set with -e
0.20 and -e 0.25.

Coral uses 8 threads by default. Example:

coral -fq IN.fq -o OUT.fa -454 -e 0.10.

FioNA was used in version 0.2. The values chosen automatically by Fiona for ki, were 14 for
the E. coli data sets, 15 for S. cerevisae, 16 for RAL399-2L, and 17 for C. elegans and D. melanogaster.
The parameter -t 8 was used for eight threads, and pass the genome length using -g GLEN.
A k-mer of length 9 was hard-coded into Fiona for benchmarking (and can be changed after
recompiling), and the default error rate of 0.01 was used. The sequencing technology was selected
using --sequencing-technology with the values 454 and iontorrent. Example:

fiona --sequencing-technology 454 -nt 8 -g 1000 IN.fq OUT.fa.

HITEC was used in version 1.0 (BaseSpaceShrec). An error rate of 1% was used by default as
adviced by the HITEC authors. Example:

hitec IN.fq 0OUT.fq GLEN 1

HYBRIDSHREC was used in version 1.0 (BaseSpaceShrec). HybridShrec was run in two ver-
sions. The variant HybridShrec was run with default parameters as instructed by the authors.
For most data sets, the program did not run through but exited with the suggestion to lower
the strictness parameter -s. Because the achieved gain did not correlate with the strictness pa-
rameter value, it was run with strictness values set from 2 to 7 and reported the best achieved
gain.

The default setting for levels to use is 14 to 17. The variant HybridShrec!” used the same levels
as fiona. This variant was run with strictness values 2 to 7 as well. Example:

java -Xmx40960m Shrec -n 5348428 -s 7 IN.fa

QuAakE was used in version 1.0 (BaseSpaceShrec). It was run with default parameters as given
in the manual. The value for K was chosen as log(200 - GLEN)/log 4 as given by the Quake
manual. Example:

quake.py -f IN.fq -k K -p 8
RACER was used in the version from the 25th of June, 2014, as sent to the author by Lucian Ilie.

Here is an example for a program call:

RACER IN.fq OUT.fq GLEN
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Evaluation of Read Mapping

This section describes the parameters used in the comparison of read mappers in Section 4.5.
Also, this section gives the versions of the used read mapping programs.

MIN and MAX are placeholders for minimal and maximal insert size, INS is the mean insert size,
and IERR the allowed deviation (INS = (MIN + MAX) / 2, IERR = (MAX - MIN) / 2). For
the tools using indices, the index was built using default options.

BowTiE 2. Version 2.0.0-beta6 was used. The number of threads was selected using the param-
eter (-p). The parameter --end-to-end was used to enforce semi-global read alignments. The
parameter -k 100 was used for the Rabema experiment, otherwise -k 1 was used. In paired-end
mode, the parameters --minins MIN --maxins MAX were used.

BWA. Version 0.6.1-r104 was used. The parameter -t was used to select the number of reads
in the aln step. The sampe and samse steps were performed using one thread since BWA does
not offer a parallelization here. When mapping for the Rabema experiment, the parameter -N
was passed to aln and -n 100 to samse. Otherwise, the parameter -n 1 was passed to samse.
The insert size was not passed to BWA, however the insert size and allowed error from BWA’s
output was passed to the other read mappers.

HoBBES. Version 1.3 was used. Since the focus lies on edit distance, the 16 bit bit-vector version
was used as described in (Ahmadi et al., 2012). The index was built using the recommended k-
mer length 11. Indels were enabled using --indels. Maximal edit distance was set using -v.
Multi-threading was enabled using -p. For resource measurement, the output without CIGAR
was used. For analyzing the results, the CIGAR output was enabled using --cigar. In paired-end
mode, the parameters --pe --min MIN --max MAX were used.

MRFAST. Version 2.1.0.6 was used. It was used as explained in the manual?. MRFAST does not
support multithreading. The input was divided into blocks of 500k reads and processed each
chunk in a separate process using the program Ts®. Long reads were split into packages of 100 k
reads. This way, always 8 processes were executed in parallel. The edit distance error rate was
set to 4% of the read length.

RAZERS 3. Version 3.0 was used. RAZERS 3 was parameterized as follows: The native or SAM
output format was selected with -of 0 or -of 4. Indel support was disabled with --no-gaps
when required. The number of threads was set with the -tc parameter. The percent recognition
rate was set using the -rr parameter, e.g., -rr 100 or -rr 99. The error rate was set through
the -i parameter, e.g. -i 96 to map with 4% errors*. The pigeonhole or SWIFT filter was se-

'http://hobbes.ics.uci.edu/manual. jsp
*http://mrfast.sourceforge.net/manual.html
*http://vicerveza.homeunix.net/~viric/soft/ts/

*RAZERS uses the percent identity, which is 100 minus error rate in percents.
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lected using -f1 pigeonhole or -fl swift. As an all-mapper, the parameter -m 1000000
was used and as a best-mapper -m 1 was used. In paired-end mode, the parameters used were
--library-length INS --library-error IERR.

SHRIMP 2. Version 2.2.2 was used. The number of threads was selected with --threads. In
paired-end mode, the options used are --pair-mode opp-in --isize MIN,MAX.

Soap 2. Version 2.1 was used. The number of threads was selected with -p. In paired-end
mode, the options used are -m MIN -x MAX.

Evaluation of Insert Assembly

This section gives the program calls for the insert assembly evaluation from Sections 5.5-5.7.

ABYSS. ABYSS was run in version 1.5.1 using k = 64. Otherwise, I used default parameters
for abyss-pe with the unitigs command.

BWA. BWA (Liand Durbin, 2009) was used in version 0.6.1-r104. I used the commands aln and
sampe for aligning the paired-end reads using default options. I used the program as described
in its documentation.

BLAT. BLAT (Kent, 2002) was used in version 35x1 with default options as used in the docu-
mentation.

BAsiL and ANISE. BasiL and ANISE were used in version 1.0. The used command lines were
for BAsIL:

# basil --input-reference REF.fa \
--input-mapping MAPPING.bam \
--out-vcf OUT.vcE

and for ANISE:

# anise --num-threads THREADS \
--input-reference REF.fa \
--input-vcf IN.vcf \
--input-mapping IN.bam \
--output-fasta OUT.fa \
--output-mapping 0OUT.bam
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MINDTHEGAP was used in version 6417. On the non-real-world data, I ran MINDTHEGAP with
k = 51 (as is the case in (Rizk et al, 2014) for the simpler data sets):

# mindthegap index READS.fa -p whole\_human \
-g 2870630962 -k 51

# mindthegap find REF.fa -p whole_human

# mindthegap fill data.breakpoints -p data

On the real-world data, it was run the same parameters as in (Rizk et al.,, 2014):

# mindthegap index READS.fa -p whole_human \
-g 2870630962 -k 63 -t 5

# mindthegap find REF.fa \
-p whole_human -mrep 15

# mindthegap fill whole_human.breakpoints \
-p whole_human

SGA was used in version 0.10.13. I used the same parameters as in the C. elegans configuration
example that ships with the program: https://github.com/jts/sga/blob/master/src/examples/sga-
celegans.sh.
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Appendix E

Full Read Mapping Tables

This appendix contains further tables for the read mapping evaluation presented in Section 4.5.

reference read length read set ID original length
E. coli 100bp ERR022075 100 bp
E. coli 70bp ERR022075 100 bp
E. coli 50bp ERR022075 100 bp
E. coli 30bp ERR032371 36 bp
C. elegans 100bp SRR065390 100 bp
C. elegans 70bp SRR065390 100 bp
C. elegans 50bp SRR065390 100 bp
C. elegans 30bp SRR107574 34 bp
human chr. 2 100bp ERR012100 101bp
human chr. 2 70bp SRR029194 88 bp
human chr. 2 50bp SRR029194 88 bp
human chr. 2 30bp ERR003244 37 bp

Table E.1: This table gives information which datasets were used when creating the experimental
maps. If original length and read length m are not equal then the first m bases were used.
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00¢

(0,0) (1,0) (2,0) (3,0) (4,0) (1.1)
method prec. recl. prec. recl. prec. recl. prec. recl. prec. recl. prec. recl

(1.2)

prec.

recl.

(03)
prec.

recl.

(0.4)
prec.

recl.

Bowtie 2
BWA
Soap 2
R3-100
R3-99
R3-95

best-mappers

Hobbes
mrFAST
SHRiMP 2
R3-100
R3-99
R3-95

all-mappers

Table E.2: Full results for the variation detection experiments from Table 4.4a with single-end reads.
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(0,0 (1,0) (2,0) (3,0) (4,0) (1,1)
method prec. recl. prec. recl. prec. recl. prec. recl. prec. recl. prec. recl

(1,2)
prec.

recl.

(0.3)
prec.

recl.

(0.4)
prec.

recl.

Bowtie 2
BWA
Soap 2
R3-100
R3-99
R3-95

best-mappers

Hobbes
mrFAST
SHRiMP 2
R3-100
R3-99
R3-95

all-mappers

Table E.3: Full results for the variation detection experiments from Table 4.4b with paired-end reads.
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dataset ERR022075 SRR065390
E.coli C.elegans
time  cputime memory correctly mapped mapped reads time  cputime memory correctly mapped mapped reads
method [min:s]  [min:s] [Mb] reads [%) [%] [min:s]  [min:s] [Mb] reads [%] [%]

Bowtie 2 1:19 15:21 162 99,32 Bt s 9573 2:08 25:14 277 92,58 7501 B4 so
g bwa 34 BT s 9798 LanL T 521 %650 %S 8933 1 1 v
S Soap2 1:30 3:16 729 95.68 jioe 2 9367 1:32 5:26 813 85.95 ol wen 83
E R3-100 0:50 200 5705 97.59 Bt 547 9579 1:42 1142 5841 88.79 TS0l 0 s
2 R399 0:48 1:59 5705 97.59 Bt 47 9579 1:38 11:17 5841 88.78 7501 B0 o3
R3-95 0:47 1:57 5705 97.59 864 47 9579 1:30 9:52 5841 88.77 7501 B s
Hobbes 2:02 12:55 769 89.28 0 WO W& 646 287:26 3136 82.83 #9781t s0a0
g mrFAST 0:36 4:30 8269 97.59 Bt 47 9579 6:01 57:42 10497 88.79 7501 B s
& SHRIMP2 4:17 49:42 1553 99.28 M %t A 5344 608:58 3372 91,91 171 B2 w5
£ R3-100 0:50 2:10 5705 97.59 3ss 9347 957 2:20 16:57 9203 88.79 7501 B30 03
=T R3-99 0:49 2:09 5705 97.59 Bt 47 9579 2:16 16:07 9036 88.78 1501 0 s
R3-95 0:49 2:08 5705 97.59 Bt 947 957 2:11 14:24 8598 88.77 7501 B0 o3

dataset SRR497711 ERROI?lOO

D. melanogaster H. sapiens

time  cputime memory correctly mapped mapped reads time cputime memory correctly mapped mapped reads
method [min:s] [min:s] [Mb] reads [%] [%] [min:s] [min:s] [Mb] reads [%] [%]

Bowtie 2 2:00 23:43 299 85.71 508 @21 a2 5:37 66:40 3374 96.72 7 B8 %034
é BWA 5:35 36:30 413 79.37 0 724 I 1345 98:30 4475 93.53 139 78 0
2 Soap2 1:55 8:37 900 72.49 508 w7 s 2:34 15:11 5481 89.73 7% W ws
E R3-100 1:28 9:45 5795 78.92 ®I8 93 B 8556 1001:18 9096 92.99 3% 1784 e
£ R3-99 1:26 9:14 5795 78.90 20 7% B 73,09 848:59 8679 92.98 5% W7t ner
R3-95 1:26 9:24 5795 78.82 B0 3 e 4316 493:42 7640 92.95 7590 118 %067
Hobbes 4:51 39:57 2141 76.16 02 @% e 96548 2851:00 70683 89.24 70 M0 w02
g miFAST 4:01 37:32 10844 78.92 B 9 O 41340 398749 11324 92.99 3% w184 e
;; SHRIiMP 2 23:40 255:09 3801 89.91 gzg; :;:g 7366 1312:09 14466:34 38188 99.06 SZ? f;;;; 9056
£ R3-100 1:51 11:59 7329 7892 %0 @ B 11826 1384:18 15298 92.99 7590 ¥184 9087
T R3-99 1:49 11:21 7302 7890 RS @3 B 100:19  1169:22 15238 92.98 7590 st s
R3-95 1:45 10:40 7270 78.82 ;:gi :;g; 7369 58:13 665:47 14384 92.95 ;;Zf §§j§§ 9067

Table E.4: Extended experimental results for real-world single-end data, extending Table 4.5a. The results are shown for the first 10M x 100 bp

single-end reads of Illumina datasets.
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simulated, m = 200 simulated, m = 400 simulated, m = 800
dataset

D. melanogaster D. melanogaster D. melanogaster
time cputime memory correctly mapped mapped reads time cputime memory correctly mapped mapped reads time  cputime memory correctly mapped mapped reads

method [min:s]  [min:s] [Mb] reads [%] (%] [min:s]  [min:s] [Mb] reads [%] (%] [min:s]  [min:s] [Mb] reads [%] [%]
_ Bowtiez 0:29 5:23 318 99.70 12 8 w0 1:35 18:15 355 e 99.94 1% w8 w1348 16445 628 99.99 01 w07 75
£ BWA 1:09 6:41 440 91.83 29 497 st 2:40 18:03 935 8457 1% wn w538 3644 1055 68.09 0 oo v
£ Soap2 0:21 1:40 1074 6120 2% s am 038 340 1554 5099 1% 48 w9 0:54 433 1546 3814 00 21
E R3-100 0:46 632 1529 92.87 2% 4% w0 0:56 705 2674 89.47 1 s w 1:17 810 4963 90.43 0 s
£ R399 0:46 659 1529 92.87 2% 4% w0 0:56 6:46 2674 89.47 1 s w 1:17 752 4963 90.43 0 s

R3-95 0:46 634 1529 92.86 2% 4% w9 055 651 2674 89.47 1 s v 115 752 4963 90.43 0 i1

mrFAST 111 1029 6909 9217 BSL Gt wT 947 2054 7972 85.02 1% s wm 596 4922 9115 6932 0wt o
@
g SHRiMP 2 7:25 64:30 3758 99.96 i oo s 42:53 484:02 3814 99.85 1% nat B 796:06  9442:21 4023 99.31 0 ntr e
g‘ R3-100 0:49 6:55 1529 92.87 o oy Y 0:58 6:57 2674 89.47 i s e 1:20 8:48 4963 90.43 o0 s T
% R3-99 0:48 6:19 1529 92.87 i oy Y 0:58 7:24 2674 89.47 i s w0 1:20 8:38 4963 90.43 o0 s T

R3-95 0:48 6:43 1529 92.86 o o Y 0:55 6:42 2674 89.47 i s s 1:20 8:35 4963 90.43 003 S T

simulated, m = 200 simulated, m = 400 simulated, m = 800
dataset . . .
H. sapiens H. sapiens H. sapiens
time cputime memory correctly mapped mapped reads time cputime memory correctly mapped mapped reads time cputime memory correctly mapped mapped reads

method [min:s]  [min:s] [Mb] reads [%] [%]) [min:s] [min:s] [Mb] reads [%] [%] [min:s]  [min:s] [Mb] reads [%] [%])
_ Bowiiez 119 1513 3372 99.57 1% an w45 5206 3413 = 99.94 19 mimu 6305 75612 3686 D 100.00 po 420 77
g Bwa 453 4430 6619 9182 1Y @ w2021 18524 11043 8433 19 mwan 2600 25732 10946 67.60 0 03 @00
& Soap2 0:49 5:08 5651 6115 1% @ as 137 1230 5938 5100 1% B0 ss 905 1504 6122 38.22 u ma wss
£ R3-100 2634 20917 3341 9288 07 4% w8 4421 51105 3532 8953 19 2 ws 10248 120531 4964 9049 0 nz
£ R399 1617 17900 3341 92.88 1 g% 2031 22647 3532 8953 ' wywn 3850 442:12 4964 90.49 0w iz

R3-95 1355 15313 3341 92.87 17 4w 2031 227:05 3532 8953 !9 =Y em 3721 42450 4964 9049 0w nz

mrFAST  103:02  1024:12 7395 92.18 1 017 w0 32150 4143:26 7926 5938 10 w07 111603 13750:58 9601 [AAHONGEEEHEN 4724 oo wn v
@
S SHRIMP2 54629 532353 38570 99.95 15t gt wn 170504 92111:02 45100 99.75 it st s - - - - -
g R0 2830 32307 3341 92.88 1 @ w485y 56457 3532 80.53 1% BV mn 10548 124335 4964 90.49 o 1 T
< R399 1722 19132 3341 92.88 17 4 ws 2146 24116 3532 8953 !9 Y em 4141 47703 4964 9049 0w oy

R3-95 1440 16048 3341 92.87 U7 4 w8 2103 236:06 3532 8953 !9 29 % 3957 45524 4964 9049 0w oy

Table E.5: Extended experimental results for long simulated single-end data, extending Table 4.5a. The results are shown for the first 10 M x 100 bp
single-end reads of Illumina datasets. Hobbes is not capable of mapping long reads and thus not shown here. Some mrFAST processes crashed for the
D. melanogaster and H. sapiens m = 400 and m = 800 datasets which explains the low number of mapped reads. SHRiMP 2 was not able to map the
800 bp human dataset within 96 hours.
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ERR022075 SRR065390
dataset .
E.coli C.elegans
time  cputime memory correctly mapped mapped pairs time  cputime memory correctly mapped mapped pairs
method [min:s]  [min:s] [Mb] pairs [%] [%] [min:s]  [min:s] [Mb] pairs [%] [%]
Bowtie 2 4:09 49:15 195 98.69 1802 st s 6119 74:50 322 84,59 120 1642 1174
£ BWA 7:35 30:58 343 95.87 1% s s 137 75:47 479 81.20 13 10w w2
& Soap2 3:51 17:29 743 94.70 1833 75 w09 5:56 42:02 833 24.48 1 163 10
£ R3-100 1:53 7:33 11113 94.66 1892 758 w7 6:29 64:44 11230 2038 120 165 07
$ R399 1:45 6:08 11113 94.66 1892 758 w87 6:20 62:39 11230 2038 1320 165 07
R3-95 1:44 6:22 11113 94.62 [ T 8T 6:07 60:22 11230 20.35 P2 e 1778
Hobbes 5:21 39:44 1196 86.15 118 T ws 1037 103:38 2852 18.66 1226 1509 1614
g mrFAST 1:21 10:22 52868 95.31 [ 7o 878 14:02 134:13 54510 79.37 P8 e 11T
& SHRIMP2 8:18 97:16 1612 97.74 182 Mm% 10530 1238:32 3468 53.92 133 1658 15
E  R3-100 1:53 7:34 11113 94.66 12 1855 w7 7:49 78:35 11816 20.38 1320 1603 1078
T R399 1:48 6:40 11113 94.66 1892 758 w7 6:37 64:39 11588 2038 120 165 07
R3-95 1:45 613 11113 94,62 1802 855 w87 6:33 63:35 11230 2035 1320 108 07
SRR497711 ERR012100
dataset .
D. melanogaster H. sapiens
time  cputime memory correctly mapped mapped pairs time cputime memory correctly mapped mapped pairs
method [min:s] [min:s] [Mb] pairs [%] [%] [min:s] [min:s] [Mb] pairs [%] [%]
Bowtie 2 6:32 77:40 349 81.94 2% 0w @ 1051 128:58 3555 94,19 1304 297 715
i BWA 13:33 77:14 503 73.41 25 07 @a 3435 241:41 4662 88.06 1304 297 730
2 Soap2 5:29 38:22 940 72.77 #5805 8:24 61:32 5463 87.47 507 @57 73
£ R3-100 9:01 93:39 11199 72.95 R0 07 0% 176:29  2077:35 18568 86.93 1304 62 763
8 R399 7:00 69:26 11199 72.93 B 07 @6 150,03 1872:33 16568 86.91 1504 B2 a3
R3-95 6:56 68:48 11199 72.80 #0507 @6 13544 1599:10 13678 86.84 301 w0z 7163
Hobbes 8:43 75:57 5870 62.48 % bl S 89:35 884:05 47270 84.05 1% o 7t
g miFAST 8:26 81:25 48032 73.16 R® 0 @8 779:12  7649:19 57625 87.79 3% o e
& SHRIMP2  47:07  537:29 3838 87.36 2% % @@ 2762:32  31710:26 38594 97.51 1503 29 73
2 30 69 66 85.
£ R3-100 7:59 76:28 13558 72.95 B0 S0 @6 18427 2167:14 27623 86.93 1304 w0z 7163
T R3-99 7:44 73:54 13485 72.93 R® 0 @8 177:56  2100:43 25866 86.91 1304 2 763
R3-95 7:36 72:22 13241 72.80 B M7 @ 166:22  1956:20 23026 86.84 1504 B2 763

Table E.6: Extended experimental results for real-world paired-end data, extending Table 4.5b. The results are shown for the first 10 M x 2 x 100 bp

pairs of Illumina datasets.
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simulated, m = 200 simulated, m = 400 simulated, m = 800

dataset D. melanogaster D. melanogaster D. melanogaster
time cpu time memory  correctly mapped mapped pairs time cputime memory correctly mapped mapped pairs time cputime memory correctly mapped mapped pairs

method [min:s]  [min:s] [Mb] pairs [%] [%] [min:s]  [min:s] [Mb] pairs [%] [%] [min:s]  [min:s] [Mb] pairs [%] (%]

Bowtie 2 125 1637 390 99.24 1% 0 s 545 6817 515 99.62 00 Glemm 30,07 46830 1418 99.70 o 10 s
g Bwa 213 1241 674 8430 18 Um0 e 613 3807 975 7L56 0 S w1126 7340 1569 644 00 0 o
& Soap2 1:55 1635 1092 71.96 [ 7w e 4:40 44:16 1377 49.55 0% souw o 12:36 12423 1561 28.23 [0 0%
E, R3-100 1:26 1221 3075 7491 1 7o o 1:45 1344 5364 69.68 0% o176 2:22 1605 9942 7116 20 100 #
£ R399 1:25 1244 3075 7491 1 7o o 1:48 1430 5364 69.68 0% 017w 2:19 1524 9942 7116 0 100 H

R3-95 1:23 1242 3075 7489 1% o 1:41 1331 5364 69.68 0% v w219 1527 9942 7116 0% o0
. mrFAST 216 2037 11104 8468 1 ST 451 4552 12493 7213 2% S omw 1047 10253 15392 49.69 0 a0
S SHRIMP2 1310 13322 3746 99.97 1 ¢siam  g357 97935 3945 99.83 0w s mv 1617:26 1926414 4211 98.62 o 1o an
g R3-100 133 1402 3075 7491 13 s sn 154 1536 5364 69.68 00 67w 930 15:55 9942 7116 o 0w
é R3-99 1:30 13:23 3075 7491 3 e e 1:53 14:53 5364 69.68 07 o w 2:30 15:45 9942 7116 g% e

R3-95 1:26 12:32 3075 74.89 S e e 1:51 15:15 5364 69.68 0% o 2:29 15:47 9942 7116 g% St

dataset simulated, m = 200 simulated, m = 400 simulated, m = 800
H. sapiens H. sapiens H. sapiens
time cputime memory correctly mapped mapped pairs time cputime memory correctly mapped mapped pairs time  cputime memory correctly mapped mapped pairs

method [min:s]  [min:s] [Mb] pairs [%] (%] [min:s] [min:s] [Mb] pairs [%] (%] [min:s]  [min:s] [Mb] pairs [%] [%]

Bowtie 2 2:05 24:14 3439 99.29 Mo v wa 743 90:09 3544 99.81 0 orme 7102 850:50 4380 99.90 00 o
g nwa 10:39 9033 6790 8424 M0 mwe s 35 37852 11137 7110 0% S16WO 6208 56837 10955 4578 (om0 moo
2 Soap2 2:05 1655 5667 7189 M v ew 446 4357 6385 4964 0% 2 EO Q116 11105 7385 28.27 [0 o
i R3-100 2839 327:39 3759 7491 MO0 U4 50 3407 390:25 5366 69.68 0 S wn o 47.09  539:22 9944 7111 S0 0% w0
2 R399 2503 285:08 3759 7491 Mo va se 9730 31219 5366 69.68 0 S w3857 44306 9944 TLA1 D o e

R3-95 2414 27523 3759 7490 M T 6o 9803 319:08 5366 69.68 I U 3330 366:04 9944 7111 2 0% um

mrFAST  217:29 216007 14319 8477 Mo U0 32845 1991:56 13630 1810 3% 1% 0 104359 9427:14 18019 [NBLOTEESEEN 2371 ov oo
i SHRIMPZ ~ 996:11  10678:56 39094 99.98 M0 7 60 334349 187639:34 48973 99.86 0 ol 9 - - - - -
é‘ R3-100 2959 34342 3759 7491 0 v e 331 378:50 5366 69.68 0 S 6% 4327 49553 9944 - 71T S0 0w
< R399 2631 30245 3759 7491 MO0 U9 650 2640 299:26 5366 69.68 0 S wn 3334 36536 9944 7111 S0 0% w0

R3-95 2521 28857 3759 7490 M0 vw 60 9634 30032 5366 69.68 0 S w337 366:30 9944 711 D o e

Table E.7: Extended experimental results for long simulated paired-end data, extending Table 4.5b. The results are shown for 1 M paired-end reads
of the given lengths simulated with Mason using the default Illumina error model. Some mrFAST processes crashed for the D. melanogaster m = 400
and H. sapiens m = 400 and m = 800 datasets which explains the low number of mapped reads. SHRiIMP 2 was not able to map the 800 bp human
dataset within 96 hours.






Appendix F

Full Error Correction Tables

This appendix contains further tables for the read error correction evaluation presented in Sec-
tion 3.4.
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Appendix F Full Error Correction Tables

organism accession genome length
B. pertussis 18323 NC_018518.1 4043 846
C. elegans ENSEMBL release 60 100 286 070
D. melanogaster ~ flybase r5.29 120381 546
E. coli K-21 NC_000913.2 4639675
E. coli O104:H4 NC_018658.1 5273097
H. sapiens GRCh37 2861343787
P. falciparum 3D7 ASM276v1 23264338
P. syringae NC_007005.1 6093698
S. aureus LGA251 NC_017348, NC_017349 2799725
S. cerevisae NCBI release 54 12156 676

Table F.1: Identifiers and sources of the reference sequences used in the evaluation and their lengths.

organism accession avg. length read count coverage Gbp
B. pertussis ERR1615412 142 bp 2464690 85x 0.3
C. elegans SRR443373! 100 bp 29657035 30x 3
D. melanogaster  SRR018294! 75bp 9463720 5z 0.7
D. melanogaster  SRR492060° 76bp 51727822 28x 34
D. melanogaster  SRX016210! 544 bp 4692 486 18x 2.2
E. coli K-12 ERR0220757 100 bp 22720100 490x 2.3
E. coli K-12 ERR0220757 100 bp 1378122 30x 0.14
E. coli K-12 SRR000868! 253 bp 230517 13x  0.06
E. coli K-12 ERR0394772 92bp 390976 8x 0.04
E. coli K-12 SRR6111402 162 bp 4669 065 163x 0.8
E. coli K-12 SRR6204257 170 bp 4237734 156x 0.7
E. coli 0104H4  SRR254209° 178 bp 977971 32x 0.2
H. sapiens SRR12385392 177bp 186 132 134 11x 315
P. falciparum ERR161543> 154 bp 1959564 13x 03
P. syringae ERR005143/ 36bp 14204532 42x  0.26
S. aureus ERR236069> 228 bp 1338 465 109x  0.31
S. aureus SRR070596! 514 bp 185384 34x 0.1
S. cerevisae SRR031259/ 36 bp 7485708 22x  0.27
S. cerevisae SRX039441" 274bp 690 237 16x 0.19

Table F.2: Information on the read sets used in the evaluation.

! 454. 2 Ton Torrent,’ Illumina.
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ALG Blue Coral Echo Fiona Hitec Quake Racer

data set time mem time mem time mem time mem time mem time mem time mem time mem
C. el. (30x) 50.2 13.3 35.0 5.7 129.3 49.3 — 218.2 21.8 — 13.9 9.8 13514 10.2
D. mel. (30x) 68.2 15.5 20.2 6.1 143.5 53.5 — 113.6 33.9 — 24.8 2.7 31.5 8.1
D. mel. (5x) 8.2 3.2 11.7 4.7 174 175 279.1 11.3 28.5 6.2 106.2 13.7 21.1 10.6 6.7 6.6
E. col. (30x) 3.0 0.7 0.5 0.2 3.5 3.5 60.9 3.3 4.1 1.7 176 2.6 0.7 0.2 0.8 0.3
E.col. (490x) 41.2 9.1 84 0.7 1952 24.9 — 40.1 17.2  351.0 9.9 7.2 0.7 11.7 1.5
P. syr. (21x) 20 0.6 1.2 04 1.5 3.7 50.0 5.6 3.3 1.6 11.5 2.5 3.8 0.2 0.6 04
S. cer. (22x) 3.5 1.1 28 0.7 8.0 5.2 87.9 10.0 44 3.1 25.0 5.0 208 04 1.1 0.8

Table F.3: Running time (in minutes and fractions thereof) and memory consumption (in GB, rounded to the next GB) on lllumina data.
! The program crashed.  The program ran too long. The problems were: Coral and HiTEC produced a segfault, requiring more than 72 GB of memory. ECHO was

killed after running more than 4 days in the case of C. elegans and D. melanogaster data sets and the subprogram NeighborJoin crashed on the full E. coli data set.
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A-LG Blue Coral Coral* Fiona HybridShrec HybridShrec-F
data set time mem time mem time mem time mem time mem time mem time mem
D. mel. (18x) 145.0 10.7 61.6 6.1 496.1 59.1 1414.1 59.6 242.2 16.9 333.2 41.4 499.5 41.5
E. col. (13x) 26 0.3 0.5 0.2 3.4 29 4.4 2.9 27 1.0 7.1 4.8 9.2 8.1
S. aur. (34x) 3.0 0.6 2.2 0.8 5.5 4.7 1122 438 10.1 1.3 12.0 14.2 13.6 14.8
S. cer. (16x) 6.5 1.0 3.9 13 7.1 5.1 19.6 5.1 13.2 1.7 22.5 14.6 30.5 14.9
B. pert. (85x) 6.0 1.7 6.3 1.0 13.5 9.2 81.2 94 26.1 3.0 8.3 16.7 94.0 20.8
E. col. (8x) 1.0 0.2 0.5 0.5 0.8 2.6 09 26 22 1.0 4.8 5.0 5.0 11.8
E. col. (153x) 150 7.2 10.0 1.1 249.1 12.0 290.1 11.9 50.5 7.8 1114 17.5 111.0 6.0
E. col. (160x) 14.2 3.5 12.0 1.1 243.0 13.2 373.8 13.2 70.5 9.1 111.3 188 160.2 6.1
H.sap. (11x)! 565.3 126.9 1056.1 94.7 —2 —2 1118.5349.7 —2 —2
P. falc. (12x) 5.6 14 7.2 20 11.0 11.0 24.8 11.4 14.5 3.0 38.9 16.0 49.7 20.3
S. aur. (109x) 4.4 14 9.7 1.3 12.0 12.9 175.8 13.3 33.7 2.7 51.1 17.5 53.8 29.1

$2]qD] UO1192.4400) A0LIT [N ] X1puaddy

Table F.4: Running time (in minutes and fractions thereof) and memory consumption (in GB, rounded to the next GB) on 454 (top) and IonTorrent
(bottom) data.
! The programs were run on machine with 16 physical and 32 virtual cores and 370 GB of RAM. ? Out of memory.
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original Coral -e 0.07

Coral -€0.10

Coral -e0.15

Coral -€0.20 Coral -€0.25

data set e-rate  e-rate gain e-rate gain e-rate gain e-rate gain e-rate gain
B. pertussis 85x 3.71 3.71 0.02 3.71 0.06 3.69 0.40 3.55 4.18 2.57 30.60
D. melanogaster 18x  1.17 0.72 38.81 0.58 50.68  0.55 53.30 -1 -t -t
E. coli K-12 13x 1.06 0.54 49.42 0.43 59.25 0.38 63.79 0.39 63.28 0.41 61.46
E. coli K-12 8x 0.62 0.33 46.86 0.30 51.86 0.32 48.07 0.36 42.47 0.40 35.72
E. coliK-12 162x 1.46 0.59 59.70 0.41 71.62 0.38 73.72 0.39 73.11 0.42 71.37
E. coliK-12 156x 1.11 0.43 61.07 0.32 71.37 0.28 74.70 0.29 73.60 0.32  70.59
E. coli O104:H4 32x 5.19 5.19 0.00 5.19 0.03 5.15 0.66 4.80 7.44 3.44 33.82
P. falciparum 3D7  13x 5.06 5.05 0.03 5.05 0.17 497 1.60 4.57 9.65 3.80 24.94
S. aureus 109x 3.32 3.32 0.24 3.29 1.08 3.03 8.90 1.92 42.38 1.44 56.91
S. aureus 34x 1.76 1.76 0.00 1.73  2.09 1.51 14.23 1.00 43.51 0.44 74.90
S. cerevisae 16x 0.95 0.95 0.56 0.94 1.06 093 2.41 0.92 2.99 1.01 -5.84

Table F.5: Complete list achieved for different parameterizations of CoraLr. The values selected for Coral” are highlighted in bold.

! Coral did not finish within 24 h.



original  HS* HsF HS* HsF HS* HsF HS* HsF HS* Hs” HS* Hs”

-s 2 -s 2 -s3 -s3 -s 4 -s 4 -s5 -s5 -s 6 -s6 -s7 -s7
data set e-rate  e-rate gain e-rate gain e-rate gain e-rate gain e-rate  gain e-rate gain e-rate  gain e-rate gain e-rate gain e-rate gain e-rate  gain e-rate gain
B. pertussis 85x 3.71 -t -1 407 968 -1 -1 411 -1080 -t o415 -11.83 -t o417 1261 -1 -1 420 -13.22 12.44 -235.48 418 -12.78
D. melanogaster 18x 117 13.89 -1,086.21  1.15 1.89 1417 -1,109.80 108 7.94 10.72 -81356  -' -! 446 -27951 073 3817 -1 -1 1 1 1 e
E. coli K-12 8x 1.06 120 -12.98 0.81 2352 064 4005 0.70 3428  -! e R LR - R !
E. coli K-12 13x 0.62 120 -93.69 0551050 097 -56.04 046 2555 0.36 41.81 037 4026  -' . B
E. coli K-12 163x 146 173 -18.90 146 000 181 -2385 146 000 186 -27.80 146 000 190 -3045 146 000 194 -33.01 146 000 207 -41.73 146 0.00
E. coli K-12 156x 111 138 -2415 111 000 145 -3062 111 000 150 -3516 111 000 153 -3776 111 000 156 -40.71 111 000 168 -5148 111 0.00
E. coli 0104:H4 32x 5.19 540  -398 516 051 544  -482 516 061 556 -7.11 515 077 579 -1156 512 135 608 -17.35 483 687 439 1536 431 16.76
P. falciparum 3D7 13x 506 1327 -16226 5.14 -1.76 1138 -124.62 487 354 7.67 -51.29 463 850  -' -1 -t -t -t -1 - -t
S. aureus 109x 332 377 -13.44 331 032 3.89 -17.02 332 004 404 -21.57 333 -0.33 426 -2801 335 -0.88 455-3689 338 -164 500 -50.38 3.41 -2.79
S. aureus 34x 1.76 226 -2803 168 460 228 2971 170 377 264 -4979 170 335 311 -7657 172 251 250 -41.84 153 1339 159  9.62 1.40 20.50
S. cerevisae 16x 0.95 257 -169.97 092 3.67 317 -23371 088 7.09 206 -116.27 076 19.85 090 548 073 2311 -+ -t 1 11 S

Table F.6: Complete list achieved for different parameterizations of HyBRIDSHREC. The values selected for HYBRIDSHREC* and HyBRIDSHREC! are high-

lighted in bold.

1 Corat did not finish within 24 h.



Appendix G

Extended Variant Calling Results

ABYSS SGA

repeats data set ins. Mbp rec. Mbp r.-rate e.-rate ins. Mbp rec. Mbp r.-rate e.-rate
C. elegans 2.44 2.20 90.4 0.01 2.44 2.25 92.5 0.01
no chr. 22 2.45 2.14 87.5 .01 2.44 2.29 93.8 .01
D. melanogaster 2.51 2.42 96.4 .01 2.49 2.43 97.6 .01
C. elegans 7.34 2.75 37.5 0.38 7.15 4.01 56.0 0.49
yes chr. 22 7.28 2.72 37.3 0.38 7.12 4.11 57.8 0.49
D. melanogaster 7.50 2.84 37.9 0.39 7.35 4.37 59.4 0.50

ANISE MINDTHEGAP
repeats data set ins. Mbp rec. Mbp r.-rate e.-rate ins. Mbp rec. Mbp r.-rate e.-rate
C. elegans 2.04 1.91 93.6 0.02 1.76 1.71 97.1 0.03
no chr. 22 2.06 1.96 95.4 0.02 1.01 0.98 96.6 0.03
D. melanogaster 2.36 2.33 99.0 0.01 2.36 2.34 99.1 0.01
C. elegans 6.26 5.80 92.6 0.25 4.18 3.76 89.9 0.65
yes chr. 22 5.97 5.72 95.8 0.26 2.14 1.86 86.8 0.65
D. melanogaster 6.84 6.65 97.2 0.25 5.91 5.38 91.1 0.66

Table G.1: Insert assembly results on simulated insertions into real biological sequence for homozyous insertions.
The table shows the number of inserted Mbp (ins. Mbp), recovered Mbp (rec. Mbp), recovery rate r.-rate (in %), and error rate
e-rate (in %) of the assembled sequence. The values for inserted and r.-rate are given for the sites that the methods attempted to
assemble. The table shows results for the homozygous data sets without (first three rows) and with (last three rows) repeated
insertions. The best values for recovered sequence and error rate in each row are underlined.
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Appendix G Extended Variant Calling Results
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Figure G.1: Percentage of recovered sequence data for the homozygous data sets with and without repeats.
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Appendix H

BLAT Identities and Scores

While the BLAT (Kent, 2002) executable itself does not yield an identity or score in its output
files, the web front-end does. However, the BLAT FAQ! explains how to obtain these identities
and scores. The computation is reproduced here to make the description of the evaluation more
self-contained and precise.

Algorithm H.1 shows the computation of BLAT identity, adapted from the BLAT website. For
this, the algorithm computes the BLAT error rate, the number of errors per hundred nucleotides.
BLAT computes the following values for each of its match. The begin and end position in the
query and reference sequence, the number of matches of bases marked as non-repeats and the
number of matches marked as repeats, the number of gaps in each sequence, and the number of
bases in gaps in each sequence. The identity is computed from these values, giving gaps a lower

"http://genome.ucsc.edu/FAQ/FAQblat. html#blatd
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Appendix H BLAT Identities and Scores

weight than in edit distance identity or even BLAST scores.

Algorithm H.1: BLAT Identity Computation
/* Get length of the match and return 100% in case of the match being

empty. */
qAliSize < qEnd - qStart; /* Length of match in query. */
tAliSize < tEnd - tStart; /* Length of match in reference. */

aliSize <— min(qAliSize, tAliSize);
if aliSize = 0 then
| return 100;

end
sizeDiff < max(0, qAliSize - tAliSize);
insertFactor <— qNumlInsert; /* number of query bases aligning to gaps */
total = (numMatches + numRepeatMatches + numMismatches);
if total = 0 then
‘ return 100;
else
errorRate <— (numMismatches + insertFactor + round(3 * log(1 + sizedDif)));
errorRate <— 100 - errorRate;
errorRate < errorRate / total;
return 100 - errorRate;

end

The BLAT score computation is shown in Algorithm H.2, again adapted from the BLAT website.
Basically, the score is the number of matches minus half the number of mismatches and gaps in
either sequence (but not number of bases aligned against gaps).

Algorithm H.2: BLAT Score Computation

score = (numMatches + numRepeatMatches / 2);
score = score - numMismatches - qNumlInsertions - tNumlInsertions;
return score;
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Appendix |

Cluster Linking Algorithms

This appendix describes the ideas and algorithm behind the copy separation in ANISE in more
detail. The algorithms presented here are based on the algorithms by Kuchenbecker (2011), and
the corresponding algorithm from Kuchenbecker are given as appropriate. The algorithm listings
here are only a small improvement to the original work by Kuchenbecker in that I removed
some small bugs. Further, they are not presented using Kuchenbecker’s set-based notation but a
representation that is closer to my reimplementation and I find them easier to understand in this
form.

Introduction

When two or more different regions from the genome are very similar, reads sampled from these
partitions will be assembled into the same contig. However, one would expect small differences
in these two regions, i.e.,, SNVs or small indels.

Such differences in the MSA of the assembled reads can be detected using Tammi’s (Tammi et al.,
2002) test. The test considers pairs of columns that share reads and have characters deviating
from the column’s consensus. The number of coinciding deviations (i.e., occuring in the same
read) from the consensus are counted and then checked for statistical significance. A result of
this approach is that singular separating columns cannot be used for separating copies.

When reads span more than one of these local partitions, the idea is to try to combine this infor-
mation into larger clusters of the reads as outlined in Section 5.4.3.

The numbers 0, . . . , k—1 are assigned to the found k separating columns and also assign numeric
ids to each read. Let char(i, ¢) be the character of read i in column c.

One can now create partitions of the reads with id ¢ overlapping a column ¢ with the character
of char(4, c). Reads having a character N in ¢ are ignored. In the example, in column 0, the reads
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Appendix I Cluster Linking Algorithms

0, 1, and 2 have the same value as do have 3 and 4 and it is known that the value in this column
for each from the first set is different from the second set. The first set conflicts with the second.
Similarly, in column 1, the partition entry {0, 1,2} conflicts with {3,4,5,6}. Thus, this would
yield the partition {{0, 1,2}, {3,4}} for column 0 and {{0, 1,2}, {3,4,5,6}} for column 1.

Further, the fact that some reads span more than one column is used to get to a separation of the
reads in larger regions. For example, given the information from the example, two read clusters
{0,1,2} and {3,4,5,6} can be obtained, each containing reads from one copy.

Note that the number of copies is not known in advance and might be larger than two. It is known
that a similar problem, the haplotyping of biallelic (similar to two copies in this case) from paired
reads is NP-hard (Bonizzoni et al., 2003). Thus, the method presented here does not attempt to
optimally solve this problem but uses a rather simple heuristic. Figure 5.15 in Section 5.4.3 of the
main text gives another example that includes mate pairs.

Algorithm Overview

The algorithm works in an iterative fashion. For each contig in the assembly, the algorithm
processes the columns from left to right, the contigs are processed in arbitrary order.

The algorithm maintains two data structures: first, a set of global clusters G and second a set of
conflicts C' between two global clusters. Each entry of G is a pair (4, .S) with a unique integer
identifier ¢ and a set of read ids S with the reads in this cluster. C simply stores unordered
pairs {i, j} of global clusters that were previously determined to be conflicting. Both are easily
implemented using binary search trees which also allows access to the members of G by cluster
id and membership queries of S from two read ids in logarithmic time. For a given global cluster
id 7, the corresponding set S read can be retrieved with G[i]. Note that a read might be a member
of multiple global clusters.

A top level view of the algorithm is shown in Algorithm I.1. The subroutines used are ex-
plained below in this section. For the initial local partition, multi-class-assignment-removal(p)
and refine-global-partition(p) do not do anything, thus global-class-assignment(p) is described
first.

Global Class Assignment

Algorithm 1.2 (p. 221) shows the code for the global class assignment. The input is a local read
partition, i.e., a partition of the ids of the reads that span a local feature such as a separating
column. The partition is given as a list of sets with read ids, thus each local partition entry has
an index. First, for each entry e of the local partition, the algorithm determines the ids of global
clusters that share a read with e. If none such cluster can be found, a new global cluster is created.
In the case that more than one such global cluster could be found, global classes are merged using
the routine global-class-merging as described below. After this merging, each read from e that
is not in any global cluster yet is assigned to all global clusters previously identified to overlap
with e. Finally, local conflicts from p are projected to the global conflict set C.
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Algorithm I.1: Cluster Linking Overview

G+ 0; /* Initialize G and C */
C + 0
nextID + 0; /* next id to use for G */

for local partitions p do
/* globalize local partitions */
multi-class-assignment-removal(p);
global-partition-refinement(p);
global-class-assignment(p);
end
Remove duplicated classes ; /* Finalize */

Note that in the description above, the test for “sharing reads” is actually implemented as a test
for a minimal overlap in read ids with a threshold of 2 (a user-configurable parameter).

The routine global-class-merging() shown in Algorithm 1.3 (p. 222) takes as the input the set
of global cluster ids identified in Algorithm L2. First, the routine identifies a subset of non-
conflicting clusters of the set ids and also computes its complement. If this set of non-conflicting
clusters is not empty then a new cluster is created with the non-conflicting ids. The new clus-
ter inherits all conflicts of all merged clusters and the conflicts between all merged clusters are
removed.

The global class assignment algorithm and all other algorithms in this section describe the pro-
cessing of single-end reads only. The extension to handling read pairs is straightforward and
implemented as follows in ANISE. In each case where a read id is added to or removed from a
set, the id of its mate is also added to/removed from the set. The same is true for the conflict set.

Multi-Cluster Assignment Removal

The routine multi-cluster-assignment-removal() is first called in the cluster linking algorithm’s
main loop shown in Algorithm 1.1 (p. 219). The aim of this routine is to resolve assignments of
a read to multiple global clusters. Such assignments occur when a read is locally linked to two
or more reads that are assigned to different global clusters from a previously processed sites.
Algorithm 1.4 (p. 223) shows this routine.

For each entry e in the local partition p, the algorithm determines the unique aligned reads from
e and store them in w. The algorithm also builds a list of global clusters that each r € e is assigned
to. Then it removes r from global clusters that it has been assigned to, for each r € e that are
not uniquely assigned.
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Global Cluster Refinement

A refinement of the global clusters is required if reads that have previously been assigned to the
same class are separated by the local partition p for the first time. If a global cluster is linked to
more than one entry in p, those reads that have been locally separated are reassigned to a new
global cluster. This is shown in Algorithm L5 (p. 224).

First, the algorithm collect the potentially refining local partition entries for each global cluster
with id 7 in refining[i]. Then, each global cluster that has more than one partition entry in
refining|[é], is split using the entries. After each splitting, the class split is recorded in C, the
new class inherits all conflicts from the previous class.

Final Duplicate Class Removal

After processing all local partitions, there might be two or more classes that pairwisely contain
the same reads. In the final duplicate class removal step, the method removes such duplicates.
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Algorithm 1.2: global-class-assignment(ids), Algorithm 7 from (Kuchenbecker, 2011)

input : local partition p

side-effects: Updates GG and C' to reflect the information of ids.

/* Collecting mappings (i,S) from entry id in p to set of ids in G. For

each entry in p with ids ¢, record all entries in GG with ids j where a
read from ¢ was assigned to j. This is used for the projection in the

conflict projection at the bottom; */
assignments < (0;
/* Process all partition entries. x/

for each partition entry e with id idx in p do
/* Collect ids of global clusters that share a read with e or create a

new cluster if no such read is found */
ids« {i:(;,5) e Gst.IrecenreS}
if ids = () then /* no global cluster shares a read with e */
G < G U {(nextID, 0}); /* create a new empty cluster in G */

ids < {nextID};
nextID < nextID + 1;
end
/* Merge global clusters in (G with selected ids since they occured in
the same local partitionm. */
if |ids| > 1 then
‘ global-class-merging(ids);
end
/* Assign each read r (yet not seen in any global cluster) from e to all
clusters that e shares a read with */
for eachread r € e do
if not r € S for any (7, .5) € G then
for ¢ € ids do
Gli] « G[i]U {r};

assignments[idx] < assignments[idz] U {i};

end
end
end

end

/* Project conflicts from p to C. */
for each unordered pair of {(7, S), (j,7')} from assignments do

| C+Cu{ijk
end
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Algorithm 1.3: global-class-merging(ids), Algorithm 8 from (Kuchenbecker, 2011)

input : set of global cluster ids
side-effects: Merges clusters in GG and updates global conflicts S accordingly
returns  :updated ids after merging

/* collect entries of ids that are in conflict with another entry in ids
conflicting <— {i,j: i €ids Aj € ids A {i,j} € C};
non-conflicting <— ids \ conflicting;
/* no merging if there are no non-conflicting ids
if non-conflicting = () then
‘ return;
end
/* create new global cluster
newlD < nextID;
R« Ucenon-conﬂicting G
G <+ G U {(newlD, R)};
nextID < nextID + 1;
/* build list of conflicts to remove and to add
toRemove, toAdd <« 0, 0;
for {i,j} € C do
if ¢ € non-conflicting V j € non-conflicting then
toRemove « {i,5};
if ¢+ € non-conflicting then
| toAdd « {newID, j};
else
‘ toAdd «+ {newlD,i};
end

end

end

/* update conflicts in C

remove entries of toRemove from C;

add entries of toAdd to C;

/* update global clusters in G

G + {(i,5) € G : i & non-conflicting};

/* build result

result < {i € ids : ¢ & non-conflicting} U {newID};
return result;

/* Merge non-conflicting classes.

*/

*/

*/

*/

*/
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Algorithm I.4: multi-class-assignment-removal(ids), Algorithm 5 from (Kuchenbecker, 2011)

input : local partition p
side-effects: Updates G to contain fewer multi-cluster assignments.
for each entry e € p do
u <+ 0; /* set of read ids that have an assignment to only one cluster
/* { is a mapping (i,5) from read id i to set of all global cluster ids
that contain read with id 4
0+ 0
/* collect uniquely assigned reads in u and build mapping /
for eachread r € e do
lr] < {i:re G} /* ids of global clusters containing r
if |¢[r]| = 1 then
u < ulUg;
end
end
/* remove multi-assigned reads that occur in p
for each read r € p do
for each global clusterid g € S, g & u with S = ¢[r] do
| Glgl + Glgl\ {r}:

end

end

end

*/
S
*/
*/

*/

*/
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Algorithm L.5: global-cluster-refinement(ids), Algorithm 6 from (Kuchenbecker, 2011)
input : local partition p

side-effects: Updates G by splitting/refining global clusters by separating information from p.
/* collect refining entries for each global cluster */
refining «+ ();
for each entry e € p do
for eachread r € e do
foreachi € {i:r € G[i]} do
refining|i] < refining[i] U {e};

end
end
end
/* refine clusters */
G’ + 0; /* added global clusters */

for each global cluster (i,.5) € G do

if |refining[i]| > 1 then

for each local partion entry e € refining[i| do

newlD < nextID; /* create new cluster */
G’ + G' U {(newlD, 0});

nextID < nextID + 1;

for eachread r € e do /* Perform splitting */
if r € S then
S« S\{rk
G'[newID] <~ G’'[newID] U {r};
end
end
Record class split in C: The new class G'[newID] inherits all conflicts of G[i].
end
end
end
G+ GUG, /* add new global clusters */
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Abbreviations

1KGP thousand genomes project
2GS second-generation sequencing
3GS third-generation sequencing

ABI Advanced Biotechnologies, a biotechnol-
ogy company
ANISE Assembly of Novel Inserted Sequence

ASCIl American Standard Code for Informa-
tion Interchange

BAM Binary Alignment and Mapping format
BASIL Base-level Insertion Locator

BFS breadth-first search

BOG best overlap graph

BWT Burrows-Wheeler Transform

CMOS Complementary Metal Oxide Semi-
conductor

CNV copy number variation

CPU central processing unit

ChIP chromatin immunoprecipitation
DAG directed acyclic graph

dbSNP a database of small polymorphisms

DNA Deoxyribonucleic acid

DP Dynamic Programming
EBI EMBL European Bioinformatics Institute

EMBL European Molecular Biology Labora-
tory

EMBOSS European Molecular Biology Open
Software Suite

ENA European Read Archive

FASTA text format for encoding biological se-
quences

FASTQ text format for encoding biological se-
quences with quality information

FDA Food and Drug Agency

FDR false discovery rate

FN false negative

FP false positive

GB gigabyte (23 bytes)

GHz gigahertz

GSI gold standard intervals

GWAS genome-wide association studies
HGP Human Genome Project

HTS High-Throughput Sequencing
ID identifier
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LBA local block aligner
LINE Long Interspersed

MCSTL Multi-Core Standard Template Li-
brary

NP Nondeterministic-Polynomial
MSA Multiple Sequencing Alignment
MST Maximum Spanning Tree

NCBI National Center for Biotechnology In-
formation

NGS Next-Generation Sequencing
OEA One-End Anchored

OLC overlap-layout-consensus

PR paired read

QC quality control

RABEMA Read Alignment Benchmark
RAM random access memory

RD read depth

RNA Ribonucleic Acid
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SAM Sequence Alignment and Mapping for-
mat

SIMD Single Instruction Multiple Data
SNP Single Nucleotide Polymorphism
SNV Single Nucleotide Variant

SOLiD Sequencing by Oligonucleotide Liga-
tion and Detection

SRA Sequence Read Archive

SR split-read

STXXL STL variant for “XXL” datasets
STL Standard Template Library

SV Structural Variant

SeqAn a C++ library for sequence analysis
TB terabyte (20 bytes)

TN true negative

TP true positive

VCF Variant Call Format

w.l.o.g. without loss of generality
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