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Chapter 1

Introduction

Graphene is one of the best examples for the stepwise or cyclic renaissance and
disappearance of general scientific topics. Every time when a topic comes back into
the main focus of researchers further knowledge is generated and after a plurality of
such cycles this progress ends in the understanding of the research field or even in
applications. In the case of carbon allotrope research the last cycle has demonstrated
a new quantity of research leading to the more than 15 000 publications within seven
years.

One of the earliest steps in this field was performed by Wallace in 1947 [1]. Under
the intention to estimate the band structure of graphite, he reduced the graphite
crystal to a single layer of hexagonally arranged C atoms and thus to a free-standing
graphene layer. Furthermore, to reduce the complexity he separated the graphene
lattice into two nearly independent sublattices.

In the 70 s and 80 s, scientists studied intensively intercalation compounds of
graphite [2]. After the investigation of many intercalation systems including the
insertion of atoms and molecules into the graphite lattice the interest was reduced.
The intercalation of molecules separates the graphite layers such that it becomes
similar to a graphene layer on a substrate with the same adsorbate on top. From
the 80 s until 2000, graphene-like systems were studied only by a small number of
scientists.

In 2004 the rush of excitement over graphene started to get momentum, in a sim-
ilar vein as the ones on fullerenes in the late 80’s and carbon nanotubes in the 90’s.
In a few groundbreaking papers, Geim and Novoselov demonstrated how one can
isolate a one atomic thick C layer, named graphene. The preparation of graphene
broke a thermodynamical law which was thought to prevail ever since Landau and
Peierls concluded from a theoretical work that a purely two-dimensional material
cannot exist [3, 4]. Strictly speaking, this prediction does not apply to the graphene
flakes prepared by Geim and coworkers because these are either prepared on a sub-
strate, or in the case of so-called “free-standing graphene” are suspended on all sides.
At any rate, graphene exhibited a number of unexpected quantum phenomena such
as the anomalous integer quantum Hall effect [5, 6], the isospin [1, 7] and a prop-
erty which immediately attracted the interest of applications-oriented scientists, an

5



6 Introduction

extremely high electron mobility of about 107 cm/(V·s) [8], a consequence of the
linear dispersion at the Fermi level. Moreover, the very large spin relaxation times
[9] suggest possible spintronics applications of graphene.

At present, a large body of knowledge has been assembled concerning the proper-
ties of graphene, based on transport measurements, but also on the results of many
surface-related experimental techniques such as photoemission, scanning tunneling
microscopy/spectroscopy, and others. Graphene is a blessing for surface-related re-
search since here we have a 2 D material at the atomic limit-graphene is “all surface
and no bulk” [10]. Beyond an investigation of the properties of graphene itself, other
important tasks are the investigation of the bonding mechanisms between graphene
and substrates, in particular metallic ones on which high quality graphene films can
be prepared.

This thesis deals with the interaction of graphene with transition metal surfaces
and intercalated metals. It was motivated by early discoveries of large spin relaxation
times in graphene [11] and predictions of spin filtering in the nickel/graphene/nickel
system [12]. The first section of the thesis thus deals with electronic and magnetic
coupling between graphene and ferromagnetic substrate; it is followed by the in-
vestigation of tuning possibilities for the electronic and magnetic interaction, by
intercalating Fe and Al in between graphene and a Ni(111) substrate. The interca-
lation of Al underneath graphene on Ni(111) is shown to decouple graphene almost
completely from the Ni surface. In contrast, intercalation of Fe shows almost no
changes from graphene/Ni(111) host valence band structure, but it increases the
magnetic moment induced into the graphene carbon atoms by a factor three. The
thesis ends with an experiment to characterize two systems which could be important
in future spintronic applications, i.e. graphene isolated on top of a ferromagnetic
substrate, and to the growth of ordered graphene multilayers on top of Ni.



Chapter 2

Graphene

The goal of this chapter is to give a short introduction to carbon allotropes, their
physical properties, electronic structure, and possible future applications. In recent
years, several reviews have been published which summarize many aspects of current
knowledge about graphene; for a more extensive survey, the interested reader is
referred to these [13–17].

2.0.1 Allotropic Occurrence of Carbon

Carbon is probably the most important element for life on Earth due to the role
which it plays in organic chemistry. This role arises from the flexibility of its bond-
ing. Carbon-based systems show an unlimited number of different structures with
an equally large variety of physical properties [13]. In nature atomic carbon is a
very short-lived species and, thus carbon is stabilized in a pure carbon environ-
ment in various multi-atomic structures (carbon allotropic forms) depending on the
hybridization of carbon atoms. sp3 hybridized carbon atoms form diamond, sp2

hybridization of carbon atoms leads to the formation of two-dimensional flat sheets
consisting of hexagonal rings and loosely bonded to neighboring layers through weak
van-der-Waals forces forming bulk graphite, and mixed sp2/sp3 hybridization leads
to the arrangements of carbon atoms in fullerenes or carbon nanotubes (see also
Figure 2.1) [18, 19]. These different types of hybridization lead to different geomet-
rical structures, some examples of which are shown in Figure 1.1, and these result
in very different physical and chemical properties. The group of these materials
is summarized under the name ”allotropes of carbon”. Diamond is transparent,
electrically insulating and very hard. Graphite, in contrast has a black color and
is electrically conductive and a soft material. The change from sp3 to sp2 affects
a change of the crystallographic structure from cubic to hexagonal. A single plane
of graphite has nearly the same stiffness as diamond because of the in-plane sp2

hybridized σ bonds. Graphite is highly electrically conductive, resulting from an
overlap of the out-of-plane p orbital. In the direction normal to the planes graphite
has a very low electrical conductance because of weak van-der-Waals interaction be-
tween the hexagonal planes. These two examples demonstrate the large differences
in the structure and physical properties of carbon allotropes.
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8 Graphene

Diamond

Graphene

NanotubeGraphite

Fullerene

Figure 2.1: Carbon allotropes with a differing valence electron configuration
and hence crystallographic structure. The models in this picture were made with
VESTATM softwear.

Graphene, the central material of this thesis, has a structure identical to a single
carbon layer of graphite, i.e. a hexagonal structure with sp2 hybridized in plane σ
bonds and p orbitals out-of-plane; these p orbitals are hybridized to form a π electron
system. Therefore, graphene shows almost the same properties of a single layer
graphite, except for weak van-der-Waals interaction between the graphite layers.

2.1 Free-Standing Graphene

A single graphene sheet is a planar layer of sp2 hybridized C atoms arranged in a
two-dimensional hexagonal or so-called honeycomb lattice with a lattice constant
c = |a| = |b| = 2.46 Å [14, 15, 20, 21] as shown in Figure 2.2. The real space lattice
vectors are marked as a and b

a =

(
a

2
,

√
3c

2

)
, b =

(
a

2
,−
√

3c

2

)
. (2.1)

Each graphene unit cell contains two C atoms with an interatomic distance of 1.42 Å.
The hexagonal C atom lattice is not a Bravais lattice because it is not possible to
connect atom position A and B by a translation of an integer number of lattice
vectors. However, it is possible to assign the two C atoms to two different sublattice
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a

b1.42Å

π

σ

σ

σσ

σ σ

Figure 2.2: Crystallographic and molecular orbital structure of graphene: Two
atomic sublattices, labeled A and B on the left-hand side of the figure are used to
build the graphene sheet. The rhombus marks the Wigner-Seitz cell of the graphene
lattice. The right-hand side of the figure shows the molecular orbital orientation of
the sp2 hybridized C atoms.

(labeled as A and B in the figure); this has important implications for the electronic
band structure around the K point as discussed below.

The electronic band structure of the graphene π states can be described, in good
agreement to experimental results, in a tight-binding model [1, 17, 19, 21]. This
model is a good approximation for systems which have strongly localized electrons.
Using Bloch’s theorem [22] a basic wave function set Φj(k, r) for the j th valence
band can be created by Bloch functions summing over wave functions φj(r −Rj,i)
of the atomic orbitals in the i th unit cell modeled by a phase factor eik,Rj,i , where
k is the wave vector

Φj(k, r) =
1√
N

N∑
i=1

eikRj,iφj(r−Rj,i). (2.2)

Here N is the number of unit cells. An electronic wave function can be created
by the linear combination of n different Bloch functions using the coefficients of
expansion cj,l

Ψj(k, r) =
N∑
i=1

cj,lΦl(k, r). (2.3)

Then the energy of the j th band is given by

Ej(k) =
〈Φj|H|Φj〉
〈Φj|Φj〉

. (2.4)
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In the numerator H represents the Hamiltonian. By inserting Function 2.3 into
Equation 2.4 we obtain

Ej(k) =

∑n
i,l c
∗
j,icj,l〈Φi|H|Φl〉∑n

i,l c
∗
j,icj,l〈Φi|Φl〉

=

∑n
i,lHi,lc

∗
j,icj,l∑n

i,l Si,lc
∗
j,icj,l

. (2.5)

The introduced matrix element Hi,l = 〈Φi|H|Φl〉 is often called the integral transfer
matrix element and is divided by the overlap integral Si,l = 〈Φi|Φl〉 in the energy
relation. Minimization of the energy with respect to the coefficient c∗j,m by setting
∂Ej/∂c

∗
j,m = 0 and neglecting the factor

∑n
i,l Si,lc

∗
j,icj,l, which is approximately one,

leads to ∑n

i,l
Hi,lcj,l = Ej

∑n

i,l
Sm,lcj,l. (2.6)

Considering that the graphene unit cell contains two orbitals (n = 2) Equation 2.6
can be written as (

HAA HBA

HAB HBB

)(
cA
cB

)
= E

(
SAA SBA
SAB SBB

)(
cA
cB

)
. (2.7)

Here the nearest neighbor approximation and the fact that the bonding to all three
neighbors is equivalent are used. By comparison of coefficients and creating a secular
equation, the derivation proceeds to

det(H − EjS) = 0. (2.8)

The diagonal matrix elements of the Hamiltonian are given by

HAA = HBB ≈
1

N

N∑
i=1

〈ΦA(r−RA,i)|H|ΦA(r−RA,i)〉. (2.9)

Within the sum, the integral is independent of the index i, because it is equal for
every A and B site. This value is approximately equivalent to the energy of an
electron in an atomic orbital ε2p

HAA = HBB ≈
1

N

N∑
i=1

ε2p = ε2p. (2.10)

The calculation of the overlap diagonal elements proceeds in a similar way

SAA = SBB ≈
1

N

N∑
i=1

〈ΦA(r−RA,i)|ΦA(r−RA,i)〉 = 1. (2.11)

The off-diagonal matrix elements describe the process of hopping of the electrons
between the A and B sublattices

HAB =
1

N

N∑
i=1

N∑
l=1

eik(RB,i−RA,l)〈ΦA(r−RA,i)|H|ΦA(r−RA,l)〉. (2.12)
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The nearest-neighbor approximation reduces the second sum to only three terms.
Considering the translation symmetry the first sum and the normalization factor
1/N yield

HAB =
3∑
j=1

eik(RB,i−RA,j)〈ΦA(r−RA,i)|H|ΦA(r−RA,j)〉. (2.13)

Moreover the equivalence of the three bondings allows to set

−〈ΦA(r−RA,i)|H|ΦA(r−RA,j)〉 (2.14)

to a l independent value γ0. It is common to summarize the remaining e function
and sum to a k function f(k) yielding

HAB = −γ0f(k). (2.15)

Inserting the coordinates of an A atom and the three neighboring B atoms into f(k)
leads to

f(k) = eikya/
√

3 + 2e−ikya/
√

3 cos(kxa/2). (2.16)

The other off-diagonal element is the complex conjugate HBA = H∗AB.The calcula-
tion of the overlap integral runs similar yielding

SAB = s0f(k), SBA = s0f
∗(k). (2.17)

Summarizing these results the secular equation (Equation 2.8) can be solved.

det

((
ε2p −γ0f

∗(k)
−γ0f(k) ε2p

)
−
(

E s0f
∗(k)

s0f(k) E

))
= 0 (2.18)

(E − ε2p)2 − ([E − ε2p]s0 + ε2ps0 + γ)2|f(k)|2 = 0 (2.19)

E± =
ε2p ± γ0|f(k)|
1∓ s0|f(k)| (2.20)

The resulting band structure is shown in Figure 2.3. For more details of this deriva-
tion see E. McCann [21]. Parameters ε and γ0 have to be calculated from other
theories such as density-functional theory. It is common to set the parameter ε2p to
0 meaning the zero energy is set to the energy of an electron in a pz orbital. Equa-
tion 2.20 clarifies an asymmetry between the E+ and the E− bands which arises
from the overlap parameter s0. At the corners of the Brillouin zone, six Dirac cones
occur distinguished in two types labeled as K+ and K− in Figure 2.3. Dirac cones of
the same type are connected by reciprocal lattice vectors. Further important facts
are the position of the Fermi energy and the dispersion in the vicinity of it. In



12 Graphene

pristine graphene, the Fermi level appears exactly at the touching point of the E+

and the E− solutions where density of states vanishes. Therefore pristine graphene
is a gapless semiconductor or a so-called half metal. The good agreement of the
tight-binding model results with experimental data indicates that in graphene the
structure of the p orbitals are mainly preserved and these orbitals have a small
overlap with each other. Otherwise the use of the pz orbital functions as the basis
wave function in the Bloch functions and the approximation 〈SAA〉 = 1 would lead
to large differences between the theoretical and the experimental results. The ap-

E

k

k
x

y

K

K

K

K

K

K+
+

+

-

-

-

π

π

σ

σ

σ

1

2

3

∗

Figure 2.3: Electronic band structure of free-standing graphene in a tight-binding
approach: The yellow hexagon marks the Brillouin zone and the position of the
Fermi level. Based on the separation into two distinct sublattices two different types
of K points are labeled as K+ and K−.

proximately linear dispersion around the K points allows to describe the electronic
states by a Dirac-like Hamiltonian for massless particles. In the following an index
κ = ±1 is used to distinguish both types of K points. The positions of two different
K points in k space are

Kκ = κ

(
4π

3a
, 0

)
(2.21)

with respect to the reciprocal lattice vectors. In the tight-binding model the off-
diagonal matrix elements describe the coupling between both sublattices A and B.
These matrix elements are proportional to γ0 and the function f(k). Exactly at the
K points the function f(k) is

f(Kκ) = e0 + eiκ2π/3 + e−iκ2π/3 = 0. (2.22)
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Therefore the coupling of the sublattices is zero for electron states exactly at the K
points. Electrons of these states belongs to the A or to the B sublattice. Since both
sublattices are hexagonal Bravais lattices, they support the same quantum state
leading to a degeneracy at this point.Introducing an new momentum p centered at
Kκ changes f(k) to

p = h̄k− h̄Kκ (2.23)

f(kκ) ≈ −
√

3a

2h̄
(κpx − py) (2.24)

The approximation in Equation 2.24 considers only linear terms of p in f(k), an
approximation which is valid close to the K points [21]. Using the this approximation
and set ε2p = 0 the transfer matrix element becomes

Hκ = v

(
0 κpx − ipy

κpx + ipy 0

)
. (2.25)

Here parameter a and γ0 are combined to a velocity v =
√

3aγ0/2h̄. Since the S
off-diagonal elements contains only quadratic momentum terms which are set to zero
in the approximation, S can be regarded as an unit matrix. Equation 2.8 changes to
HΨ = EΨ indicating that Equation 2.25 is an effective Hamiltonian in the vicinity
of the K points. The eigenvalue and the eigenstates of H are

E± = ±vp, Ψ± =
1√
2

(
1

±κeiκϕ
)
. (2.26)

Here ± refer the the conduction and the valence band, respectively. ϕ is the polar
angle in the graphene plane p = p(cosϕ, sinϕ). Thus the linear dispersion and the
massless behavior appear at the point where the valence and the conduction bands
meet, the electrons have a very high velocity. In cyclotron resonance experiments
on decoupled graphene values of 107 cm2/(V·s) [8] were measured. Such high values,
which lead to large charge carrier mobilities have brought about the intense interest
in graphene from an applications-oriented point of view, where one goal is their use
in electronic devices.

2.2 Graphene on Different Substrates

The investigation of graphene on a variety of substrates, and the interaction between
them and graphene plays an important role on the way to graphene based electronic
devices, since completely free-standing graphene devices are restricted to laboratory
samples [14]. Interactions such as doping, hybridization or van-der-Waals interaction
are often observed in many systems. For the preparation of graphene on different
substrates several preparation methods are known and have been used for decades.
The most important methods are exfoliation, decomposition of SiC and the growth
of graphene by segregation from the crystal bulk or the cracking of carbon-containing
molecules. Here I will give a short overview about three example systems: graphene
on SiO2/Si, SiC and Ir(111).
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Graphene on SiO2/Si

1.0 μm

(b)

8.0 μm

(c)

(d)

10 μm
E=5.2 eV

(e)(d)

20 μm

(a)

Figure 2.4: Microscopic and LEED pattern images of graphene on SiO2/Si and
SiC: (a) shows a graphene flake on SiO2/Si prepared via the ”scotch-tape” method
[23]. AFM measurements (b) and (c) reveal large differences in the roughness of SiC
samples prepared under UHV conditions and samples prepared in an Ar atmosphere
[24]. AFM images (c), LEEM images (d) and LEED pattern (e) shows graphene on
SiC grown at 1650 ◦C in 900 mbar inert Ar atmosphere [24].

Graphene on SiO2/Si can be prepared by mechanical exfoliation. This method
starts by pressing a sticky tape (Scoth tape, Tesafilm) on a piece of graphite. Care-
fully removing the tape still leads to thin slices of graphene fixed to the tape. Now
another piece of tape is pressed onto the reverse of the graphene slice, and this pro-
cess is repeated until the slices are extremely thin as judged by eye. They are then
pressed onto a silicon wafer, and monolayers of graphene can be identified visually;
an important aspect of this optical identification is that the oxide on the silicon
wafer has a specific thickness (≈ 300 Å).

In the famous experiments on graphene/SiO2/Si published in 2004 by Novoselov
and Geim they found that electrons show two-dimension ballistic transport prop-
erties at submicrometer distances [23]. Such ballistic behavior had already been
observed in carbon nanotubes before [25]. The charge carriers in this system have
a mobility of 3,000-10,000 cm2/(V·s) at 300 K and have equal magnitude for elec-
trons and holes [5]. The large difference of the experimental results was attributed
to differences in the defect density or, in other words, to the quality of the flakes.
The influence of a vanishing density of states of the charge carriers could not be
observed; instead, a finite resistance was found [5, 6]. While these observations
demonstrated, for the first time, the massless“Dirac Fermion” nature of charge car-
riers in graphene, it also showed that this material by itself has some restrictions
for use in digital switching devices; in order to be useful for the latter it is nec-
essary to create a band gap to permit switching between different types of charge
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carriers. Further they demonstrated that few-layer graphene can work as a hole or
electron field-effect transistor obtaining an (albeit quite small) band gap between
the π and π∗ bands. The barrier which inhibits the use of the extrafoliation method
for graphene preparation in electronic device production is the limited size and the
varying orientation with respect to substrate of the graphene flakes. Advantages
of this method are the high quality of the resulting graphene and the multitude of
substrate which can be used.

Graphene on SiC

A more promising approach to industrial production of graphene is the decomposi-
tion of SiC. SiC occurs in several crystalline modifications, the so-called polytypes
[26, 27]. All polytypes are semiconductors, exhibiting band gaps in the range from
2.39 to 3.27 eV [17].
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Figure 2.5: Valence bandmap and constant energy cuts of graphene on SiC: In (a)
a downwards shift of the π states is visible ascribed to an electron transfer from SiC
to graphene. Originating from the reconstruction satellite features appear arranged
in a hexagonal structure around the K point (figure deduced from [28]).

The formation of graphene on SiC is based on the element-specific decomposition
of the SiC surface at higher temperatures. Si atoms desorb from a silicon carbide
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surface at lower temperatures, less than 1280◦C compared to C atoms. Under UHV
conditions, in a temperature range from 1000◦C to 1500◦C the Si atoms evaporate
from the surface and the remaining C atoms form graphene up to thicknesses of sev-
eral layers [29, 30]. Thermal decomposition in ultrahigh vacuum is a viable method
for graphene preparation; however, as is evident from the AFM micrograph in Fig-
ure 1.4 the surfaces thus prepared are quite rough on an atomic scale. Thus in order
to improve the quality of the graphene layer, several variations of this method were
developed. Emtsev et al. found that the roughness of the graphene/SiC surface is
strongly reduced if the crystal is heated under an Ar atmosphere [24] (see Figure 1.4
c and d. Juang et al. synthesized graphene at 750◦C by using a 200 nm Ni coated
SiC crystal [31]. Further, an interesting procedure for large scale production is the
transfer of graphene to any kind of substrates. Ways realizing a transfer of graphene
grown on SiC to different substrates were reported by Unarunotai et al. in 2009 and
2010 [32, 33]. The hexagonal surface of silicon carbide is interesting for technical
applications. This surface can be terminated by C or by Si atoms (so-called C-face
or Si-face respectively). The surface atoms on the Si-face form a (6

√
3× 6

√
3)R30◦

reconstruction, in contrast the surface atoms on C-face [27]. This different behavior
has a strong influence on the growth and properties ofof the graphene layer. After
the growth of one ordered C atom layer on the Si-face indicated by reconstruction
spots in the LEED pattern and clear σ bands in the ARPES results, no clear π
band can be observed. The π states are reduced to two strongly localized states at
0.5 eV and 1.6 eV binding energy [34, 35]. No graphene states appear at the Fermi
level, hence this layer is insulating. Because of the large differences in the elec-
tronic structure compared to graphene, this first C layer on the Si-face is called the
buffer or zero layer. This buffer layer saturates the dangling bonds [29, 36, 37]. Only
the second layer shows the band structure as known from graphene; it is n-doped
by about 450 meV. Figure 2.5 shows ARPES data on this graphene layer, the π
band is clearly visible similar to the graphene π states in Figure 2.3 shifted slightly
downwards to higher binding energies. This shift is ascribed to n-doping from the
substrate to the graphene layer. Further six satellite bands occur in constant energy
cuts around the K points; they are created by the influence of the reconstruction
[28]. The growth of large high quality graphene areas and the fact that it is possible
to open a band gap by applying a gate voltage [38–42] are promising prospects for
future electronic applications. The method to remove the graphene from the SiC
crystal gives the opportunity to use SiC as a graphene source for other systems.
However the mobility of electrons in graphene on Si is strongly reduced compared
to exfoliated graphene. For graphene prepared under UHV conditions and in an
Ar atmosphere, values of 1,200 cm2/(V·s) for the former and from 1,850 cm2/(V·s)
to 2000 cm2/(V·s) for the latter case were observed in contrast to the mobility of
10,000 cm2/(V·s) to 40,000 cm2/(V·s) observed in exfoliated graphene [5, 6]. This
indicates that the quality of exfoliated graphene is higher compared to graphene
grown on SiC. Field-effect transistors built using graphene on SiC show mobilities
from 600 cm2/(V·s) to 1,200 cm2/(V·s) by using the Si-face and 5000 cm2/(V·s) by
using the C-face [43].
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(a)

fcc hcp atop

(b)

Figure 2.6: LEED pattern and structure model of graphene/Ir(111): (a) The Moiré
pattern is indicated by additional diffraction spots in the LEED image. (b) shows
an atomic structure model. (Figure taken from [60].)

Graphene on Metals

With the enormous interest in graphene, and the fact that carbon layers on tran-
sition metals are well known and have been studied for decades, a large number of
studies have dealt with graphene growth on metals such as Ni, Co, Fe, Pd, Pt, Ir,
Rh, Re, Ru, as well as Cu, Ag, and Au. A summary of the possible metal substrates
was published by Wintterlin and Bocquet [16], but the list has become much larger
in recent years. Two different processes are often used for graphene preparation
on metals: First, segregation of C atoms from the bulk to the surface, and second,
cracking of hydrocarbons on the hot metal surface. The process of cracking hydro-
carbons is well known: first reviews related to this topic were published in 1991
[44–46]. At present, the method shows the largest progress on the way to the large
scale growth of graphene [47, 48] (see also Figure 2.8). Segregation works via heat-
ing the crystal to higher temperatures. C atoms move from the bulk to the surface
and form graphene. The number of layers is defined by the C atom concentration in
the metal close to the surface, the heating time and the cool-down rate [16, 49–52].
Which process is used, segregation or cracking, depends strongly on the substrate
material. Note that both process can occur simultaneously. On closed-packed metal
surfaces graphene shows two different structures [53]. If the metallic substrate has
a lattice constant that is close to that of graphene, a commensurate surface struc-
ture occurs, and graphene forms a flat layer on the metal. This is the case for
graphene/Ni(111) [54], but also for Co(0001) and Cu(111). Systems in which the
lattice mismatch is large (more than a few percent), an incommensurate structure
is formed, a so-called corrugated moiré surface morphology such as on Ir(111) [55],
Rh(111) [56] and Ru(111) [56–59]. A Moiré pattern results from a superposition of
two symmetric structures which show different lattice constants, and/or a rotation
angle with respect to each other.

Let us discuss the consequences of the moiré pattern on the electronic band struc-
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Figure 2.7: Band maps and constant energy cut of graphene on Ir(111) taken at
hν = 120 eV photon energy: (a) and (c) show a band map along the high symmetry
axis and detailed map around the K point, respectively. White arrows mark the
minigaps, which arise from the interference of the satellite and main features [61].
(b) shows a constant energy cut at 0.6 eV binding energy. Black circles mark two
satellites; the others are hardly visible.

ture through the example of graphene/Ir(111). In STM measurements on graphene
Ir(111) a moiré pattern of (9.32 x 9.32) with respect to the graphene unit cell was
observed, arising from the different sizes of the lattice vectors of graphene (about
2.46 Å and Ir(111) ( 2.715 Å) [60]). The resulting lattice mismatch is reflected in
LEED measurements as additional diffraction spots surrounding the main graphene
spots which are shifted by the lattice vectors. In STM measurements graphene
shows a corrugation of 0.3 Å in the direction perpendicular to the surface [60]. In
the ARPES spectra shown in Figure 2.7, satellite features surround the Dirac cones
appearing in constant energy cuts, similar to graphene/SiC (see also Figure 2.5)
[61]. Two explanations for the origin of the satellites come to mind. First, in the
movement of the photoexcited electron through the solid the electron wave functions
interfere at the corrugated graphene layer; such a scenario is called final state effect,
and the satellite features do not exist in the band structure. In the second scenario,
the electron wave functions feel the corrugation and the additional symmetry of
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(a) (b)

Figure 2.8: Examples of large scale graphene production: (a) shows 30 inch size
graphene sheet transferred to a (PET) (b) shows a graphene stack which was deposed
in a layer-bylayer transfer on a SiO2/Si wafer.

the combined substrate-overlayer system. In this case, the corrugation influences
the band structure and the additional satellites have to be taken into account in
a description of the electronic properties, such as conductivity. Using symmetry
aspects Starodub et al. assigned the observed satellites to a final state effect [62].
The coexistence of several orientations was identified in ARPES spectra , e.g. the
so-called R0 and R30 orientations. R0 refers to domains which are aligned to the
Ir(111) these domains shows the Moiré pattern and satellite structures as discussed
above. The R30 domains stay on top of Ir(111) as a flat, almost non-interacting
layer, and satellites cannot be observed.

The state of the art in large scale graphene preparation uses chemical vapor
deposition (CVD) on top of Cu. Graphene is prepared at 1000◦C in a constant
gas flow of H2 and CH4 [63]. In a next step a polymer support is added. The Cu
layer is removed by chemical etching, and the graphene layer is transferred to a
polyethylene terephthalate substrate. The graphene film shows all the attributes of
monolayer garphene, from Raman spectra, the half-integer quantum Hall effect, and
the optical transparency. The work of Bae et al. [47] demonstrates in an impressive
way that large scale fabrication is already a reality. Based on this method, graphene
can be provided as a raw material for electronic devices in wafer sizes. In graphene
grown on polycrystalline Ni foils and subsequently transferred to SiO2 mobilities up
to 3,700 cm2/(V·s) and a very low resistance down to 280 Ω were observed [64]. This
mobility is considerably larger compared to graphene on SiC.

2.3 Possible Applications of Graphene

After solving the problem to store huge amounts of data by developing the GMR
technique by Grünberg and Fert [65, 66], which is used in hard disk read heads, the
challenge of the next decade is to find ways to handle and analyze large amounts
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E E

Figure 2.9: Working principles of an SFET: The left scheme present the situation
of the half spin state rotation. The electrical field intensity can be used to tune the
rotation velocity of spin moment as shown in the right scheme.

of data in a reasonable time. In the field of applied graphene research, several
approaches were suggested in order to improve computer processing speed. Two of
these are introduced here. The spin field effect transistor (SFET) leaves the notion
to transfer information based on an electron current in favor of using the electron’s
spin as a carrier of information. This avoids the heating of the transistor because
of the lack of electron phonon scattering events in transport processes. Another
concept, so-called spin filter devices, focus on the increase of the data density. This
can be done by increasing the number of states in one bit. At present one bit uses
the states zero and one transferred in devices by applying a voltage or not. This
gives the possibility to use the states ‘no-current”, “spin-up current” and “spin-down
current”. This is equivalent to a change from binary-valued logic to the three-valued
logic. The data density is defined by the number of possible states; for example,
a binary-valued logic byte has 28 = 256 states. In a three-valued logic, one byte
has 38 = 6561 states. This increase in the number of possible states motivates
applied sciences researchers in this topic. However the change to such spintronic
devices means to use magnetic fields in computer chips, a physical parameter which
computer scientists try to avoid at present. Thus the development of this technique
starts from the ground.

2.3.1 Spin Field Effect Transistor

One of the most interesting properties of graphene is the long spin life time of≈ 6.2 ns
[9], bringing graphene into the focus of spintronic application research. An electron
with a defined spin can travel over large distances before the spin states is destroyed
by scattering, and such a long spin life time is ideal for the use in spintronic devices.
One idea is to introduce a defined spin state into the graphene layer at one electrode,
e.g. the left one in Figure 2.9. This spin state propagates now from the left electrode
as a spin wave to the right electrode. At the right electrode, the spin state is detected.
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Also, the the relativistic behavior of the electrons in graphene may permit spin
manipulation. A relativistic particle senses an external electric field as a external
magnetic field in contrast to non-relativistic particles. In graphene electrons at the
Fermi level behave like mass less relativistic Dirac particles. Therefore, the external
electrical field couples magnetically to the particle spin and not to the electronic
charge leading to the rotation of the spin orientation with distance as shown in Figure
2.9. The distance for a complete rotation can be tuned by changing the magnitude
of the external electric field. The preparation of a graphene layer on top of Ni is
favorable for this because of the existing magnetization of the Ni substrate. This
magnetization can be used to introduce a ground state of the spin orientation which
can be influenced from an outer electric field without affecting the magnetization.
The motivation to change from the well known established technology to such a
complex system arises from the information transport which does not involve a
current. The electrons at the Fermi behave like relativistic particle even without a
voltage. The signal in a SFET spreads as a spin wave.

2.3.2 Spin-Filter

The principle of a spin filter device is that only one spin species participates in the
transport process. Therefore a spin filter can be realized by creating a sufficient
energetic splitting between spin-up and spin-down states as shown in a hypothetical
band structure in Figure 2.10 (a). Promising systems for this approach are half-
metal ferromagnets which show a spin dependent metal or insulator behavior [67,
68]. In these materials, a suitable band gap exists at the Fermi level only for bands of
specific spin. In that case the spin selection is energetically resolved. Unfortunately
such materials are highly sensitive to structural disorder and impurities [67, 68].
Therefore they are not implemented in computers yet.

Another approach is to use a k-resolved spin selection. For this, two different
band structures are required, i. e. heterojunctions. If electrons move from material
A into material B, empty states in B at the same point of the Brillouin zone are
necessary, otherwise an additional scattering event is required to shift the electron
state to the position of the empty states in material B. This additional condition
decreases the transmission probability and thus leads to an increase of the interface
resistivity. Karpan et al. found in calculations of the spin-resolved Fermi surface
projection of the Ni bulk states onto the (111) surface, that the valence band struc-
ture has no majority spin states at the K points of the Brillouin zone, in contrast
to the minority spin states which shows an increased value there [12, 67] (see Fig-
ure 2.10 (b)). This fact and the commensurate structure of the graphene/Ni(111)
interface suggest this system for spin filter devices, if the heterojunction has no
commensurate crystallographic structure the band structures of both materials will
overlap at different positions as shown in Figure 2.10 (c). The K point of the solid
line Brillouin zone occurs at different position of the broken line Brillouin zone.

A single atomic layer is not an efficient electron barrier, because the tunneling
probability is significant. In the case of single layer graphene the transmission
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Figure 2.10: Valence band and transmission probability: (a) shows a hypothetical
band structure of a half-metal ferromagnet exhibiting ad band gap for only one spin
species. The Dirac cones of the graphene π bands in (b) touch only minority spin
state density at the Fermi level. (c) incommensurate crystallographic structures in
heterojunctions lead to the occurence of the K points of the solid Brillouin zone at
several different points of broken gray line Brillouin zone.(d) shows the transmis-
sion as a function of k and number of layers for Ni/n ML graphene/Ni junctions
(n={2,5}). (density of Ni(111) states and transmission data are deduced from [12])

current has two compponents Itransmission = Ispindepend + Itunneling. Depending on
the tunneling probability, the efficiency of the spin filter device is reduced. Karpan
et al. obtained a saturation of the spin filter efficiency for coverages of more than
five graphene layer. Every layer reduces the tunneling probability, but this does
not affect the minority transmission probability because the minority transmission
condition is valid for every layer.

Note that electrons close to the Fermi energy of one spin species do not feel the
barrier of the heterojunction. Therefore these electrons delocalise over the whole
junction; in contrast the electrons of the opposite spin orientation remains in mate-
rial A. As a consequence the spin filter is active even without voltage i.e. coupling
exist already. Following by switching spin transmission configuration it is possi-
ble to transfer information current-less. Unfortunately the number of states in this
working mod is reduced to spin up and spin down because of the lack of current and
no-current states.



2.3 Possible Applications of Graphene 23

It has to be emphasized that in this model, the ideal band structure of free-
standing graphene, i.e. the Dirac cones near the Fermi level, was used. This ideal
band structure is not, however, preserved after adsorption of graphene onto the
Ni(111) surface as shown in Chapter 7. Karpan et al., in their study of 2008 propose
to decouple the graphene stack by intercalation of noble metals such as copper; this
is thought to preserve the spin filter efficiency. The chances and the perspectives for
the applications of graphene as spin-filter are discussed in Chapter 5, 6.1 and 7.
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Chapter 3

Experimental Methods

This chapter gives an introduction to the methods used starting with the physical
principles of the methods and continuies with a description of the data treatment.

3.1 The Photoelectric Effect

In the past, a lot of work has been done on the aspects of the photoelectric effect
and the possible applications, following the publication of text books [69–71] and
reviews about the general problems and effects [72–78] to the very specific details
discussions were published [79–83].

Photoelectron spectroscopy is based on the excitation of electrons from an initial
state into an unoccupied final state by absorption of photon. If the photon energy is
high enough the electron can be excited into unbounded continuum states above the
vacuum level. In case of solids this final state can belong to a continuum above the
vacuum level in which the electron can now travel through the solid and escape into
the vacuum. If this final state is above the vacuum level the electron can escape from
the surface. Father and son, Antoine and Henri Becquerel observed already in 1839
that a metal plate becomes discharged, if it is exposed to light [84]. In 1902 Lenard
[85, 86] found the Ekin ∼ 1/λ dependence of the kinetic energy of the electrons on
the reciprocal wavelength of the light, which contradicted the linear dependence of
the kinetic energy on the photon flux expected from classical physic. The correct
description of this process was developed by Einstein in 1905. Einstein described
this effect by a single photon which transfers its energy to a single electron [87]

Ekin = hν − Ebinding − Φ. (3.1)

Ekin represents the kinetic energy of the electron after it escaped from the surface
into the vacuum, which is given as the difference between the energy of the incoming
photon hν and the binding energy of the electron in the solid Ebinding plus the work
function Φ. This was one of the first experimental demonstrations of the, at that
time young, quantum theory. Later on, several fields of application were developed
such as X-ray photoelectron spectroscopy (XPS) [72, 88], ultraviolet photoelectron

25



26 Experimental Methods

(a)

1

5

10

20

50

Electron Kinetic Energy (eV)
10 50 100 1000500 5000In

e
la

st
ic

 m
e

a
n

 F
re

e
 P

a
th

 (
Å

)

(b)Density of States Photoemission Intensity

EkinEvacEF

Valence 
Band

Core 
Level

EB

hν Φ

100

5

Figure 3.1: The dashed line in (a) gives the typical shape of a PES spectrum.
According to the energy conservation low and regarding final state effects, secondary
electron signal and cross section of the PES effect the PES intensity can be assigned
to the electronic density of states (DOS) of the sample. The gray colored area marks
the secondary electron signal. These are electrons which were involved in inelastic
process after the excitation and appear at smaller kinetic energies. (b) presents the
“universal” curve which give the inelastic mean free path of an electron in a solid
(deducted from [89]).

spectroscopy (UPS), near edge X-ray absorption fine structure spectroscopy (NEX-
AFS) and more. UPS and XPS are distinguished only by the photon energy region
which is used which makes them sensitive to different electronic states. The photon
energy for UPS measurements ranges from 5 eV to 100 eV and for XPS from 100 eV
to several keV but these numbers are not hard limits. Ultraviolet light is more
sensitive to the valence band electron states and first atomic layers.

Because of the smaller cross section of absorption XPS measurements are not
so sensitive to the valence band energy region but the photons have enough energy
to excite electrons from the deeper core-levels. In a NEXAFS experiments the scan
runs over the photon energy of an element specific absorption edge of a contained
element and gives a view of the unoccupied state above the Fermi level.

Three Step Model

The three step model describes the photoemission process in a very simplified pic-
ture, separating the process into three different process steps, which are affected by
different physical phenomena. It starts with excitation of an electron via absorption
of a photon. The second step describes the motion of the electron through the solid.
The final step deals with the influence of the escape from the surface.

1. The excitation and Fermi’s Golden rule: The excitation probability P of the
photoemission (PE) process can be described as a perturbation of the electronic
ground-state |i〉 by an incident electromagnetic field which excites an electron into
a free state |j〉 above the Fermi level EF . Using first order perturbation theory, this
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process is described by Fermi’s golden rule

Pij =
2π

h̄

e2

4m2
|〈j |p̂A + Ap̂| i〉|2 ρj(EδEδkδJ , (3.2)

with A the vector potential of the electromagnetic field, p̂ the momentum operator
and ρj the density of final states. Nonlinear terms in A are neglected. This equation
determines the excitation probability Pi,j, with the delta functions ensuring the
conservation of energy (δE), momentum (δk) and angular momentum (δJ) (such as
spin and orbital momentum). The momentum of the photons is three orders of
magnitude smaller for photon energies used in UPS and XPS than the momentum
of the electrons and can be neglected in this process. Due to energy and momentum
conservation, the excited electron carries information about the energy and the
momentum of the ground and the excited state. The transition energy and the
momentum in the detected final-state can be affected by correlation and relaxation
effects during the photoemission process [69]. Based on the fact that this influence
is not related to the ground state, these effects are summarized in the so-called final
state effects. During the motion though the solid, the electron can interact with its
environment. These interactions are also added to the group of final-state effects
and are discussed in the next paragraph.

2. Motion through the solid : The excited electrons move through the solid and
scattering processes inevitably happen. During these scattering events the energy
and the momentum of the scattered electrons are changed. Only unscattered elec-
trons carry the information on the excited state. The signal of electrons which were
involved in one or more inelastic scattering processes appears as continuously grow-
ing background at low kinetic energies in the PE spectrum, drawn as a gray area in
Figure 3.1 (a). The inelastic scattering leads to a limited mean free path of electrons
in a solid, depending on the kinetic energy of the electrons as illustrated in Figure 3.1
(b). In this curve, a clear minimum exist around Ekin = 50 eV [69, 90]. For kinetic
energies of less than 50 eV the scattering process is determined by electron-electron
interaction in contrast to kinetic energies above 50 eV where mainly phonon-electron
interactions occur [91]. The probabilities of these simultaneously occurring interac-
tions lead to the minimum in the mean free path. This minimum is the reason of the
high surface sensitivity of UPS measurements, where electrons have typically kinetic
energies between 20 eV and 100 eV after the excitation. Photons of higher energies
such as in XPS measurements can transfer several hundred eV to the excited elec-
tron and therefore the mean free path length reaches several nm. This has to be
kept in mind for comparison of data taken at different photon energies, where not
only the cross section is different but also the sensitivity to different sample regions.
While traveling through the solid, the electron can interact further with quasipar-
ticles such as plasmons and phonons [69]. Interaction effects with quasiparticles are
assigned to the final-state effects.

3. Escape from the surface: The escape from the surface is strongly affected
by the broken lattice symmetry at the crystal-vacuum interface. Momentum con-
servation in a particular direction demands translational symmetry, which is not
preserved perpendicular to the surface leading to a change of k⊥ at the interface.
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Figure 3.2: (a) and (b) describe schematically the valence electron distribution in
lithium metal and lithium oxide. In lithium metal the 2 s electrons occur as a nearly
constant background in contrast to lithium oxide where the 2 s valence electron is
strongly localized close to the oxygen atom. In case of a sample which contains both
lithium species a double structure occurs (deducted from [69]).

Parallel to the surface, the translation symmetry is preserved inside the solid with
the lattice constant of the crystal and outside in the vacuum region by definition of
a homogenous space. Therefore, the wave vectors, k‖, inside and outside of the solid
are equivalent in contrast to the wave vector perpendicular to the surface. Further,
the transmission through the surface affects the kinetic energy of the electrons. The
surface-vacuum interface of a solid is a natural potential barrier typically in the
range of 4.5 eV [92]. This barrier reduces the kinetic energy of the electron during
the transition through the surface. The reduction of the kinetic energy is represented
as Φ in Equation 3.1. Following from the momentum conservation of k‖ this energy
reduction affects only k⊥ leading to refraction change of the propagation direction
of the electron (see also Figure 3.3). This refraction is of particular importance
in angle resolved photoemission spectroscopy and will be discussed later in Section
3.2.2.

3.2 Photoelectron Spectroscopy

3.2.1 X-Ray Photoelectron Spectroscopy

The XPS method is used to determine the binding energy of core level electrons.
Considering an electron in a core level state, its binding energy is to a first approxi-
mation determined by the Coloumb potential generated by the atomic nucleons and
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Figure 3.3: The excited electron travels to the surface with k‖ and k⊥ at an angle
of Θ to the surface normal. After the transmission through the surface the electron
leaves the solid at an angle Θ′ and a wave vector k′. k‖ is equal inside and outside
of the solid.

the other core level electrons of the same atom. The exact binding energy is further
influenced by the valence band electron density in the closed environments of the
atom. Every valence band electron partly screens the core level electron from the
core nucleons. Therefore, a redistribution of the valence electron density changes the
binding energy of a core level electron resulting in a shift of the core level emission
line in the XPS spectrum. Reductions of the valence electron density reduce the
screening effect from the core potential, shifting the core level emission to a higher
binding energy. An increased electron density shifts the emission line in the opposite
direction. A simple example is the lithium 1 s level in lithium metal and lithium
oxide. A schematic picture of the electronic structure of these two compounds is
given in Figure 3.2. In lithium metal the 2 s electrons are delocalized over the whole
solid with a finite probability density around the lattice sites of the Li atoms. These
electrons screen the Li 1 s level from the center nucleon potential. In case of lithium
oxide, shown in Figure 3.2 (b), the Li 2 s charge is basically localized around the
strongly electronegative oxygen site in order to establish the preferred closed-shell
2 p6 configuration. Because of the now strongly reduced valence electron density in
the vicinity of the lithium core, their screening effect for the Li 1 s electrons is lost,
resulting in a higher binding energy. Simultaneously, the O 1 s binding energy is
reduced due to additional screening by the two added 2 p electrons. Figure 3.2 (c)
shows the schematic XPS spectrum of a sample containing lithium and lithium ox-
ide; the occurrence of a double peak structure shows clearly that lithium exist in
two different chemical environments.
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3.2.2 Angle Resolved Photoelectron Spectroscopy

In order to investigate the electron band dispersion, E(k), in solids the intensity of
emitted electrons as a function of the kinetic energy, Ekin, and the emission angle,
Θ′, is measured in ARPES experiments. These experimental parameters, Ekin and
Θ′ define the k′⊥ and k′‖ of the electron after the escape from the solid (see also

Figure 3.3). As already mentioned in the discussion of the three step model k‖ is
preserved during the transmission through the surface. Hence, the k‖ in the vacuum
and in the solid is given by equation 3.4

k =
√
k2
‖ + k2

⊥ (3.3)

k‖ =

√
2m

h̄

√
Ekin sin Θ (3.4)

k⊥ =

√
2m

h̄

√
Ekin + V0 −

h̄2

2m
k2
‖ (3.5)

Unfortunately, k⊥ is not preserved during the transition through the surface.
The work function reduces the kinetic energy affecting only the k⊥ component of
the wave vector. As a consequence, the calculation of k⊥ in equation 3.5 is only
possible under the assumption of an inner potential.

Graphene, which is the object of the presented work, is a two dimensional ma-
terial revealing a constant k⊥ for valence band electrons [69]. In two-dimensional
systems the influence of the kz dispersion is restricted to a few meV shift of the
bands as a function of photon energy [93]. Therefore, the discussion of the graphene
band structure and intercalants is restricted to k‖.

Based on the 2 dimensional nature of graphene the discussion of the wave vector
can be restricted to the k‖ component, which is preserved upon the transmission
through the interface and can be calculated from the emission angle and the kinetic
energy after the escape from the surface. Finally, the energy balance of the excitation
process of the electron into the vacuum is described by the Einstein Equation 3.1.

3.2.3 Experimental Setup

As shown in the last section, in order to obtain the two-dimensional band structure
it is necessary to measure the emission angle and the kinetic energy of the emitted
electrons.

A technical approach to measure a range of emission angles is to rotate the sample
with respect to the analyzer. There are two established sample rotation principles,
which are distinguished only by different rotation axes as presented in Figure 3.4.
In both cases the analysis of the horizontal emission angle, Θ, is realized by a 2 D
imaging detector. The vertical component of the emission angle is determined by
a scan of the rotation angles. In the left drawing of Figure 3.4 the sample rotates
around the β axis and data are collected for every particular angle β. Therefore
such sample motion is called “β-flip”. In the right drawing of Figure 3.4 the sample
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Figure 3.4: Two possible rotations modes which are used in ARPES experiments in
order to measure a range of emission angles, i. e. rotation around the β and the φ
angle, respectively.

rotates around the surface normal. Data are collected for every particular azimuthal
angle ϑ. The resolution of the emission angle in a β-flip scan is defined by the
resolution of the 2 D imaging detector, in the horizontal direction and by the step
size of the rotation in the vertical direction. In case of a rotation around the surface
normal, the detector resolution defines the polar angle resolution and the azimuthal
angle resolution is defined by the step size. In comparison of sample motion the β
flip is favorable because of constant angle resolution in contrast to the azimuthal
angle scan where the resolution decreases with an increase of the emission angle. In
this work two experimental stations with both motion types are used.

The first chamber is equipped with a 6-axis manipulator allowing the β rotation
over a range of 70◦, and a spherical energy analyzer (PHOIBOS 100) produced
by SPECS GmbH (see also Figure 3.5). The second chamber uses the azimuthal
rotation of the sample. The electron energy analyzer of this chamber is a self-built
so-called toroidal analyzer. This device was developed and built by the groups
of Prof. R. Leckey and Prof. J. Riley from La Trobe University, Australia [94].
Both chambers are similar in that point that they use curved electron trajectory to
project the kinetic energy distribution onto a real space axis. That means electrons
of different kinetic energies are detected at different positions.

The following overview over the measuring process focuses on the chamber which
is equipped with the PHOIBOS analyzer. Electrons which were excited by photons
escape from the sample in the direction of the analyzer. After the entry of the
electrons into the analyzer, these electrons are focused by a stack of electrostatic
lenses allowing to operate the analyzer in different operation modes (see Table 3.1
and [96]). These operation modes have different acceptance angle ranges and focus-
ing. Subsequently, the electrons enter hemispheres of different electrical potentials.
The inner sphere is at positive and the outer one at negative potential. The differ-
ence of the potential between the spheres together with the entrance and exit slits
defines the kinetic energy range of electrons which can pass. This energy can be
tuned by the potential difference between both half spheres. The kinetic energy of
the electrons, which pass the analyzer from the center of the entrance slit to the
center of the exit slit, is called pass energy. This pass energy can be used to set
the resolution and the size of the observed energy window. After the escape from
the sphere the number of electrons is multiplied by a multichannel plate in oder to
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Figure 3.5: (a) shows the construction of the manipulator head. In order to avoid
destructions of the manipulator head the β rotation was restricted to the angle range
of -45 ◦≤ β≤ 30 ◦ (deducted from [95]). (b) Principle arrangement of the manipu-
lator head with the spherical energy analyzer. The electrons enter the analyser as a
focused beam at the entrance slit. After pass of the sphere the electrons are spreaded
in vertical direction depending on the kinetic energy.

increase the signal, and they are accelerated and hit a fluorescent screen. The screen
images are recorded by a CCD camera. The vertical and the horizontal axis of the
screen image is the energy dispersive and angle Θ axis, respectively (see als Figure
3.5 b). The brightness, I(Ekin,Θ), of a specific pixel in the screen image reflects
the number of electrons which were emitted at a kinetic energy and the angle Θ.
Therefore, the screen image provides information only of a particular slice of the
valence bands because only the horizontal component of the emission angle is mea-
sured. The adoption of the measuring process in the case of the Toroid chamber can
be given briefly. A detailed description of the toroidal analyzer is given in reference
[94]. The advantage of this construction is the huge horizontal angle acceptance of
140◦ in contrast to the PHOIBOS analyzer (see also Table 3.1)

The sample motion works as surrounding process step of the measuring process of
a single image, which is described in the paragraph above. In case of the PHOIBOS
chamber the sample holder is moved to a particular angle β1, and data is collected
for a defined time before going to the next angle β2. In case of a large β range such a
scan can run over several hours. All images, stacked together, create a 3-dimensional
data set I(Ekin,Θ, β). Noteworthy is that in contrast to the β angle which is known
from the physical angle of the sample holder orientation with respect to the analyzer
direction during the measurements, Ekin and Θ are stored as the numbers of the
row and column of the pixel of the CCD camera. The row assignment to Ekin

is implemented through a routine in the measuring software. In order to assign
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Lens mode Acceptance
angle

Typical Applica-
tion

High Magnification II ± 9 ◦ XPS, alignment

Low Angular Dispersion (LAD) ± 3 ◦ ARPES with
high resulution

Wide Angle Mode (WAM) ± 13 ◦ ARPES over a
wide angle range

Table 3.1: This table presents the in this work of the PHOIBOS analyzer lens modes
used.

the particular columns to a certain angle Θ, symmetry aspects of the k-space are
used. Equal features of the band structure have to occur at equal emission angles
in β and Θ. A better understanding of the symmetry conditions is gained from
constant energy cuts shown in Figure 3.6. The elliptic structures, denoted by green
dashed ellipses in Figure 3.6, have to occur at the same emission angles for β and
Θ. Therefore, the known β angle can be used to assign emission angles to certain
columns in a data treatment procedure explained in the next section.

The presented ARPES data were measured at the ”Berliner Elektronenspeicher-
ring-Gesellschaft für Synchrotronstrahlung” (BESSY) facility at different beamlines:
TGM 4, UE 56/PGM 1 and 2. The data presented in Figure 7.2 (a) and (d) were
measured with the toroidal chamber. All other data were collected with the PHOI-
BOS chamber.

3.2.4 Data Evaluation of Angle Resolved Photoelectron Spec-
troscopy Measurements

The measured data set is a 3-dimensional matrix I(Ekin, column, β). In order to
transfer this data into k-space using Equation 3.4, it is necessary to assign every
column to a certain emission angle Θ.

The symmetry of the crystal leads to equal valence band features in equal sym-
metry directions at equal emission angles. This condition is used to assign every
column to an emission angle. For example, in case of a four fold symmetric crystal
surface aligned with a high symmetry axis parallel to the β movement, the column
which exhibits the same band feature like a certain β angle can be assigned to the
equal emission angle. This condition is valid for every direction in k-space including
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Figure 3.6: Data treatment of O/W(110) results used constant energy cuts at
300 meV: The ordinate labels the physically angle β at which the image was taken.
Clearly visible in (a) are the symmetrical structures marked with green ellipse which
can be used to assign the columns to the unknown angle θ. The yellow dashed rect-
angle denotes the measured emission angle range of a typical LAD scan. (b) A Polar
grid is useful to determine the pixelΘ/angle relation.
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Figure 3.7: This figure summarizes the transformation of ARPES raw data set of
O/W(110) taken at 100 eV photon energy into the k-space.
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non-high symmetry directions. A useful procedure is to project a polar angle grid
on top of a constant energy cut of the dataset as shown in Figure 3.6. All equal
structures have to occur on a circle of the polar angle grid indicating the equal
emission angles independent if direction is a high symmetry one or not.

Further difficulties can arise in measurements in the LAD mode. The strongly
restricted emission angle acceptance handicap or even avoid the possibility to use
the symmetry conditions. The angle range of a possible LAD is marked in Figure
3.6 as a yellow dash rectangle. The small size lead to the loss of several equal band
structure features. It becomes more difficult if the scan does not include the Γ
point. A way out is to used a treated WAM dataset in I(Ekin,Θ, β) configuration
as reference. The change of the lens mode does not influence the emission angle of
the electron, therefore it is possible to assign the columns of the LAD scan to the
Θ angles of the WAM dataset.

After this assignment of the columns to emission angles the dataset exists as a 3-
dimensional matrix I(Ekin,Θ, β) and Equation 3.4 is used to transfer the dataset into
k-space. This transformation creates a new dataset I(Ekin,kx,ky) The transformation
of a complete dataset after the measurements into the k-space is summarized in
Figure 3.7.

3.3 X-ray Absorption Spectroscopy and X-Ray

Magnetic Circular Dichroism

3.3.1 Linear Polarized Light and Solids

If linear polarized light is used in absorption experiments it is possible to derive
an angle dependence of the absorption strength from the angle between the electric
field vector of the incoming photon and the orbital orientations of the empty states.
Near-edge x-ray absorption fine structure spectroscopy uses this fact to investigate
the orbital orientations [71, 97].

The electrical field vector E of linearly polarized light can be described as a
vector field A

E = −1

c

∂A

∂t
(3.6)

A = eA0e
i(kr−ωt). (3.7)

Here it is assumed that the light propagates as a plane wave. Equations 3.6 and 3.7
show that the vectors E and A are collinear. The outcome of inserting the vector
field A into Fermi’s golden rule, Equation 3.2, yielding the transition probability
Pi,j, is

Pi,j =
2π

h̄

e2

4m2

∣∣〈j ∣∣p̂eA0e
i(kr−ωt) + eA0e

i(kr−ωt)p̂
∣∣ i〉∣∣2 ρj(E)δEδkδJ. (3.8)

Now, the well-known dipole approximation kr � 1 can be used to simplify this
equation [71, 98]. This approximation, assuming a nearly constant electrical field
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strength over the whole initial state, is valid if the wavelength is significant larger
than the real space dimension of the initial state | i〉. In case of x-rays this condition
is well fulfilled.

A = eA0e
i(kr−ωt) kr�1≈ eA0e

−iωt. (3.9)

Inserting the approximated vector field into Equation 3.8 yields

Pi,j =
2π

h̄

e2

m2
A2

0 |〈j |ep̂| i〉|2 ρj(E)δEδkδJ. (3.10)

The product of the unit vector e with the momentum operator p̂ selects the compo-
nent of momentum parallel to A. Finally, the collinearity between the vectors A and
E leads to the selection of states having a momentum in-plane with the polarization
of the light.

If the initial states have an orbital momentum different from zero the shape of
the core level orbitals can induces a further angle dependence of the absorption
strength leading to additional signatures in the absorption signal. In order to avoid
such initial state effects the use of an s core level absorption edge is recommended
in NEXAFS experiments, which have the goal to yield information about final state
symmetry.

A better understanding of the physical meaning of the dipole matrix element can
be obtained using the real space equivalent of the momentum operator [99, 100]

〈j |ep̂| i〉 = im

(
Ej − Ei

h

)
〈j |er̂| i〉. (3.11)

This identity shows that the angle dependence of the absorption strength on
distribution of the probability of finding is valid as well as for the distribution of the
momentum.

Equations 3.10 and 3.11 include the experimental parameter A0 which is linearly
connected to the amplitude E0 of electrical field vector which is created by the
sum of all incoming photons. In order to obtain a pure sample dependent relation,
the absorption cross section σ, it is necessary to eliminate the photon intensity
dependence of Pj,i via division of Equation 3.10 by the photon flux Φ

σi,j =
Pi,j

Φ
. (3.12)

The photon flux Φ can be written as time-average of the pointing vector S divided
by the energy of a single photon.

Φ =
S

h̄ω
=
ε0cE

2
0

2h̄ω
=
ε0cA

2
0ω

2

2h̄ω
. (3.13)

After the elimination of the photon intensity dependence only the known experi-
mental parameters, incident angle of the light and photon energy are contained in
the Identity 3.14.

σi,j =

(
4πh̄

m

)2
α

h̄ω
|〈j |ep̂| i〉|2 ρj(E)δEδkδJ. (3.14)
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The total absorption strength of the sample at a certain photon energy is measured,
therefore the cross section of all possible excitations has to be add to the total cross
section including states at lower binding energies. However, usually the cross section
of a certain core level at photon energies close to the resonance region are dominant
compared to the cross section of core level states far away at smaller binding energies

σ =
∑
i,j

σi,j. (3.15)

Two facts render the absorption measurements element specific. First, the matrix
element of a particular transition and with its transition probability vanishes for
transitions starting and ending in states of different elements. Second, the absorption
edges usually occur at different photon energies avoiding the superposition of the
absorption signals. Both facts together ensure an element specific investigation of
the absorption strength.

In summary, the angle dependence of absorption strength from the incident angle
is used to investigate the orientation of orbitals of empty states. This method
is limited to ordered systems because if states exist in arbitrary orientations, the
NEXAFS absorption strength will be isotropic.

For ordered systems, however, absorption experiments with linearly polarized
light is a powerful method to investigate the orientation of molecule orbitals and to
control the degree of order.

3.3.2 Circular Polarized Light and Solids

In order to investigate the magnetic moment of a sample, XMCD experiments use
the dependence of the absorption strength on the strength of the magnetic moment
and the dependence on the angle between the photon spin and magnetic moment
[101–105]. The photon spin 〈Shν〉 = ±1 carried by circularly polarized photons
connects the magnetic properties of the sample with absorption strength.

First, it has to be emphasized that the handedness of circular polarized light is
not consistently defined [106]. In this work the Feynman convention is used [107]. It
allocates the right polarized light via positive photon helicity to ”spin-up” and left
circular light to ”spin-down”.

In typical XMCD experiments two absorption spectra are taken measured with
opposite photon helicities or inverted magnetizations of the sample (see also Figure
3.10). The information about the magnetic moments is contained in the differences
of the absorption strength between both spectra, the so-called XMCD contrast.

For a description of the XMCD method it is necessary to distinguish between
non spin-orbit split s core levels and spin-orbit split core levels such as p, d, and f .
Here the description is given for the p3/2 and p1/2 levels followed by a comparison
with the non split s level.

A completely filled p core level exhibits no net orbital moment. The orbital
moments compensate in pairs. After the excitation of one electron, this electron
leaves the atom and couples to the remaining uncompensated orbital moment. This
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Figure 3.8: Possible final state configurations of p core level absorption

coupling creates a final state split into the p3/2 and p1/2 final state energy levels
in absorption spectra. Both energy levels occur at different photon energies. The
possible configurations of the total angular momentum J = |l ± s| are shown in
Figure 3.8.

The J scheme of Figure 3.8 makes clear that all single configurations of ml and
all single configurations ms exist equally in every absorption level. Thus a spin
or orbital polarization of the excited electrons does not originate from the possible
configurations of the final states. However, the number of configurations is twice as
large for J = 3

2
as for J = 1

2
. This has to be taken into account for a quantitative

analysis of the dichroism contrast.

p electrons can be excited into empty s or d valence band states. The magnetic
properties of the transition metals are determined mainly by d electrons. For the
ferromagnets Fe, Co, and Ni the combined 4 s and 4 p contribution to the magnetic
spin moment is less than 5 %, and the orbital magnetic moment is entirely due
to 3 d electrons [108–110]. Therefore, the s and p valence band magnetism can be
neglected. Further, as shown in Figure 3.9 (a) in the Stoner model [103, 111], which
is a strongly simplified model, the DOS of the s and p states is extended over a
large energy range compared to the DOS of the d states. Hence these DOS can be
assumed to be constant and occur as a step function-like signal in the absorption
spectra. Thus the whole XMCD contrast is assigned to 3 d valence band magnetism.

The selection rule ∆s = 0 defines that the photon spin couples only to the orbital
momentum ensuring an unaffected spin state of the excited electron. Absorption of
circular light changes ml = ±1 for right and left circular polarization creating an
orbital polarization of the excitation current [103, 112, 113]. Noteworthy is that the
orbital polarization of the excitation current is equal for both absorption edges.

Figure 3.9 (a) shows a Stoner model of a hypothetical sample which has only
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an orbital moment [102, 103, 111]. States which have an orbital moment aligned
parallel to the magnetization are shifted energetically downwards in contrast to
electrons which have orbital moment aligned antiparallel to magnetization. The
equilibrium of the Fermi level in both kinds of valence band states leads to an electron
transfer generating different number of holes for differently oriented orbital polarized
valence bands. The absorption strength is linearly connected to the numbers of
holes which is described as ρ(E) in Fermi’s golden rule (see Equation 3.2). Samples
which have no orbital polarization of the valence band have the same number of
empty states for all orbital moments. Therefore the absorption strength for photons
of both polarizations are equal and no dichroism contrast can be observed. In
case of magnetic systems exhibiting an orbital polarization of the valence band the
absorption strength is increased for the helicity which excites electrons into the
minority states. As a consequence of the equal orbital polarization of the excited
electrons from both absorption levels the resulting XMCD contrast has the same
sign for both levels and is shown for this hypothetical system in Figure 3.9 (c).
Considering the different number of states for J = 3

2
and J = 1

2
final state the

absorption signals have ratio of 2. This process gives the opportunity to investigate
the orbital moment of the valence band structure.

As well as for the investigation of the orbital magnetic moment an orbital po-
larized excitation current is necessary, a spin polarized excitation current is needed
to study of spin polarization of the valence band. This spin polarized excitation
current cannot occur from the photon spin electron spin interaction, such a cou-
pling is strictly forbidden by the selection ∆s = 0. In fact for a certain helicity the
excitation probability of electrons in a spin-up or spin-down configuration is linked
to the spin-orbit coupling |l + s| and |l − s| leading to opposite spin polarization for
both levels. Fano calculated an opposite phase shift in the final state wave function
for spin-up and spin-down as a function of the sign of the coupling. This phase shift
creates a different overlap of the initial state with the final state affecting the ab-
sorption probability [103, 114, 115]. Therefore, the phase shift connects the photon
helicity, the sign of the coupling and the spin state to the absorption strength. This
phase shift is inverted between the J = 3

2
and J = 1

2
leading to the opposite spin

polarization for the J = 3
2

and J = 1
2

level. The dichroism contrast of a hypothetical
pure spin polarized valence band is shown in Figure 3.9 (b). Because of the opposite
spin polarization between |l + s| and |l − s| level the dichroism contrast shows a ra-
tio of −2 for both absorption energy levels. In summary, the photon spin influences
via spin-orbit coupling the excitation probability, but not the spin state of the core
level electron itself.

In real systems, spin and orbit polarization occur simultaneously leading to a
superposition of both effects [103]. The resulting dichroism contrast is shown in
Figure 3.9 (c). The loss of the 1:2 or 1:-2 ratio between both levels opens the door
to calculations of both magnetic moments.

In the case of an s core level, there exists no orbital moment. The photon
transfers the spin moment to the orbital momentum of the electron. This creates
an orbital polarized excitation current which can be used to investigate the orbital
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Figure 3.9: (a) shows the principe of an electron excitation by circular polarized light
from the 2 p core level into an orbital-polarized valence band. The similar process
is shown for a spin-polarized valence band in (b). The resulting XMCD contrast
for three hypothetical systems (c) only orbital-polarized valence band, (d) only spin-
polarized and (e) a spin- and orbital-polarized, is drawn on the right hand side.
(graphs (c), (d) and (e) are deducted from [103])

polarization of the valence band. In contrast, there exist no spin-orbit coupling,
which can connect the helicity with the spin state depended absorption probability.
As a consequence, the excitation current is completely spin unpolarized.

So far, the absorption strength was discussed only in terms of the number of
holes in the valence band. However, the absorption also depends on the incident
angle of the photon. The reason is that the photon spin defines a quantization axis
of the excitation current. The magnetization direction of the sample defines the
quantization axis of the valence band. The excitation current is only spin and orbital
polarized with respect to the photon spin i.e., along the incident direction. During
the excitation, the polarization of the electrons is projected onto the quantization
axis of the sample, which is equal to the magnetization direction. For a maximal
XMCD effect, both axes have to be aligned parallel, otherwise the orbital and spin
polarization of the excitation current is projected partly onto the other Cartesian
axes until no XMCD effect can be observed. This is the case if both axes are
perpendicular with respect to each other. In the case of in-plane magnetization, the
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parallel alignment cannot be fulfilled therefore experimentalists use nearly grazing
incident angle between 10◦ and 20◦.

The theoretical description of the absorption process was developed by Thole [81]
and Carra [82], who formulated to the so-called sum rules which connect the absorp-
tion probability for different photon helicities with the spin and orbital momentum
of the sample: ∫

j++j−
dE(µ+ − µ−)∫

j++j−
dE(µ+ + µ− + µ0)

=
1

2

l(l + 1) + 2− c(c+ 1)

l(l + 1)nh
〈Lz〉, (3.16)

∫
j+
dE(µ+ − µ−)− [(c+ 1)/c)]

∫
j−
dE(µ+ − µ−)∫

j++j−
dE(µ+ + µ− + µ0)

=
1

2

l(l + 1) + 2− c(c+ 1)

3cnh
〈Sz〉

+
l(l + 1)[l(l + 1) + 2c(c+ 1) + 4] + 3(c− 1)2(c+ 2)2

6lc(l + 1)nh
〈Tz〉. (3.17)

l and c are the quantum numbers of the orbital momentum of the initial state and
final state, respectively. nh denotes the number of holes in the valence band. The
spectrum of the positive magnetized sample is µ+ and for the negative magnetization
µ−. The function µ0 is the so-called white light spectrum and is defined as µ0 =
(µ− + µ−)/2. The integral intervals are assigned to energy ranges of j+ for |l + s|
and j− for |l − s| marked in Figure 3.10 (a) for the Ni L2,3 absorption edge. The
three terms 〈Lz〉, 〈Sz〉 and 〈Tz〉 are the expectation values of the orbital moment, the
spin moment and the intra-atomic dipole operator, respectively. This description
was developed in an atomic framework. The use of an atomic model even for solids
is justified by the strong localization of the core levels and was tested in a lot of
experiments. These Equations 3.16 and 3.17 allow to calculate the orbital and spin
moment of sample.

As an example, the Ni L2,3 absorption spectra of the Ni(111) for in-plane mag-
netization are shown in Figure 3.10. In this experiment and for all XMCD measure-
ments shown in the presented work, the helicity of the photons was fixed and the
sample magnetization was changed. This is a often used measuring principle. The
sum rules for the L2,3 absorption into the 3 d valence band are:

〈Lz〉 =
2

3

nh
P cos γ

∆A3 + ∆A2

A3 + A2

(3.18)

(3.19)

〈Sz〉 =
1

2

nh
P cos γ

∆A3 − 2∆A2

A3 + A2

− 7

2
〈Tz〉. (3.20)

In order to write the equations more clearly the integrals of general sum rules are
already solved. ∆A3 and ∆A2 represent the integrals of the XMCD contrast which
is defined as the difference in the absorption intensity between both magnetization
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Figure 3.10: (a) shows the typically XMCD absorption spectra of the Ni L2,3 edge for
both photon helicities or both magnetizations. The integral intervals, which are used
in the sum rules are labeled as j+ and j−. The XMCD contrast and the solutions of
the integrals are shown in (b) and (d). (c) shows a principle XMCD experimental
setup.

or both helicities I(M+) − I(M−) (see also Figure 3.10 and Equations 3.19 and
3.20). The indices 2 and 3 mark the spin-orbit split absorption levels, respectively.
The integral of the white light intensity over both absorption regions are noted as
A3 + A2. Stöhr und König pointed out that for the case of 3 d transition metals
the intra-atomic dipole operator T̂ = Ŝ − 3r̂(r̂ · Ŝ) can be neglected [106, 108]. In
Equations 3.19 and 3.20 two new experimental parameters are included. In many
cases, X-ray sources do not deliver 100 % polarized light. Hence P includes the
degree of circular polarization of the light. The projection of the spin polarization
of the excited electrons onto the magnetization axis is noted by the term cos γ with
γ being the angle between both quantization axis.

In case of the C 1 s absorption edge, which was used to investigate the induced
magnetic moments of the graphene layer, the sum-rules are reduced to:

〈Lz〉 =
nh

P cos γ

∆A

A
. (3.21)

An investigation of the spin moment with the sum rules is not possible because l = 0.
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This becomes obvious by the occurrence of l = 0 at denominator of the second term
on the right side in Equation 3.17.

Furthermore, from the selection rules it follows that the transitions from p→ d
and p→ s are contained in the XMCD spectra. However, the p→ d channel is the
dominating channel by a factor of more than 20 [116]. Hence the p→ s channel can
be neglected. This grants experimental access to the occupation of the d-states.

3.3.3 Experimental Setup

What is not described yet is how the absorption strength can be measured, if the final
states exist in vicinity to the Fermi level, the excited electrons can not overwhelming
the work function. The absorption creates a core hole. The recombination of the
core hole occurs partly through the Auger and fluorescence processes [71]. In the
presente work the fluorescence yield of the absorption process was not investigated
hence it is not discussed here. In Auger processes the core hole is recombined by
an electron at low binding energy transferring the energy gain to an electron which
can leave the sample. If the kinetic energy is large enough these electrons can leave
the sample.

All NEXAS experiments were performed at the MAX-LAB Synchrotron Radia-
tion facility at the dipole beamline D1011.

The PEY mode used channeltron uses a retardation potential in order to remove
slow electrons from the absorption signal. These slow electrons included in scattering
processes originate from deeper ranges of the sample. Therefore the PEY is more
surface sensitive compared to the TEY which counts all electrons which leave the
sample.

The PEY detection mode cannot be used in a permanent outer magnetic field.
The Lorenz force influences the electron trajectory which affects the measured ab-
sorption signal. Therefore the samples were measured in remanence. The remanent
magnetic field of a ≈200 Å thick ferromagnetic layer is very weak and can be ne-
glected.

Some general comments: the helicity of the beamline should be fixed in order to
avoid artificial signals. These signals can occur if the photon flux or the degree of the
spin polarization for both helicities is not perfectly equal. The measurement of the
C K edge is always very difficult due to the C impurities in beamline mirrors. These
C impurities on the mirror surface are created via segregate of C atoms contained in
the bulk of the mirror or decomposition of hydrocarbons during beamline operation.
Therefore the beamline creates its own C K edge absorption signal. The use of
reference sample or a Au grid at the end of the beamline, which records the photon
flux after the beamline, is useful.

3.3.4 Data Evaluation in Absorption Measurements

The absorption spectrum of the Ni L2,3 edge shown in Figure 3.11 (a) serves as an
example for the stepwise data treatment; the aim is to obtain the XMCD contrast
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Figure 3.11: A typical raw XAS spectra is shown in (a). This spectra exhibits a
strong decreasing linear back round, which has to be removed. In (a) the linear fit is
drawn as black dashed line. (b) shows the stepwise data treatment. The treatment
starts with normalization of the post-edge signal to one shown by alignment of a two
stepped step-function and ends with the subtraction of the step-function from the
spectra.

spectra as shown in 3.10 (a).
An absorption spectrum of one particular absorption edge often contains a lin-

early decreasing background: A fit of this background is illustrated in Figure 3.11 (a)
as a black dashed line. This background belongs to absorption edges at lower bind-
ing energies and is not related to the chosen absorption edge and has to be removed
from the spectra. This can be done by a linear fit to the pre-edge region as illus-
trated in Figure 3.11 (a). Therefore, it is recommend to extend this part of the
spectra in order to improve the quality of the linear background fit. The data treat-
ment proceeds with the normalization of the spectra to the post-edge region. This
range should be extended as well as the pre-edge region. In this region typically
oscillations of the absorption intensity occur and are used in EXAFS experiments,
another type of absorption experiments [117, 118]. These oscillations originate from
scattering effects of the excited electrons with the neighboring atoms. The spectrum
after normalization is drawn as a blue curve in Figure 3.11 (c). It exhibits a double
step structure which arises from electron excitations into the unoccupied s and p
continuum states [103]. The sum rules are valid only for a particular transition such
as 2 p→ 3 d. Therefore these continuum transition signals have to be removed from
the spectrum. This removal of the continuum transitions is possible because of the
very small contribution of these valence band states to the magnetism. The equation
of the step function is given by

µstep =

(
1− 2

3

1

1 + e
E−EL3

δ

− 1

3

1

1 + e
E−EL2

δ

)
(3.22)

and is drawn as a green curve in Figure 3.22. In this equation EL2 and EL3 represent
the peak positions of the absorption edges. δ reflects the broadening of the edge,
which arises from the temperature broadening and the limited life time of the excited
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state. This parameter is uncertain and has to be fitted to the rise of the curve at the
front side of the absorption resonance. The pre-factors 2

3
and 1

3
take into account

the different occupations of the p3/2 and p1/2 levels. The total heights of the step
function, µstep, has to be aligned to the center of the intensity oscillation in the
post-edge region because of scattering effects which are not related to the spin and
orbital moment. After the subtraction of this step function the data appears in the
shape of the red curve in Figure 3.11 (c). This is the structure of spectra to which
the sum rules are applied.
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Chapter 4

Sample Preparation

This chapter starts with description of the preparation of an atomic clean Ni(111)
surface; then the method used to grow a single and multilayer layer graphene is
explained and closes with the method to intercalate Fe and Al underneath graphene
on Ni(111).

In order to avoid contamination, all samples were prepared in situ. All experi-
mental stations were equipped with an additional preparation chamber. The base
pressure for every measuring and preparation chambers did not exceed 8·10−10 mbar
even for the entire metal deposition procedure.

4.1 Graphene on Ni(111)

4.1.1 Preparation of the Ni(111) Surface

Two different methods were used to prepare an atomically clean Ni surface: first,
epitaxial growth of a thick Ni layer on top of a W(110) crystal, and second a macro-
scopic Ni(111) cleaned by sputtering and annealing. Both methods have been known
for a long time.

Cleaning Procedure of W(110)

The first method of Ni(111) growth on a W crystal as a template to grow Ni in (111)
surface structure uses the fact that Ni, for coverages higher than two monolayers,
grow with (111) surface orientation [119–122]. This preparation starts with cleaning
cycles of the W(110) crystal. In the first step the W(110) crystal is annealed for
1 h up to 1300◦C, such that impurities contained in crystal segregate to the surface.
Subsequently, the crystal is exposed for 1 h at the same temperature to an oxygen
atmosphere of 1 · 10−6 mbar. Figure 4.1 presents the LEED pattern of the crystal
after the O2-treatment where clear additional diffraction spots appear, indicating
the creation of a surface superstructure. In order to obtain a clean W surface the
crystal is then flashed up to 2300◦C for a few seconds. The LEED measurements of
the flashed crystal give a clear pseudohexagonal reflection spot arrangement showing
that oxygen is removed. The cleanliness of the crystal was controlled by XPS; if
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(a) (b)

Figure 4.1: (a) shows the LEED pattern of a highly oxidized W(110) surface at
Ekin = 78 eV of the electrons revealing a pseudo-hexagon because of the slightly
different lattice vectors a and b in the two dimensional surface units cell of the
W bcc. The additional spots arranged in cross-like structure surrounding the main
W(110) reflection spots arise from the oxide layer, which grow in regular domains.
(b) shows the crystal after three flashes. The additional spots of the superstructure
have vanished indicating a clean W(110) surface at Ekin = 91 eV of the electrons.

impurity emission signals were observed, the cleaning procedure was repeat until all
contaminations were removed from the surface.

Preparation of a Clean Ni(111) surface: Epitaxial Grown Thick Ni(111)
Layer or Sputtering of a Macroscopic Ni(111) Crystal

The Ni layer was grown epitaxially on top of a W(110) substrate by depositing a
200 Å thin Ni film via a molecular beam. Subsequently annealing for 3 min up to
300◦C followed by a 5 min cool-down phase to room temperature forms a highly
ordered Ni(111) surface. The post-annealing is a very important step to receive
a highly ordered surface starting a self-ordering process while the cool-down phase
[120]. The self-ordering process is reflected in the improvement of the surface quality
indicated by sharpness of the LEED diffraction spots and the sharpness of valance
band structures as well.

The second method uses a macroscopic Ni(111) crystal. The cleaning procedure
consists of sputtering and annealing cycles. While annealing to temperatures of
1000◦C bulk contaminations segregate on top of the surface, similar to the annealing
step of the W cleaning cycle. The resulting contamination layer was removed by
sputtering with Ar+ ions of a kinetic energy of 2 keV. This cycle ends with an
atomically clean but very rough Ni(111) surface. In order to smoothen the surface,
the crystal was annealed for a short period up to 1000◦C. The surface quality and
cleanliness was controlled by LEED and XPS. If contaminations were observed the
cleaning cycle was repeated.

Both methods are well established and they have been used successfully over
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decades. Sharp diffraction spots occur in the LEED pattern as shown in Figure
4.2 (a).

4.1.2 Growth of Graphene on Top of Ni(111)

(a) (b)

Figure 4.2: LEED pattern of Ni/W(110) measured at Ekin = 85 eV and
graphene/Ni/W(110) . The Ekin of the electrons was ≈100 eV.

The graphene layers were prepared in a CVD process on top of atomically clean
Ni(111) surface. The crystal was heated up to 600◦C for 3 min in order to at-
tain thermal equilibrium. After this preheating, propylene gas up to a pressure
of 1·10−6 mbar was introduced into the preparation chamber for 15 min to 20 min.
Subsequently, heating was stopped and the crystal cooled down to room tempera-
ture under the propylene atmosphere. At lower processing times (less than 10 min)
a partially complete graphene layer was observed indicated by a less intense C 1 s
peak in XPS measurements and weak graphene bands in the ARPES spectra. For
processing times of more than 20 min, no changes were observed, due to the cat-
alytic action of the Ni surface to this reaction and the passivation of the Ni surface
by the graphene layer [123, 124]. This behavior was already observed in graphene
on TaC(111) [125].

The quality of the graphene/Ni(111) sample was verified with LEED, XPS,
ARPES and STM measurements and is discussed in the following chapters. The
occurrence of hexagonally arranged diffraction spots in the LEED pattern, without
any remarkable differences compared to the LEED pattern of graphene/Ni(111),
shows that graphene grows in a (1× 1) structure on top of Ni(111) (see also Figure
4.2 (b)), a threefold symmetry of the reflection spot intensities was observed by
varying the kinetic energy of the electrons in the LEED measurements. The occur-
rence of this threefold symmetry indicates inequivalent chemical environments for
the two C atoms. These differences of the environments influence the diffraction
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Figure 4.3: Preparation steps and STM images of graphene/Ni(111): The upper
part shows the stepwise preparation of a graphene/200 Å Ni/W(110) sample via epi-
taxial growth of Ni followed by a CVD growth of graphene. In the lower part STM
images using different zoom are shown (deduced from [126]).

potential of the graphene surface leading to differences in spot intensity.

In the upper part of Figure 4.3 the preparation steps and the layered structure
of graphene/Ni/W(110) are shown.

4.1.3 Growth of Multilayer Graphene on top of Ni(111)

The preparation of ordered graphene multilayers on Ni(111) is complex and I give
only an overview of the experiences obtained during a long series of preparation
experiments. First, in order to overcome the passivation effect of the first strongly
bound graphene layer, pyridine C5H5N was used as the precursor gas at higher
pressures > 1 · 10−6 mbar. Additionally, a doser positioned 2 cm in front of the
Ni(111) surface was used to guide the gas toward the surface. Therefore the pressure
at the Ni(111) surface can be assumed to be much higher compared to the rest of
the chamber.

In a first series of sample preparations, the influence of the temperature was
studied, starting from 480◦C and heating to 850◦C over a process time of 10 min.
Three temperature regions were found which lead to different graphene growth lay-
ers. For preparation temperatures below 500◦C, the growth was self-limited, similar
to recently published results [127] in which nitrogen containing hydrocarbon precur-
sor gases were also used. In the temperature range from 500◦C to 590◦C, multilayer
graphene structures grow on the surface. For temperatures above 590◦C the growth



4.1 Graphene on Ni(111) 51

stops after growth of a high quality single graphene layer without any remarkable N
content. From the fact that for a temperature above 590◦C the self-limiting growth
arises simultaneously with the loss of any N impurities it can be speculated that the
contained N atoms acts somehow as the starting point for the next layer.

After the preparation of a monolayer graphene with or without N impurities,
subsequent reheating and exposition to a pyrdinic atmosphere did not affect the
monolayer. The growth did not proceed. The reason why it runs only in a one step
process is still unclear.

An influence of the cracking time on the multilayer graphene could not be found.
Based on the knowledge of the growth of single layer graphene, process times longer
than 10 min were chosen. Cracking times for longer times such as 30 min also show
no clear effect on the number of layers.

Difficulties in the preparation of graphene arise from the influence of the pyridin
precursor gas on the vacuum chamber. First of all, pyridin sticks to the walls
of the chamber leading to a long recovery period before the pressure is back in
the 10−10 mbar region. Therefore, the exposure time cannot be clearly defined.
Further, pyridine renders ceramics conductive after ≈ 4 min. This is a problem for
the ion gauges which begin to give false readings, making a controlled preparation
very difficult. This also affects the e−-beam heater, used here to heat sample, to
malfunction.

In summary, a clear preparation method was not found. A more fruitful approach
can be to look for other precursor gases which do not strongly affect the measuring
devices and show the growth of multilayer as well. The experimental setup should
be equipped with a small reactor chamber in order to reduce the pumping volume
leading to a more precise process time. These suggestions together are strongly
advised in order to find controllable preparation methods.

4.1.4 Intercalation of Fe, Al and Au underneath graphene
on top of Ni(111)

The phenomenon of intercalation was intensively investigated in the 1970‘s and 80‘s
in graphite intercalation compounds. It was found that it is possible to intercalate
many elements, even up to entire molecules. These foreign particles are placed well
ordered between the graphite planes. Between which planes the particles are placed
upon intercalation depend strongly on the type of particle [2]. Similar behavior was
observed in the special case of single layer graphene (monolayer graphite) [52, 128–
132]. As in graphite intercalation compounds, the intercalation process for graphene
depends on the foreign particles. It was observed that only one monolayer of Au
intercalates, while Cu intercalates up more than 10 atomic layers [130, 131]. The
mechanism of the intercalation is still under contrary debate. Several scenarios are
favored, the first is that the foreign particles use steps, edges or defects to intercalate
[133]. A further scenario describes the intercalation as an atom exchange.

Another description of the process is supported by the changes of the orien-
tation of the graphene layer indicating a dissolution of the graphene layer in the
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intercalation metal layer followed by a regrowth of the graphene layer on top of the
intercalated layer. In this process a reorientation is easily possible rather than a
rotation of a full graphene sheet during the intercalation process. The intercala-
tion of metals Al, Fe and Au were selected because of their significance for future
electronics. The intercalation of the Fe and Al was performed on graphene/Ni(111)
samples. The intercalation of a Au monolayer underneath multilayer of graphene
was also studied.

For the intercalation of Fe, an 1ML thick Fe layer was deposited on top of
graphene on Ni(111). The pressure during the metal deposition did not exceed
8·10−10 mbar. Subsequently, the sample was annealed up to 300◦C for a period of
10 min. The intercalation process was observed and controlled by changes in the XPS
core-level emission intensity [123]. The increased C 1 s signal intensity accompanied
by a decrease of the Fe core-level signals shows that Fe is intercalated underneath the
graphene layer (see Section 6.1). Based on the Fe stabilization in a (1× 1) structure
no changes occur in LEED images.

In order to intercalate one monolayer underneath graphene on Ni(111), one
atomic layer Al was deposited on top. In Al intercalation experiments, a tem-
perature of 400◦C for a few seconds was found to be a good process parameter. The
intercalation was controlled by LEED, XPS and ARPES measurements (see Section
6.2). Strong changes such as the occurrence of a superstructure in LEED and the re-
stored Dirac-cone in ARPES experiments clearly indicate a successful intercalation
process (see Section 6.1). The challenging difficulty of the Al intercalation process is
the fact that Al can easily dissolve into the Ni bulk. Higher temperatures or longer
annealing periods lead to a completely dissolving of the Al into deeper regions of the
Ni bulk, leading to a fully restoration of the graphene/Ni(111) signature in ARPES
and LEED experiments.

The intercalation of Au was performed on a multilayer of graphene after an-
nealing to 300◦C for 2 min. The graphene layer becomes fully decoupled via Au
intercalation verified in ARPES measurements (see Chapter 7). The detailed dis-
cussion of the control of the intercalation process is presented in the respective
chapter.



Chapter 5

Electronic Structure of Graphene
on Ni(111)

In this chapter the results of experimental and theoretical investigation of the
graphene/Ni(111) system are presented and discussed from the aspects of funda-
mental research and possible future applications. Graphene on Ni(111) is an in-
teresting system in the field of graphene research. The unique conditions in this
system are the good lattice fit of the graphene adlayer to the Ni(111) surface and
the strong interaction between the ferromagnetic 3 d bands of the Ni substrate and
the graphene π system.

5.1 Crystallographic Structure

The prepared graphene layer was structurally characterized by LEED measurements.
For comparison of the pure Ni and the graphene/Ni(111) system, both LEED im-
ages are presented in Figure 5.1 (a) and (b), respectively. These measurements
show, in the case of graphene/Ni(111), a hexagonal diffraction spot arrangement
with the same dimension and orientation as the atomically clean Ni(111) surface.
This implies that graphene grows in an (1×1) structure on top of Ni(111). The
possibility to grow in this structure arises from the very good lattice match between
a graphene layer and the Ni(111) surface. The difference between the lattice con-
stant of graphene and Ni(111) is only ≈1.3 % [16, 134, 135]. The earlier published
STM results [126], shown in Figure 5.1 (d) and (e), clarify that graphene stays as
a flat layer on top of Ni(111), in contrast to systems such as graphene/Ir(111) or
graphene/Rh(111) where the lattice mismatch leads to a buckled graphene top layer
[16, 55, 60, 132, 136]. Starting from the lattice match between graphene and Ni(111)
several crystallographic arrangements of the (1×1) structure are possible. In the lit-
erature, the widely accepted structure of graphene/Ni(111) has the carbon atoms
arranged in the so-called top -fcc configuration on Ni(111), shown in Figure 5.1 (c)
[67, 134, 137]. In this arrangement, one sublattice is on top of the Ni atoms, labeled
as Ctop, the other sublattice is on the fcc hollow site above the Ni(111) atom of the
third Ni layer, labeled as Cfcc. This structure model is supported by the contrast in
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Figure 5.1: The LEED spots for the graphene/Ni(111) surface (b) appear in exactly
the same arrangement compare to the clean Ni(111) (a). The favored structure model
is presents in (c). In STM images (d) and (e) no superstructure can be observed.

the STM results presented in Figure 5.1 (e).

In the STM data the contrast differs between two atoms of the graphene unit
cell, suggesting non-equivalent positions of both C atoms over the Ni(111) surface.
Further, a three-fold symmetry of the diffraction spot intensity is observed in LEED
measurements when varying the kinetic energy, also supporting the idea that dif-
ferent positions are occupied by the two C atoms in one unit cell as well. A small
displacement of 0.005 Å in the height between both C atoms in one unit cell was re-
ported in LEED intensity measurements at an early stage [137]. This displacement in
the height between the non-equivalent C atoms is in good agreement with the results
of DFT calculations, presented in Section 5.6. These calculations give a distance
between the first Ni layer and the C atom of 2.145 Å in case of the Ctop atom and
2.146 Å in case of the Cfcc atom. This distance much is smaller than the interlayer
distance in graphite (dz = 3.37 Å [1]); indicating a stronger interaction between the
graphene and Ni compared to the weak interlayer interaction in graphite.

5.2 Core Level Spectroscopy

The XPS core level spectra of graphene/Ni(111) are presented in Figure 5.2. All
features in the overview spectrum can be assigned to the graphene on Ni(111) system
and the W(110) substrate. The C 1 s peak consists of a single component and
appears at 284.7 eV binding energy, in good agreement with earlier published results
[123, 138]. In the overview spectra no contamination signals are visible. The absence
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Figure 5.2: Core level and overview spectra of graphene/Ni(111) taken at 450,eV
photon energy: (a) shows overview spectrum spectra of graphene on Ni(111). Di-
agrams (b) and (c) show the C 1 s and the Ni 3 p peak measured with a higher
resolution.
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of additional components of the C 1 s emission peak is sign of the cleanliness as
well. The occurrence of several components would indicate that C atoms exist in
different chemical environments reflected by a chemical core level shift. The C 1 s
and Ni 3 p emission spectra, shown in Figure 5.2 (b) and (c), respectively, were
measured with higher resolution. A frequently observed small peak in XPS spectra
of graphene/Ni(111) at 284 eV is not visible. This peak can be assigned to a Ni
carbide phase [139]. The absence of this peak is thus a sign of the high quality of
our films.

The doublet structure at 31.5 eV and 33.7 eV binding energy belongs to the W
4 f level [92]. Based on the high photon energy and the large amount of W bulk
underneath the graphene/Ni(111) sandwich layer this core-level is still visible. It
shows that the thickness of the Ni layer was overestimated or the Ni film is broken
during the cracking procedure. In ARPES spectra no W(110) valence band features
are visible indicating that if the Ni is broken it happened only at rear places.

5.3 ARPES Results

The ARPES spectra, shown in Figure 5.3, were measured at a photon energy of
65 eV. This photon energy was found to yield an optimal ratio between the graphene
π and the Ni 3 d states cross sections [92].

In this data the valence band structure of graphene/Ni(111) appears strongly
modified compared to the band structure of free-standing graphene [13, 15]. Around
the Γ point the parabola-like π band appears at 10.3 eV binding energy, a shift
of 2.4 eV downwards to high binding energies. Near the K point the π band does
not reach the Fermi level as known from free-standing graphene occurring at 2.8 eV
binding energy [140]. Above 2.8 eV, a triangular shape intensity structure with a
clear minimum at the center is visible (see also Figure 5.5). Two sides of the triangle
are the continuation of the π band. The horizontal side of triangle belongs to the
3 d Ni states which occur between 2.5 eV and EF. The σ1,2 bands are hardly visible
at the Γ point below 4.5 eV. The weakness of the emission intensity of these states
follows from the small cross sections of the photoemission process of these states in
the first Brillouin zone [141]. In contrast to the π band, which becomes distorted
around the K point, the σ bands appear similar as in free-standing graphene, but are
rigidly shifted to higher binding energies, by about 1 eV. The experimental results in
Figure 5.3 (a) for the graphene/Ni(111) system are in very good agreement with the
previously published experimental and theoretical data [126, 129, 130, 134, 142, 143].
The observed differences in changes between the π and σ states indicate that the
interaction between the graphene and Ni(111) is mainly restricted to the graphene
π band and the 3 d Ni states.

The varying extent regarding the changes in shift and line shape of the π and
the σ bands can be explained by the different strengths of the interaction with
the electron system of the Ni substrate. The main reason for this is the different
orientation of the molecular orbitals from which the π and the σ states originate. The
σ bands arise from the overlap of the the sp2 hybridized C 2 s, 2 px and 2 py orbitals.
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Figure 5.3: ARPES spectra of graphene on Ni(111) taken at photon energy of
hν=65 eV. (a) shows a band map through the Brillouin zone along the high symmetry
axis Γ-K-M-Γ. (b) presents a waterfal plot along the Γ-K direction.
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Figure 5.4: Schematic overview of orbital interactions. (a) Two states with energies
ε0 and ε1 interact. The mixed state e has a smaller energy compared to the single
states ε1 and ε0. The ratio between A and B is defined by the energy difference
E(ε1) − E(ε0). In a band situation this is reflected in (b) by the repulsion of bands
near the former crossing point. (dashed lines), which leads to a new dispersion (solid
lines). In the case of Ni(111) three different 3 d electron states (dxz, dyz and dz2) can
participate in an interaction with the graphene π states presented in (c). The π band
crosses the three Ni states at the Brillouin zone border which leads to a mirror-like
behavior shown in (d). In (e) a hypothetical Fermi level is added.

These hybridized orbitals are directed to the neighboring C atoms (see Figure 2.2).
Hence, the σ electron system lies in the plane of the graphene layer. This in-plane
orientation leads to a very small overlap of the σ state wave functions with the Ni
3 d state wave functions in real space. The π band originates from the overlap of the
pz orbitals which are orientated out-of-plane with respect to the graphene layer [138,
142, 144]. A detailed discussion of the orientation follows in Section 5.4 below. This
out-of-plane orientation leads to a remarkable real-space overlap of the π electron
system with the electron system of the Ni substrate. Similar to the π and σ bands,
the Ni 3 d bands only participate strongly in the interaction if the original d orbitals
have a z-component, such as dxz, dyz and dz2 .

The interaction of the Ni(111) substrate with the σ states is restricted to a
downwards shift, indicating an n-doping of the graphene layer. This is consistent
with a core level shift of about 100 meV of the C 1 s to smaller binding energies,
originating from the higher electron negativity of C compared to Ni [145]. This
n-doping affects the π states as well.

However, the π states are shifted further by about 1.4 eV and occur in a distorted
line shape at the K point, a fact that cannot appears from a doping effect. These
additional changes can be assigned to a strong hybridization between the π states
and the Ni 3 d.
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Let us briefly sketch the principles of the band hybridization in a simplified
schematic picture.

If two states with different energies ε0 and ε1, as shown in Figure 5.4 (a) become
occupied by a single particle classical physics would places by 100 % the particle into
the state at smaller energy.

Quantum theory uses the concept of expectation values and the probability of
finding to define a particle at one or several states. In the example in Figure 5.4 (a)
quantum theory would places partly in both states, because of the energy uncer-
tainty principle and the energy gain from the quantum statistic. The resulting wave
function occurs as a superposition e = Aε1 − Bε0 of both single states. The ratio
A/B is defined by the energy difference E(ε1) − E(ε0). An increase of the energy
difference would increase the amplitudes of state at lower energy. In the case of
the states have the same energy the particle exists by half and half in both states.
Because of the superposition the resulting states have characters of both original
states such as π or d character in the graphene on Ni(111). Therefore this effect
is called hybridization. A further requirements for a strong hybridization is a sig-
nificant real space overlap which requires the equivalence of the symmetry of the
original electron systems.

In the next paragraphs the concept of hybridization will be applied to the
graphene/Ni(111) band structure. The 3 d bands of Ni occur in an energy region
between the Fermi level and 3 eV binding energy. Three bands originate from dxz,
dyz and dz2 states and exhibit a significant real space overlap with the graphene π
states. The lattice match between the graphene and the Ni(111) surface ensures the
equivalence of periodicity supporting the real space overlap further. Therefore these
three 3 d bands can hybridize with π states.

Special attention has to be paid to the situation at the Brillouin zone border
around the K point, because the π and 3 d states have similar binding energies
here. In other regions such as around the Γ point the 3 d and the π states are well
separated. As a consequence, hybridization effects can only occur around the K
point. The Brillouin zone border acts as a mirror plane as shown in Figure 5.4 (e).

This model reproduces well the π band structure at the K point observed in the
ARPES experiment. The hybridized π and Ni 3 d bands together with unaffected
Ni 3 d bands reproduce the triangular shaped intensity. In this model two new
hybridization states appears in the band gap between π and π∗. In the region of
the superposition between the π states and Ni 3 d, the resulting wave functions have
mixed character from electronic π and 3 d states supported strongly by the DFT
calculation results discussed below.

A hint of the strength of the character mixture between π states and 3 d states
is obtained from constant energy cuts above and below 2.8 eV binding energy, at
which the π band touches the 3 d Ni bands. The constant energy cut at 2.5 eV
binding energy through the triangular hybridization structure is shown in Figure
5.5 (b). The hybridized bands possess mainly 3 d character at this energy. This
becomes obvious from the intensity paths along the Γ-K and K-M-K directions,
starting at the K point, Figure 5.5 (b). If the hybridized bands at 2.5 eV were a
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Figure 5.5: ARPES spectra of graphene/Ni(111) presented in (a), (b) and (c)
measured at a photon energy of 65 eV: (a) and (c) are cuts through the K points
along and perpendicular to the Γ-K direction. (b) shows a constant energy cut at
2.5 eV binding energy. The 3 d Ni bands which are related to hybridization can be
clearly seen. (d) gives a top view scheme of the Brillouin zone. Orange dashed lines
marks the direction of the 3 d bands which contribute to the hybridized states.

strong mixture of π and d character or mainly π character, a triangular or circular
intensity distribution centered at the K point would be expected, similar to π∗ band
in free standing graphene.

Below 3.1 eV binding energy the graphene π band appears with pure π character
(see also Figure 5.6 (a)). From this we can conclude that in this energy range, the
hybridized bands are created by the pz orbitals. The range containing a mixture of
both d and π characters is restricted to an energy window of less than 600 meV.

However, the question of the exact band gap size between π and π∗ cannot be
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Figure 5.6: (a) and (c) constant energy cuts of graphene/Ni(111) at 4 eV binding
energy and the Fermi level, respectively: In the Fermi energy cut at the M points
bright ranges appear that show less intensive regions. (b) and (d) show the Fermi
surface density of the bulk Ni projected on the (111) surface [12, 67].(figures (b) and
(d) deduced from [67])

answered by these experimental data. In the spectra in Figure 5.3 (a) and Figure
5.6 (a), a strong intensity close to the Fermi edge appears near the K point. This
could be related to the lowest states of the π∗ band. However, calculations also show
an increased density of the minority 3 d Ni states [12, 67]. Furthermore, a superposi-
tion of photoelectron intensity of different states can be assumed in this range. The
answer about the originating states’ character is not given by experimental results.
Finally a the lower limit of gap size as 2.6 eV can be concluded.

Note, however, that in a recent paper by Varykhalov et. al an interpretation of
the photoemission intensity from graphene on Ni(111) and Co(0001) in this region
is given which proposes that no gap appears at all at the K point; in other words,
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the crossing of the bands in Figures 5.5 (a) and (c) is interpreted as a Dirac cone
of the π band. Therefore they used a strong doping to explain the downwards shift
of the Dirac cone by 2.8 eV. From my point of view this explanation is not valid,
because it contradicts the small shift of the σ states. At present the debate on the
correct interpretation of these features is still going on.

The intensity behavior of the π band supports the model of the crystallographic
structure from Section 5.1. The observation that the π band vanishes in the second
Brillouin zone was explained by Shirley et al. in 1995 [141] as a destructive interfer-
ence of two electrons emitted from different sublattices. The occurrence of a weak
intense π band in the second Brillouin zone indicates an asymmetric potential of
the two sublattices. In graphene/Ni(111) all C atoms of one sublattice are located
on top of the Ni atoms and all C atoms of the other sublattice are on a fcc hollow
site as shown in Figure 5.1 (see also [134, 144]). This difference in the position for
all atoms of one sublattice compared to all atoms of the other one leads to a strictly
different potential for these sublattices. From this, the final state wave function of
electrons from one sublattice becomes slightly changed with respect to the final state
wave function of the emitted electrons from the other one. Therefore, the condition
of destructive interferences is not exactly fulfilled. Such a behavior has already been
observed in graphene/SiC samples [146].

Figure 5.6 (c) shows a constant energy cut of graphene on Ni(111) at the Fermi
level. In comparison with theoretical spin-resolved bands, projected onto the (111)
surface the increased intensity at the K points and the hexagonal structure at the
inner part of the first Brillouin zone can be assigned to the minority spin states of
the Ni(111).

5.4 X-Ray Absorption Spectroscopy

In order to study the graphene orbital orientation at the graphene/Ni(111) interface,
linearly polarized light was used and the sample orientation relative to the x-ray wave
vector was varied [102]. Moreover, the detection mode was chosen as PEY because it
is more sensitive to the interface compared with TEY. The C 1 s NEXAFS spectra of
the graphene/Ni(111) system were measured as a function of the angle α between the
direction of the incoming linearly polarized light and the surface of the sample, i.e.,
between the electrical vector of the light and the sample normal as shown in the inset
in Figure 5.7. The NEXAFS spectra of a graphite crystal measured at 30◦ and 90◦

are shown in the upper part of the figure and are used as a reference (the spectra
were taken from [147]). Spectral features observed in the photon energy regions
from 283 eV to 289 eV and from 289 eV to 315 eV are ascribed to C 1 s → π∗ and
C 1 s → σ∗ transitions, respectively. The NEXAFS spectra of graphite could only
be explained by assumption of a poor core-hole screening and excitonic effects [148–
152]. Following from the similar line shape of the C 1 s absorption edge for graphene
on Ni(111) it can be concluded that the same processes occur. In the case of the
graphene/Ni(111) system, the NEXAFS C 1 s→ π∗ ,σ∗ spectra show considerable
changes compared with the graphite spectra, indicating a strong chemisorption. The
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Figure 5.7: Series of NEXAFS spectra of graphene/Ni(111) for varied angles start-
ing from 10 ◦ to 90 ◦: The NEXAFS spectra of graphite, deducted from [147], in the
upper part serve as a reference. In relation to the XAS spectra of graphite, the XAS
spectra of graphene/Ni(111) can be separated into two photon energy regions with
a opposite angle dependence. The first region, dark gray shaded, from 283 eV to
289 eV is assigned to the π∗ resonance of graphene, while the second region, bright
gray shaded, is assigned to the σ∗ resonance. Moreover, both resonances shows con-
siderable changes compared to the XAS spectra of graphite that indicates a strong
interaction to the Ni substrate.

small shoulder visible in the NEXAFS spectra at 283.7 eV photon energy can be
associated with the excitation of electrons from the C 1 s level of the C atoms which
stay in the carbidic phase. Since this feature does not demonstrate any dichroic
signal (see Section 5.8) it will not be discussed any further.

In contrast to the NEXAFS spectra of graphite a double peak structure occur
in the π∗ resonance region at 285.5 and 287.1 eV photon energy. These peaks
can be analyzed by DFT calculation, shown in Section 5.6, and recently published
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calculations of the C K -edge electron energy loss spectra for the graphene/Ni(111)
interface [134]. Both calculations shows the creation of several interface states I1−5

(see also Table 5.1 and Figure 5.9). I3,4 occur in the energy region from 0.12 eV to
0.55 eV above the Fermi level, therefore the absorption signal at 285.1 eV photon
energy can be assigned to a C 1 s → I3,4 transition. These states are created by C
pz−Ni 3 d hybridization. The absorption signal at 287.1 eV photon energy can be
assigned to a C 1 s→ I5 transition. This state I5 occur 3.2 eV above the Fermi level
and originates to hybridization between the C pz and the Ni sp, 3 d states.

After the assignment of the main features to their origins, it is possible to analyzes
the orientation of the originating orbitals. The angular dependence separates the
NEXAFS spectra into two regions, the C 1 s transition into the π∗ and σ∗ states.
Both regions show a reverse light incident angular dependence. The C 1 s → σ∗

transition has a clear maximum at α = 90◦. In this configuration, the electric
light vector is parallel to the graphene layer, hence, all σ orbitals are oriented in-
plane. In contrast, the spectral features from 1 s→ π∗ and interface states will have
a maximum if the electric light vector is pointing out-of-plane. Therefore, it can
be concluded that all pz driven orbitals are oriented out-of plane with respect to
graphene.

In summary, several interface states were identified investigating the excitation
from the C 1 s core-level into unoccupied states above the Fermi level with angular
dependence. A further result is the orientation of the π electron system out-of-plane
in contrast to the σ electron system which stays in plane. These results support
the clear separation of the interaction between the two different graphene electron
π and σ systems to the Ni substrate.

5.5 X-Ray Magnetic Circular Dichroism

XMCD spectroscopy of the C K and Ni L2,3 edge was used to investigate the mag-
netic interactions between the graphene and the ferromagnetic substrate Ni(111),
the results are shown in Figure 5.8. Based on the sum-rules the spin and orbital
momentum of Ni were calculated as µS = 0.69µB and µL = 0.07µB, respectively,
from the Ni L2,3 TEY XAS spectra. These values are in very good agreement with
previously published Ni bulk values [153, 154] as well as with the spin-magnetic
moment (µs = 0.67µB) calculated for the graphene/Ni(111) system [134].

Figure 5.8 (b) shows the dichroic signal at the C K edge. This signal shows
unambiguously that Ni induces a magnetic moment in the graphene layer. In order
to increase the measured magnetic contrast at the 1 s→ π∗ absorption edge, thiese
XMCD spectra were collected in the PEY mode at an angle α = 20◦. The observed
difference in the NEXAFS spectra collected at this angle in Figures 5.7 and 5.8 is
based on the different polarization of the light as follows: it is linearly polarized in
Figure 5.7, revealing strong angular dependence of absorption due to the different
orbital orientation in graphene, and circularly polarized in Figure 5.8 where both
1 s→ π∗ and 1 s→ σ∗ transitions are nearly equivalent. The C K XMCD spectra
show that the major magnetic response occurs in the transitions of the 1 s electron
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Figure 5.8: Absorption spectra for circular polarized light are shown of
graphene/Ni(111): The upper left panel shows the Ni L2,3 absorption signal for dif-
ferent magnetizations. In case of the C K edge this XMCD contrast, presented in
the right panel, is ≈ 30 times smaller compared to the Ni contrast.

into the π∗ states, while transitions into the σ∗ states yield practically no magnetic
signal, indicating that only the C pz orbitals which hybridize with the Ni 3 d bands
are spin-polarized. The sharp structure at the 1 s→ π∗ absorption edge originates
from the hybridization between C pz with Ni 3 d and between C pz with Ni px, py
3 d states (see earlier discussion in Section 5.3 and [134]).

At the C K edge, transitions occur from non-spin-orbit-split 1 s initial states to
2 p final states. Thus, the corresponding dichroic signal can only provide information
about the orbital moment [81, 82]. Regarding the negative sign of the XMCD signal,
it can be concluded that the average orbital moment of carbon atoms, i.e., averaged
over all carbon positions in the graphene layer, is aligned parallel to both, the spin
and orbital moments of the nickel layer. Unfortunately, the orientation of individual
spin and orbital moments of both Ni and C at different sites cannot be determined
by the experimental XMCD data, because the absorption probability is measured
simultaneously of all atoms.

At this point of the analysis, one may ask for a quantitative value of the induced
magnetic moment per C atom. However, due to the impossibility to extract the
spin magnetic moment from the K edge XMCD spectra, a comparison with similar
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systems may permit an estimation. Ferromagnetism of carbon in Fe/C multilayers
was demonstrated and a magnetic moment of 0.05µB was measured [155]. In these
Fe/C multilayers, magnetism was shown to be related to the hybridization of the Fe
3 d orbitals and C pz orbitals exactly like in the case of graphene/Ni(111). In addi-
tion, induced magnetism in carbon nanotubes in contact with a flat ferromagnetic
Co substrate was demonstrated and a spin transfer of 0.1µB per carbon atom was
deduced [156]. Considering these analogous systems, the induced magnetic moment
for graphene on Ni(111) is estimated to be in the range of 0.05-0.1µB per carbon
atom.

5.6 Comparison of Experimental Results with DFT

Calculations for the Graphene/Ni(111) Sys-

tem

The DFT calculations were performed by Dr. Elena Voloshina (FU Berlin) pro-
viding theoretical support of graphene/Ni(111) and graphene/ Ni(111) studies in-
cluding intercalants. In DFT studies, the electronic and structural properties of the
graphene-substrate system are obtained using the Perdew-Burke-Ernzerhof (PBE)
functional [157]. For solving the resulting Kohn-Sham equation the Vienna Ab ini-
tio Simulation Package (VASP)[158, 159] with the projector augmented wave basis
sets [160] was used. The plane-wave kinetic energy cut-off was set to 500 eV. The
supercell applied to model the graphene-metal interface was constructed from a slab
of 13 layers of metal atoms with a graphene sheet adsorbed at both sides and a
vacuum region of approximately 14 Å. In optimizing the geometry, the positions
(z-coordinates) of the carbon atoms as well as those of the top two layers of metal
atoms were allowed to relax. In the total energy calculations and during the struc-
tural relaxations the k-meshes for sampling the supercell Brillouin zone are chosen
to be as dense as 24×24 and 12×12, respectively. The results of the spin and orbital
resolved calculations are shown in Figure 5.9.

Similar to the ARPES results, the DFT calculation exhibits strong changes be-
tween the band structure of free-standing graphene and graphene/Ni(111). A shift
by ≈ 2.4 eV to higher binding energies occurs for the π states around the Γ point.
Simultaneously, a large band gap of ≈ 3 eV opens between the π and π∗ and fully
distorts the Dirac cone. In this band gap several new interface states appear, la-
beled as I1−4 in Figure 5.9. I1−4 are located around the K point below or close to
the Fermi level. The localization below the Fermi level leads to a partly occupation.
Further, an interface state I5 appears at 3 eV above the Fermi energy around the M
point. This interface state is the origin of the second absorption signature in NEX-
AFS spectra at 287.1 eV photon energy (see Figure 5.7). Thus this interface state
exists far away from the Fermi energy and is not relevant for the physical bonding
mechanism and transport effects.

The interface states I1 appears around 3 eV binding energy and can be interpreted
as the π character content of the in that range mainly d created hybridization bands.
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binding energy (eV)
state

spin ↑ spin ↓

I5 −3.20 −3.32

I4 −0.12 −0.55

I3 0.28 −0.16

I2 2.28 1.93

I1 3.27 2.93

Table 5.1: This table summarizes the binding energies of the spin resolved interface
states in the graphene/Ni(111).

The π content vanishes towards lower binding energies. This interface states belongs
to the on-top sublattice of the graphene layer and are fully occupied for both spin
species. The new interface state I2 exists in the middle of the band gap of the
graphene π band structure and belongs to the Cfcc sublattice. Both interface states
I1,2 are fully occupied because they occur below the Fermi level.

The most interesting hybridization effect is the occurrence of interface states I3 at
the Fermi level affecting transport phenomena and induced magnetic moment. This
state has different binding energies for the spin-up states I↑3 and spin-down states
I↓3. This energy difference becomes relevant because of the difference in occupation.
I↑3 is centered at 400 meV binding energy and nearly fully occupied. The fact that
this state belongs to the spin up states means that the resulting magnetic moment
is aligned parallel to the magnetic moment of Ni(111) substrate. In contrast to
the occupation of the I↑3 interface state, I↓3 is nearly empty because of the centering
above the Fermi level at 100 meV binding energy (see Figures 5.9). Therefore, the
magnetic moment of the interface I↓3 can not compensate the magnetic moment of
I↑3. Finally, a net magnetic moment is proposed from the DFT calculation aligned
parallel to the magnetic moment of the Ni substrate. This prediction of an induced
magnetic moment to the graphene π states is very well demonstrated in XCMD
experiments, presented in Section 5.8.

In summary, the DFT calculations show a strong distortion of the π band which
leads to gap opening of several eV. In this gap, new interface states emerge, orig-
inating from different sublattices. In the ARPES spectra, the observed n-doping
is realized by the occupation of the interface states I1−3 and stops with the partly
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filled I↑3 and I↓3. A difference in the occupation magnitude of I↑3 and I↓3 explains an
induced net magnetic moment to the graphene π states.

5.7 Discussion

The aim of this section is to summarize the results of the graphene/Ni(111) ex-
periments and calculations, to arrive at a complete picture of the electronic band
structure. While the absorption of graphene on Ni(111), several effects occur simul-
taneously complicating a description of the binding mechanism.

As explained in Section 5.1, one of sublattices is located on top of the Ni surface
atoms and the other one on the fcc hollow site. An asymmetric potential arise from
the different absorption sites of both sublattices creating a band gap at the K point
between the π and the π∗ band [161–163]. By affecting the photoemission final states
of different sublattices reversely the asymmetric potential leads to the lost of the
destructive interference from the emitted electrons from different sublattices in the
second Brillouin zone [141]. In 2007 Bostwick et al. found a relation to assign the
π band intensity ration between the first and the second Brillouin zone to a certain
band gap size [146]. In the case of graphene/Ni(111) follows a energy gap size of
about ∆E = 600 meV what cannot be observed. The occurring band gap is at least
2.6 eV as the energy difference between the π band and the strong intensity at Fermi
level around the K point. Therefore this asymmetric potential can not be the reason
for the full size of the observed gap.

A further effect influencing the graphene band structure strongly is the hybridiza-
tion of the π states with the Ni 3 d states. These electron systems have a significant
real space overlap. Around the Γ point at the center of Brillouin zone the π states
energetically fare away from the 3 d states bound up to 10 eV binding energy. This
changes along Γ-K direction. Around the K point the π band touches the 3 d Ni
bands and strong hybridization effects can be observed.

In the XPS spectra the C 1 s emission intensity occurs shifted to smaller binding
energies, indicating an n-doping of the graphene layer consistent with the rigid shift
of σ states to higher binding energies. Because of the strong downwards shift of
the σ states by of 1 eV, a strong core level shift can be expected. The reason, why
the C 1 s core level is shifted only by about 100 meV, is the energetic separation of
interface states. If the doping level reaches the next higher interface state the Fermi
level jumps by several hundred meV accompanied by only a small charge transfer.
Therefore a small charge transfer leads to a large sift of the Fermi level.

DFT calculations clearly show that this n-doping proceeds from the occupation
of the new interface states I1−3 in the band gap region between the π and the π∗

bands. In Figure 5.10, the DFT results are plotted on top of the ARPES spectra,
thereby the calculated band structure is aligned to the graphene π band and the
graphene/Ni(111) hybridization structure. A misfit of the Fermi energies appears
from theory and experiment by 150 meV. This can be explained by the limited
number of layers, which was used in the DFT calculations and the van der Waals
interaction which was not considered in calculations. Later calculations for the
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graphene/Al/Ni(111) system take this interaction into account leading to better
fit of the theoretical and experimental Fermi levels (see Figure 6.14). The interface
state I2 fits very well to a prior unidentified intensity structure at the K point around
2 eV binding energy.

Furthermore the DFT calculation propose an interface state at the M point at
4 eV above the Fermi level. This interface state was found in NEXAFS spectra as a
second component at the C 1 s→ π∗ absorption signal.
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Figure 5.10: This graphic depicts the theoretical results projected on top of the
ARPES emission spectra of graphene on Ni(111). Concerning the DFT calculations,
the dot size marks the strength of the p character. The green and the orange dots
represent the majority and minority band structure, respectively.

The XMCD measurements show a considerable induced magnetic moment on
the graphene. This effect is explained by the partial occupation of the majority
interface state I↑3 and minority interface state I↓3 appearing very close to the Fermi
level. From the fact that the measured magnetic moment is aligned parallel to the
magnetic moment of the Ni layer, it can be concluded that the occupation of the
I↑3 dominates the occupation of both interface states, confirming the results of the
calculation, showing that the I↑3 emerge at higher binding energies. Furthermore, in
the projection of the DFT calculations on top of the APRES spectra using the π
band structure as a reference, the interface I↑3 occurs almost below the experimental
located Fermi level, in contrast to I↓3, which occurs almost unoccupied in comparison
to experimental Fermi energy.

All in all, what happens while the graphene grows on top of Ni(111)? The π
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electron system overlaps with the 3 d states of the Ni substrate. This leads to a band
gap opening because of the no-crossing rule of interacting bands. The absorption
of the graphene layer on Ni(111) creates five new interface states, which belongs to
the graphene and the Ni electron system. The difference of the electron negativity
generates an n-doping by the occupation from the interface states I1−3 and stops
with the partly filled I↑3 and I↓3. This charge transfer from Ni to graphene affects a
chemical shift of the C 1 s core-level to smaller binding energy. Further, a magnetic
moment arises via different occupation magnitudes of I↑3 and I↓3, which are populated
by different spin species. Hence, the spin magnetic moments do not compensate each
other and ends in a XMCD contrast in absorption experiments.

One of the favorite application for the system graphene/Ni(111) is to realize a
spin filter device suggested by Karpan et al. [12, 67], which principles are described
in Section 2.3.2. In that model used by Karpan, the band structure of free-standing
graphene was assumed. The suggested spin filter is based on the meeting of the spin
minority Ni 3 d with graphene Dirac cone at Fermi level around the K point. That
assumption fails in reality because of a huge gap appearing between the π and π∗

bands. Close to the Fermi level, two new interface states occur around the K point.
If the interface states are not completely occupied, they can participate in transport
processes. Comparing the DFT and ARPES results, mainly the I↑3 majority spin
states of graphene are partly occupied as supported by the XMCD data. In this
case the spin selection at K point runs with the opposite spin species as proposed
by Karpan. The transport process in the Brillouin zone is located at the K point.
Therefore, the first graphene layer acts as a majority-spin injector.

The goal of future experiments should be to control the occupation of the I↑3, I↓3,
and π∗ states. Both interface states are occupied by opposite spin species. For varied
doping levels, it should be possible to tune the degree of spin polarization of the
graphene band structure at the Fermi level. If both interface states are completely
occupied, it would be possible to shift the π∗ band to the Fermi level with further
n-doping. In that case, the conditions of Karpan’s assumed model are similar and
the graphene/Ni(111) interface acts as a minority injector.
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Chapter 6

Intercalation of metals Fe and Al
underneath graphene on Ni(111)

6.1 Intercalation of Fe

Thin layers of Fe have attracted the interests of scientist for a long time due to
the occurrence of magnetic shape anisotropy and crystallographic structure effects
and, more importantly, because of the role they play in the giant magnetoresistive
effect (GMR), for the discovery of which Grünberg and Fert received the Nobel
Prize in Physics in 2007 [65, 66] and, more importantly, in the field of magneto
nanostructure research [164]. Magnetic anisotropy describes the different amount of
work necessary to magnetize a sample in a specific direction. This effect relates to the
crystallographic structure and the shape of the sample. If a sample has a very small
size in one or two dimensions, it is easier to magnetize the sample along the large-
sized dimension; this effect is called shape anisotropy, a very important property in
thin layers. Thin Fe films grown on Ni(111) and on Cu(111) appear to grow in the
fcc γ-phase structure, in contrast to bulk Fe which occurs in the bcc structure [165],
the substrate imprinting its structure to the film, as it were. As a consequence of
the shape anisotropy and the crystallographic structure in the thickness range from
1 - 4 ML, Fe shows a ferromagnetic behavior and is non-ferromagnetic in the range
from 4 - 11 ML [166–173].

Fe exhibits an increased magnetic moment of the 3 d states compared to Ni, which
is likely to influence the induced magnetic moment of the graphene layer discussed
in Chapter 5. If graphene is used as a protection layer in order to passivate the
surface of ferromagnetic metals [123, 124] in future electronic devices, a deeper
understanding of magnetic coupling is required. Furthermore, to intercalate Fe
underneath graphene is a simple way to prepare a graphene/Fe interface (the growth
of graphene on Fe(100) was recently demonstrated [174]). Fe films may also be used
to implement the spin filter action in graphene devices discussed in detail above.
The intercalation of Fe films underneath graphene is also interesting from another
point of view. In Fe films deposited on a substrate, many structures of interest are
metastable-island growth may have the upper hand over layer-by-layer growth, a
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thin film deposited under non-equilibrium conditions may break up upon annealing,
etc. . Such processes might be avoided by a protective graphene film which acts as
a surfactant or stabilizing agent for higher coverages.

The Fe intercalant is supposed to be a perturbation of the pristine graphene on
Ni(111) system. Therefore the system graphene/Fe/Ni(111) must be discussed in
relation to the graphene/Ni(111) system.

6.1.1 Crystallographic Structure and Stabilization of Fe in
the γ-fcc Phase

Figure 6.1 shows the LEED images of (a) graphene/Ni(111) and (b) graphene on
1 ML Fe(111)/Ni(111). The absence of any remarkable changes, except for a consid-
erable sharpening of the diffraction spots, demonstrates that Fe is intercalated in a
(1× 1) structure underneath graphene. After intercalation the three-fold symmetry
of the system is preserved as deduced from the LEED pattern. Considering the pos-
sible crystallographic structures, Fe atoms below the graphene layer can be placed
either in the fcc or in the hcp hollow sites above the Ni(111) surface. According
to the symmetry of the system obtained after Fe intercalation (also confirmed by
DFT calculations discussed in Section 6.1.5), the two most energetically favorable
configurations of the graphene layer and the iron atoms in the graphene/Fe/Ni(111)
system are: (i) the Fe atom is placed in the hcp hollow site and the carbon atoms
are in the top-hcp configuration with respect to Ni(111); (ii) the Fe atom is placed
in the fcc hollow site and the carbon atoms are in the top-fcc configuration with
respect to Ni(111) [126, 134, 142, 144]. The latter arrangement is shown in Figure
6.1 (d) and presents the case of the top-hcp configuration of the graphene layer on
a metallic surface where one of the carbon atoms in the graphene unit cell is placed
above the interface metal atom (Fe) and the second one is in the hcp position with
respect to the metal. The interaction between the graphene layer and the underly-
ing Fe is stronger compared to graphene/Ni(111) as discussed at length on the basis
of DFT calculations in section 6.1.5. This is reflected in the shorter graphene-Fe
interface distance: atoms Ctop and Chcp are placed at 2.114 Å and 2.089 Å above
the Fe layer, respectively, as obtained from DFT calculations. Differences in energy
between top-hcp and top-fcc configuration clarify that the third metal layer is also
involved in the binding mechanism.

6.1.2 Core Level Spectroscopy

The intercalation process was monitored by means of core level spectroscopy of Fe
on top and underneath graphene(see Figure 6.2). Deposition of Fe reduces the C 1 s
intensity (not shown here). After the intercalation, the Fe atoms are inserted under-
neath graphene. Hence the C 1 s intensity has to recover to the value characteristic
for graphene on Ni(111); we will see a similar example in the case of intercalated
aluminium in Chapter 6.2. The intensity of the Fe core levels such as Fe 3 p shows
the opposite behavior. The C 1 s peak for the Fe/graphene/Ni(111) system occurs at
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Figure 6.1: LEED pattern and atomic structure model of graphene/Ni(111) and
graphene/1 Fe ML/Ni(111): (a) and (b) show the LEED diffraction patterns of
graphene/Ni(111) and graphene/1 ML Fe/Ni(111), recorded at an electron energy
of 120 eV and 125 eV, respectively. (c) and (d) show one favorable atomic structure
for both systems supported by DFT calculations discussed below.

285.3 eV binding energy. After the annealing step the peak shifts around 200 meV
to higher binding energies. One explanation is that in the Fe/graphene/Ni(111)
configuration, charge carriers are transferred from the Fe layer and from the Ni sub-
strate to the graphene layer. In the case of graphene/Fe/Ni(111) electron transfer
occurs only from the Fe side to the graphene. These arguments are supported by the
binding energy of the Fe 2 p3/2 and 2 p1/2 core levels before and after the intercala-
tion step. In the Fe/graphene/Ni(111) configuration, the Fe 2 p core level occurs at
706.8 eV and 720.1 eV binding energy. During the intercalation process the 2 p core
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Figure 6.2: Core level spectra before and after intercalation of Fe into
graphene/Ni(111), taken at photon energy of 450 eV and 1000 eV. The intercala-
tion process is monitored by the changes of core level intensity.

levels are shifted by 500 meV to higher binding energies. The charge transfer from
the Fe layer to the graphene is increased because of the missing of a donor electron
spender. Furthermore the Fe layer is now in contact with the Ni substrate. Ni has
a slightly higher electronegativity, so Ni substrate changes from donor to acceptor.

After the thermal intercalation step, a small peak occurs in the C 1 s line, which
is shifted by ≈ 1.5 eV to lower binding energies. Such a peak is often observed
in graphene/Ni(111) shifted by ≈ 0.6 eV to smaller binding energies and has been
interpreted as emission from a Ni carbide phase [139]. The large difference to the
observed value in graphene on Fe/Ni(111) leads to the assignment to an iron carbide
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phase and the low intensity of the additional peak suggests that this phase does not
strongly disrupt the intercalated phase. The carbide phase probably occurs as a
result of thermal stress during the intercalation process.

6.1.3 ARPES Results

From a comparison of the electronic valence band structures of graphene on Ni(111)
and graphene on Fe/Ni(111), a similar bonding behavior is apparent. Figure 6.3
presents the photoemission spectra of both systems along the high symmetry di-
rections Γ-M-K-Γ. The bottom of the π bands are shifted downwards by about
2.4 eV to higher binding energies compared to free-standing graphene [13]. At the
K points, no Dirac cones appear, and the π bands do not extend closer than 2.8 eV,
towards the Fermi level in both systems. The σ bands are rigidly shifted down-
wards by about 1 eV to higher binding energies. A similar binding mechanism as
in graphene/Ni(111) means that, a strong hybridization between the π states and
the 3 d states of the substrate occurs, accompanied by n-doping of the graphene
layer as described in Chapter 5.3. Moreover, in the valence band structure of
graphene/1 ML Fe/Ni(111) a triangular-shaped intensity structure with a clear min-
imum at the center occurs, equivalent to the graphene/Ni(111) system at the K
point. In case of graphene/Ni(111) this structure was assigned to the creation of
new interface states driven by the hybridization between the 3 d Ni states and the
graphene π states. Along the almost vertical branches the character of states changes
continuously from π to 3 d in the direction to smaller binding energies. Following
from the similarity between graphene on Ni(111) and on Fe/Ni(111) a transition
from π to 3 d Fe character is expectable Also, the flat intensity distribution around
the K point at the Fermi energy is preserved after intercalation. This intensity was
assigned in case of graphene/Ni(111) to the creation of the interface state I3 (see
Chapter 5).

In the range between 2.5 eV binding energy and the Fermi level, the shallow 3 d
bands of the substrate are visible. These also show almost no changes before and
after intercalation of 1 ML Fe. This can be explained by the almost similar electronic
properties of Fe and Ni. When we consider the band structure of Fe and Ni, both
in the fcc phase (e.g. as shown in Figure 11 in [164] , we note that they are similar
except for the band filling (expected from the higher number of d electrons in the
latter) and the spin splitting). Thus we may expect that in a single intercalated
layer in which the Fe assumes the structure and lattice constants of the substrate,
these similarities will become even stronger.

In order to detect possible changes away from the high symmetry directions, Fig-
ure 6.4 presents constant energy cuts at different binding energies. Small differences
occur only at the Fermi level. The almost circular structure around the Γ point
indicated by dashed lines in constant energy cuts at Fermi level shows a decreased
intensity and is slightly expanded. Such effects can arise from a small doping be-
cause these states belong to a very flat band. Another reason might be that this
feature is not present in the Fe adlayer, and is reduced in the Fe intercalated layer
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because of the attenuation of the Ni substrate signal. By comparing this structure
with Fermi surface projection of Ni to the (111) surface these states were interpreted
as Ni minority states (see Figure 5.6 [67].

In constant energy cuts in Figure 6.4 at 4 eV binding energy of graphene/Ni(111)
and graphene/1 ML Fe/Ni(111) the π bands has an almost circular shape, with ad-
ditional triangles at the K points. Such a structure is known from free-standing
graphene at smaller binding energies [13]. Thus we can conclude that the hybridiza-
tion does not influence the structure of the π bands at this energy range and the π
states exhibit pure π character.

6.1.4 X-Ray Absorption Spectroscopy
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Figure 6.5: Absorption spectra for circular polarized light and the resulting XMCD
response of graphene/1 ML Fe/Ni(111): Ni shows a small increased magnetic mo-
ment compare to the bulk value. From the absorption spectra of Fe follows a reduction
compared to already published fcc stabilized Fe. In case of C atoms the magnetic con-
trast in the absorption spectra, shown in (c),is increased by a factor of 2.7 in case
of graphene/1 ML Fe/Ni(111) compared to graphene/Ni(111).

The magnetic properties of the graphene layer on the ferromagnetic Ni(111) sur-
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face were discussed in detail in Chapter 5.8 (see also [126, 138]) and it was demon-
strated that a strong hybridization of the graphene π and Ni 3 d states leads to the
appearance of several new interface states. Differences in the spin-dependent occu-
pation of these create an induced magnetic moment in the carbon atoms with a value
of 0.05 - 0.1µB per carbon atom. The respective reduction of the magnetic moment
of the Ni interface atoms, compared to the bulk value, was predicted and observed
in these experiments [126, 134, 138]. The results of the investigation of the magnetic
properties of the graphene/1 ML Fe(111)/Ni(111) system are summarized in Figure
6.5, where the absorption spectra measured with circularly polarized light for two
opposite magnetization directions of the sample and the corresponding XMCD con-
trasts are shown in the lower panels, respectively, for the (a) Ni L2,3, (b) Fe L2,3, and
(c) C K absorption thresholds. The XMCD spectrum collected at the Ni L2,3 edge
in the TEY mode is in perfect agreement with previously published data [153, 175,
176]. The bulk values of the spin and orbital magnetic moments µS = 0.69µB and
µL=0.07µB of Ni calculated from the spectra on the basis of sum rules are in very
good agreement with previously published experimental values [153, 154] as well as
with the spin-magnetic moment µS = 0.67µB calculated for the graphene/Ni(111)
system [134]. The Fe L2,3 XMCD spectrum is in good agreement with previously
presented data for fcc Fe [177, 178]. The spin and orbital magnetic moments can
be estimated from these data assuming the number of holes in the iron layer in the
graphene/1 ML Fe(111)/Ni(111) system to be nh = 3.7 per atom [179]. This means
an electron transfer of 0.15 e− from Fe to Ni [180] and the same value from Fe to
the graphene layer, based on bulk Fe with nh = 3.4. The DFT calculation in the
next section gives a value of nh=3.69 for the Fe interlayer. This number leads to
µS = 2.56±0.1µB and µL = 0.31± 0.05µB for the spin and orbital magnetic mo-
ments of Fe atoms in the intercalated layer which are in very good agreement with
the value of the spin magnetic moment 2.469µB for Fe obtained in calculations for
graphene/1 ML Fe(111)/Ni(111). The relatively large uncertainty in the value of the
magnetic moment extracted from experiment arises mainly from the estimation of
the number of Fe 3 d holes and from the uncertainty in the degree of circular polar-
ization of light. The C K -edge XMCD spectrum of graphene/1 ML Fe(111)/Ni(111)
is strongly modified compared to the one measured for the graphene/Ni(111) system.
The most important observation is the increase of the magnetic contrast at the C
K edge by a factor of ≈ 2.7. As in the graphene/Ni(111) data, the relatively strong
XMCD contrast is detected for C 1 s→ π∗ transitions whereas almost no variation
of the absorption signal upon magnetization reversal is observed for the C 1 s→ σ∗

transitions.

These observations are explained well by the theoretically predicted strong hy-
bridization of the out-of-plane graphene π and Fe 3 d states and the existence of
the relatively weak hybridization between the in-plane graphene σ and Fe 3 d states,
similar to graphene on Ni(111). The C K -edge XAS spectrum of the graphene
on 1 ML Fe(111)/Ni(111) system in the energy range corresponding to the 1 s→ π∗

transition consists of two peaks which can be assigned, similar to the graphene/Ni(111)
system, to transitions of the 1 s electron into the interface states resulting from the
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hybridization of C pz orbitals of the graphene layer and Fe 3 d orbitals. These
interface states clearly occur in the DFT calculations presented in Figure 6.6.

XMCD spectra measured at the C K -edge provide information on the orbital
moment only. From the negative sign of the XMCD signal one can conclude that the
average orbital moment of carbon atoms of the graphene layer is aligned parallel to
both the spin and orbital moments of the substrate layer. Note that the orientation
of individual spin and orbital moments of Fe and C at different sites cannot be
determined from the experimental XMCD data. On the basis of the comparison
of the dichroic signals measured at the C K -edge for the graphene/Ni(111) and
graphene/1 ML Fe(111)/Ni(111) systems, an increase of the spin magnetic moment
on the carbon atoms up to ∼0.2 - 0.25µB can be estimated. The calculation gives
values of magnetic moments of 0.050µB and 0.039µB for Ctop atom and Chcp atom,
respectively. The origin of large discrepancies between theoretical and experimental
values are assigned to the different positions of the Fermi level, which strongly
influences the occupation of the interface state I3.

6.1.5 Comparison of DFT Calculation Results for Graphene
on Ni(111) and on Fe/Ni(111)

As in the graphene/Ni(111) case, DFT calculations for the graphene/1 ML Fe/Ni(111)
system were performed by Dr. E. Voloshina (FU Berlin). In these studies the elec-
tronic and structural properties of the graphene-substrate system are obtained us-
ing the Perdew-Burke-Ernzerhof (PBE) functional [157]. For solving the resulting
Kohn-Sham equation, the Vienna Ab initio Simulation Package (VASP) [158, 159]
was used, with projector augmented wave basis sets [160]. The plane wave kinetic
energy cutoff was set to 500 eV. The supercell used to model the graphene-metal in-
terface was constructed from a slab of 13 layers of metal atoms with a graphene sheet
adsorbed at both sides and a vacuum region of approximately 14 Å. To optimize the
geometry, the positions (z-coordinates) of the carbon atoms as well as those of the
top two layers of metal atoms were allowed to relax. For the total energy calcula-
tions and during the structural relaxations, the k-meshes for sampling the supercell
Brillouin zone were chosen with of density of 24× 24 and 12× 12, respectively. The
detailed results of calculations are presented in Figure 6.6 and 6.7.

Starting with a comparison of graphene/Ni(111) and graphene/1 ML Fe/ Ni(111),
the majority spin bands are almost identical in both systems. The main difference is
that two new quantum well states at 1.47 eV and 0.5 eV above the Fermi level around
the K point appear in the minority spin bands, labeled with II and III in Figure 6.7.
Such interface states are well known in thin metal layers [181] created by potential
barriers perpendicular to the thin layer. These II and III states originate from the
3 dz2 and the 3 dxz,yz orbitals of the Fe layer. The occurrence above the Fermi level
explains that the ARPES spectra are not affected because ARPES experiments
probe only the occupied states.

Due to the high similarity of both systems, no significant changes in the binding
mechanism can be expected. This is strongly supported by the ARPES results and
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Figure 6.6: The primary valence band structure of the graphene and 3 d substrate
states is preserved. Changes occur at the interface states mainly for I4 of the minority
spin band structure. This state splits into two new states 1.47 eV and 0.5 eV above
the Fermi level [142].



84 Intercalation of metals Fe and Al underneath graphene on Ni(111)

agrees very well with the shape of the π band structure in DFT calculations. The
influence of the new quantum well state is restricted to the minority spin band, in
a region close to the K point, and to the energy range above or at least close to
the Fermi level. I1 and I2 appear similar to the graphene/Ni(111) system. Close
to the Fermi level, I↑3 occurs in the band shape as known from graphene/Ni(111).
The small shift of I↑3 to higher binding energies can be assigned to a difference of
the n-doping effect which leads to a full occupation of I↑3. The main changes are
related to interface states I↓3 and I4, which hybridize strongly with the new quan-
tum wells states II,II and together create two new interface states at 1.4 eV and 2 eV
above the Fermi energy. The energy range where the two new interface states oc-
cur is far above the Fermi level and therefore the occupation probability is zero.
This explains why the ARPES spectra do not reflect these differences in bonding
mechanism. In comparison to graphene/Ni(111) where the magnetic moments from
the minority and majority spin interface states partly compensate each other, in
graphene/Fe/Ni(111) the minority spin is fully unoccupied, such that no compen-
sation occurs. Therefore, DFT calculations predict an increased magnetic moment
compared to graphene/Ni(111). The interface state I5 occurs similar to graphene
on Ni(111), because it is located at the M point and no changes occur.

At the lower left-hand side of Figure 6.7 the spin-resolved DFT results are pro-
jected on top of the ARPES band images, aligned to fit of the graphene π states (this
leads to a misalignment of the Fermi levels of about 350 meV). Due to the almost
perfect fit of the Fermi levels between the calculations and the ARPES measure-
ments of the graphene/Al/Ni(111) system, the present misalignment can be assigned
to the omission of van der Waals interaction, which was not included here, in con-
trast to the graphene/Al/Ni(111) system described in Chapter 7. In the projection
in Figure 6.7 an energy split of the of the majority and minority band structure is
clearly visible.

The calculated magnetic moments of the Fe layer for 1 ML Fe/Ni(111) are -
0.28µB and 2.622µB for the 4 s and the 3 d states, respectively. Absorption of
graphene on top changes the magnetic moment to -0.35µB and 2.469µB for the
4 sp and 3 d, respectively, leading to a reduction of the total magnetic moment of
the Fe layer. Further, the calculation shows an increased magnetic moment for the
graphene layer of about -0.05µB and 0.039µB for the Ctop and Chcp sublattices,
respectively, compared to the graphene/Ni(111) system with -0.019µB for the Ctop

and 0.031µB for the Cfcc.

Interestingly, the DFT results of graphene/Ni(111) assign every interface state
to a single sublattice in contrast to the interface states of graphene/Fe/Ni(111)
which show contributions of both sublattices to the same interface states. It can
be speculated that the potential difference is smaller in case of intercalated Fe and
therefore both sublattices are more similar.

In summary, the modification and the increase of the XMCD contrast from
graphene/Ni(111) to graphene/1 ML Fe(111)/Ni(111) can be explained by changing
to a fully unoccupied interface state I↓3 which belongs to the minority band structure
in contrast to the fully occupied I↑3 of the majority bands.
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Figure 6.7: Results of the DFT calculations for the 1 ML Fe/Ni(111) substrate
and the graphene/1 ML Fe/Ni(111): The occurrence of the interface state in the
minority spin band of 1 ML Fe/Ni(111) substrate leads to a strong upwards shift of
the interface state I4.
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6.1.6 Discussion

The most interesting effect regarding Fe intercalation is the similarity of the oc-
cupied band structure of graphene/Ni(111) and graphene/1 ML Fe/Ni(111). The
only aspect questioning this conclusion is the observation of an increased magnetic
moment, strongly supported by DFT calculations.

The key aspect for explaining the increased magnetic moment is the occurrence
of two quantum wells states above the Fermi energy in the DFT calculations. These
states occur only in the minority spin band structure of the metal substrate, such
that only the minority graphene states are affected. The appearance of both states
above the Fermi energy explains why ARPES spectra of the valence band structure
are hardly unaffected upon Fe intercalation. Only I↓3 lies in the k-space region of this
quantum well state. The hybridization between the I↓3 and the quantum well state
at 1.47 eV leads to the creation of two new interface states. Both new states exist
more than one 1 eV above the Fermi level and therefore they are unoccupied. In
contrast, I3 is slightly shifted downwards and fully occupied. The downward shift of
I3 and the completely unoccupied I4 is the reason for the increased magnetic moment
in graphene/1 ML Fe/Ni(111) compared to graphene on Ni(111). According to the
assignment of I3 to the majority band structure, the induced magnetic moment of
the graphene layer is aligned parallel to the Ni magnetization. Note that DFT
calculations assign the the interface states to both sublattices; rather, the interface
states contain contributions from both sublattices. Therefore it can be speculated
that the asymmetry of the sublattices is reduced after Fe intercalation.

In future experiments, doping be may used in order to find the maximum oc-
cupation of I3 accompanied by a saturation of the induced magnetic moment. An
interesting investigation would also be the intercalation of submonolayer Fe un-
derneath graphene on Ni(111), with the aim of continuously tuning the magnetic
moment.

Another interesting question is the maximum number of intercalated Fe layers
which are stabilized in the fcc γ-phase. It can be expected that this number differs
strongly from the 4 monolayer observed for Fe/Ni(111) [122, 166–168], because of
the similar periodic potential from the Ni substrate below and the graphene adlayer
layer on top, which is expected to act as a protecting and surfactant layer to increase
the maximum thickness of fcc iron films.

From the side of future applications, it could be interesting to tune the magnetic
moment induced into graphene. For the use of a graphene/Fe interface as spin filter
device, a highly interesting result is the upwards shift of the minority spin interface
state I4 above the Fermi level. This changes the interface from an injector of minority
and majority spin as concluded in the case of graphene/Ni(111) to a pure majority
spin injector at the K point, contrary to the model proposed by Karpan et al. [67].
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6.2 Intercalation of Al

One of the goals at present is to realize graphene-based applications, for example to
create a graphene based Spin-FET introduced in Section 2.3.1.

For such a device it is desirable to prepare graphene electrically insulated on
top of a ferromagnetic substrate. Therefore Al as intercalant was selected because
of the strong affinity to oxidize and the insulating behavior of AlOy. The idea of
the preparation was to intercalate firstly 1 ML Al underneath graphene and subse-
quently expose it to O2. The intercalation of O2 should lead to an oxidation of the
Al layer, creating an insulating layer between graphene and Ni(111). The interca-
lation of O underneath graphene has been successfully demonstrated in the case of
graphene/Ru(0001) [182, 183].

6.2.1 Crystallographic Structure

The process of formation of the graphene/Al/Ni(111) intercalation system was con-
trolled by LEED and core level PES in normal emission geometry. These results
are compiled in Figures 6.8 (a), (b) and 6.9, respectively. As described in Chapter
5, growth of graphene on Ni(111) in a (1× 1) structure leads to a sharp hexagon in
the LEED pattern. Intercalation of 1 ML Al underneath graphene on Ni(111) leads
to drastic changes in the LEED picture which is presented in Figure 6.8 (b). First,
a clear (2× 2) over structure with respect to the graphene/Ni(111) unit cell occur
in the LEED pattern, indicating the formation of a structure with a new symmetry.
Additionally, weak ring-shaped spots at rotation angles of ≈15◦ away with respect
to the main diffraction spots are visible around the original (1× 1) spots from the
graphene layer on Ni(111). A similar ring-shaped structure was observed earlier in
[130, 184] for the graphene/Cu/Ni(111) system and was assigned to the existence
of a misfit between the graphene layer and the underlying Cu layer, which results
from a weak graphene-Cu bonding.

In the atomic model explored for graphene/Al/Ni(111) a fcc Al(111) mono-
layer is placed in the space between graphene and Ni(111) as shown in Figure 6.8
(c). There is only one possible arrangement for the aluminum atoms in the high-
symmetry positions in such a system. A ball model of the graphene/Al/Ni(111) sys-
tem obtained after structural optimization is shown in Figure 6.8 (c). The Al(111)
lattice plane is rotated by 30◦ with respect to the graphene/Ni(111) lattice such
that the Al atoms occupy all three different high-symmetry adsorption sites in the
space between the graphene layer and the Ni(111) surface. They are noted in Figure
6.8 (c) with respect to the adsorption sites of the Ni(111) surface when occupying
fcc (Alfcc), hcp (Alhcp), and top (Altop) positions. In this case, the Al layer has a
structure (2

√
3/3× 2

√
3/3)R30◦ with respect to graphene/Ni(111). The unit cell is

labeled as “Al(1× 1)” in Figure 6.8 (c).
The resulting supercell for the graphene/Al/Ni(111) system is marked as “gr(2×

2)” in Figure 6.8(c). In this structure there are four different occupation sites for
carbon atoms in the unit cell with respect to Al/Ni(111). They are labeled in Figure
6.8 (c) as Ctop

Ni , Cfcc
Ni , Ctop

Al , and Cfcc
Al , respectively. The distance between Al atoms
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Figure 6.8: LEED pattern and atomic structure model of graphene on Ni(111)
and on Al/Ni(111): LEED pattern are shown of graphene/Ni(111) (a) and
graphene/1 ML Al/Ni(111) (b) the latter showing a (2× 2). Additional diffraction
spots appear at smaller k. (c) calculated top and side view of the explored atomic
model including the mean distances. Different rhombuses mark the different unit
cell of every reference system.

in this structure is 2.877 Å, which is very close to the distance in the Al fcc bulk
structure.

6.2.2 Core Level Spectroscopy

Starting from the clean graphene/Ni(111) system presented in Chapter 5, core
level XPS spectra were recorded during the preparation steps of the graphene
on Al/Ni(111) system (see Figure 6.9). The corresponding photon energies and
the main photoemission features are marked in the figure. Deposition of 1 ML Al
on graphene/Ni(111) leads to a decreased intensity of photoemission features from
graphene and Ni without any observable energy shifts of the C 1 s peak (blue curves
in Figure 6.9 (c)). Subsequently, short annealing up to 400◦C leads to the formation
of graphene/Al/Ni(111) and therefore to strong changes in photoemission spectra
(green curve in Figure 6.9). First, the intensities of the C 1s peak and the graphene
π states are restored. At the same time the intensities of the Al 2 s, 2 p peaks are
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Figure 6.9: XPS overview and detailed core level spectra recorded during the prepara-
tion steps: The overview spectra in (a) do not contain additional features indicating
contaminations. In the detailed core-level spectra, shown in (b) and (c), a clear shift
is observed after intercalation of 1 ML Al underneath graphene on Ni(111).

reduced. These facts indicate that Al intercalates underneath graphene on Ni(111).
After intercalation, the C 1s peak and the graphene π states are shifted by ≈ 0.45 eV
and ≈ 1.6 eV to lower binding energies, respectively, compared to those for the
graphene/Ni(111) system, indicating an electronic decoupling of the graphene layer
from the substrate (see also Section 6.2.3). The Al layer which is placed between
graphene and Ni(111) after intercalation is characterized by Al 2 s, 2 p photoemis-
sion peaks shifted to lower binding energies, with respect to Al/graphene/Ni(111).
This indicates the interaction between Al and Ni and a partial charge transfer in the
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system. These observations are consistent with the previously reported data for the
Ni-Al systems [185, 186]. The corresponding changes are also visible in the region
of the Ni 3 d states in the vicinity of EF.

6.2.3 ARPES Results

Shown in Figure 6.10 is (a) the angle-resolved photoemission data along the high
symmetry axes Γ-K-M-Γ, around the K-point along the direction perpendicular to
Γ-K in (b) and along the Γ-K direction (c) of the first Brillouin zone. Interesting
changes in photoemission data appear after intercalation of the Al layer underneath
graphene on Ni(111) (see also Figure 5.3). The resulting photoemission spectra are
presented in the same way as for graphene/Ni(111). First, the intercalation of Al
leads to the decoupling of the electronic states of the graphene layer from those of
the substrate. This results in the shift of all electronic bands of graphene to lower
binding energies by 1.6 eV (see also Figure 6.9). Second, the electronic structure
of the graphene layer as well as the Dirac cone in the vicinity of the Fermi energy
are fully restored. The Dirac cone is shifted downwards from EF to higher binding
energy by 0.64 eV. Similar to earlier published results [38, 62, 146, 187] this shift
is assigned to an n-doping of the graphene layer. The doping level of 0.64 eV is in
very good agreement with the theoretically calculated value of 0.686 eV presented
in Section 6.2.5 below. Via the area of the Brillouin zone covered by the occupied
states of the π∗ band it is possible to calculate the electron transfer of about 0.003 e−

per C atom from the metal substrate to graphene layer.

One can expect a that the Brillouin zone for graphene/Al/Ni(111) compared to
graphene/Ni(111) is half the size, because of the size of superstructur unit cell. Such
an effect cannot be observed from back-folded bands (so-called umklapp effects).
It was demonstrated on La-graphite intercalation compounds that the strength of
these umklapp-features scales with the strength of the interaction [188]; this is a
general feature. Therefore, that such an influence is missing is a clear sign that Al
intercalation fully decouples the graphene layer from the substrate.

6.2.4 X-Ray Absorption Spectroscopy

The unoccupied valence band states of graphene/Al/Ni(111) were studied by means
of NEXAFS spectroscopy at the CK and NiL2,3 absorption edges, (see Figure 6.11).
Angle-dependent NEXAFS spectra shown in Figure 6.11 for both systems represent
a nice example, demonstrating the so-called search-light effect explained in Chapter
3 in detail. The CK NEXAFS spectra of the graphene/Ni(111) system in Fig-
ure 6.11 (a) have been studied and discussed in detail in Chapter 5 and in earlier
published work [126, 138, 189]. These spectra serve here as reference.

Both spectra series in Figure 6.11 show the same angle dependence demonstrat-
ing the preservation of the orbital orientation upon Al intercalation. The intensity
features in the energy range from 290 eV to 310 eV binding energy, which are as-
signed to the 1 s→ σ∗, have maximum intensity for normal incidence. The σ states
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energy: After intercalation the Dirac-cone is recovered shifted downwards by 0.63 eV
to higher binding energies indicating n-doping. The signal of the 3 d states of the
transition metals are strongly suppressed.
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graphene/Ni(111) (a) and graphene/Al/Ni(111) (b): In the upper part NEXAFS
spectra of the C K edge of graphite are shown and serve as reference.

of graphene/Al/Ni(111) are nearly unaffected compared to graphite.

As discussed extensively in Chapter 5.4 the case of the 1s → π∗ transition is
different. The strong hybridization between the π and the 3 d Ni states creates
several unoccupied interface states, which induce a double peak structure at the
1s→ π∗ transition of graphene/Ni(111). Intercalation of a thin Al layer underneath
a graphene layer on Ni(111) leads to strong changes in the CK NEXAFS spectra
in Figure 6.11 (b) and 6.12 (b). The shape of these spectra, the positions of main
spectroscopic features as well as the energy separation between the π∗ and σ∗ fea-
tures become similar to those in the spectra of pure graphite. These facts provide
strong evidence for the fact that the graphene layer is decoupled from the substrate
by intercalated Al, observations which are also consistent with the main conclusions
of the band structure calculations and ARPES results above. Based on DFT calcu-
lations, the intense main π∗ peak in the NEXAFS spectra of graphene/Al/Ni(111)
can be assigned to the transition of an 1 s core electron into the unoccupied states
around the M point at ≈ 0.8 eV above EF . The second spectroscopic feature at
286.3 eV photon energy (small shoulder in the region of the 1s → π∗ resonance)
can be assigned to a transition of the electron from the 1s level into the graphene
unoccupied states around the M point at ≈ 2.8 eV above EF .

A reduction of about 880 meV in the energy separation between the π∗ and
σ∗ features for all spectra in case of graphene/Ni(111) compared to that in the
spectra of graphite or graphene/Al/Ni(111) shifts the σ∗ resonance below 290 eV
to 289.76 eV indicating an increased flatness of the graphene layer in graphite or
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graphene/Al/Ni(111). If the graphene layer exhibits a buckling the sp2 hybridized
σ orbitals together with the pz orbital contain also an sp3 compound leading to an
approach to the absorption spectra of diamond because a z-compound is introduced
to the σ states and a x-y-compound is introduced to the π states. Therefore NEX-
AFS spectra becomes closer to the NEXAFS spectra of diamond. Such changes was
observed in NEXAFS spectra of diamond, nanotubes and fullerenes[190–192].
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Figure 6.12: Comparison of the C K and L2,3 absorption spectra for
graphene/Ni(111), graphene/Al/Ni(111) and graphite.

Figure 6.12 (b) shows NiL2,3 NEXAFS spectra of graphene on Ni(111) and
graphene on Al/ Ni(111). A noticeable modification of this spectrum after inter-
calation of the Al layer is clearly visible. The shape and the energy of the so-
called 6 eV Ni correlation satellite are modified. Additionally, a small shoulder at
≈ 852.6 eV photon energy occurs. The resulting NiL2,3 NEXAFS spectrum is simi-
lar, to some extent, to that of Ni3Al [185] and these spectral changes are explained
by the charge transfer from Al on Ni. These experimental observations of the in-
teraction at the Al/Ni interface are supported by the band structure calculations
shown in Figure 6.13 (b) in Section 6.2.5. This charge transfer leads to a strong
reduction of the Ni 3 d magnetic moment from 0.528µB for graphene/Ni(111) to
0.273µB in graphene/Al/Ni(111). As a consequence, the interaction between the
graphene layer and the substrate is reduced and graphene becomes decoupled with
an electron doping that shifts the Dirac cone below EF.
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6.2.5 Comparison of Experimental Results with DFT Cal-
culation for Graphene/Al/Ni(111)
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Figure 6.13: Calculated band structure before and after Al intercalation underneath
graphene on Ni(111): In the case of graphene/Al/Ni(111) the backfolded band struc-
ture was chosen in order to show the result more clearly.
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As in the case of graphene/Ni(111) and graphene/Fe/Ni(111), the DFT cal-
culations were carried out by Dr. Voloshina using the projector augmented wave
method [160], a plane wave basis set and the generalized gradient approximation as
parameterized by Perdew et al. [157], as implemented in the VASP program [193].
The plane wave kinetic energy cutoff was set to 500 eV. The long-range van der
Waals interactions were accounted for by means of a semiempirical DFT-D2 ap-
proach proposed by Grimme [194–196]. In the total energy calculations and during
the structural relaxation, the positions of the carbon atoms as well as those of Al
and the top two layers of Ni are optimized, the k-meshes for sampling of the super-
cell Brillouin zone are chosen to be as dense as 24 × 24 and 12 × 12, respectively,
when folded up to the simple graphene unit cell. The system was modeled using
a supercell consisting of 74 atoms. It has (2 × 2) lateral periodicity and contains
13 layers of Ni atoms, 4 atoms per layer, with one Al layer, 3 atoms each, and a
graphene sheet, 8 atoms per layer, adsorbed on both sides of the slab. Metallic slab
replicas are separated by ca. 24 Å in the surface normal direction, leading to an
effective vacuum region of about 17 Å.

The calculated electronic band structure of the graphene/Al/Ni(111) system is
strongly different from the one of graphene/Ni(111) (see Figure 6.13). Insertion of
an Al layer between a graphene layer and Ni(111) decouples the electronic structure
of graphene from the substrate, preventing hybridization between graphene π and Ni
3 d valence band states. The Dirac cone in the graphene/Al/Ni(111) system is fully
restored, and is shifted by 0.686 eV below the Fermi energy indicating electron dop-
ing of graphene on Al/Ni(111). This value is very close to 0.57 eV calculated recently
for graphene/Al(111) by means of the local-density approximation with a distance of
3.41 Å between a graphene layer and the Al(111) surface [197]. The main π branches
are clearly recognizable in the electronic structure of graphene/Al/Ni(111) and they
almost reproduce the electronic structure of the free-standing graphene, except for a
downward shift [134, 142]. Compared to graphene/Ni(111), in the intercalated sys-
tem there is no strong hybridization between graphene and Al valence band states
preventing the occurrence of a Dirac cone. There is only one energy region, away
from Fermi energy, where such hybridization is visible, around M at approximately
-1 eV binding energy. According to C atom site dependent calculations [144], in
this region one can clearly see the disparity between different carbon atoms in the
graphene (2×2) unit cell as the hybridization of the graphene π states from different
carbon atoms with the Al 3 p and Ni 3 d valence band states leads to a splitting of
the graphene-derived π band along M to K. Here one can conclude that the symme-
try in the graphene lattice is broken. Surprisingly, such difference in the symmetry
of the carbon atoms in the graphene layer of the graphene/Al/Ni(111) system does
not lead to any sizable energy gap for the π states around the K point of the Bril-
louin zone. The appearance of such a gap was recently demonstrated by ARPES for
graphene on Cu(111), Ag(111), and Au(111) [52, 198]. However, these observations
are not supported by band structure calculations where very small [199] or no energy
gap was observed for these surfaces [197].
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6.2.6 Discussion

The results of the experiments as well as the calculations draw a single picture: the
intercalated Al layer decouples graphene from the Ni(111) substrate accompanied
by a charge transfer of 0.003 e− per C atom.
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Figure 6.14: Projection of the spin-resolved DFT results on top of the APRES
spectra: The majority and minority bands fit almost perfectly to each other. Hy-
bridization features occur around the M point at 1 eV above the Fermi level only.

LEED measurements show that the graphene/Al layer form a (2×2) superstruc-
ture with respect to the graphene/Ni(111) unit cell. While the graphene becomes
almost completely decoupled indicated by the increased distance of the graphene
layer to the metal surface and the restored Dirac cones. Furthermore the increased
energetic difference between the 1 s → π∗ and 1 s → σ∗ resonances indicates that
graphene stays even more flat on top of Al/Ni(111) compared to on Ni(111) pointing
to a decoupling as well.

In Figure 6.14 the DFT results are projected on top of the ARPES data in the
range of the graphene Brillouin zone. Clearly visible is that the umklapp bands
proposed by the calculations cannot be observed in the measurements. The missed
umklapp features prove the decoupling further because the intensity of this features
has to be scaled by the coupling strength of the interaction between the single
system which compose the superstructure [188]. This fact is not accounted by the
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DFT calculations. Appendix A shows DFT results in the Brillouin zone of graphene
exhibiting clearly umklapp features.

The almost perfect fit of the experimental data with theoretical results indicates
that the long-rang van der Waals interaction plays a significant role between the
graphene and the metal substrate. In contrast, this interaction was not included in
the calculations of the graphene/Ni(111) and graphene/Fe/N(111) system leading to
obvious misfit of the theoretical and experimental Fermi levels. A second interaction
is a charge transfer of about 0.003 e− per C atom to graphene layer. The value was
calculated from the downward shift of the Dirac cone to higher binding energies.

A magnetic coupling between the electronic system of the graphene and the
metal substrate can be excluded because of the fit of the majority and minority
bands, clearly visible by the nearly completely coverage of minority states by the
majority states in Figure 6.14. Note that this fact is not equivalent to the situation
if the graphene electrons exist in a magnet field free space; the graphene exist still
in the macroscopic magnet field of the Ni substrate. Because of the lack of spin-
dependent interface states in the vicinity to the Fermi level, XMCD measurements
were not performed for this system. It can be speculated that the interface layer
of the Ni substrate exhibits an decreased magnetization because of an expectable
charge transfer from the Ni to the Al, similar to the graphene/Ni(111) system. But
a magnetic coupling from the Ni to the graphene through the Al spacer layer cannot
be expected considering that Al is not ferromagnetic and the increased interlayer
distance between the graphene and the metal surface.

Concerning future applications, the electronic configuration of this system can be
summarized as nearly free-standing graphene electrostatically coupled to Al/Ni(111)
substrate. If the linear dispersion is assumed at the Fermi level, a mass less behavior
of charge carriers can be expected.

A future application which is in the focus of the present work is the spin-FET
realized by an electrically isolated graphene layer on a ferromagnetic substrate. The
idea was to form a graphene/AlOx/Ni(111) interlayer via O2 intercalation under-
neath graphene on top of Al/Ni(111). The possibility to intercalate O2 under-
neath graphene was demonstrated on graphene/Ru(0001) [182, 183]. In a series of
sample preparations, it was found that O2 does not intercalate as desired. The
graphene/Al/Ni(111) sample was exposed to an oxygen atmosphere of 1·10−6 mbar
at room temperature for 30 min and at 450 K for 60 min. At room temperature
no changes in the electron valence and core level spectra were observed. In this
preparation step graphene acts as a passivation layer of the Al/Ni(111) substrate.
Such a behavior was already reported for Ni(111) [123] and Fe/Ni(111) [124]. Strong
changes occur in case of 450 K annealing temperatures. The intensity of the C 1 s
emission was decreased accompanied by a shift of the π states to higher binding en-
ergies and a restored 3 d Ni emission intensity. Two scenarios are possible. Firstly,
the Al atoms segregate into the Ni bulk and graphene couples to Ni again. It was
observed that it is possible to restore the graphene/Ni(111) completely by extended
annealing. The scenario of Al dilution does not explain the loss in C 1 s intensity,
however the second scenario assumes a breaking of the graphene layer and the mi-
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gration of the Al atoms on top of the graphene layer. This explanation is in line with
all observations such as the reduction of C 1 s emission and the increased binding
energy of the π states. Furthermore, it can be assumed that both scenarios occur
simultaneously. A dissociation of the graphene layer to CO and CO2 at 450 K also
be considered, but would be in strong contrast to the O2 intercalation at 850 K
underneath graphene on Ru(0001).

Summarizing the O2 intercalation experiment, the intercalation process in case
of graphene/Al/Ni(111) does not run similar to graphene/Ru(0001). Temperatures
up to 850◦C were successfully used in the case of graphene/O/Ru(0001). Such
temperatures are not possible in case of graphene/Al/Ni(111) because graphene on
top of Al/Ni(111) breaks already at 450◦C.
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and Nonferromagnetic Intercalants

First of all, it can be concluded that the intercalates Fe and Al behave completely
differently. The Al intercalant grows in a (2×2) structure underneath graphene and
creates a large distance between the graphene and the Ni(111) substrate, suppressing
strong interaction. In comparison, Fe intercalates in a (1× 1) structure, preserves a
continuing d-electron driven periodic potential, except for a reorientation from the
top-fcc to the top-hollow configuration. The flatness of graphene layer is increased
after Al intercalation compared to Fe, as shown by the energetic separation of the
C 1 s → π∗ and the C 1 s → σ∗ transition. The possibility and the strength of a
buckling in case of graphene/Ni(111) and graphene/Fe/Ni(111) is still under debate.

Both intercalants influence the valance band structure very differently. Al decou-
ples the graphene nearly completely in contrast to Fe which shows no remarkable
changes in ARPES spectra indicating the preservation of the strong interaction.
This becomes clear from the unchanged majority spin band structure and particular
by the modification of the minority spin band structure. In general, all features of
the graphene/Ni(111) are preserved such as the interface states. The n-doping effect
is a common aspect of both intercalants following from the high electronegativity
of C. The different amount of transferred electrons (0.003 e−/C atom for Al and
0.15 e−/ C atom for Fe) is assigned to the element-specific electronegativity. Fur-
ther, the structure of the intercalant plays a role in this doping process because of
the different number of contact atoms. Note that in the description of the doping
level in the rigid band model, the band structure has to be taken into account. If a
band gap is opened like in graphene/ Ni(111) or graphene/Fe/Ni(111), a transfer of
an electron into the next empty state can shift the bands rigidly by several hundred
meV. In contrast, graphene/Al/Ni(111) has a continuous graphene π band around
the Fermi level. Thus the doping level is linearly connected with the amount of the
charge transfer. The electron transfer also affects the magnetic moment of the Ni
interface layer. Al, which exhibits an unpolarized band structure, reduces and Fe
with polarized 3 d bands increases the magnetic moment of the first Ni layers.
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Chapter 7

Multilayer Graphene on Ni(111)

This chapter describes experiments which were performed to study a modification of
graphene on Ni(111) which may lead to the desired spin filter application mentioned
in the introduction. As described in detail in Chapter 2, Karpan et al. predicted
that the conductance across a nickel-graphene-nickel sandwich only acts as a rea-
sonable spin filter if several graphene layers are stacked on top of each other. The
reason for this behavior is easy to understand; for thin graphene films, tunneling
of electrons may occur, which do not have to obey the spin-dependent transport
caused by the difference in overlap of spin-up and spin-down electrons. A tech-
nology based on such a sandwich arrangement permits to change from the binary
system consistent of “0” and “1” to the ternary system consisting of “0”, “1” and
“2”, coding the information in spin-up current, spin-down current and no current
bits. A more detailed introduction to the principles of a spin-filter devices based on
the graphene/Ni(111) junction is presented in Chapter 2.

Thus in order to obtain the spin filter properties, it is necessary to grow an
oriented multilayer of graphene on top of Ni(111); moreover, this layer should behave
like a nearly free-standing graphene and still be electronically coupled to the Ni(111)
substrate, i.e. the strong interaction between Ni and graphene explained in detail
in the previous chapters should be removed, since it is detrimental to spin filtering.

In the experiments described here we achieved bilayer growth of graphene on
Ni(111). In these systems, however, the first layer was still strongly coupled to the
metal. Thus, in a second step a gold layer was intercalated between the graphene
double layer and the substrate to achieve the decoupling, a well known process
already described (for the case of copper intercalation) by Dedkov et al. in 2001
[130]. These results can be considered the first step towards realizing a spin filter
sandwich, although it must be said that the grown structures were only measured
by photoelectron spectroscopy, and a structural characterization is highly desirable.

The challenge for multilayer growth is to overcome the passivation effect of the
first graphene layer [125], described for the present system by Dedkov et al. in 2008
[123, 124], when trying to grow the second layer by dissociation of hydrocarbons
at relatively low pressures in an ultrahigh vacuum chamber. For the growth of
graphene on silicon carbide, this is relatively straightforward, since the graphene
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Figure 7.1: ARPES and C 1 s spectra taken from different numbers of graphene
layers: The ARPES spectra clearly monitors the appearance of two different π elec-
tron systems.The lower parabola is assigned to the first, strongly bound graphene
layer. The upper parabola shows nearly free-standing graphene behavior, therefore it
is assigned to the top layer.

films are prepared by thermal dissociation of the topmost SiC layers, such that the
silicon desorbs and the remaining carbon layer(s) remain [38]. Oshima et al. were
able to achieve the beginnings of a second layer in graphene growth on TaC, although
a complete layer was not completed. By using pyridine (C5H5N), which had been
previously used in order to achieve electron doping through inclusion of nitrogen
atoms into the graphene lattice, we were able to grow double layers, although in a
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relatively small temperature window. The used preparation method is described in
Chapter 4.

The successful growth of multilayer graphene is evident from the occurrence of
a second parabola that parallels the one from the single layer at smaller binding
energies in ARPES data (see Figures 7.1 and 7.2). The spectra in Figure 7.1 top
show the photoemission signals of a single layer of graphene on Ni(111) already
discussed at length in preceding chapters. The center photoemission image (see
Figure 7.1) clearly shows the second parabola, also evident from the cut along the
energy axis at the Γ point where the bottom of the π band has two peaks at different
binding energies. The splitting between the two bands is much larger than that
expected from the two bands that occur in a bilayer where both layers are decoupled
from the substrate such as on SiC(0001) [38]. Therefore, I conclude that this π band
originates from a second graphene layer on top of the first one, where the first layer
is still strongly coupled, whereas the second layer is decoupled from the Ni(111)
substrate. The bottom photoemission image in Figure 7.1 shows what we conclude
to be a completed bilayer; all layer estimates are based on the line shape analysis
of the carbon 1s core level photoemission line shown on the left hand side in Figure
7.1.

An uncertainty in the estimate of the number of layers present on the sam-
ple arises from the unknown surface morphology. A correct evaluation of the film
thickness through core level line intensity its requires a homogeneously flat film.
However, the surface of the first graphene layer is chemically inert, and so is every
higher graphene layer also. It is likely that defects and step edges provide a starting
point of second layer growth, although no evidence for this is available at present. If
we start from the assumption that defects and step edges are the nucleation points
for the second layer, a growth in islands is expected. Whether this provides the
smooth layer morphology required for the spin-filter properties of such a device is
still an open question. What is also not clear is the role of the pyridine in second
layer growth. Note that in these experiments both layers were grown by pyridine as
the active molecule in CVD growth. Since pridine is likely to provide more defects
in the film, at single defect sites where the nitrogen resides before being driven off
the surface by annealing, this can leave active sites where pyridine molecules can
attach to and dissociate to leave carbon atoms free to form the second layer.

A further result of the ARPES measurements, critical for the spin-filter effect
was that multilayer graphene grows in different rotation modes on top of the first
strongly bounded layer. The first layer is always oriented because of the strong
interaction with the Ni substrate. However, the ARPES data in Figure 7.2 (a) and
(b) reveal a clearly different Brillouin zone orientation of the topmost layer with
respect that of Ni(111) and the first graphene layer. For the first rotation mode in
Figure 7.2 (a) the Dirac cone of the nearly free-standing graphene topmost layer is
found along the Γ-K direction of the strongly bound first layer which has the same
orientation as the Ni(111) substrate. A detailed analysis of constant energy cuts
shows that the topmost layers grow with a rotation angle distribution around 23.8◦

and 36.2◦ rotation angle with respected to the first graphene layer. In contrast,
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Figure 7.2: (a) and (b): ARPES valence band spectra of two samples with rotated
(a) and unrotated (b) top layer. The two Brillouin zones are labeled in (a). (c)
shows the spin resolved DOS of the Ni(111) Fermi surface projection. The black
circles mark the positions of the Dirac cones in case of an arbitrary rotation angle
of the top layer. The observed case of rotation angles 23.8 ◦ and 36.8 ◦ the positions
are marked by black crosses, indicating where the Dirac cones meet with the DOS of
both spin species in the second Brillouin zone. (d) shows the ARPES spectra taken
after Au intercalation, indicating the decoupling of the full graphene stack and the
reorientation of the top layer.

in the ARPES spectra presented in Figure 7.2 (b), both graphene π bands show a
parallel dispersion. Therefore, the M points of the Brillouin zones of the first and
the topmost layer meet. The topmost layer remains aligned to the strongly bound
first layer.

The mutual orientation of the graphene layers is extremely important for the
filter effect of such a graphene-based junction. This becomes obvious from the
theoretical predictions by Karpan [67] in Figures 7.2 (c) and 2.10 (b) in Chapter 2.
As mentioned in Chapter 2, the spin filter effect relies on the overlap of the Dirac
cone with Ni(111) minority-spin states and of the absence of Ni(111) majority-spin
states at the Fermi level. If the topmost layer has a rotated orientation with respect
to the Ni(111) surface, the Dirac cone also overlaps with majority-spin states which
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block the filter effect. The occurrence of the Dirac cone in the rotated case for
rotation angles of 23.8◦ and 36.2◦ is marked by black crosses in Figure 7.2. It is
clearly visible that the Dirac cone of the topmost layer overlaps with both kinds of
spin states. Therefore, only the orientated graphene stack structure is desired for
use in spin-filter device.

However, both types of samples, the rotated and the unrotated, do not fulfill all
requirements to act as spin filter. It is the first, strongly bound layer which keeps
them from being a perfect spin filter; the hybridization between the graphene π states
of the first layer and the Ni(111) substrate creates interface states which act as a
majority spin injectors exactly at the K point as described in Chapter 5. However,
the tunneling probability of electrons which occupy the Ni(111) minority states,
through the first graphene layer from the Ni(111) surface into the unoccupied states
of the second graphene layer is considerable. As a consequence, in this configuration
both spin species are transferred into higher layers, one from the interface state and
one from the tunneling through the first strongly bound layer, thus destroying the
spin-filter effect. Therefore Karpan et al. suggested to decouple the graphene stack
via intercalation of one atomic layer of Cu. They calculated that by doing so, the
efficiency is only reduced from 100 % to 98 %, still an almost perfect value.

In order to prepare a nearly perfect spin-filter, we performed an experiment in
which a one atomic thick Au was intercalated. It is well know that Au also acts as
a decoupling spacer layer similar to Cu. This preparation step was performed on a
sample which exhibited a rotated topmost layer (see Figure 7.2 (d)). First of all, we
found that the Au intercalates underneath both layers and and decouples the full
graphene stack. Both π bands from the strongly bound and the topmost graphene
then forma bilayer as known from nearly free-standing graphene. Interestingly, the
π band intensity of the rotated topmost layer is notably weakened. This can be
explained by the alignment process of the top layer with respect to the formerly
strongly bound graphene layer and the Ni substrate. For comparison, in Figure 7.2
(a) and (d) the ARPES spectra of the same sample before and after the intercalation
are shown. The mechanism of reorientation cannot be explained by a rotation of the
full layer, islands or flakes, because of the large amount of energy which is required
for such a process. A more realistic explanation would be a dissolving process of
the topmost graphene layer in the Au material during the intercalation followed by
a regrowth into an oriented way.

7.1 Discussion

The intercalation of Au underneath the full graphene stack and the reorientation of
the topmost layer in case of the rotated graphene overlayer are two promising routes
for the use of graphene on Ni(111) in spin-filter devices. These effects of the Au
intercalation give the possibility to not only decouple the graphene stack, but also
to tune the system into a state which fulfils all spin-filter conditions.

Future experiments on this system should focus on the investigation of the surface
morphology in order to clarify whether the single layer graphene on top of Ni(111) is
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fully and homogeneously covered with additional graphene layers. Furthermore, it
can be speculated that the dilution of the top layers can also improve the flatness of
the graphene stack. After the improvement of the sample quality with regards to the
flatness and the number of layers, the next experiments should approach the central
question, “Does a graphene stack separated and decoupled by a spacer layer act as a
spin-filter?”. To this end, it is necessary to measure the spin dependent conductance
perpendicular to the surface, a challenging task. Another experiment which is quite
feasible is to measure the induced magnetic moment of the top layer. If the top
layer shows a magnetic moment aligned antiparallel to the Ni magnetization, it is
clear that the whole stack couples to the underlying Ni(111) substrate as predicted
by Karpan et al. [12, 67].



Chapter 8

Summary and Outlook

8.0.1 Summary

In this work the electric and magnetic interactions between graphene and ferromag-
netic substrates were investigated. Starting from the ground system graphene on
Ni(111) ways were found to increase or to suppress the interaction between the
carbon layer and the substrate via intercalation of different metals underneath.
This opposite behavior was explained by different strength of hybridization between
the graphene and varied substrates. In further experiments were focused to tune
graphene/metal systems into structures which are supposed to be possible future
spintronic applications, namely the spin filter and SFET.

In the case of graphene/Ni(111) strong interactions between the graphene π
states and the Ni 3 d states were observed deforming the π band around the K
point. The σ bands are only shifted rigidly downwards indicating that these state
are not strongly involved to bonding mechanism between the graphene layer and the
substrate. The origin of these differences in the interaction strength is the perpen-
dicular real space orientation of the σ states with respect to the π states proven in
NEXAFS experiments. The interacting between the π states of the graphene and Ni
3 d states is explained in terms of hybridization forming several new interface states
around the K and around the M point. A specially the Dirac cone at the K point
vanishes, instead the matching point of the π and the π∗ band, the π band changes
continuously from states with pure π character into states which exhibit pure 3 d
character. A particular observation is the occurrence of new interface states at the
Fermi level which are energetically split in dependence of the spin state. The local-
ization of these states at the Fermi level leads to different occupation and thus to
different amount of minority spin and majority spin electrons observed as an into
the graphene layer induced magnetic moment.

The possibility to tune the electric and magnetic interaction was investigated
via intercalation of an one atomic thick Fe or Al layer. After the intercalation, Fe
atoms are stabilized in fcc γ phase structure underneath graphene on Ni(111). The so
formed metal graphene interface has the same periodicity like the graphene/Ni(111)
interface. Therefore similar interactions are expectable. However, the Fe layer create
a new quantum well state at substrate surface, which belongs clearly to the minority
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spin band structure. This new quantum well state hybridizes together with the
partially filled in graphene/Ni(111) observed minority interface state. This further
hybridization shifts the minority graphene states of about 1 eV above the Fermi level
emptying the minority spin states. The majority spin bands occur almost unaffected
by the intercalation of Fe. The influence of intercalation to majority and minority
bands together preservers almost the valence band structure.

The intercalation of Al underneath graphene drastically changes the interaction.
After the intercalation graphene stays nearly decoupled on top exhibiting a valence
band structure similar to free-standing graphene. The interaction is reduced to an
n-doping of 0.003 e− per C atom.

After the investigation of methods to increase or almost switch-off the inter-
action between graphene and the ferromagnetic substrate the focus was shifted to
graphene spintronic applications. One promising way is to realize a spin filter de-
vices via a stack of graphene layers on Ni(111) [12, 67]. A way was found to overcome
the passivation effect of the first grown graphene layer while the CVD preparation
of graphene on Ni(111) [123–125]. So it was possible to grow ordered multilayer
graphene on Ni(111) in two different rotation modes. In ARPES measurement clar-
ified that the first graphene layer is strongly bounded to Ni substrate avoiding the
spin filter effect. In order to turn such multilayer system into the desired spin filter
configuration a monolayer Au was successfully intercalated underneath the whole
graphene stack. ARPES measurements show that after Au intercalation the whole
graphene stack exhibit valence band structure similar to free standing graphene.
These graphene multilayers have the by Karpan et. al required valence band con-
figuration. Therefore these prepared systems are promising candidates.

The second idea was to prepare graphene electrical insulated on a ferromagnetic
substrate via intercalate of O2 underneath graphene on Al/Ni(111). It was expected
that intercalation of O2 forms graphene/AlOx/Ni(111). Here the AlOx layer acts
as a insulating space layer between the graphene and the ferromagnetic substrate.
Unfortunately this procedure does not work the graphene layer break before inter-
calation of O2 could be observed.

8.0.2 Outlook

After successfully characterization of the electronic valence band structure of mul-
tilayer graphene on Ni(111), the next step is the verification and the investigation
of the spin selective interface transmission. Important questions are: Is the spin-
polarized signal large enough to sensor? Up to which distances of the graphene
Ni interface, spin polarization can be evidenced? Occur magnetic effects originat-
ing from the spin polarized current? These and several more questions have to be
answered before graphene spin filter applications are thinkable.

The spectroscopic methods, which were used in the present work, are not suited
to investigate such effects. Because the filter effect is determined by the states
in vicinity to the Fermi level and PES excites electrons into states far above the
Fermi level. Absorption experiments excite core electrons into empty valence band
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states. In the case of the flat spin-split interface state in the graphene/Ni(111) the
XMCD contrast was rather small. I expect for the case of a time and space limited
polarization of the conduction bands, originating only on the transmission process,
is not observable XMCD contrast.

Suited experiments are STM measurements, which provide information about
the surface morphology and layer quality, and spin-resolved transport measurements,
which are the ultimate prove of this effect.
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Figure 8.1: Calculated π band structure of graphene/Al/Ni(111): The π band shows
clear umklapp effects. Especially visible along Γ-K direction, the π band is mirrored
after 2/3 of the distance.
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[151] R. Ahuja, P. A. Brühwiler, J. M. Wills, B. Johansson, N. Mårtensson, and
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Abstract

The rising demand for every greater computing power and the continuous miniatur-
ization of electronic devices require a detailed knowledge of the physical interactions
down to the atomic scale. Graphene is a promising candidate for future applications
because of its unique properties such as optical transparency which can be used
touch screens, the “mass-less” electron behavior leading to high carrier mobility
which is suited in electronic devices, and the mechanical robustness which is desired
in many applications.

In the present work the electronic and magnetic properties of graphene on varied
substrate are investigated by spectrometric methods. The results of these exper-
iments were supported by DFT calculations. Concerning the DFT results it was
possible to explain the magnetic moment induced into graphene by the formation
of several new interface states. These interface states are energetically split, leading
to different occupations for spin-up and spin-down states, generating the magnetic
moment of the graphene layer observed in XCMD experiments. This work is focused
on the study of the fundamental coupling mechanism and the possibility to influence
them.

Via intercalation of Fe or Al, it was possible to increase or suppress magnetic
interaction. This is a highly interesting observation because it may open the door
to a continuous tuning of the induced magnetic moment into the graphene.

A promising aspect of the thesis is the investigation of epitaxially grown ordered
multilayer graphene of Ni(111). Subsequently experiments showed that it is pos-
sible to tune the electronic properties of the graphene stack into the valence band
configuration which are required [12, 67] to act as a spin filter device.

131



Abstrakt

Die zunehmende Nachfrage nach Rechnerleistung und die fortschreitende Minia-
turisierung der Struktur in elektronischen Schaltkreisen erfordert ein detailliertes
Wissen der Prozesse und Wechselwirkungen auf atomarer Ebene. Ein Hauptaugen-
merk liegt dabei auf selbstordnenden Systemen mit deren Hilfe es möglich ist Struk-
turen effektiv und kontrolliert für zukünftigen Compterbauelemente zu präparieren.
Graphene auf Ni(111) ist eines dieser Systeme, so lassen sich mühelos große Flächen
von Graphen hoher Qualität und Ordnung wachsen. Des Weiteren hebt sich Graphen
mit seinen herausragenden elektronischen, optischen und mechanischen Eigenschaften
wie zum Beispiel das Auftreten von ”masselossen” Ladungsträgern weit von anderen
Materialien ab. Die Wahl des Ni(111) Substrates bietet die Möglichkeit Wechsel-
wirkungen zwischen ferromagnetischen und nicht ferromagnetischen Festkörpern in
einer kommensuraten Struktur zu untersuchen.

In dieser Doktorarbeit wurden die elektronischen und magnetischen Eigenschaften
von Graphen auf verschiedenen Substraten mittels spektrometrischen Methoden un-
tersucht. Die Ergebnisse wurden mit DFT-Berechnungen verglichen. Dabei konnte
ein in das Graphen induziertes magnetisches Moment durch Auswertung von DFT
Berechnungen der Ausbildung von mehreren Interface-Zuständen zugeordnet wer-
den. Diese Arbeit beschäftigt sich im besonderem Maße mit den grundlegenden
Kopplungsmechanismen der elektronischen Systeme des Graphen und des Ni so wie
der Möglichkeit diese zu beeinflussen.

Durch Intercalation von Fe oder Al konnte die magnetischem Wechselwirkung
gestärkt bzw. nahe zu ausgeschaltet werden. Dies ist eine sehr interessante Beobach-
tung mit Hinblick auf die Möglichkeit, die physikalischen Eigenschaften von Graphen
gezielt zu verändern.

Eine viel versprechende Entdeckung ist die Entdeckung einer Methode zur Präpa-
ration von mehrlagigem Graphen. In den anschließenden spektrometrischen Unter-
suchungen konnte die elektronische Valenzbandstruktur so beeinflußt werden, dass
sie alle Charakteristika des von Karpan vorgeschlagenen Spinfilters aufweisen [12,
67].
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