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ABSTRACT

This thesis presents a comprehensive study of paramagnetic centers in fully-
processed microcrystalline silicon (µc-Si:H) thin-film solar cells. The hetero-
geneous material gives rise to a complex band structure with deep defects
in the middle of the energy band gap as well as localized states close to the
energy band edges. They can act as recombination centers and traps and,
thereby, influence the charge transport of photogenerated charge carriers.
Thus, they diminish the performance of the cell. To reduce the disadvanta-
geous influence of the defect states on the cell efficiency, a detailed under-
standing of the charge transport processes via these states is necessary.
In this work, light-activated paramagnetic centers are studied with elec-
trically detected magnetic resonance (EDMR) at various microwave fre-
quencies. This technique combines electron paramagnetic resonance spec-
troscopy (EPR) with the photocurrent measurement in the solar cell, thus,
delivering information about the transport processes and magnetic param-
eters of the involved defect states.
Multi-frequency EDMR at low temperatures reveals four paramagnetic
states in µc-Si:H. Dangling bond (db) defects and holes in valence band tail
(h) states are located in the disordered phase, whereas so-called CE and V
states originate from the crystalline phase. The multi-frequency approach
allows for a separation of field-dependent and -independent line widths.
All EDMR signals are affected by line broadening due to spin-spin interac-
tion, which could be used to estimate mean inter-spin distances of≈ 0.5 nm
for the V center and of ≈ 1 − 2 nm for the remaining centers. Based on
the strong spin-spin coupling and on transient nutation experiments the
V signal could be correlated with a vacancy site in its excited triplet state.
From the particular properties of the CE line it was concluded that the cor-
responding states are located in inversion layers and potential wells close to
the conduction band of crystalline silicon.
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KURZFASSUNG

Die vorliegende Arbeit ist eine umfassende Studie paramagnetischer Zen-
tren in vollprozessierten Dünnschichtsolarzellen aus mikrokristallinem Si-
lizium (µc-Si:H). Das heterogene Material führt zu einer komplexen Band-
struktur mit tiefen Defekten in der Mitte der Bandlücke und lokalisierten
Zuständen in der Nähe von Leitungs- und Valenzbandkante. Diese kön-
nen als Rekombinationszentren und Fallen wirken und beeinflussen damit
den Ladungstransport photogenerierter Ladungsträger. Damit reduzieren
sie die Solarzellleistung. Um diesen nachteiligen Einfluss der Defektzustän-
de auf die Zelleffizienz zu verringern, bedarf es eines genauen Verständnis-
ses der Ladungstransportprozesse entlang jener Zustände.
In dieser Arbeit werden licht-aktivierte paramagnetische Zentren mithil-
fe von elektrisch detektierter Magnetresonanz (EDMR) bei verschiedenen
Mikrowellenfrequenzen untersucht. Diese Methode kombiniert Elektronen-
spinresonanzspektroskopie (EPR) mit der Photostrommessung in der Solar-
zelle und liefert damit Informationen über die Transportprozesse und die
magnetischen Parameter der beteiligten Defektzustände.
Multifrequenz-EDMR bei tiefen Temperaturen bringt vier paramagnetische
Zentren im µc-Si:H zu Tage. Dangling bond-Defekte (db-Defekte) und Lö-
cher in Valenzbandausläuferzuständen (h-Zuständen) befinden sich in der
ungeordneten Phase des Materials, wohingegen die sogenannten CE- und
V-Zustände der kristallinen Phase entstammen. Der Multifrequenzansatz
ermöglicht die Trennung feldabhängiger sowie feldunabhängiger Linien-
breiten. Alle EDMR-Signale sind von Linienverbreiterungen durch Spin-
Spin-Wechselwirkung betroffen, welche verwendet werden konnten, um
mittlere Spinabstände von ≈ 0.5 nm für das V-Zentrum und ≈ 1− 2 nm für
die verbleibenden Zentren zu bestimmen. Basierend auf der starken Spin-
Spin-Kopplung und auf Messungen transienter Nutationen konnte das V-
Signal mit einem Fehlstellendefekt in seinem angeregten Triplettzustand
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KURZFASSUNG

korreliert werden. Aus den speziellen Eigenschaften der CE-Resonanz wur-
de geschlussfolgert, dass die dazugehörigen Zustände in Inversionsschich-
ten und Potenzialsenken nahe des Leitungsbandes von kristallinem Silizi-
um zu finden sind.
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1
INTRODUCTION

Thin-film solar cells bear the potential of converting solar energy at much
lower costs than the well established wafer-based photovoltaic (PV) tech-
nology. The versatility and temperature robustness of thin-film PV modules
resulted in a large gain in market share to about 15-20 % in the last years [1].
Among the various materials used in thin-film solar cells, hydrogenated
amorphous silicon (a-Si:H) and hydrogenated microcrystalline silicon (µc-
Si:H) play a key role. Both materials are compatible with the concept of third
generation photovoltaics aiming at increasing device efficiencies while still
using thin-film processes and abundant non-toxic materials [2]. Both ma-
terials can directly be deposited from the gas phase using low-temperature
processes on inexpensive substrates and require only a fraction of the mate-
rial that is necessary for crystalline silicon (c-Si) solar cells [3–6]. By choice
of the deposition parameters a-Si:H and µc-Si:H can be produced with the
same deposition equipment and can thus easily be combined in one device.
This allows for the fabrication of tandem solar cells utilizing the different
band gaps of a-Si:H and µc-Si:H and, consequently, a more efficient use of
the solar spectrum.
Since the fabrication of the first a-Si:H solar cell in 1976 [7], the maximum
conversion efficiencies increased steadily to more than 12 % for a-Si:H/µc-
Si:H tandems [8, 9]. However, this value is well below the maximum effi-
ciencies achieved with c-Si-based cells [10]. This gap is due to the inferior
electrical properties of amorphous thin-film silicon as compared to its crys-
talline counterpart. Deep defects due to dangling bonds (db) and localized
tail states in the band gap induced by strained bonds act as recombination
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1. INTRODUCTION

centers and traps, respectively, and thereby influence the charge transport
of photogenerated charge carriers. They thus diminish the performance of
the cell. Understanding these loss mechanisms on a microscopic level is a
necessary prerequisite for the development of advanced cell concepts mini-
mizing the detrimental influence of defect states on the cell performance.
Whenever a localized defect state is occupied by an odd number of elec-
trons, it is paramagnetic and can be detected by electron paramagnetic res-
onance (EPR) spectroscopy. EPR can determine defect concentrations and
thus allows for an optimization of a-Si:H and µc-Si:H deposition parameters
[11]. Since the electron spin trapped in a defect state constitutes a sensitive
probe for electron and nuclear spins in its vicinity, EPR and related multi-
resonance techniques can deliver helpful information on defect structures
in solar cell materials [12–14]. In particular a multi-frequency approach has
recently proven successful for the investigation of the EPR parameters of
dbs in a-Si:H [15].
Whether these paramagnetic defects are indeed involved in trapping and re-
combination processes can conveniently be analyzed when combining EPR
with a photocurrent measurement. The resulting technique, electrically de-
tected magnetic resonance (EDMR) [16], interferes with spin-dependent re-
combination or hopping rates and probes the resulting change in conduc-
tivity. EDMR employing continuous wave (cw) microwave (mw) excitation
has been applied to thin-film silicon films and devices for a couple of years
[17]. More recently the combination of electrical detection with pulsed mw
excitation schemes was shown to provide new insight into charge carrier
recombination and hopping transport in thin-film silicon devices [18, 19].
On the one hand, exploiting the time regime enabled the discrimination be-
tween spectrally overlapping EDMR signals associated with different spin-
dependent processes in a-Si:H- and µc-Si:H-based solar cells [20, 21]. On the
other hand, pulsed EDMR has paved the way for the application of sophis-
ticated detection schemes known from mw-detected EPR [22–26].
In this work the successful multi-frequency EPR approach is combined with
the electrical detection yielding multi-frequency EDMR. µc-Si:H thin-film p-
i-n solar cells are studied at microwave frequencies ranging over 2 orders of
magnitude from 3.5 to 263 GHz. It will be shown that in this way magnetic
interactions with nearby electron and nuclear spins as well as the direct
interaction with the external magnetic field can be separated and provide
insights into the microscopic structure of the electron spin’s environment.
For example, spin-carrying nuclei like 1H or 29Si allow the assignment of
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the paramagnetic centers to the crystalline or amorphous regions within the
mixed-phase µc-Si:H material. The evaluation of electron spin dipolar cou-
plings yields information about mean inter-spin distances. The g-value as
a fingerprint property will help to characterize the different paramagnetic
species.
The multi-frequency EDMR is not a specific EDMR experiment within
the methodology of EDMR. Instead, multi-frequency EDMR extends the
available mw frequency range for all EDMR experiments with the aim to
make the specific experiments, like e.g. ENDOR, ESEEM or Rabi exper-
iments even more powerful when performed at one or more appropriate
microwave frequencies.
In addition to the magnetic parameters of the EPR-active centers, EDMR
gives insights into the nature of the transport paths they are part of. The sen-
sitive detection of conductivity reduction or enhancement under resonance
conditions reveals which role the defects play within the device. Here, the
enormous sensitivity of the EDMR current detection [27] allows the investi-
gation of a broad range of semiconductor devices like pn-diodes, solar cells,
LEDs or field effect transistors [17, 28–31] which are not accessible by EPR
due to the complex device structure and the small number of spins.

This thesis describes a comprehensive study of thin-film µc-Si:H solar
cells with multi-frequency EDMR. It is structured in the following way:

Chapter 2 gives an introduction of the theoretical background of EPR
and EDMR methods. In the first part the interaction of a spin with an ex-
ternal magnetic field, the electron spin-spin interaction and the hyperfine
interaction are described. In the context of spin-dependent processes in-
volving two or more spins, the spin-spin interaction is of special relevance.
It will be discussed in the limits of weak and strong coupling conditions to
allow a precise interpretation of the EDMR results. The main aspects of elec-
tron paramagnetic resonance for this work are the coherent spin motion and
the mechanisms of pulsed EPR. Finally, spin-dependent transport processes
involving two as well as three spins and the underlying model (KSM model
[32]) are described. They are the basis for the understanding of EDMR.

Chapter 3 presents the investigated thin-film solar cells, which were
prepared at Forschungszentrum Jülich. Three different thin-film p-i-n cells
are described which are made of microcrystalline and amorphous silicon.
A special focus is put on the description of the EDMR setups at the dif-
ferent microwave frequencies. At microwave frequencies of 34 GHz and

3



1. INTRODUCTION

below cavity-based setups are utilized, whereas at higher frequencies non-
resonant setups are necessary. The EDMR setup at 94 GHz was developed
in the framework of this work. Finally, the EDMR experiments are described
in detail.

Chapter 4 introduces the approach of multi-frequency EDMR. The ex-
periments are carried out on a µc-Si:H p-i-n solar cell with an n-a-Si:H
layer at mw frequencies of 9.7 (X-band), 34 (Q-band) and 94 GHz (W-band).
In this study we will answer the question if multi-frequency and high-
frequency EDMR on disordered semiconductors like µc-Si:H are capable
approaches regarding the spectral resolution of multi-component spectra,
the separation between field-dependent and field-independent interactions
and the resolution of line asymmetries.

Chapter 5 constitutes the heart of this work. Here a comprehensive
EDMR study applied to a p-i-n solar cell completely made of µc-Si:H is pre-
sented. The EDMR spectrum is decomposed with the help of the signal
dynamics measured by cw and pulsed EDMR techniques in Sec. 5.1. The
multi-frequency EDMR investigation of the paramagnetic centers in this
sample is described in Sec. 5.2. Two solar cells with intrinsic layers made of
µc-Si:H with different 29Si concentrations are studied to separate between
the field-independent spin-spin and hyperfine interactions on the one hand
and the field-dependent interactions on the other hand. In Sec. 5.3 ESEEM
experiments are carried out in the complete range of the EDMR spectrum
to get information about nuclei like hydrogen and silicon or the doping ele-
ments phosphorus and boron in the environment of the defects. In the end,
Rabi nutation experiments are performed regarding two EDMR resonances.
This allows to determine the spin quantum numbers of the paramagnetic
centers and to look for the mutual spin partners of spin-dependent pro-
cesses.

Chapter 6 delivers an overall discussions of all findings from chapters
4 and 5. Here, the microscopic environments of the defect states are de-
scribed. Based on the EDMR results transport paths involving the different
paramagnetic states are proposed. Afterwards, a schematic band diagram
is presented which is consistent with all experimental results. Finally, the
most relevant findings are summarized and an outlook for future work is
given.
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2
THEORY OF EPR AND EDMR

In this chapter we will present the theoretical background which is neces-
sary for a detailed interpretation of the EDMR experiments applied to mi-
crocrystalline silicon solar cells. This chapter consists of three main parts.
At the beginning we consider localized paramagnetic centers and their in-
teraction with an external magnetic field as well as their couplings to neigh-
boring nuclei and electrons in the material. This knowledge will help us to
draw conclusions about the structure of the center´s microscopic environ-
ment from the experimental results. Then, we will comment on the con-
cepts of EPR spectroscopy and spin manipulation. We will introduce the
important aspects of the techniques, which will be used later. Finally, spin-
dependent transport processes via localized centers are depicted. They are
the basis for the detection a EPR-induced conductivity changes.

2.1 Spins in Magnetic Fields

The spin systems investigated in this thesis are characterized by param-
agnetic species with the electron spin quantum number S = 1/2. These
electron spins are in most cases coupled to nuclear spins with nuclear spin
quantum number I = 1/2 primarily of silicon nuclei in the proximity. When
the interspin distance of two different electron spins is small their spin-spin
interactions has to be considered as well. Thus, for application of electron
paramagnetic resonance (EPR) we need a detailed knowledge of the spin
state and EPR transition energies of the systems S = 1/2 coupled to I = 1/2
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2. THEORY OF EPR AND EDMR

as well as of the system (S1, S2 = 1/2) spin pairs interacting with a single
nucleus I = 1/2.
Most studies presented here employ the method of electrically detected
magnetic resonance (EDMR). Since detection of EDMR signals is based on
spin-dependent processes of, in general, two electron spins coupled via
spin-spin interactions [19], the subspecies consisting of pairs of interacting
spins is picked out of the whole spin ensemble described above.
Hence, the following spin interactions have to be regarded: The Zeeman
interaction given by the Hamiltonian HZ,i describes the interaction of the
individual electron spin i with an applied external magnetic field. The nu-
clear spins in the sample are as well affected by this external field which
is considered by the nuclear Zeeman term HNZ. Further terms compris-
ing interactions between different spins are the hyperfine interaction (HFI)
term HHFI which describes the coupling of electron and nuclear spins and
the exchange interaction as well as the dipolar coupling term Hex and Hdd,
respectively. Both parts deal with the interaction of neighboring electron
spins. Summarizing these yields the static spin Hamiltonian

H0 = HZ,1 +HZ,2 +HNZ +HHFI +Hex +Hdd. (2.1)

The individual interactions will be elucidated in the following (sections
2.1.1 to 2.1.5). Although spin systems of coupled electron spins are of special
relevance with respect to the application of EDMR, single spins and their in-
teractions are considered in a first step. In a second step, the spin partner
is incorporated in the described theoretical concepts. In doing this, we will
distinguish between weak and strong interspin couplings. Since the inves-
tigated paramagnetic species are located in a disordered solid state system,
small site-to-site differences of magnetic parameters in the spin Hamilto-
nian H0 result in variations of energy levels. This aspect is illustrated in
section 2.1.6.

6



SPINS IN MAGNETIC FIELDS 2.1
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Figure 2.1: Simulation of EPR powder spectra for different symmetries of the
g-matrix. The spectra were simulated with easyspin (an EPR toolbox) [33].
a) Rhombic symmetry. b) Axial symmetry. c) Cubic symmetry. For clarity,
the displays have been normalized to equal maximum intensity. The insets
show the ellipsoid representation of the respective g-matrices (the radii do
not reflect the gii-values of the simulation).

2.1.1 The Electron Zeeman Interaction

The Zeeman interaction describes the interaction between the electron spin
S and the external magnetic field B by

HZ = βeB · g · S (2.2)

where βe is the Bohr magneton and g the orientation-dependent 3× 3 Zee-
man interaction matrix, called g-matrix.
The g-matrix is characterized by three real matrix eigenvalues (g11, g22 and
g33) and three Euler angles which describe the orientation of the g-matrix
principal axes in the coordinate system of the paramagnetic defect.
In the general case we find g11 6= g22 6= g33 (rhombic symmetry). For il-
lustration this rhombic g-matrix can be described by an ellipsoid with three
different radii gii (see the inset Fig. 2.1 a)). When g11 = g22 6= g33 one speaks
of axial symmetry (inset Fig. 2.1 b)). The direction with g33 = g‖ constitutes
a unique axis of the system. Measuring perpendicular to this unique axis

7



2. THEORY OF EPR AND EDMR

yields g11 = g22 = g⊥. The ellipsoid looks like a zeppelin or a discus. Cubic
symmetry is described by an isotropic g-value: giso = g11 = g22 = g33 (inset
Fig. 2.1 c)). The ellipsoid becomes a sphere of radius giso.
In powder samples which consist of a big number of randomly oriented
paramagnetic defects, all possible g-values contribute to the spectrum. A
so-called powder pattern occurs. Examples of such powder patterns for all
three symmetries are shown in Fig. 2.1 a) - c). The intensity profiles reflect
the probability to find a defect of its particular orientation with respect to
the magnetic field B.
The intrinsic spin angular momentum S of a free electron is associated with
a g-factor ge = 2.00232. The free-electron g-value is expected in solid state
or molecular systems in a non-degenerate electronic ground state as well,
since the orbital angular momentum L is quenched. However, in a pertur-
bative treatment spin-orbit interaction

HLS = λL · S (2.3)

admixes the ground state with other excited states and causes a small
amount of L to appear in the true ground state connected with a shift of
the g-value from ge. The more important spin-orbit coupling is, the larger
is the deviation of g from ge. Since this g-value can be considered as a fin-
gerprint property, it is often used to identify the considered paramagnetic
center.

2.1.2 The Spin-Spin Interaction

When two electron spins are spatially sufficiently close to each other, they
will interact (spin-spin interaction). This can happen via dipolar and ex-
change interaction. In this case the spin system comprises four spin states
which can be expressed in two different representations dependent on the
mutual spin-spin coupling strength: In the uncoupled representation they can
be represented by simple product states:

|S1, mS,1〉 ⊗ |S2, mS,2〉 = |mS,1〉 ⊗ |mS,2〉 = {|↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉}. (2.4)

If the two electrons interact significantly, it is advantageous to combine
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SPINS IN MAGNETIC FIELDS 2.1

these configurations into combination states (coupled representation) because
the system separates into a triplet state S = 1 with the substates

|T+〉 =|↑↑〉

|T0〉 =
1√
2
(|↑↓〉+ |↓↑〉)

|T−〉 =|↓↓〉.

(2.5)

and a singlet state S = 0

|S〉 = 1√
2
(|↑↓〉− |↓↑〉). (2.6)

The Dipolar Interaction

The dipolar coupling arises from the classical dipole-dipole interaction of
two magnetic moments. The classical interaction energy of two point
dipoles µ1 and µ2 separated by the distance r (where the vector r points
into the inter-spin direction) is:

U =
µ0

4π

[
µ1 · µ2

r3 − 3(µ1 · r)µ2 · r)
r5

]
. (2.7)

The corresponding Hamiltonian operator of two interacting spins can be
obtained by replacing µi by giβeSi yielding

Hdd =
µ0

4πh̄
g1g2β2

e

[
S1 · S2

r3 − 3(S1 · r)S2 · r)
r5

]
. (2.8)

Because the two electrons are coupled, it is more convenient to expressHdd

in terms of the total spin S = S1 + S2:

Hdd = S1 ·D · S2 + S2 ·D · S1 = 2S1 ·D · S2 = S ·D · S (2.9)

[34, 35] where D is the parameter matrix called zero-field splitting matrix
containing the anisotropy of the dipolar interaction. In its principal axes
system the dipolar matrix D is described by its diagonal elements Dxx, Dyy
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2. THEORY OF EPR AND EDMR

and Dzz. Since D is traceless (Tr{D} = 0) only two independent parameters
D and E, are required. They are defined as D = 3

2 Dzz and E = 1
2(Dxx−Dyy)

yielding

D =

−1
3 D + E

−1
3 D− E

2
3 D

 . (2.10)

In the present study it is sufficient to consider axial symmetry (E = 0)
of the dipolar interaction. The angular dependence of D can be obtained
by calculating its matrix projections using the unit magnitude vector n =

(sin θ cos φ, sin θ sin φ, cos θ) expressed in spherical polar coordinates:

d = n ·D · n =
1
3

D(3 cos2 θ − 1) (2.11)

where θ describes the angle between the direction of dipolar coupling and
the magnetic field axis. Eqn. (2.8) can be evaluated in polar coordinates
which, assuming the high-field approximation (Zeeman interaction is much
more important than the dipolar interaction), delivers

Hdd = d
[

S1zS2z −
1
4
(S1+S2− + S1−S2+)

]
(2.12)

[36] with

d = −µ0g1g2β2
e

4πh̄r3 (3 cos2 θ − 1) (2.13)

and

d⊥ =
µ0g1g2β2

e
4πh̄r3 . (2.14)

The r-dependence of d⊥ is utilized to derive inter-spin distance from dipolar
coupling strengths.

The Exchange Interaction

If the orbitals occupied by two electron spins have a significant overlap, the
result is an exchange interaction. This purely quantum mechanical inter-
action has no classical counterpart but stems from the Coulomb interaction
between the two unpaired electrons. The isotropic part of this interaction

10
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(which is most important here) is represented by

Hex = JS1 · S2 = JS1zS2z +
1
2

J(S1+S2− + S1−S2+) (2.15)

[34, 35]. The energy levels of the singlet and triplet states are split apart by
Hex. Whether the singlet or triplet state lies lower depends on the sign of
J. The magnitude of J decreases with increasing inter-electron distance r so
that |J| is very small if the electrons are sufficiently far apart.

EPR Frequencies of a Pair of Coupled Electron Spins

The spin Hamiltonian of a pair of coupled spins within the high-field ap-
proximation can be written as:

H = HZ +Hex +Hdd (2.16)

where
HZ = ω1S1z + ω2S2z

is the Zeeman interaction of the electron spins interacting with the applied
magnetic field (along the z-axis). In the matrix representation of these three
operators one finds for using the basis states given in set 2.4

HZ =
1
2


ω1 + ω1 0 0 0

0 ω1 −ω2 0 0
0 0 −(ω1 −ω2) 0
0 0 0 −(ω1 + ω2)



Hex =
J
4


1 0 0 0
0 −1 2 0
0 2 −1 0
0 0 0 1

 Hdd =
d
4


1 0 0 0
0 −1 −1 0
0 −1 −1 0
0 0 0 1



Weak Coupling Limit In the weak coupling (wc) limit (|J − 1
2 d| � |ω1 −

ω2|) one can ignore the off-diagonal terms inHex andHdd so that the eigen-
values are the diagonal matrix elements ofH and the eigenstates are simply
the basic states:

11
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Ewc
1 = +

1
2
(ω1 + ω2) +

1
4
(J + d) |1〉 =|↑↑〉

Ewc
2 = +

1
2
(ω1 −ω2)−

1
4
(J + d) |2〉 =|↑↓〉

Ewc
3 = −1

2
(ω1 −ω2)−

1
4
(J + d) |3〉 =|↓↑〉

Ewc
4 = −1

2
(ω1 + ω2) +

1
4
(J + d) |4〉 =|↓↓〉

(2.17)

The frequencies of the allowed EPR transitions are therefore

Ewc
13 = +ω1 +

1
2
(J + d) Ewc

12 = +ω2 +
1
2
(J + d)

Ewc
24 = +ω1 −

1
2
(J + d) Ewc

34 = +ω2 −
1
2
(J + d)

(2.18)

The spectrum in the weak coupling limit thus comprises a pair of doublets,
centered at ω1 and ω2, with splitting ωee = |J + d|. When |J| � d , this
splitting is just |d|.

Strong Coupling Limit In the strong coupling (sc) limit, where |J− 1
2 d| �

|ω1 − ω2| and ω1 ≈ ω2 ≈ ω, the off-diagonal terms in in Hex and Hdd

result in complete mixing of |↑↓〉 and |↓↑〉 such that the eigenvalues and
eigenstates are

Esc
1 = +

1
2
(ω1 + ω2) +

1
4
(J + d) |1〉 =|↑↑〉

Esc
2 = −3

4
J |2〉 = 1√

2
(|↑↓〉− |↓↑〉) = |S〉

Esc
3 =

1
4

J − 1
2

d |3〉 = 1√
2
(|↑↓〉+ |↓↑〉) = |T0〉

Esc
4 = −1

2
(ω1 + ω2) +

1
4
(J + d) |4〉 =|↓↓〉

(2.19)

Only two allowed transitions |1〉 ↔ |3〉 ↔ |4〉 remain with frequencies

Esc
13 = ω +

3
4

d Esc
34 = ω− 3

4
d. (2.20)

The spectrum consists of one doublet centered at ω and split by ωee =
3
2 |d|.

12
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336 338 340 342 344 346 348 334 336 338 340 342 344 346

weak coupling limit strong coupling limit

|3d   |T

|d   |

|2d   |

|3d   /2| T
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T

B / mT B / mT

Figure 2.2: Dipolar spectra of powder samples. Left: Weak coupling case.
Right: Strong coupling case. d⊥ = −D/3 and d‖ = 2D/3 with D =
150 MHz ≈ 5.4 mT. The spectra were simulated with easyspin (an EPR tool-
box) [33].

Spectra of a Pair of Coupled Electron Spins We see that all allowed tran-
sitions in the weak as well as in the strong coupling case depend on d which
itself is a function of θ describing the angle between the external magnetic
field and the direction of dipolar coupling, as seen in Eq. (2.11). In the
spectrum of a single crystal we thus observe a change of the doublet split-
ting as the crystal is rotated in the magnetic field. In the case of disordered
solids, like the samples studied here, a random distribution of spin-spin ori-
entations θ in the sample are expected giving rise to a powder spectrum. It
is determined by the by the singularities d⊥ = d(θ = 90◦) = −D/3 and
d‖ = d(θ = 0◦) = 2D/3 and the probability of finding a pair with orien-
tation θ. Fig. 2.2 shows powder spectra of a pair of coupled spin in both
limiting cases.

2.1.3 The Nuclear Zeeman Interaction

Analogous to the electron Zeeman interaction the nuclear Zeeman interac-
tion describes the coupling of a nuclear spin I to the external field B

HNZ = −gnβnB · I. (2.21)

13
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isotope abundance/ % spin I gn-value νI/ MHz at 350 mT
1H 99.985 1/2 5.59 14.90
11B 80.2 3/2 1.79 4.78
17O 0.038 5/2 -0.76 2.02
29Si 4.67 1/2 -1.11 2.96
31P 100 1/2 2.26 6.04

Table 2.1: Summary of the most important nuclei in this study. The list con-
tains nuclei which can be found in hydrogenated microcrystalline Si solar
cells with doping materials boron and phosphorus. νI demotes the nuclear
Zeeman frequency.

where the quantum number I and the nuclear gn are inherent properties of a
nucleus [37]. βn is the nuclear magneton which is three orders of magnitude
smaller than the Bohr magnetic βe of a free electron. The most important
nuclei for this study are listed in table 2.1.

2.1.4 The Hyperfine Interaction

The interaction of a nuclear magnetic moment µn = gnβnI with an electron
magnetic moment µe = geβeS is given by

HHFI =
µ0

4πh̄2 gegnβeβnI ·
[

L
r3 −

S
r3 + 3

r(S · r)
r5 +

8
3

πSδ(r)
]

(2.22)

[36, 38]. This equation results from describing the behavior of an electron
in the magnetic field produced by µn. The first term in the bracket is the
magnetic field caused by the electron orbital magnetic momentum L. This
is neglected in the coming considerations, since no significant contribution
of L is expected [39]. The remaining terms describe the electron nuclear mag-
netic dipole-dipole interaction. The singular term is called the Fermi contact
interaction which is only non-zero for electrons having a finite spin density
|ψe(r = 0)| at the nucleus. The hyperfine interaction term can be written in
a compact form as a sum of the isotropic Fermi contact interaction and the
purely anisotropic part of the electron-nuclear dipole-dipole interaction:

HHFI = S ·A · I = AisoS · I + S · T · I (2.23)

14
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with the isotropic coupling constant

Aiso =
2
3
µ0

h̄
geβegnβn|ψe(0)|. (2.24)

Analogous to the dipolar electron spin-spin interaction (Eqn. 2.9), the trace-
less part of the electron nuclear dipole-dipole interaction can be expressed
by the matrix

T =
µ0

4πh̄
gegnβeβn

r3

−1
−1

2

 (2.25)

where r is the distance between the two spins. Again, one obtains the angu-
lar dependence

t = T(3 cos2 θ − 1) (2.26)

with θ the angle between the inter-spin direction and the external magnetic
field and

T =
µ0

4πh̄
gegnβeβn

r3 . (2.27)

The spin system S = 1/2 and I = 1/2, is connected with four possible
spin states:

|S, mS〉 ⊗ |I, mI〉 = {|↑S↑I〉, |↑S↓I〉, |↓S↑I〉, |↓S↓I〉} = {|↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉}.
(2.28)

Assuming for example a small isotropic HFI in addition to a strong external
magnetic field B(‖ z−axis) so that the high-field approximation is valid, the
Hamiltonian can be simplified to

HZ +HNZ +HHFI = geβeBSz − gnβnBIz + AisoSz Iz

= ωSSz −ωI Iz + AisoSz Iz

which yields the four energy levels

E1 = +
1
2
(ωS −ωI) +

1
4

Aiso |1〉 =|↑↑〉

E2 = +
1
2
(ωS + ωI)−

1
4

Aiso |2〉 =|↑↓〉

E3 = −1
2
(ωS + ωI)−

1
4

Aiso |3〉 =|↓↑〉

E4 = −1
2
(ωS −ωI) +

1
4

Aiso |4〉 =|↓↓〉

(2.29)
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335 340 345
B / mT

335 340 345
B / mT

A T

A ||

Aiso a) b)

Figure 2.3: Simulated X-band spectra of an hyperfine coupled S = 1/2 plus
I = 1/2 system. a) Only Aiso = 200 MHz contributes to the coupling. b)
Here the HFI consists of Aiso = 200 MHz and T = 30 MHz. The spectra were
simulated with easyspin (an EPR toolbox) [33].

The frequencies of the allowed EPR transitions (∆mS = ±1/2) are therefore

E13 = ωS +
1
2

Aiso

E24 = ωS −
1
2

Aiso

(2.30)

Hence, the spectrum consists of one doublet centered at ωS and split by Aiso.
This is shown in Fig. 2.3 a). This splitting is observed in solid crystal as
well as in powder spectra, since it is orientation independent. Inclusion of
the dipolar part introduces an additional θ-dependent splitting (since A =

Aiso + T(3 cos2 θ− 1)). An exemplary spectrum of a powder sample for this
case is shown in Fig. 2.3 b). The intensity profile of the lines is caused by the
the angular dependent dipolar part. The observed inner and outer edges
are

A⊥ = Aiso − T (2.31)

describing the smallest splitting and

A‖ = Aiso + 2T (2.32)

describing the maximum splitting.
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2.1.5 The Model System of S = 1/2 and I = 1/2 – Investi-
gation of Hyperfine Interactions

The spin systems investigated in this thesis are in most cases composed of
a coupled electron spin pair (S1, S2 = 1/2) and a single nuclear spin (I =

1/2). Nevertheless, it is advantageous to study first the simpler case of an
electron spin S1 = 1/2 coupled to a nuclear spin I = 1/2. Therefore, we
give here a detailed discussion of this two-spin model system. In a second
step, we extend this treatment to a coupled electron spin pair interacting
with a nuclear spin by adding the exchange and dipolar interaction between
the electrons under weak coupling conditions. Finally, the case of a strongly
coupled electron spin pair plus a nuclear spin is considered.

Treatment of the System S1 = 1/2 and I = 1/2

For an S1 = 1/2, I = 1/2 system with a isotropic g-matrix and an
anisotropic HFI the Hamiltonian is given by

H01 = ωS1S1z + ωI Iz + S1 ·A · I
= ωS1S1z + ωI Iz + aS1z Iz + bS1z Ix

(2.33)

where the first and second term give the electron and nuclear Zeeman in-
teraction. The two following terms are the secular and pseudo-secular parts
of the hyperfine interaction. The pseudo-secular term S1z Iy as well as the
terms in S1x and S1y can be very often neglected [37]. Furthermore,

a = A‖ cos2 θ + A⊥ sin2 θ (2.34)

b = (A‖ − A⊥) sin θ cos θ (2.35)

where θ describes the angle between the electron-nuclear axis and the exter-
nal magnetic field. In the product basis set 2.28H0 is not diagonal. It can be
diagonalized with the help of a unitary transformation [37] resulting in the
set of eigenvectors

|1〉 = cos(ηα) |↑↑〉 − sin(ηα) |↑↓〉
|2〉 = sin(ηα) |↑↑〉+ cos(ηα) |↑↓〉
|3〉 = cos(ηβ) |↓↑〉 − sin(ηβ) |↓↓〉
|4〉 = sin(ηβ) |↓↑〉+ cos(ηβ) |↓↓〉

(2.36)
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The mixing angles ηα and ηβ are given by

tan 2ηα =
1
2 b

1
2 a−ωI

tan 2ηβ =
1
2 b

1
2 a + ωI

. (2.37)

One can see that b is responsible for the mixing of electronic and nuclear
states. The energies corresponding to the eigenvectors |1〉 − |4〉 are

E1 =
ωS1

2
+

1
2

ωα

E2 =
ωS1

2
− 1

2
ωα

E3 = −ωS1

2
+

1
2

ωβ

E4 = −ωS1

2
− 1

2
ωβ

(2.38)

with

ωα =

√
(

1
2

a−ωI)2 +
1
4

b2 ωβ =

√
(

1
2

a + ωI)2 +
1
4

b2 (2.39)

The transition frequencies are

E13 = ωS1 +
1
2
(ωα −ωβ)

E14 = ωS1 +
1
2
(ωα + ωβ)

E23 = ωS1 −
1
2
(ωα + ωβ)

E24 = ωS1 −
1
2
(ωα −ωβ)

(2.40)

Without the anisotropy of the HFI (a = Aiso and b = 0) ηα and ηβ

become zero and we end up with the isotropic case in section 2.1.4. A energy
level diagram and the corresponding transition frequencies are given in Fig.
2.4.
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E1
E

E3

E2

E4

transition energiesenergy levels

E

a) b)

ω1

ω1

Figure 2.4: Spin system S1 = 1/2 and I = 1/2 a) The energy level diagram
for a > 0, ωI > 0 (as gn < 0 for 29Si nucleus) in the weak coupling limit
( 1

2 |a| < |ωI|). b) Corresponding transition energies for the allowed (solid
lines) and forbidden (dashed lines) EPR transitions.

A Weakly Coupled Spin Pair (S1, S2 = 1/2) Interacting with a Single Nu-
cleus I = 1/2

In the case of a weakly coupled spin pair (S1, S2 = 1/2) interacting with a
single nucleus I = 1/2 we have to add to the Hamiltonian H01 (Eqn. 2.33)
the Zeeman interaction of the second electron and the two terms describing
the exchange and dipolar interaction yielding

H0wc = H01 + ωS2S2z + JS1zS2z + dS1zS2z. (2.41)

J is the strength of the exchange interaction (see Sec. 2.1.2), d is the strength
of the axial dipolar coupling as introduced in Eqn. (2.13). Under conditions
of weak coupling the nonsecular parts of the electron-electron interactions
can be neglected [40]. The product basis {|↑S1↑I〉 |↑S2〉, |↑S1↓I〉 |↑S2〉, . . . } is
used. We write the states of electron 1 and the nucleus in one ket to empha-
size the coupling of the nucleus to electron 1. The Hamiltonian H0wc (wc =
weak coupling) is diagonal in the electronic spin states but has off-diagonal
elements connecting pairs of states with the same electron spin configura-
tion but different nuclear spin orientations. Hence, the Hamiltonian must
be diagonalized analogous to the two-spin system S1 = 1/2, I = 1/2. This
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results in eigenvectors

|1+〉 = cos(ηα) |↑S1↑I〉 |↑S2〉+ sin(ηα) |↑S1↓I〉 |↑S2〉
|1−〉 = − sin(ηα) |↑S1↑I〉 |↑S2〉+ cos(ηα) |↑S1↓I〉 |↑S2〉
|2+〉 = cos(ηα) |↑S1↑I〉 |↓S2〉+ sin(ηα) |↑S1↓I〉 |↓S2〉
|2−〉 = − sin(ηα) |↑S1↑I〉 |↓S2〉+ cos(ηα) |↑S1↓I〉 |↓S2〉
|3+〉 = cos(ηβ) |↓S1↑I〉 |↑S2〉+ sin(ηβ) |↓S1↓I〉 |↑S2〉
|3−〉 = − sin(ηβ) |↓S1↑I〉 |↑S2〉+ cos(ηβ) |↓S1↓I〉 |↑S2〉
|4+〉 = cos(ηβ) |↓S1↑I〉 |↓S2〉+ sin(ηβ) |↓S1↓I〉 |↓S2〉
|4−〉 = − sin(ηβ) |↓S1↑I〉 |↓S2〉+ cos(ηβ) |↓S1↓I〉 |↓S2〉

(2.42)

The mixing angles are given by 2.37. The eigenenergies are

E1± = +
1
2
(ω1 + ω2) +

1
4
(J + d)± 1

2
ωα

= Ewc
1 ±

1
2

ωα

E2± = +
1
2
(ω1 −ω2)−

1
4
(J + d)± 1

2
ωα

= Ewc
2 ±

1
2

ωα

E3± = −1
2
(ω1 −ω2)−

1
4
(J + d)± 1

2
ωβ

= Ewc
3 ±

1
2

ωβ

E4± = −1
2
(ω1 + ω2) +

1
4
(J + d)± 1

2
ωβ

= Ewc
4 ±

1
2

ωβ

(2.43)

where Ewc
i describes the energies of the weakly coupled electrons without

an influence of a nuclear spin, as seen in Eqn. (2.17). One can see that in the
case of two weakly coupled electron spins the secular term bS1z Iz leads to a
mixing of the state |↑S1↑I〉 with |↑S1↓I〉 and |↓S1↑I〉 with |↓S1↓I〉. The second
electron spin is not affected by HFI. Hence, the transitions E12 and E34 stay
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E13+ -

E34 E12

E13- +

Eω1
ω2E13-E13+

E24+ -E24- +

E24-E24+

J+dJ+d

Figure 2.5: Weakly coupled spin pair (S1, S2 = 1/2) and a single nucleus
I = 1/2. Transition energies for a > 0, ωI > 0 (as gn < 0 for 29Si nucleus)
in the hyperfine weak coupling limit ( 1

2 |a| < |ωI|) are shown. Solid lines
symbolize the allowed and dashed lines the forbidden EPR transitions.

unchanged. The remaining transitions have the following energies:

E13+ = Ewc
13 +

1
2
(ωα −ωβ) E13− = Ewc

13 −
1
2
(ωα −ωβ)

E13± = Ewc
13 +

1
2
(ωα + ωβ) E13∓ = Ewc

13 −
1
2
(ωα + ωβ)

E24+ = Ewc
24 +

1
2
(ωα −ωβ) E24− = Ewc

24 −
1
2
(ωα −ωβ)

E24± = Ewc
24 +

1
2
(ωα + ωβ) E24∓ = Ewc

24 −
1
2
(ωα + ωβ)

(2.44)

Again, Ewc
ij are given in Eqn. (2.18). The energy levels and corresponding

transitions are depicted in Fig. 2.5

A Strongly Coupled Spin Pair (S1, S2 = 1/2) Interacting with a Single
Nucleus I = 1/2

If the electron spins are strongly coupled, the non-secular terms of the
electron-electron interaction can no longer be neglected. They have to be
added to the HamiltonianH0wc giving

H0sc = H0wc + (
J
2
− d

4
)(S1+S2− + S1−S2+). (2.45)

The "flip-flop" term is responsible for the state mixing of the electronic states
|↑S1〉 |↓S2〉 and |↓S1〉 |↑S2〉. The eigenstates and eigenvalues of H0sc in ab-
sence of a nucleus can be calculated delivering combined states and corre-
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sponding energies [40, 41]:

|1〉 =|↑↑〉

|2〉 = 1√
2
((cos φ + sin φ) |↑↓〉+ (sin φ− cos φ) |↓↑〉)

|3〉 = 1√
2
((cos φ− sin φ) |↑↓〉+ (sin φ + cos φ) |↓↑〉)

|4〉 =|↓↓〉

(2.46)

E1 = +
1
2
(ω1 + ω2) +

1
4
(J + d)

E2 = Ω− 3
4

J

E3 = −Ω− 1
4

J − 1
2

d

E4 = −1
2
(ω1 + ω2) +

1
4
(J + d)

(2.47)

with

Ω =

√
(−1

2
J +

1
4

d)2 + (
ω1 −ω2

2
)2 (2.48)

and

tan 2φ =
ω1−ω2

2

−1
2 J + 1

4 d
. (2.49)

Including the HFI part results in a not diagonal spin Hamiltonian, which is
hard to diagonalize. Hence, an exact algebraic calculation of eigenstates and
eigenvalues for the system of two strongly coupled electron spins (S1, S2 =

1/2) interacting with a single nuclear spin I = 1/2 is not possible. Thus,
perturbation theory is utilized. In the present study the HFI energies are
very small in comparison to 2Ω which is the energy separation between the
states |2〉 and |3〉. Under these conditions the hyperfine terms connecting |2〉
and |3〉 can be considered as a perturbation. For the perturbation calculation
the zero-order states |j〉 |↑I〉, |j〉 |↓I〉, j = 1...4 are used [40]. One finds the
second-order correction to the energy of the states |2〉 and |3〉

∆E2± = −∆E3± =
(1

4 a2 + 1
4 b2) cos2 2φ

2Ω
. (2.50)
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Hence, we obtain 8 energy levels:

E1± = +
1
2
(ω1 + ω2) +

1
4
(J + d)± 1

2
ωα

E2± = Ω′ − 3
4

J ± 1
2

ωγ

E3± = −Ω′ − 1
4

J − 1
2

d± 1
2

ωδ

E4± = −1
2
(ω1 + ω2) +

1
4
(J + d)± 1

2
ωβ

(2.51)

with

Ω′ = Ω +
(1

4 a2 + 1
4 b2) cos2 2φ

2Ω
(2.52)

and

ωγ =

√
(

1
2

a sin 2φ−ωI)2 +
1
4

b2 sin2 2φ

ωδ =

√
(

1
2

a sin 2φ + ωI)2 +
1
4

b2 sin2 2φ

(2.53)

The energy levels comprising the states |1〉 and |4〉 stay unchanged
since the electronic states are the same as for the weak coupling case. The
levels E2± and E3± are determined by perturbation calculation.

For φ = 0 (strong coupling) the states |↑S1〉 |↓S2〉 and |↓S1〉 |↑S2〉 are
completely mixed delivering the eigenstates

|1〉 =|↑↑〉

|2〉 = 1√
2
(|↑↓〉− |↓↑〉)

|3〉 = 1√
2
(|↑↓〉+ |↓↑〉)

|4〉 =|↓↓〉

(2.54)

For complete mixing we find that

ωγ = ωI ωδ = ωI

∆E2±(φ = 0) = −∆E3±(φ = 0) =
1
4 a2+ 1

4 b2

−J+ 1
2 d
≈ 0 .
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Figure 2.6: Strongly coupled spin pair (S1, S2 = 1/2) and a single nucleus
I = 1/2. Transition energies for a > 0, ωI > 0 (as gn < 0 for 29Si nucleus)
in the hyperfine weak coupling limit ( 1

2 |a| < |ωI|) are shown. Solid lines
symbolize the allowed and dashed lines the forbidden EPR transitions.

Thus we get the eigenvalues

Esc
1± = Esc

1 ±
1
2

ωα Esc
2± = Esc

2 ±
1
2

ωI

Esc
3± = Esc

3 ±
1
2

ωI Esc
4± = Esc

4 ±
1
2

ωβ

(2.55)

where Esc
i are the energy levels of a strongly coupled electron spin pair (see

Eqn. (5.3)). The transition energies which are illustrated in Fig. 2.6 are

E13+ = Esc
13 +

1
2
(ωα −ωI) E13− = Esc

13 −
1
2
(ωα −ωI)

E13± = Esc
13 +

1
2
(ωα + ωI) E13∓ = Esc

13 −
1
2
(ωα + ωI)

E34+ = Esc
34 +

1
2
(ωI −ωβ) E34− = Esc

34 −
1
2
(ωI −ωβ)

E34± = Esc
34 +

1
2
(ωI + ωβ) E34∓ = Esc

34 −
1
2
(ωI + ωβ)

(2.56)

with Esc
ij given in Eqn. (2.20). We see that the energy levels of both EPR

transitions |1〉 ↔ |3〉 ↔ |4〉 are affected by HFI under strong coupling con-
ditions. The energy levels experience an additional splitting by sums and
differences of ωα, ωβ and ωI.

2.1.6 Inhomogeneous Broadening of EPR Resonance Lines

Spectral lines are classified in homogeneously and inhomogeneously broad-
ened lines. Homogeneous line broadening for a set of spins occurs when all
these spins see the same net magnetic field and have the same spin Hamil-
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Figure 2.7: Unbroadened EPR spectra (left) compared to inhomogeneously
broadened EPR spectra (right). a) Axial powder pattern with g⊥ = 2.00 and
g‖ = 1.99. b) Additional broadening induced by g-strain of ∆g = 0.005. c)
EPR spectrum with resolved HFI of Aiso = 3 MHz. d) Adding g-strain of
∆g = 0.001 washes out the resolved splitting. The intensities in b) (in d) ) are
multiplied by a factor of 67 (a factor of 9) relative to the spectrum in a) (in c))
to obtain equal maximum amplitudes.

tonian parameters. Such a set is called spin packet. The resulting line shape
is usually a Lorentzian profile. Examples of sources of homogeneous broad-
ening are fluctuating fields originating from electron and nuclear spin flips.

By contrast, in the inhomogeneous case the line broadening mechanism
distributes the resonance frequencies over a finite range due to varying spin
Hamiltonian parameters. The spectrum consists of a superposition of indi-
vidual spin packets each slightly shifted in frequency from the others. In
most cases this results in Gaussian line shapes. The following sources of
broadening are relevant in disordered solid state systems as investigated in
the work [35]:
Unresolved hyperfine structures occur in EPR spectra when the number of
hyperfine components from nearby nuclei is so large that no distinct HFI
splittings are observed. Hence one detects the envelope of a multitude of
lines.
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Anisotropic interactions are another source of inhomogeneous broadening.
In randomly oriented solid state systems anisotropic hyperfine interaction
gives a distribution of different local fields. Anisotropic Zeeman interaction
causes a distribution of field/ frequency resonance conditions. Dipolar in-
teractions with other paramagnetic centers in the environment give rise to
line broadening, since they may impose a random local field at a given un-
paired electron, arising from dipolar fields from other electron spins.
In disordered solid state systems the inhomogeneity in the local magnetic
environment of the individual spin probe gives rise to site-to-site variations
of magnetic parameters. Such structural site-to-site variations can leads to a
distribution of g-values (g-strain), of hyperfine coupling strengths (A-strain)
or of dipolar coupling strengths (D-strain).
In Fig. 2.7 the influence of inhomogeneous line broadening is illustrated
using the example of g-strain. Effects of line broadening not only wash out
distinct spectral structure, but also lead to a strong reduction of line intensi-
ties (and with this of the data quality), as indicated in the figure by the given
scaling factors.

2.2 Electron Paramagnetic Resonance

In this section the interaction of spins with electromagnetic radiation is
shortly described. Beside the macroscopic and microscopic static magnetic
fields lifting the spin’s energy level degeneracy (described in the preceding
section), the interaction with oscillating magnetic fields (or photons) consti-
tutes the second main pillar of EPR. This interaction is responsible for the
absorption and emission of microwave radiation during magnetic dipole
transitions which allows a comprehensive characterization of the spin sys-
tem. In this section we focus on the key topics relevant in this work. First,
the phenomenon of spin resonance is outlined (section 2.2.1). Second, the
coherent motion of different spin systems during microwave irradiation is
described (section 2.2.2). The distinct properties of spin dynamics help to
get information about the spin quantum numbers of the investigated para-
magnetic centers or the processes they are involved in. Third, the spin ma-
nipulation by pulsed microwave radiation is illustrated (section 2.2.3). Sin-
gle pulses as well as sophisticated pulse sequences are important tools for
measuring EPR and EDMR field sweep spectra or for the investigation of
the microscopic environment of the paramagnetic centers. Their mechanics
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are briefly described.

2.2.1 Principle of Electron Paramagnetic Resonance

As seen in the preceding section, a spin in an environment containing fur-
ther nuclear and electron spins is affected by many different interactions.
They cause additional energy level shifts and splittings resulting in a com-
plex multi-level system. Transitions between these levels can be induced
when the energy of the electromagnetic radiation hν matches the energy
level difference of the addressed transition ∆E:

Ei − Ej = ∆E = hν. (2.57)

For an isolated spin S = 1/2 (g = ge) only influenced by Zeeman inter-
action with an external magnetic field of strength B = 340 mT the transi-
tion between the states mS = ±1/2 is in resonance at the microwave fre-
quency ν ≈ 9.5 GHz. The EPR spectrum then consists of a single line. An
EPR spectrum can be obtained by either changing the energy splitting (by
sweeping the external field) continuously during irradiation with a constant
frequency radiation or by sweeping the frequency so that the resonance con-
dition is met for all accessible transitions. In many cases the magnetic field
sweep is preferred to detect EPR spectra.
Of special interest in this study are experiments in different magnetic field
regimes (at different mw frequencies), since there are field-dependent (Zee-
man interaction) and field-independent (spin-spin-) interactions. They
dominate the EPR spectra at high and low external magnetic fields, respec-
tively. Hence, by choice of a distinct field regime one of both groups of
interactions can be preferentially studied. At sufficiently high fields field-
independent contributions can be neglected which often leads to a gain of
spectral resolution. Fields and frequencies applied in this work are given in
Tab. 2.2. An exemplary simulated spectrum of two overlapping EPR signals
is shown in Fig. 2.8.

2.2.2 Coherent Spin Motion

The application of an oscillating external magnetic field B1(t) to a param-
agnetic species of spin S = 1/2 with non-degenerate mS energy levels in-
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Figure 2.8: Simulation of EPR spectra in different field regimes. The spec-
trum consists of two independent paramagnetic species which partly overlap.
The Zeeman interaction dominates at high fields/frequencies (resolution of
g-matrix and broadening by g-strain). Unresolved HFI washes out any reso-
lution at low fields.

duces magnetic dipole transitions. The corresponding time-dependent spin
HamiltonianH1(t) is described by

H1(t) = gβeS · B1(t). (2.58)

In a frame of the rotating magnetic field B1(t), also called a rotating Bloch
sphere representation, the radiation amplitude behaves like a constant mag-
netic field vector so that the Hamiltonian becomes time-independent:

H1 = gβeS · B1 = gβeB1Sx = ω1Sx (2.59)

(assuming that B1 ‖ x-axis). This aspect is described in more detail in Sec.
2.2.3. Transitions take place between spin states fulfilling the selection rule
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EPR frequency/ frequency band magnetic field/ mT
GHz (g = 2)
3.5 S 120
9.5 X 340
34 Q 1200
94 W 3360

263 9400

Table 2.2: Overview of microwave frequency bands and corresponding mag-
netic fields used in this work.

∆mS = ±1, since

〈S, mS|Sx|S, m′S〉 =
1
2
〈S, mS|(S+ + S−)|S, m′S〉 (2.60)

is only different from zero, when m′S = mS ± 1. Under the influence of reso-
nant microwave excitation of amplitude 2B1 the transitions between neigh-
boring energy levels mS and mS + 1 of the spin S is driven with the Rabi
nutation frequency

Ω(mS, mS + 1) =
gβeB1

h̄

√
S(S + 1)−mS(mS + 1). (2.61)

For a spin S = 1/2 with mS = 1
2 ,−1

2 the nutation frequency is ΩS=1/2 =
gβeB1

h̄ = ω1. In the case of S = 1 there are three possible mS-values:
mS = −1, 0,+1. For both transitions ∆mS ± 1 one finds identical frequen-
cies: ΩS=1 =

√
2 gβeB1

h̄ =
√

2ω1.

Considering a pair of electron spins (S1 = 1/2, S2 = 1/2), the Hamil-
tonian describing the interaction between the spins and the electromagnetic
radiation is given by

H1 = gβe(S1 + S2) · B1 = ω1(S1x + S2x). (2.62)

Here it is necessary to distinguish two different scenarios: The selective ex-
citation of one spin of the pair as well as the non-selective excitation where
both spins are in resonance at the same time.
When the Larmor separation between both spin partners is larger than the
mw field (h̄∆ω � gβeB1), only the spin S1 is manipulated by the mw radi-
ation (selective excitation). Spin S2 is not affected. In this case the Hamil-
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tonian reduces to H1 = ω1S1x. This is nothing else then the excitation of a
single spin delivering the nutation frequency Ω = ω1.
When both spins are excited simultaneously (h̄∆ω � gβeB1), the full
Hamiltonian (Eqn. 2.62) has to be regarded. The transition matrix element

〈S1, mS,1|〈S2, mS,2|ω1(S1x + S2x)|S1, mS,1 + 1〉|S2, mS,2 + 1〉 (2.63)

can be written in the form

ω1(〈S1, mS,1|S1x|S1, mS,1 + 1〉+ 〈S2, mS,2|S2x|S2, mS,2 + 1〉) (2.64)

since independent angular momenta of different independent sets of eigen-
functions commute ([S1x, S2x]_ = 0). Thus, the nutation frequency Ω = 2ω1

is expected. This behavior is referred to as spin locking behavior.

An alternative way to calculate the coherent spin dynamics of ensem-
bles of spins and spin pairs makes use of temporal evolution of the density
matrix [42, 43]. The time dependence of the density matrix ρ is given by the
Liouville- von Neumann equation

dρ

dt
= −i [H(t), ρ(t)] (2.65)

withH = H0 +H1(t). H0 comprises the spin-spin interaction as well as the
Zeeman interaction of both spins, H1(t) describes the interaction with the
microwave field (see Eqn. 2.62).
For the EDMR results presented in this work it is of special interest to look
at the temporal development of the populations in the spin and spin pair
states, since they directly influence the EDMR observable. Recently it was
illustrated in a detailed application of this density matrix approach [43], that
the single spin states |↑〉 and |↓〉 as well as the states |↑↑〉 and |↓↓〉 of the
spin pair under selective excitation conditions are populated and depopu-
lated with the frequency ω1, whereas the populations in the spin pair states
|↑↑〉 and |↓↓〉 under non-selective excitation oscillate with 2ω1. This is in
full agreement with the transition matrix element results obtained above.
In addition to these results, we consider the oscillation frequency of the pop-
ulations of the spin S = 1 states. The detailed calculation of this frequency
regarding the transition mS = −1 ↔ mS = 0 is given in appendix 7.1. One
finds the oscillation frequency Ω =

√
2ω1.

In the EDMR studies presented in the upcoming chapters Rabi nutation
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frequencies constitute an important source of information about the spin-
dependent processes in the solar cells and the underlying paramagnetic cen-
ters.

2.2.3 Pulse EPR

Let us assume a spin ensemble with spins S = 1/2. The spin nutation ex-
cited by the oscillating magnetic field B1(t) leads to an oscillation of the spin
state populations and with this of the sample magnetization M, since the
magnetic moments µi of the single spins add up to a macroscopic magne-
tization M = ∑i µi. This magnetization constitutes the observable in EPR
and NMR experiments. The choice of a coordinate system rotating with ω1

simplifies the description of the temporal behavior of M. B1 is then constant
in time. Irradiation with microwaves of amplitude B1 for a short time leads
to a rotation of M about B1 by an angle φ = ω1tp where tp is the length of
the mw pulse. The flip angle φ is dependent on the length of the pulse tp

as well as on the nutation frequency ω1 which in turn is determined by the
mw field amplitude B1.
For a pulse φ = π the magnetization M is fully inverted which corresponds
to an inversion of the populations of the spin states |↑〉 and |↓〉. The spin
manipulation by π-pulses constitutes the basic manipulation for EDMR ex-
periments, since with that the relative spin orientation of spin pair partners
can be altered. This is discussed further in Sec. 2.3.
Application of a π/2-pulse rotates M into the xy-plane giving rise to an
EPR signal called free induction decay (FID). Due to dephasing of the differ-
ent spin-packets of a resonance line, M decays quite fast so that the EPR
signal is hard to detect in many cases. Fortunately, applying sequences of
pulses helps to overcome these problems. The spin echo sequence is the
most prominent example.

The Electron Spin Echo Sequence

The dephasing process described above can be reversed by an additional
pulse of length π applied after a certain pulse-interval time τ. This leads to
a rephasing of the spin-packets. The same time τ after the π pulse a building
up and decay of the initial magnetization is observed. This refocussed signal

31



2. THEORY OF EPR AND EDMR

is called echo. The pulse sequence can be described by

π

2
− τ − π − τ − echo

where the first pulse is named excitation pulse and the second one refocussing
pulse. This sequence was first described in NMR (1950) and is called Hahn
sequence after its discoverer [44]. In EPR this technique was first used in 1958
[45]. The spin echo intensity is a measure of the number of spins manipu-
lated by the pulse sequence at a distinct mw frequency and magnetic field.
By recording the echo intensity versus the external magnetic field, the EPR
spectrum of the spin system can be obtained.

Electron Spin Echo Envelope Modulations

The spin-echo signal measured as a function of the pulse-interval time τ de-
creases in height. This decrease is caused by irreversible spin-spin and spin-
lattice relaxation processes which affect the amount of refocussed magneti-
zation. In selected systems this decay is superimposed with a modulation.
This effect was first measured and theoretically described by Mims [46, 47]
and is named Electron Spin Echo Envelope Modulation (ESEEM). It arises
from anisotropic hyperfine interaction. The modulation frequencies which
are obtained by Fourier-transformation of the echo decay time trace con-
tain information about neighboring nuclei coupled to the electron spin. It
was shown in Sec. 2.1.5, that anisotropic HFI leads to a mixing of electronic
and nuclear states. This is responsible for additional transitions (∆mS = ±1
plus ∆mI = ±1) which are forbidden for isotropic HFI, but become weakly
allowed for anisotropic HFI. The additional flipping of nuclear spins influ-
ences the rephasing of the electron spin echo in form of echo intensity mod-
ulation with characteristic nuclear frequencies. This modulation of the echo
intensity IEcho as function of the pulse-interval time τ is given by

IEcho = 1− K
4
(2− 2 cos ωατ − 2 cos ωβτ + cos(ωα + ωβ)τ + cos(ωα −ωβ)τ)

for a single electron spin S = 1/2 coupled to a nucleus I = 1/2 [37, 48]. The
frequencies ωα and ωβ are

ωα =

√
(

1
2

a−ωI)2 +
1
4

b2 ωβ =

√
(

1
2

a + ωI)2 +
1
4

b2. (2.66)
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Figure 2.9: Angular dependence of two-pulse ESEEM transition frequencies
of a spin pair (S1 = 1/2, S2 = 1/2) coupled to a single nuclear spin I =
1/2 (ωI = 2.9 MHz). Hyperfine coupling parameters Aiso = 2 MHz and
T = −1 MHz were used for the calculation. a) Strong coupling limit (S =
1). The EPR transition mS = +1 ↔ mS = 0 is considered. The transition
frequencies ωI, ω±1 (blue lines) and their sums (red) and differences (black)
are illustrated. b) Weak coupling limit (S = 1/2). The transition frequencies
ωα, ωβ (blue lines) and their sum (red) and difference (black) are illustrated.

K =

(
bωI

ωαωβ

)2

(2.67)

is the modulation depth parameter. This frequency dependence is also valid
to describe ESEEM data of weakly coupled electron spin pairs [40].
The τ dependence of the echo intensity for a spin pair in the strong coupling
limit is described by

IEcho = 1− K
4
(2− 2 cos ωIτ − 2 cos ω±1τ + cos(ωI + ω±1)τ + cos(ωI −ω±1)τ)

with ω+1 for the transition mS = +1 ↔ mS = 0 and with ω−1 for the
transition mS = 0 ↔ mS = −1, respectively. The frequencies ω±1 are given
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by ω+1 = ωα and ω−1 = ωβ.

K+1 =

(
b

2ωα

)2

and K−1 =

(
b

2ωβ

)2

(2.68)

are the modulation depth parameters of both transitions [37, 40].
In both coupling limits the ESEEM data consist of 4 frequencies: There are
ωα, ωβ and their sums and differences in the weak coupling case. In the
strong coupling case frequencies at ωI, ω±1 and their sums and differences
for the transitions mS = ±1 ↔ mS = 0 are expected. Since the hyper-
fine parameters a and b (see Sec. 2.1.5) depend on the angle θ between the
direction of the external magnetic field and the electron-spin nuclear-spin
coupling direction, all ESEEM frequencies except ωI show angular depen-
dence (see Fig. 2.9). For single crystal samples these distinct θ-dependent
frequencies are clearly observed in ESEEM traces [49–51]. Contrary to that,
solid state powder samples as the solar cells investigated here are affected
by line averaging, since contributions of all angles θ are part of the spectrum.
Provided that the HFI parameters are small compared to ωI, ESEEM spectra
of weakly coupled spin pairs interacting with a nucleus show frequencies
around ωI and 2ωI as well as ω ≈ 0. ESEEM traces of strongly coupled spin
pairs interacting with a nucleus I = 1/2 are therefore dominated by the θ-
independent nuclear frequency ωI. Additional (minor) contributions in the
range ω ≈ 0− 3ωI are expected.

2.3 Electrically Detected Magnetic Resonance

The aforegoing sections have shown that EPR facilitates to draw a precise
picture of the microscopic environment of the studied paramagnetic centers.
Hence, the investigation of charge carrier processes in working devices as
solar cells, LEDs or transistors with means of EPR is strongly desirable to
allow new helpful insights. However, the application of EPR is often not
possible owing to the complexity of the device structure or the low detec-
tion sensitivity of this method.
An interesting approach to solve these problems is the combination of elec-
tron spin manipulation with the detection of a suitable sample observ-
able. For example, observation of the change of the sample luminescence
under spin manipulations is called optically detected magnetic resonance
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(ODMR) [52–56]. Reaction-yield detected magnetic resonance (RYDMR)
utilizes the spin-dependence of chemical reactions involving paramagnetic
radicals [57, 58]. EDMR makes use of the influence of localized paramag-
netic centers on the sample conductivity [16, 59, 60]. All these combined
methods are characterized by their high sensitivity with respect to the sen-
sitivity of standard EPR. The reason for the greater sensitivity is a quantum
transformation of the spin-flip detection from direct absorption due to tran-
sitions between the Zeeman levels (quantum energy of a few tens of µeV)
to transitions between different electronic states governed by spin-selection
rules (quantum energy up to an order of 1 eV) [17].
Since the photocurrent plays a key role of solar cells’ working principles,
EDMR constitutes a convenient method to explore the charge carrier pro-
cesses via localized states within these working devices. The principles of
EDMR will be subject of the following sections. First, the well-established
theory of spin pairs developed by Kaplan, Solomon and Mott (KSM model)
will be introduced [32] (section 2.3.1). This theory describes the basic spin-
dependent step which is part of and thereby governs different charge trans-
port processes via localized states. In the following, the influence of this
spin-dependent step on different charge transport mechanisms is illustrated
(section 2.3.2) comprising hopping transport and recombination as the most
important mechanisms in the present devices. It shows that spin-dependent
processes including strongly coupled spin pairs have to be considered to ex-
plain some of the EDMR signatures. The respective models are described in
section 2.3.3. Finally, similarities and differences between EPR and EDMR
experiments are discussed in section 2.3.4.

2.3.1 The Spin Pair Model

The first quantitative model describing resonant changes ∆σ/σ of photo-
conductivity σ is the spin polarization effect considered by Lepine in 1972
[61] for the case of recombination of photo carriers with surface states in
crystalline Si. In this model the spin-dependent recombination depends on
the thermal polarization of charge carriers. Unfortunately, the predicted de-
pendencies of the EDMR signal strength on the external magnetic field B
and the temperature T could not be confirmed experimentally.
A series of further approaches to explain the phenomenon of EDMR were
made [31, 62–65], but most of the models failed to predict correct magni-
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tudes or correct dependencies on B and T.
In 1978 the KSM model was developed by Kaplan, Solomon and Mott [32]
describing spin-dependent recombination in terms of an intermediate pair
model where two spins in localized states form an exclusive spin pair from
which they either recombine or dissociate. Whether the recombination step
takes place or whether the pair dissociates is governed by the symmetry of
the spin wave function of the two electron spins within this exclusive pair.
In the following we focus on the spin-dependent part of the recombination
process described in the KSM model. This basic spin-dependent step is not
only part of spin-dependent recombination [19, 32, 66] but also part of the
spin-dependent hopping transport [67], which is observed in the samples
studied here.
Let us assume two localized states (states A and B) sufficiently close to each
other, which are both occupied by one electron forming a spin pair. A fur-
ther assumption should be that the electron occupying state A has to trans-
fer to state B. The spin state of the pair should be conserved during the
transition process. A scheme of this transition is shown in Fig. 2.10.
In scenario 1 the spins in the states A and B are aligned antiparallel. The
spin pair is in a singlet state (S = 0) and a transition of the electron from
state A to state B is allowed. The spin-dependent step is completed when
state B is doubly occupied. In a subsequent spin-independent step one elec-
tron leaves state B and the spin pair dissociates.
In scenario 2 both spins are aligned parallel and, hence, form a triplet state
(S = 1). The transition is now forbidden [68]. When one of the two electrons
jumps to a third state nearby, the spin pair is destroyed.

The Hamiltonian of a spin pair was already discussed in sections 2.1.2
and 2.1.5. We saw that the Hamiltonian in Eqn. (2.16) yields four eigenstates
Eqn. 2.46. Two of them are pure triplet states (|↑↑〉 and |↓↓〉) independent of
the mutual spin-spin coupling. The remaining two states are mixed states
which can be expressed in terms of the singlet state |S〉 and the third pure
triplet state |T0〉:

|1〉 =|↑↑〉 = |T+〉
|2〉 = cos φ|S〉+ sin φ|T0〉
|3〉 = cos φ|T0〉+ sin φ|S〉
|4〉 =|↓↓〉 = |T−〉

(2.69)
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Figure 2.10: Principle of a spin-dependent transition based on the KSM model
is described. The three different scenarios are explained in the text. The spin
orientation is represented by arrows. Gray shaded areas highlight the exclu-
sive spin pairs.

where

φ =
1
2

arctan

(
ω1−ω2

2

−1
2 J + 1

4 d

)
(2.70)

is a measure of state mixing. For φ = 0 the spins are strongly coupled
yielding |T0〉 or |S〉 as appropriate eigenstates, whereas for φ = π/4 the
interspin coupling becomes zero and we obtain |↓↑〉 and |↑↓〉 as convenient
states. The spin pair model describes transitions from any of the four pair
states as solely dependent on the symmetry of the spin wave function. Thus,
for pure singlet and triplet states distinct probabilities rS and rT can be as-
signed. In an intermediate coupling regime state mixing in the singlet and
triplet eigenstates |2〉 and |3〉 occurs, which have different transition proba-
bilities [67]

ri = rS|〈i|S〉|2 + rT|〈i|T0〉|2 (2.71)

dependent on φ, whereas the transition probabilities rT of the triplet states
|T+〉 and |T−〉 remain unchanged.
Due to the multiplicity M = 2S + 1 = 3 for the spin quantum number S = 1
compared to M = 2S + 1 = 1 for the S = 0, there is always a surplus of

37



2. THEORY OF EPR AND EDMR

spin pairs with triplet character even without an external magnetic field.
This surplus is further enhanced by the long lifetimes of triplet pairs with
respect to singlet pairs due to the different transition probabilities as well as
by the spin polarization when high fields and low temperatures are applied.
This fact constitutes the basis of the EDMR effect (see scenario 3 in Fig.
2.10): The resonant mw excitation of a single spin which is part of a pair
in the states |T+〉 or |T−〉 alters the spin symmetry by creating states |2〉 or
|3〉, and the initially forbidden transition becomes allowed. This activation
of charge carrier transitions influences the sample conductivity dependent
on the subsequent process and finally gives rise to a mw-induced current
change which is the observable of an EDMR experiment.

2.3.2 The Spin-Dependence of Charge Transport

EDMR measures the mw-induced change of the sample photoconductivity
σph. The conductivity of an ideal semiconductor can be described by

σ = e [neµe + nhµh] (2.72)

consisting of an electron and a hole conductivity contribution. Here, e is
the elementary charge. ni and µi are the charge carrier concentrations and
mobilities. The spin manipulation can influence ni as e.g. in recombination
processes as well as µi as in the case of hopping transport. Both examples
of charge carrier processes are topic of the next sections.

Spin-Dependent Recombination

Spin-dependent recombination [61] was the first process investigated by
EDMR. It can be observed in samples containing localized states in the band
gap with significant energy differences via which charge carriers recom-
bine. Disordered semiconductors comprising amorphous and microcrys-
talline silicon belong to these materials. They contain deep defects called
dangling bonds in the middle of the mobility gap (band gap) [17, 69] which
act as recombination centers.
The recombination process consists of two steps. First, an electron from a
state in or near the conduction band tunnels into a deep energy state. Sec-
ond, a hole from a state in or near the valence band is captured in this deep
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defect state annihilating both carriers. Hence, recombination processes in-
fluence the electron as well as hole concentrations ne and nh.
In general, band-to-band recombination is spin-independent, whereas re-
combination via localized states is spin-dependent. Considering recombi-
nation via localized states the spin-dependence occurs when the deep defect
is singly occupied (Fig. 2.11). Then the transition probability of an electron
from a localized state near the conduction band depends on the spin config-
uration of both spins as described in Sec. 2.3.1. Changing the spin pair state
by selective EPR manipulation of one spin, increases the singlet content of
the spin pair which increases transition probability according to 2.71. Re-
garding an ensemble of spin pairs, this is, in turn, connected with a change
of the sample conductivity

∆σph = e [∆neµe + ∆nhµh] . (2.73)

Since the charge carrier concentrations ni decrease, the photoconductivity is
reduced.
The dynamics of the spin pair ensemble is determined by the individual
spin pairs whose evolutions depend on their pair Hamiltonian [19]. The dy-
namics of the pair ensemble can be described in terms of stochastic Liouville
equation whilst taking into account stochastic processes like pair genera-
tion and annihilation as well as spin relaxation [19, 70]. The obtained time-
dependent conductivity change ∆σph(t) is a sum of exponential functions
which depend on the spin pair generation, dissociation and recombination
rates [19, 67].

Spin-Dependent Hopping Transport

Hopping transport processes can take place in networks of localized states
of similar energies. Repetitive transitions (tunneling processes) of charge
carriers from one localized state to another constitute charge carrier trans-
port. Most of these tunneling events are spin-independent when the charge
carrier jumps into an initially unoccupied state. But this process, again, can
be spin-dependent as tunneling of an electron into a singly occupied state
depends on the mutual spin orientation of both electrons. Spin manipula-
tion increases the probability of tunneling processes into singly occupied
states (see Sec. 2.3.1) and thus, increases the macroscopic sample mobility
whereas the charge carrier concentration remains unchanged. The change
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Figure 2.11: Mechanisms of spin-dependent charge transport. a) Spin-
dependent hopping. b) Spin-dependent recombination. The spin orientation
is represented by arrows.

of photoconductivity using Eqn. (2.72) for one type of carriers is given by

∆σi
ph = eni∆µi. (2.74)

A spin-dependent hopping process was first mentioned by Kishimoto et al.
[71] in their investigation of variable range hopping in amorphous Si-Au
alloys.
Hopping transport channels were found in amorphous and microcrystalline
silicon at low temperatures [21, 72] because under these conditions a signif-
icant part of the charge carrier transport takes place via localized states with
energies close to the Fermi or quasi-Fermi level. In these disordered mate-
rials the localized states are found at the edges of the mobility gap. Hence,
doping of the material to shift the Fermi level or optical excitation of charge
carriers into the bands which then thermalize into the localized states is fa-
vorable for the observation of hopping transport.
Conduction band tail states are states spread over a range between 0 and 0.2 eV
below the conduction (or mobility) band edge [73]. Valence band tail states
are found 0-0.3 eV above the valence band edge. Since these states are en-
ergetically not well separated from the mobility band edges, the correlation
energy U plays an important role. Hopping transport can only take place
if U is smaller than the energetic distance of the involved singly occupied
states from the energy band edge [74]. This is the case for amorphous silicon
where U is in the range of 10 meV and 100 meV for conduction and valence

40



ELECTRICALLY DETECTED MAGNETIC RESONANCE 2.3

conduction band

valence band

a) conduction band

valence band

conduction band

valence band

Figure 2.12: Spin-dependent processes involving three spins. The dashed
lines mark a strongly coupled spin pair close to a single spin. Left: The spin
pair is in a singlet state. The recombination can take place. Middle: The
spin pair is in a triplet state, recombination within the pair is blocked. The
single spin is aligned parallel to the strongly coupled spins, recombination
via this defect is not allowed. Right: The spin pair is in a triplet state. The
defect spin is aligned antiparallel with respect to the pair constituents, so that
recombination via this state is allowed.

band tail states, respectively. Microcrystalline silicon is assumed to posses
comparable properties.
The time evolution of the conductivity change for spin-dependent hopping
∆σi

ph(t) is developed analogously to the recombination model [19, 67] and is
described in the literature [43, 67]. The transient conductivity change found
there is in general a sum of exponential functions particularly dependent on
the transition probabilities for the pure triplet states |T+〉 and |T−〉 and the
mixed states |2〉 and |3〉. This transient behavior of the EDMR signal will be
utilized in chapters 4 and 5 to distinguish between different transport paths
in the sample.

2.3.3 Spin-Dependent Processes Involving three Spins

In the context of this thesis spin-dependent processes involving strongly
coupled electron spins play an important role. Therefore an approach of
spin-dependent processes which could include strongly coupled spin pairs
is illustrated.
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Electronic processes involving singlet (S = 0), doublet (S = 1/2) and triplet
(S = 1) species are of considerable importance in the research field of mag-
netoresistence [75–79], optically detected magnetic resonance (ODMR) [80]
and even EDMR [81, 82] to describe the observed phenomena. Hence, one
finds various mechanisms involving triplets which could be relevant for the
interpretation of spin-dependent processes in EDMR.
One interesting mechanism is called triplet-exciton polaron quenching [75]
where a triplet (T) and a doublet (D) species interact which leads to a triplet
deactivation with dissipation of electronic excitation energy or with excita-
tion of the doublet species

T + D ↔ (TD)→ S0 + D (or D∗) (2.75)

[75, 78]. Within the field of EDMR studies, Vranch et al. [83] described a
model for spin-dependent recombination based on a trapped electron-hole
(e-h) pair in the proximity of a singly occupied Pb center which is based
on the above mentioned mechanism. This system comprises three weakly
coupled spins with S = 1/2 where the spin of the Pb center acts as an inter-
mediator for the electron-hole recombination. This idea was continued by
Behrends [43] to determine the dynamics of the recombination process of an
e-h pair coupled to an additional spin and to correlate this process with the
change of sample conductivity.
Following the concept in [43] the model is shortly described. Assuming a
correlated e-h pair close to a deep defect state, which is singly occupied,
this three spin system can exist in different spin configurations. When the
electron-hole pair is in a singlet configuration (antiparallel spin orientation)
the recombination process will take place regardless of the defect spin. For a
spin pair in a triplet state (parallel spin orientation) the direct recombination
step is less probable. However, the defect spin orientation becomes impor-
tant: (i) For a defect spin aligned antiparallel to the e-h pair spins, the e-h
pair electron can transfer to the defect state followed by a transition of the
defect electron to the hole state which completes the recombination process.
(ii) Is the defect spin aligned parallel to the spin pair a recombination via the
defect state is improbable. Since case (ii) is connected with long life times,
a surplus of this spin configuration builds up in the sample. Spin manip-
ulation of the spin pair or the defect spin then results in shorter transition
times giving rise to higher recombination probabilities.
Behrends [43] suggested that the energy released by the recombination step

42



ELECTRICALLY DETECTED MAGNETIC RESONANCE 2.3

can be transferred to the electron in the defect state through an Auger pro-
cess which affects the sample conductivity. Hence, the electron is excited
into the conduction band where it contributes to the sample conductivity.
Indeed, Auger recombination at low temperatures has been reported for
amorphous as well as crystalline silicon [84–86].
This three-spin process constitutes one possibility how strongly coupled
spin pairs in triplet states coupled to a paramagnetic center nearby can in-
fluence the sample conductivity.

2.3.4 EDMR Experiments

It was shown that the main difference between EPR and EDMR experiments
lies in the mode of detection. On the one side, spin coherences (which
are connected with a precessing sample magnetization perpendicular to
the spin quantization axis) are detected via emission of mw radiation in
EPR. On the other side, changes of the spin pair singlet-to-triplet propor-
tion (which is connected with populations of the single spin states) give rise
to an altered sample conductivity in EDMR. Consequently, it is the easi-
est approach to transfer EPR pulse techniques to EDMR by adaption of the
existing pulse sequence, so that populations instead of coherences are de-
tected.

The FID experiment in EPR which excites spin coherences by the ap-
plication of a π/2-pulse (the magnetization is turned by an angle π/2 with
respect to the quantization axis) can be altered for EDMR just by applying a
π-pulse instead. This spin manipulation allows to change the populations
in the spin pair states |T+〉, |2〉, |3〉 and |T−〉 so that a change of conduc-
tivity is created [18]. Alternatively, the π/2-pulse of the FID experiment in
EPR can be augmented by a further π/2-pulse separated by a waiting time
τ yielding the sequence π/2 − τ − π/2. When τ is incremented the FID
signal decay can be scanned as function of the time as shown in Ref. [87]. In
the limit of short τ the above mentioned π-pulse experiment is obtained.

Based on these ideas the spin echo sequences (see Sec. 2.2.3) can be
adapted by adding a π/2 pulse which transfers the final spin coherences
to populations for current detection. This approach indeed works well,
as could be shown by Huebl et al. [22]. Several EPR techniques based
of the spin echo sequences were adapted in this way for electrical detec-
tion, e.g. electrically detected ESEEM (ED-ESEEM) [25, 88] or electrically
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detected electron-nuclear double resonance (ED-ENDOR) [24]. The details
of the particular EDMR experiments for the present study and their special
aspects will be subject of chapter 3.
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3
MATERIALS AND METHODS

In this chapter the details about the experimental aspects of this work are
described. This includes the utilized samples, the general instrumentation
for the EPR experiments and the EDMR setups. Furthermore, the per-
formed EDMR experiments are described in detail. The high quality mi-
crocrystalline Si thin-film solar cells which are studied here were prepared
by the Forschungszentrum Jülich. The experiments at S-, X-, Q- and W-band
were carried out at Freie Universität Berlin, whereas the measurements at
263 GHz were performed at Helmholtz-Zentrum für Materialien und En-
ergie Berlin (HZB).
Among the topics presented below, a main focus of this thesis was extend-
ing EDMR to new frequency bands to study one type of solar cells or even
one and the same cell within multi-frequency investigations.

3.1 Samples

The concept of Si thin-film solar cells constitutes a promising advancement
of silicon photovoltaic technologies connected with smaller material con-
sumption, reduction of production energy due to low temperature deposi-
tion as well as the possibility to fabricate solar cells on large areas. Nev-
ertheless, the conversion efficiencies of single junction thin-film solar cells
or thin-film cells made of a stack of amorphous and microcrystalline p-i-
n structures [9, 89, 90] do by far not reach the efficiencies of cells made of
crystalline silicon [10]. This is due to inferior electronic properties of the
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Figure 3.1: Design of the thin-film solar cells. Top: picture of a single solar
cell with glass substrate, conduction lines and contact pads on the left as well
as the active cell area on the right. Middle: The deposition takes place on a
10× 10 cm2 corning glass. The samples for EDMR are obtained by removing
not needed material with laser scribing. Bottom: Contact geometries for the
thin-film samples. Black parts indicate conduction lines and contact pads.
The active area of the cells is shown in grey. A micrograph of this part is
shown in the blow-ups on the right. All dimensions are given in millimeters.

disordered materials compared to the crystalline counterpart. Deep defects
due to dangling bonds (db) and localized tail states in the band gap induced
by strained bonds act as recombination centers and traps, respectively, and
thereby influence the charge transport of photo-generated charge carriers.
They thus diminish the performance of the cell.
EDMR allows us to manipulate charge carriers in these localized states of
the solar cell material and thereby observe their influence on the charge car-
rier transport by measuring the current through the solar cell. With this
method it is possible to directly investigate the state-of-the-art devices to
get information about the role of defects and traps for the electronic proper-
ties of the device.
In this thesis thin-film µc-Si:H single junctions in a p-i-n configuration as
described in Ref. [5, 6, 91] were studied. In order to perform the EDMR
measurements the solar cells with a size of 1×1 mm2 and a special contact
configuration were prepared by laser scribing (see Fig. 3.1). The preparation
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sequence and laser scribing procedure was presented in more details else-
where [21, 92]. The total size of the samples for the EDMR investigations
(55.0×2.9×0.7 mm3) is limited by the cavity size of the setup at Q-band fre-
quencies. The thickness of the metal back contact was reduced to avoid an
influence on the microwave mode. Except for these adaptations, the de-
position parameters of the solar cells were identical to those of the device
grade cells. In the following sections the employed samples are described
in detail.

3.1.1 µc-Si:H p-i-n Solar Cell with n-a-Si:H Layer

The thin-film solar cell studied in chapter 4 is a single junction p-i-n (p-
µc-Si:H / i-µc-Si:H / n-a-Si:H) diode prepared in a superstrate configura-
tion with a process developed for a high quality device [93]. The cell was
deposited by plasma enhanced chemical vapor deposition (PECVD) at a
plasma radio frequency of 13.56 MHz and at T ≈ 200 ◦C on a texture-
etched ZnO coated glass substrate (Corning 1737). The ZnO works as a
transparent conductive oxide (TCO), so that the cell can be illuminated
through the glass. This substrate supports the light-trapping together with
the ZnO/Ag back contact. The boron doped p-layer serves as a nucle-
ation layer for the subsequent µc-Si:H deposition. A silane concentration
SC = [SiH4] / [H2 + SiH4] in the deposition feed gas of 0.84 % was chosen
for the deposition of the intrinsic layer. The i-layer thickness was estimated
to 1 µm and its crystallinity was determined to be Ic ≈ 65 % according to
Raman measurements [94]. The n-a-Si:H layer was doped with phosphorus.

3.1.2 µc-Si:H p-i-n Solar Cells

For a comparative multi-frequency EDMR study in chapter 5 two thin-film
solar cells with different 29Si contents in the intrinsic µc-Si:H layer were
produced. Both cells were deposited at T ≈ 260 ◦C on a glass substrate con-
sisting of a stack with 800 nm texture-etched ZnO, boron-doped p-µc-Si:H,
≈ 1 µm intrinsic µc-Si:H absorber, phosphorus-doped n-µc-Si:H and ZnO
with silver as a back contact.
For the first sample with an i-layer of natural Si isotope composition a silane
gas with (natural) 29Si content of 4.7% was used. The silane concentration in
the hydrogen-silane gas mixture was SC = 5%. This i-layer was deposited
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with 94.7 MHz PECVD [5, 6] and had a crystalline volume fraction of
Ic = 52%. For the second sample a 28Si enriched silane gas of high purity
> 99.9% 28SiH4 was used. The deposition at 80.7 MHz together with a
silane concentration of SC = 4% led to an i-µc-Si:H crystalline volume
fraction of Ic = 74%.
For the n- and p-doped layers of both cells silane of natural Si isotope
composition was utilized due to technical reasons. Nevertheless, the 29Si
concentration in the whole sample can be considered as strongly reduced,
since the doped layers are thin (≈ 30 nm thickness) in comparison to the
intrinsic layer (≈ 1µm thickness).

3.2 EDMR Instrumentation

In the present thesis EDMR experiments comprising a very broad range of
microwave frequencies were performed. The frequency spectrum extends
from 3.5 GHz (S-band) via 9.7 GHz (X-band), 34 GHz (Q-band) to 94 GHz
(W-band) and even 263 GHz. Within the scope of this work the EDMR se-
tups were realized at S-, and W-band. The Q-band setup which was first
used by Behrends [43] was refined. The following descriptions are divided
into four parts. In the first part, the instrumentation to perform general EPR
experiments are introduced. In the second part, we describe the EDMR se-
tups which were realized in the form of cavity-based structures followed
by information about the setups at high frequencies. Finally, the electrical
detection for the EDMR is depicted.

3.2.1 General EPR Instrumentation

The EDMR experiments were carried out at different Bruker Biospin EPR
spectrometers:

• S-band: For EDMR measurements at S-band a spectrometer of type
Elexsys E680 equipped with a Super-S FT upgrade and a split ring res-
onator (ER4118S-MS5) was used. A 40 W solid-state amplifier gener-
ated π-pulses of down to tp ≈ 60 ns . The sample cooling was realized
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by a Helium flow cryostat and a temperature controller 321 Autotun-
ing from LakeShore.

• X-band: The X-band cw and pulse experiments were carried out
on spectrometers of type Elexsys E580 and E680 utilizing dielectric
ring resonators ER 4118X-MD5 (all measurements in chapter 4) and
EN4118X-MD4 (chapter 5). Both resonators posses an optical access
for sample illumination. With the help of a 1 kW TWT mw amplifier
π-pulses down to tp ≈ 20 ns were generated. A CF935 cryostat and an
ITC503 temperature controller from Oxford Instruments were taken
for the cooling.

• Q-band: The Q-band spectrometer (type Elexsys E580) was equipped
with a Super-Q FT upgrade. A home built probe head was used for the
measurements. Together with an 0.5 W solid-state mw amplifier π-
pulses down to tp ≈ 70 ns could be reached. The samples were, again,
cooled by a CF935 cryostat and an ITC503 temperature controller.

• W-band: For experiments at W-band frequencies an Elexsys E680 spec-
trometer was available. The EDMR measurements were realized with
the help of a non-resonant setup (see Sec. 3.2.3). The maximum avail-
able mw power of 0.4 W in this non-resonant setup yielded π-pulses
of 500 ns. Low temperatures were reached utilizing a CF935 cryostat
and an ITC503 controller.

• 263 GHz: At this mw frequency a spectrometer of type Elexsys E780
was available at HZB. EDMR experiments were performed in a non-
resonant configuration. The 15 mW mw power allows π-pulses down
to 1.5 µs. An ITC503 temperature controller and a Helium flow cryo-
stat were used for the sample cooling.

All spectrometers are equipped with a microwave-pulse forming unit
(MPFU) [95]. The unit consists of two arms (+x,-x), which deliver pulses of
individual amplitude and phase.

3.2.2 EDMR at S-, X- and Q-band

At S-, X- and Q-band frequencies the sample was mounted in a mw res-
onator as for conventional EPR measurements (see Sec. 3.2.1). The sample
consisting of the glass substrate, the thin solar cell and silver conduction
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a) b)

Figure 3.2: The setup for EDMR experiments is shown. a) Setup for S-, X- and
Q-band. The glass substrate of the sample can be seen. Directly above, the
quartz glass fiber is fixed with the rectangular micro prism at the end. The
light is directly reflected onto the solar cell. b) W-band setup. On the right
side the sample is placed underneath the mw wave guide. The green resin
body is used to fix the glass fiber for illumination. In the middle the coax
cables can be seen.

lines was glued on a copper board to stabilize the sample and to allow a
reliable contacting. The conduction lines on the glass were connected with
coaxial cables. This setup was built into a conventional sample rod used
for EPR measurements so that the solar cell could be mounted precisely in
the center of the mw resonator. At S- and X-band the diameter of the cavity
access allowed for the use of 4 mm quartz glass tubes to protect the cell and
to further concentrate the mw magnetic field B1.
The mw resonators at X-band had an optical access so that the sample illu-
mination could happen directly through this window. This was not possible
at S- and Q-band. Thus, an alternative way of irradiation was necessary for
EDMR experiments under illumination at these frequency bands. The ex-
isting setup was augmented with an optical fiber guided in the interior of
the sample rod to the sample. At the end of the fiber a small rectangu-
lar prism of 0.7 mm edge length was fixed to reflect the radiation directly
onto the active area of the solar cell. Fig. 3.2 a) shows a photograph of this
setup and illumination via the fiber. This optical fiber setup yielded suffi-
cient light intensities and photo currents in the solar cell. Furthermore, it
allowed constant illumination conditions for arbitrary sample orientations
in the resonator. This was an important advantage of the setup, since it
made measurements as function of the orientation between sample and ex-
ternal magnetic field possible.
The magnetic field was calibrated at S-, X- and Q-band frequencies using a
LiLiF standard with a known g-value of 2.002293(2) [96] as well as a N@ C60
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sample (g = 2.00211(4) [97]).

3.2.3 EDMR at W-band and 263 GHz

At frequencies higher than Q-band an EDMR setup is much more difficult to
implement in dielectric or fundamental mode resonators due to the smaller
wave lengths. Lang et al. [98] were able to employ a commercial Bruker
Teraflex EN 600-1021H resonator at 94 GHz allowing a sample diameter of
0.87 mm to investigate silicon field-effect transistors (active area of 160×40
µm2, sample size 15.0×0.5×0.3 mm3).
Such a resonant setup could not be used here to investigate the solar cells
already utilized for the lower frequency band experiments because the size
of the previously chosen solar cells exceeded the allowed maximum sample
dimensions of the resonant setups at 94 and 263 GHz. For this reason we
used a non-resonant setup at both frequencies.

EDMR setup at W-band

At 94 GHz an existing probe head equipped with a mw resonator was mod-
ified. The cavity was removed and the sample placed underneath a mw
transmission line consisting of an oversized rectangular (Q-band) waveg-
uide, which was tapered down to W-band dimensions at the end. This
non-resonant structure allowed for the insertion of several mm2 large sam-
ples and convenient sample illumination. In an EDMR experiment the solar
cell was illuminated by visible light (via an optical fiber) and microwave
through the glass substrate (see Fig. 3.2b)). To increase the B1 field at the
sample the back side of it was covered with an additional reflective metallic
layer. A BDPA (1,3-bisdiphenylene-2-phenylallyl) sample was used for tran-
sient nutation experiments to estimate possible B1 inhomogeneity in this
setup. It was deposited as a thin film on a glass substrate with a total film
area larger than the active area of the solar cell. Nutations could be detected
over several periods indicating small inhomogeneity effects.
The field axis calibration was done at W-band with the help of a small BDPA
sample (g = 2.00264 [99]) fixed on the glass substrate of the solar cell next to
the active area. Calibration measurements were performed for mw frequen-
cies between 93.7 and 94.4 GHz to cover a sufficient field range.
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EDMR setup at 263 GHz

At 263 GHz a wide sample space probe head was used which can work in
a non-resonant and resonant configuration. The millimeter waves for the
EDMR experiments were brought to the sample via a quasi-optical front-
end positioned above the probe head and a tapered corrugated transmis-
sion line within the probe head. The large sample area of up to 3 mm in
length and 4.5 mm diameter allowed to measure the solar cells.
The glass substrate of the sample was cut to a size of approximately
3× 3 mm so that only the active area and short conduction lines for con-
tacting were left over. This small sample was mounted on a Teflon cylinder.
The conduction lines were contacted to coaxial cables which, again, were
connected to plugs for current detection. The cylinder was then attached
to a sample holder for vertical positioning of the sample. The illumination
was realized with the help of a glass fiber which was guided to the sample
within the probe head and finally bent to directly illuminate the solar cell.
For the magnetic field calibration a small piece of solid N@C60 was glued
onto the glass substrate next to the active area of the cell so that the EPR
spectrum of this standard sample with the well-known g-value of g =

2.00211(4) [97] could be measured simultaneously with the EDMR spec-
trum.

3.2.4 Experimental Conditions and Current Detection

The EDMR experiments of the microcrystalline Si solar cells were carried
out at low temperatures of 5 K (µc-Si:H p-i-n solar cells) and 10 K (µc-Si:H
p-i-n solar cell with n-a-Si:H layer) under illumination. In Fig. 3.3 I-V curves
of the investigated solar cells are shown at room temperature and T = 10 K.
The low-temperature curves differ significantly from the room temperature
curves. Furthermore, both cells labelled with (A) and (B) (in consistence
with Ref. [21]) show differences in the I-V development at U > 0 V. The
current increase of sample (A) is less pronounced compared to sample (B).
This can be mainly attributed to the energy barrier between the n-a-Si:H and
the µc-Si:H layer in sample (A) which is absent in cell (B) [21]. For the low-
temperature EDMR measurements the cells were operated at U = −1 V
reverse bias (indicated in Fig. 3.3 b)) to extract the photo-generated charge
carriers from the device leading to photocurrents upto 20 µA dependent on
the illumination conditions.
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Figure 3.3: Current-voltage characteristics of the µc-Si:H p-i-n solar cell (B)
and the µc-Si:H p-i-n solar cell with n-a-Si:H layer (A) under illumination.
a) High-temperature I-V curve of sample A. b) Low-temperature I-V curve.
The vertical line in the plot indicates the voltage used for all EDMR measure-
ments. The curves are normalized to the short-circuit current Isc at U = 0 V
to compare their shape. The short circuit current was Isc = −1.6 µA and
Isc = −3.4 µA for samples (A) and (B), respectively.

The microcrystalline Si solar cells were illuminated in all experiments at S-,
X-, Q- and W-band by a stabilized DC driven halogen cold light source (P
= 150 W) from Polytec. At 263 GHz a DC driven halogen lamp from Schott
was used.
The low-noise detection of small currents in the solar cell constitutes
the most critical part of the EDMR detection. For cw experiments we
utilized a low-noise current/voltage converter DLPCA-200 produced by
Femto Messtechnik GmbH, Berlin in combination with a battery-based con-
stant voltage source (Stanford research SIM928). The output of the cur-
rent/voltage converter was connected to the internal lock-in amplifier of
the EPR spectrometer. For pulsed EDMR experiments a combined voltage
source and current amplifier especially developed for transient photocur-
rent detection was used [21, 43]. It was produced by Elektronik Manufaktur
Mahlsdorf, Berlin. The amplifier is designed in a symmetrical configuration
so that the influence of external perturbations on the sample current can be
minimized. The signal is amplified to a level that is suitable for the transient
recorder in the Elexsys line of spectrometer (Bruker SpecJet).
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Figure 3.4: pEDMR current transients ∆I(t) of the µc-Si:H p-i-n solar cell with
n-a-Si:H layer are illustrated. The underlying signals are described in detail
in chapter 4. Inset: Scheme of pEDMR experiment. EDMR field spectra are
generated by integrating over a certain time interval of the transient current
response (digital boxcar integration). This is illustrated in Fig. 3.5.

3.3 EDMR Experiments

The π-Pulse Experiment

In π-pulse EDMR experiments the sample is subjected to short mw pulses
at constant mw frequency while the magnetic field B is swept. Pulse
lengths of tp > 100 ns are chosen to avoid significant influence of spectral
broadening due to the pulse excitation bandwidth. Under spin resonance
conditions the rates of the spin-dependent transport processes change and
a transient current response is measured (see Fig. 3.4). This change of rates
is maximum for pulses with spin flip angle φ = π. Directly after the pulse
a rapid change of the current is detected due to the enhanced process rates
as shown in Fig. 3.4. In the course of time the steady state is reestablished
which is observed as an EDMR signal decay.
In Fig. 3.5 a complete 2-dimensional Q-band pEDMR data set is shown as
an illustrative example. Digital boxcar integration of the current transients
in fixed time intervals after the pulse yields the EDMR field spectra. The
transients at specific field positions contain information about the dynam-
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Figure 3.5: 2-dimensional Q-band pEDMR data set of the µc-Si:H p-i-n so-
lar cell with n-a-Si:H layer. The transient current response of the sample is
detected after the pulsed mw excitation as function of the magnetic field B.
Two segments from the 2D date set are shown: (top) The field spectrum at
t = 7.6 µs after the mw pulse (integration interval of 100 ns). (right) Current
transients at three different field positions. The chosen time and field position
in the 2D data set are marked by white vertical and horizontal lines.

ics of the underlying signal. The differences in signal dynamics will be
employed to decompose multi-component spectra as described in Sec. 4.2.1.

Rabi Oscillation Experiments

The Rabi oscillation experiment is a constant-field experiment, in which the
length of the applied mw pulse tp is incremented in small time steps as
shown in Fig. 3.6. The current response ∆I(t) following the pulse is inte-
grated in a fixed interval yielding ∆Q(tp). The integral ∆Q is detected as
function of the pulse length tp. An oscillating behavior is observed because
the pulse lengths tp is proportional to the spin flipping angle φ which, in
turn, influences the signal amplitude.
This Rabi measurement is frequently used prior to pulse experiments to de-
termine the correct pulse length tp needed to flip the spins by a distinct
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Figure 3.6: Rabi experiment: a) and b) At constant magnetic field B the mw
pulse length tp is incremented. At a fixed waiting time after the pulse the
current response ∆I(t) is integrated yielding ∆Q. c) The integral ∆Q is plotted
as a function of tp revealing the oscillation behavior (example: CE signal of
µc-Si:H p-i-n solar cell, see Sec. 5.4).

angle φ for the used mw power. Furthermore, this experiments allows to
measure the mw B1 field strength at the sample position.

Continuous Wave Experiments

In continuous wave (cw) EDMR experiments the sample is continuously
subjected to mw radiation at a fixed frequency and intensity while the mag-
netic field B is swept. The observable is the current at a fixed voltage. When
the resonance condition is fulfilled, spin-dependent recombination or hop-
ping time constants change and thus alter the sample conductivity. The
main advantage of cwEDMR is its sensitivity which is usually higher than
for pEDMR. This is a consequence of the applied lock-in detection which in-
creases the signal-to-noise ratio (SNR). In all cwEDMR measurements pre-
sented in this thesis, B was modulated in order to allow for phase-sensitive
detection. In principle, a modulation of the mw frequency is possible as
well. Due to the fact that the mw power in cwEDMR is much lower than in
pEDMR experiments, power broadening of the resonance lines, which may
severely distort pEDMR spectra, is of minor relevance in cwEDMR. The mw
resonator is critically coupled to achieve a high cavity quality factor Q. In
this way the high sensitivity in cwEDMR is reached without using high mw
power. Conductive parts of the sample are generally disadvantageous for
reaching high Q values. This problem becomes more serious, the higher the
experiment temperature and the mw frequencies are.
cwEDMR can be used to extract line widths and g-values from the spec-
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π/2 π π/2
step 1 +x +x +x
step 2 -x +x +x

Table 3.1: Phase-cycling steps of the electrically detected FSE sequence.

ππ/2 FID Echo

ππ/2 π/2

τ1 2τ10

τ1 τ20

∆I(t)
boxcar
integration ∆Q

Pmw

time

Pmw

time

b)

a)

Figure 3.7: Spin echo pulse sequence in EPR and EDMR. The arrows in the
spheres symbolize the sample magnetization and its manipulation. a) Spin
echo experiment in EPR. b) Spin echo experiment in EDMR.

tra. Regarding extraction of information about the dynamics of the spin-
dependent transport processes, cwEDMR is less capable, since it is a "quasi-
static" experiment. But the high-frequency modulation of B yields a quadra-
ture spectrum, and by adjusting the lock-in phase different processes hav-
ing different time constants can be separated [100]. Thus, it is possible to
decompose multi-component spectra, when the components are connected
with processes of different time constants. This is utilized in Sec. 5.1.

Echo Experiments and ED-ESEEM

The field swept echo (FSE) experiment in EPR is based on the spin echo
pulse sequence π/2− τ1 − π − τ2 − echo (see Fig. 3.7 a) and Ref. [44, 45]).
At time τ2 = 2τ1 the spin echo signal is formed. The data are acquired
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by integrating the complete spin echo in time. If the integration interval
is chosen too small, power broadening effects appear [37]. The advantage of
this technique is the independence of resonator dead-time effects in EPR
and the versatile application in various pulse experiments. Repetition of
the spin echo experiment at many field positions yields the FSE spectrum.

The FSE experiment is adapted for EDMR by adding a π/2 read out
pulse at the time of echo formation to transfer the sample magnetization
back to the "EDMR detection axis" (z-axis) (see Fig. 3.7 b) and Ref. [22]).
Since the read out pulse takes over the task of echo integration, broadening
effects occur when the read out pulse is shorter than the echo profile. The
broadening can be reduced by using long read out pulses of low mw power.
The transient current response ∆I(t) after this pulse sequence contains the
current change due to the primary echo in addition to the current changes
excited by each individual pulse (comparable to the signal in single-pulse
experiments). In order to remove the part of the resonant current change,
that is not due to the spin echo, the application of phase cycling steps is
mandatory [37]. In the spin echo sequence for EDMR the phase of the initial
pulse is cycled (+x,-x) as shown in Tab. 3.1. Hence, the phase cycle consists
of two steps. In the first step, all pulse have the same phase yielding a net
flip angle of φ = π/2 + π+ π/2 = 2π, so that a minimum echo-induced
current response is measured. In the second step, the net flip angle yields
φ = −π/2 + π+ π/2 = π connected with a maximum echo-induced cur-
rent response. The signals of the first and second phase-cycling step are
subtracted yielding as difference only the current transient induced by the
spin echo. Finally, integration of this current transient in time yields the
electrically detected spin echo signal ∆Q.

The ED-ESEEM experiment which scans the echo modulations as func-
tion of time is based on the pulse sequence of the ED-FSE experiment. The
inter-pulse delay τ1 is incremented which leads to a shift of the echo posi-
tion at τ2 = 2τ1 to later times. The position of the read out pulse as well as
the start of data acquisition is incremented accordingly. Boxcar integration
of the current response gives ∆Q which is detected as function of τ1 yields
the ED-ESEEM trace.
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MULTI-FREQUENCY EDMR

APPLIED TO N-A-SI:H / µC-SI:H
P-I-N SOLAR CELLS

Pulsed EDMR applied to thin-film µc-Si:H solar cells already allowed many
interesting insights in the spin-dependent transport processes via localized
states in these devices [20, 21, 25, 43]. However, the investigations were
often complicated by strongly overlapping signals at the commonly used
X-band mw frequencies (9.7 GHz). Furthermore, it was often not possible
to disentangle field-dependent and field-independent line widths by mea-
surements at a single mw frequency.
To lift this restriction to only one mw frequency, Behrends started to install
the EDMR on these samples at the higher Q-band frequency (34 GHz) in the
framework of his thesis [43]. This work is continued here. Furthermore, an
EDMR setup at W-band (94 GHz) is realized. This multi-frequency EDMR ap-
proach, which is routinely used in conventional EPR spectroscopy [15, 101],
is applied to a single junction p-i-n (p-µc-Si:H / i-µc-Si:H / n-a-Si:H) diode,
a sample which was already investigated in detail at X-band frequencies
[20, 21]. Due to the signals from the µc-Si:H and the n-a-Si:H layers this
solar cell is especially suitable to answer the questions connected with the
benefit of the multi-frequency EDMR approach:

1. Is a gain in spectral resolution observed at high frequencies with
respect to the spectra at X-band? Is it possible to separate
field-independent hyperfine and spin-spin interactions from field-
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dependent Zeeman interactions?

2. At X-band the signals from µc-Si:H solar cells showed symmetric pro-
files. Can measurements at high frequencies reveal an asymmetric
profile e.g. due to g-anisotropy? g-anisotropy reveals important in-
formation about the paramagnetic states, contained in the distribution
and canonical values of the electronic g-matrix.

3. Furthermore, recent X-band pEDMR studies on µc-Si:H solar cells as-
sumed spin pair processes to be responsible for the observed spin-
dependent transport processes. These processes do not depend on the
equilibrium Boltzmann spin polarization. However, studies limited
to one polarization regime may miss other important spin polariza-
tion dependent transport processes like e.g. recombination of elec-
trons and holes in the conduction and valence bands with thermal-
ized spin polarization [61], trapping of conduction electrons at ionized
donors [102], spin-dependent scattering [103] or polarization transfer
from donors to delocalized electrons [104]. In order to investigate the
impact of these processes, EDMR experiments at different resonance
fields and/or temperatures are required.

The present study is an extension of previous pEDMR work performed
on µc-Si:H p-i-n thin-film solar cells [20, 21, 43]. Based on X-band pEDMR
at cryogenic temperatures three resonances in the µc-Si:H pEDMR spectrum
could be identified (Fig. 4.1). They stem from paramagnetic centers in the
device, which contribute to spin-dependent charge carrier transport. Based
on their g-value they were assigned to well-known paramagnetic states in
the µc-Si:H and a-Si:H layers of the cell. First, a signal at gCE = 1.9975(5) (CE
signal) from shallow localized states in energetic proximity to the µc-Si:H
conduction band. This signal could be further attributed to states within µc-
Si:H grains by electrically detected ESEEM [25, 105]. Second, a resonance
at ge = 2.0049(5) (e signal) originating from n-a-Si:H conduction band tail
states. Third, doublet signals of P donor states in n-a-Si:H. These signals are
centered around gP ≈ 2.003(1) (P signal)) and exhibit a 31P hyperfine split-
ting (I = 1/2, natural abundance 100 %) of ≈ 25 mT.
All three signals were assigned to spin-dependent hopping processes in the
µc-Si:H and n-a-Si:H layers. Since the energetic position of the quasi Fermi
levels under the experimental conditions used here is supposed to be in
the range of the energy band tail states, electrical transport is strongly in-
fluenced by hopping of charge carriers along localized states. No indica-
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tions for spin-dependent recombination via db states could be found in the
EDMR spectra at low temperatures. Possibly the strong hopping signals su-
perimpose a weaker db recombination signal. This hypothesis is consistent
with the results of a previous study, where an EDMR recombination signal
could only be found in purely microcrystalline p-i-n solar cells, but not in
cells with amorphous p- and/or n-doped layers exhibiting strong EDMR
signals from hopping transport via tail states [21]. However, at room tem-
peratures a weak db signal was found in all spectra irrespective of the n-
and p-layer material [43].
The experiments at high temperatures delivering particularly the dangling
bond signal are relevant for studies on the fully processed cell. Never-
theless, the achievable SNR is small under these temperature conditions.
Hence, the EDMR measurements on thin-film solar cells will be performed
at cryogenic temperatures, since under these conditions the above men-
tioned paramagnetic species contribute to the EDMR spectra with a high
signal-to-noise ratio (SNR), which is suitable for the further development of
multi-frequency EDMR.

In the following the interesting results of the multi-frequency study on
this sample are described and answers to the raised questions are given.
These results gave rise to a recent publication in the Journal of Magnetic Res-
onance (see Ref. [106]).
After briefly describing the performed experiments, we present the results
of the multi-frequency study. First, the experimental spectra are described
followed by the explanation of the methods for the spectral deconvolution.
Afterwards we determine precise g-values of the e and P signals and corrob-
orate hyperfine interaction as the reason for the splitting of the P resonance
and consider the line profile of the CE line making use of the decomposed
spectra. We analyze the influence of field-dependent line broadening ef-
fects of the deconvoluted CE and e signals on the spectral resolution in the
EDMR spectra. Finally, we discuss the effect of thermal spin polarization on
the EDMR spectrum.

4.1 Experiment

We performed pulsed EDMR experiments utilizing Bruker Biospin spec-
trometers of type Elexsys E580 and E680 working at frequencies of 9.7, 34
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Figure 4.1: Left: layer structure of the µc-Si:H p-i-n thin-film solar cells. Right:
schematic representation of the energy-band diagram at room temperature
without illumination. The amorphous layer can be identified by the larger
band gap. The detected signals are assigned to hopping transport via shallow
conduction band tail states at a g-value of gCE in the µc-Si:H regions and
conduction band tail states at ge as well as phosphorus donor states at gP in
the amorphous layer.

and 94 GHz (X-, Q- and W-band). The time-dependent conductivity change
was measured after excitation with a mw π-pulse as a function of the static
magnetic field while the resonance frequency was kept constant. At every
field point current transients of up to 100 µs were recorded.
The measurements under illumination conditions were done at 10 K to ben-
efit from the high signal-to-noise ratio (SNR). The cell was operated at 1 V
reverse bias in X- and Q-band to extract the photo-generated charge carriers
from the device leading to photocurrents between 4 and 8 µA dependent
on the illumination conditions. Smaller light intensities due to the setup at
W-band reduced the photocurrent at 1 V bias voltage and 10 K significantly
(see Sec. 3.2.3). Hence we used here a higher voltage of 1.5 V (3.2 µA) and 5
K to further increase the detected spin-dependent response. The change of
these parameters did not influence the spectral information but only led to
a better SNR.
EDMR spectra were measured as function of mw power to optimize the sig-
nal intensity without affecting the line shape by broadening effects. At 9.7
GHz and 34 GHz π-pulses of 100 ns and 70 ns, respectively, where found
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frequency setup π-pulses B1-field amplitude
9.7 GHz ER 4118X-MD5 100 ns 178±12 µT
34 GHz lab built resonator 70 ns 255±24 µT
94 GHz non-resonant setup 500 ns 36±8 µT

Table 4.1: Overview of characteristic quantities of the different frequency
bands. The π-pulse lengths and B1-field amplitudes (B1= ΩRabi

γ ) were deter-
mined by EDMR transient nutation experiments [107].

as optimum conditions. The maximum available mw power of 0.4 W in the
non-resonant W-band setup yielded π-pulses of 500 ns (see table 4.1). De-
tailed information about the EDMR setups at the different frequencies and
the π-pulse experiments are described in Chapter 3.

4.2 Results and Discussion

The EDMR spectra of the µc-Si:H solar cell at all three measurement fre-
quencies are shown in Fig. 4.2. The center of the current integration win-
dows was chosen such that the maxima at the two field positions indicated
by vertical lines have equal intensity to show the differences in spectral res-
olution. At X- and Q-band an integration window of 100 ns in the transients
recorded was used. Due to the reduced SNR of the transients at W-band an
integration window of 7.45 µs width was chosen in order to achieve a suf-
ficient SNR. The two main signal contributions are assigned to the CE res-
onance at g ≈ 1.998 (dashed line) and the e resonance at g ≈ 2.005 (dotted
line). The P signal pair is not well resolved in these spectra as it is outside of
the covered field range in X-band or buried under the stronger resonances
at W-band. Only in the Q-band spectrum it can be observed as broad tails
of the central lines.

4.2.1 Spectral Deconvolution

The basis for the analysis of the EDMR spectra at different frequencies and
for the determination of field-dependent and field-independent line broad-
ening effects is the knowledge of the line shapes and widths of the different
signals. For the determination of these line parameters the X-band EDMR
spectrum of the µc-Si:H solar cell was fitted with symmetric line profiles

63



4. MULTI-FREQUENCY EDMR APPLIED TO N-A-SI:H / µC-SI:H P-I-N
SOLAR CELLS

1.961.971.981.9922.012.022.032.04

g−value

 ∆
I 
/ 
n

o
rm

.

 

 

9.7 GHz

 34 GHz

 94 GHz

e signal CE signal

**

Figure 4.2: EDMR spectra of the µc-Si:H solar cell at 9.7, 34 and 94 GHz.
The narrow signals are assigned to CE states (g ≈ 1.998, dashed line) and
e states (g ≈ 2.005, dotted line). At 34 GHz the broad hyperfine satellites
of phosphorus donors centered around g ≈ 2.004 can be observed as broad
shoulders (marked with asterisks).

[20, 21]. The CE and e signal were described by Lorentzian line shapes, the P
satellites were approximated by a pair of Gaussian lines. These line shapes,
especially the Lorentzian profiles, were chosen because they adequately fit
the EDMR signals. However, we note that the Lorentzian line shape should
not be interpreted as a result of homogeneous broadening. In a first step,
the same fitting approach was applied to the X-, Q- and W-band data of our
study as demonstrated examplarily in Fig. 4.3 a) for the Q-band data set.
The fit yields the following results: The EDMR spectrum can be well de-
scribed in the low field range up to ≈ 1245 mT by Lorentzian lines for the
CE and e signals, respectively and one Gaussian line for the low-field P sig-
nal. At the high field side of the CE signal a significant deviation between
experimental spectrum and fit is observed (marked in shaded red). This de-
viation can be reduced neither by changing the CE line position nor its line
width. The high field side of this resonance is significantly broader than
the low field side. This asymmetric CE line profile is found in the EDMR
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spectra at all three frequency bands.

The fitting procedure based on symmetric fit functions is not sufficient
to describe the spectrum consisting of partly asymmetric lines and to extract
reliable parameters. Hence in a second step we use the time dependence of
the pulsed EDMR signal transients to decompose the strongly overlapping
signal contributions. Our approach is again demonstrated utilizing the Q-
band data set and applied then also to the X- and W-band data.

Decay-Associated Spectra

The time dependence of the Q-band data set is shown in Fig. 4.3 b). Spectra
extracted at different times after the mw-pulse by integrating over a time
interval of 100 ns in the current transient are displayed. Starting from the
maximum of current change at 3.7 µs after the mw-pulse the EDMR signal
intensity decreases, changes sign and decays to zero for long times after the
mw-pulse. This signal evolution is connected with different time constants
over the spectrum: in the field range of the CE signal values of 4-5 µs and
14-16 µs are found, while in the range of the e and P resonances time con-
stants of 8-9 µs and 24-27 µs dominate. Similar time constants for the e and
P resonances are expected as these paramagnetic centers contribute to the
same transport path [21]. The difference in the time behavior is used to sep-
arate the spectra into so-called decay-associated spectra (DAS) [108]. The
EDMR spectrum is decomposed by approximating the current transients
with the help of a fit function consisting of four exponential functions with
time constants restricted to the above mentioned time intervals. Plotting the
prefactors of the exponential functions connected with the four time con-
stants in dependence on the magnetic field results in the DAS. Fig. 4.3 c)
shows the DAS of the Q-Band data set. A clear separation regarding the
e and P (shaded in grey), as well as the CE signal is seen. Nevertheless,
the high-field satellite of the P pair overlapping with the strong CE line is
not reproduced between 1245 and 1460 mT with the expected Gaussian line
fitting well the low-field satellite. The reason is the high intensity of the
CE line in comparison to the P signal in this field range as well as the rel-
atively small difference in the time constants characterizing the different
resonances. Hence we make use of further decomposition methods.

65



4. MULTI-FREQUENCY EDMR APPLIED TO N-A-SI:H / µC-SI:H P-I-N
SOLAR CELLS

1220 1230 1240 1250 1260 1270

0.2

0.6

1.0

1.4

 ∆
I 
/ 
(n

o
rm

.)

B / mT

difference
A

B

0

0.5

1

1.5

2

2.5

 ∆
 I
 /
 n

A

 

e

CE
P
total fit
data

a)

d)

 ∆
 I
 /
 n

A

2

4

6

8

10

∆
 I
 /
 n

A

 

 

1220 1230 1240 1250 1260 1270

B / mT

1220 1230 1240 1250 1260 1270

B / mT

1220 1230 1240 1250 1260 1270

B / mT

0

1

2

3

4

5

c) CE

e and P 

sum

25 µs

57 µs

7.7 µs

b)
3.7 µs

0

Figure 4.3: Deconvolution of the EDMR spectra demonstrated for the Q-band
data set. a) shows the spectrum at t = 7.7 µs fitted by symmetric lines. On the
high field side deviations between fit and spectrum are observed (marked in
shaded red). b) shows the time dependence of the spectrum. At t = 7.7 µs
the e and CE signals exhibit equal amplitudes. At t ≈ 25 µs only the e and P
signals contribute. At t ≈ 57 µs solely the CE line is observed. c) shows the
deconvolution into decay-associated spectra. The sum of the prefactors of the
two exponential functions fitting the transients of the CE line (dashed line)
on the one hand, and the transients of the e and P signals (dotted line, area
shaded in grey) on the other hand are shown in dependence on the magnetic
field. d) shows the decomposition of the spectrum by subtracting spectra A
and B of different relative signal intensities. For details see Sec. 4.2.1.
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Deconvolution Utilizing Signal Dynamics

As seen in the time dependence of the EDMR spectrum in Fig. 4.3 b), the
CE signal decays faster and changes sign at roughly t ≈ 25 µs. At this time
this resonance does not contribute to the spectrum. Only the e and P signals
show a contribution as they decay with larger time constants. Their contri-
bution to the spectrum disappears at around t ≈ 57 µs. Here only the CE
signal (with inverted sign) is observed.

To precisely determine the time points of zero crossing of the e, P and
CE lines for a detailed spectral analysis, the time behavior of the single con-
tributions is calculated. This is achieved by fitting the Q-band EDMR spec-
trum at t = 7.7 µs in the low field range upto 1247 mT (near the maximum
of the CE line) by three symmetric lines yielding a very good representa-
tion of the experimental spectrum in this field range (Fig. 4.3 a)). This fit is
repeated for all time steps in the signal transients keeping the line widths
and positions of all signals constant and solely fitting the varying ampli-
tudes. The time dependent change of the line amplitudes as well as the zero
intersection time points are obtained by this procedure.

Hence we are able to extract the individual signals from the X- and Q-
band spectra with this method. A disadvantages of the approach is the low
signal quality especially of the CE line as the SNR at t ≈ 57 µs is already
clearly reduced. Application of this method to W-band data yields decom-
posed spectra of low SNR. Hence an improved approach is suggested in the
next section.

Deconvolution Utilizing Relative Signal Intensities

In order to improve the spectral deconvolution of the overlapping signal
contributions we employed an additional approach making use of the dif-
ferent signal dynamics in an alternative way. The e and P signals have in-
distinguishable dynamics, which clearly deviate from CE signal dynamics.
This leads on the one hand to different relative amplitudes of the CE signal
compared to the e and P signals at different times and, on the other hand,
to constant relative intensities of the e and P signals. The two previous de-
convolution methods also clearly show that the low field part of the EDMR
spectra below 1235 mT is exclusively due to the e and P resonances. Thus,
a scaling of two spectra extracted at different times after the mw pulse to
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identical intensity of the low-field P resonance immediately results also in
identical intensity for the e resonance. This is shown for the Q-band data set
in Fig. 4.3 d), where two spectra A and B with A integrated over the time
interval between 3.7 µs and 29.9 µs and B between 3.65 µs and 3.75 µs are
scaled to identical intensity in the low-field part. Subtraction of the spec-
tra A and B removes the signal contributions of the P and e resonances and
exclusively retains the CE resonance. The results for the CE resonance are
in agreement with the previous results of the deconvolution methods, but
show a significantly improved SNR, in particular in the case of the W-band
data set.

The final decomposed spectra for the e and P signals and the CE signal
at all three frequency bands are shown in Fig. 4.4 a) to c). The magnetic
parameters that can be extracted for the individual signal contributions will
be discussed in the next section starting with the e and P resonances.

4.2.2 Analysis of the e and P Resonances

The extracted e and P signals from the a-Si:H layer of the solar cell are given
in Fig. 4.4 a). Fitting the spectra with symmetric Lorentzian lines for the e
signal and two broad Gaussian lines for the P signal yields very good re-
sults (Fig. 4.4 b), table 4.2). The obtained g-values are ge = 2.0050(3) and
gP ≈ 2.005(2) at X-band. At Q-band we get ge = 2.0047(2) and gP = 2.0041(5).
The precision of the results is increased in this frequency band due to a high
SNR of the spectrum and the larger Zeeman splitting. No further improve-
ment of the ge precision was achieved at W-band so far, as the SNR of the
W-band spectrum is limited due to the small B1 field strengths in the non-
resonant setup. For the e resonance we obtain ge = 2.0047(2). An asymmetry
of the e signal cannot be resolved even at W-band. The P signal shows a low
SNR at 94 GHz due to the weak intensity, which hampers the determination
of the g-value. Using the results of the other frequency bands, the P signal
pair at W-band is well described, yielding gP = 2.004(1). The line width has
a FWHM of ∆BP ≈ 12.4 mT at X- and Q-band and 12(2) mT at W-band. The
signal splitting of a0 = 21.2(6) mT at X- and Q-Band, as well as a0 = 21(3) mT
at W-band is unchanged within errors at all measured frequencies. These
obtained results of the P signal position, width and splitting are consistent
for all three frequency bands with respect to the interpretation as hyperfine
satellites.
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with asterisks), extracted from signal dynamics (Sec. 4.2.1). Spectra are
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signal maxima. b) Q-band spectrum recorded at 25 µs, together with spec-
tral fits to the e and P resonances (dotted and dashed lines, respectively). c)
Deconvoluted CE resonances obtained from relative signal intensities (Sec.
4.2.1). Spectra are shifted in field relative to the center of the CE line and nor-
malized to the signal maxima. d) CE and e signal line widths (FWHM). ∆Blf

CE
and ∆Be and the spectral separation of both resonance lines ∆Bsep plotted
against EDMR resonance frequencies. Dashed, dotted and solid lines repre-
sent fits to the respective parameters.

frequency gCE ge gP ∆BP a0
X-band 1.9988(3) 2.0050(3) 2.005(2) 12.4(6) mT 21.2(6) mT
Q-band 1.9984(2) 2.0047(2) 2.0041(5) 12.4(4) mT 21.2(6) mT
W-band 1.9988(2) 2.0047(2) 2.004(1) 12(2) mT 21(3) mT

Table 4.2: Results of the evaluation of the CE, e and P signals for all measured
frequency bands. The g-values gCE (g-value of line maximum), ge and gP as
well as the P doublet line width ∆BP (FWHM) and its splitting a0 are given.
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Figure 4.5: The extracted CE line at all three frequency bands is displayed on
the g-value axis. In this picture the increased resolution of the asymmetry is
seen. Inset: The degree of asymmetry of the CE profile (W-band spectrum)
is determined by comparing the spectral contribution from the field intervals
above (interval H) and below (interval L) the FWHM range of the line.

4.2.3 Asymmetry of the CE line

The CE resonance from the microcrystalline part of the sample could be
extracted reliably from the EDMR spectra with the help of its dynamics de-
spite the strong overlap with the e signal and the high field P satellite (Fig.
4.2). It reveals an asymmetric profile (Fig. 4.5), which is observed in all three
frequency bands. The resonance with its signal maximum at g = 1.9986(3)
reaches g-values up to g ≈ 2.004 on the low field side and down to g ≈ 1.988
on the high field side. The integrated spectral intensities of the CE profile in
the field ranges above (interval H) and below (interval L) the FWHM range
of the line were compared to quantify the degree of asymmetry (Fig. 4.5,
inset). The ratio r = H

L yields 1.2, 1.3 and 1.8 for X-, Q- and W-band, re-
spectively. The values clearly deviating from 1.0 indicate an asymmetric
character at all measured frequencies, with the largest asymmetry seen at
W-band.

The CE resonance is interpreted in the literature as originating from
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the crystalline region of the µc-Si:H material. At first the CE states were
assigned to free carriers in the conduction band of the crystalline grains
[109–111]. Later on the states were attributed to shallow conduction band
tail states in the Si crystallites acting as electron traps [112, 113]. However,
the microscopic center associated with the CE resonance could not be un-
ambiguously identified yet.

The asymmetric line profile with field-dependent high- and low-field
line widths clearly shows a Zeeman interaction dominated line-broadening
effect for the paramagnetic states giving rise to the CE resonance. It is im-
portant to note, however, that the particular line shape cannot be reconciled
with an axial g-matrix under the assumption of an isotropic powder sample.
Instead, it has been regarded before as being due to a superposition of two
lines [114]. However, the magnetic parameters suggested in [114] do not fit
our data set.

An asymmetric line profile can result from a non-isotropic distribution
of paramagnetic centers. Possible candidates for such centers are dangling
bonds at (internal) interfaces between amorphous and crystalline regions
in the µc-Si:H layer. Given the fact that the crystalline regions exhibit a
preferential orientation with respect to the substrate, the resulting restricted
powder pattern will lead to an asymmetric line shape that differs from a full
powder pattern expected for a purely isotropic distribution. However, a re-
cent EDMR study on recombination in a-Si:H/c-Si heterostructures, which
can be regarded as model systems for microcrystalline Si, has revealed
an orientation dependent g-matrix with main values of g⊥ = 2.008(1) and
g‖ = 2.001(1) for the paramagnetic centers located at the interface [115]. This
g-value range clearly deviates from the g-values of the CE center. In con-
sequence, an anisotropic distribution of paramagnetic states at internal a-
Si:H/c-Si interfaces cannot be responsible for the CE line asymmetry.

Therefore, we suggest a different origin for the line shape, still assum-
ing the CE resonance to arise from the crystalline part of the µc-Si:H material
as inferred from previous EPR/EDMR investigations [25, 110, 116].

µc-Si:H contains small crystallites separated by amorphous material.
These crystallites can be regarded as an ensemble of quantum structures.
We assume that the g-value of a CE center located inside a Si nanocrystal
depends on the respective crystal diameter. Following this idea, the CE
line shape is governed by the size distribution of the Si nanocrystals. In
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the following, we will evaluate whether the geometrical confinement due
to the crystal sizes found in µc-Si:H may influence the CE g-value and thus
provide a credible explanation for the CE line shape.

µc-Si:H deposited under similar conditions as the investigated sample
contains crystallites with an average size between 7 and 14 nm [94, 117].
While it is impossible to prepare µc-Si:H comprising of only one particle
size and to study the influence of the crystal size on the CE g-value directly,
data is available on size-selected Si nanoparticles.

Ye et al. [118] studied resonant electron tunneling between c-Si
nanocrystals of ≈ 10 nm diameter embedded in an amorphous SiO2 matrix.
They observed several aspects of quantum confinement. Electrons form-
ing delocalized states in bulk semiconductor crystals that are invisible to
most EPR techniques, may give rise to strong EPR signals when confined in
nanostructures with reduced dimensionality. Nestle et al. [119] for example
reported about electrons confined in Si/Si1−yCy/Si quantum wells having a
depth of 50 meV and well width of 6 nm. These paramagnetic centers were
detected with EPR signals showing properties (e.g. g-value, temperature
dependences) resembling those of CE centers [13]. Going to nanostuctures
of varying size, Pereira et al. [120] found a clear change of the P hyperfine
splitting of donors in phosphorus-doped c-Si nanocrystals in dependence of
the particle size up to diameters >10 nm due to dielectric confinement. This
is a consequence of the modified donor wavefunction localization.

Since the crystallite sizes in µc-Si:H are in the range of the above men-
tioned quantum structures, it is reasonable to assume an influence of con-
finement effects on the energy landscape of the structure and wavefunction
localization of the CE centers. A modification of the electron wavefunction
leads to a change of the spin orbital coupling, which has a direct influence
on the g-value of the CE center. Hence we assume a dependence of the CE
g-value on the crystalline grain size at least for a part of the grains. The line
shape of the CE resonance then reflects the grain size distribution within the
µc-Si:H material and not a powder pattern for a rhombic or axial g-matrix.

While we believe that a dependence of the CE g-value on the crystallite
size seems plausible, we cannot quantify this effect yet. However, DFT tech-
niques capable of calculating EPR parameters for localized states in thin-
film silicon became available recently [115, 121, 122] and may be employed
to study the g-value as function of the crystallite diameter.
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4.2.4 Field-Dependence of the Spectral Resolution

At 9.7 GHz the e and CE resonances overlap strongly (Fig. 4.2). At 34 and
94 GHz the increased Zeeman splitting of the spin states results in a larger
separation of both signals on the field axis, which is seen in the central part
of the spectra. For a detailed evaluation of the gain in spectral resolution,
the line width of the decomposed resonances in dependence on the mw-
frequency was analyzed (Fig. 4.4 a) and c)). Therefore, the e line width ∆Be

at the three frequency bands was taken from the fit results of the decom-
posed e and P spectra (Fig. 4.4 a) and b)). As the CE profile is asymmetric,
only the line width ∆Blf

CE describing the low field side, relevant for the spec-
tral resolution, is used.

In Fig. 4.4 d) the separation of the peak positions of the e and CE
lines in field ∆Bsep, deduced from the X-, Q- and W-band measurements
are plotted as a function of the mw frequency. ∆Bsep can well be fitted
by a straight line as the g-values obtained for both species agree within
error margins for all three frequency bands. The slope of the linear fit
∆gslope = 0.0057(5) is in agreement with the average g-value difference
∆gsep = ge − gCE = 0.0061(5) calculated from the g-values obtained at
the three frequency bands.

Fig. 4.4 d) also shows the line width change of ∆Blf
CE and ∆Be in de-

pendence of the mw frequency. The line width increases significantly with
increasing observation frequency. The three measurements covering one or-
der of magnitude in frequency can be fitted well by a linear function (dotted
line for ∆Be, dashed line for ∆Blf

CE). This clearly demonstrates that the line
width is dominated by field-dependent broadening. Two possible origins
for field-dependent line broadening are i) g-anisotropy and ii) g-strain (site-
to-site variations of the principal g-values, [123]). Investigations of para-
magnetic centers in disordered silicon such as the dangling bond defect in
amorphous silicon [12, 15] show that g-anisotropy and g-strain dominate
the resonance spectrum at Q-band and higher frequencies whereas hyper-
fine interactions with 29Si and 1H are important at X-band and below.

Hence we consider the development of line widths in the X-, Q- and
W-band spectra to deduce information about the field-dependent line width
contribution ∆g. A distinction between the two field-dependent broadening
effects - g-anisotropy and g-strain - is impossible. Field-independent con-
tributions, e.g. hyperfine couplings, are neglected at the frequencies used
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here.

A rough value for ∆g is obtained from the dependence of the line width
on the resonance frequency as the slope si of the line width development is
determined by:

si =
h
βe

∆gi
g2

i
ν0

[124] with the Planck constant h and the Bohr magneton βe. On the basis
of this relation ∆ge = 0.004(1) and ∆glf

CE = 0.0037(6) can be calculated for the
e and CE resonances. These field-dependent contributions to the CE and
e line widths are smaller than the g-value separation ∆gsep ≈ 0.006 of
both resonances. This results in an increased spectral resolution at higher
fields and frequencies which makes multi-frequency and especially high-
frequency EDMR a powerful tool to obtain information about g-values, -
anisotropy and -strain of paramagnetic centers in semiconductor devices.

4.2.5 Influence of Spin Polarization

The EDMR signals reported throughout this study are assumed to origi-
nate from spin-dependent transitions between two charge carriers where
the symmetry of the spin pair governs the transition rate as described in
Sec. 2.3. The signal resulting from such a pair process does not depend on
the (thermal) polarization of the spins, i.e., the EDMR spectrum is supposed
to be independent of temperature and magnetic field [32]. This is consistent
with the X-, Q- and W-band spectra shown in Fig. 4.2, indicating that the
same transport process is responsible for the EDMR signals for all frequency
bands, although the spin polarization p = ∆N/N (the ratio between the dif-
ference ∆N in spin down concentration, N↓, and spin up concentration, N↑,
and the total spin concentration N = N↓ + N↑) changes considerably from
2.3 % at X-band (9.7 GHz, 10 K) to 42 % at W-band (94 GHz, 5 K). In particu-
lar, the dynamics of the signals attributed to e, P and CE states as well as the
relative signal intensities remain nearly constant upon variation of the res-
onance frequency, whereas the resonance line shapes exhibit a pronounced
field-dependence as shown in Fig. 4.4 c). Drastic changes of the EDMR spec-
tra upon variation of p were observed e.g. for spin-dependent processes at
the Si/SiO2 interface [125]. Here, the authors detected a sign inversion of
high-field EDMR signals associated with spin-dependent processes involv-
ing 31P donor states near the Si/SiO2 interface when the temperature was
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varied between 3 and 12 K. This indicates a p-dependent process. In con-
trast, no evidence for the existence of p-dependent processes in µc-Si:H solar
cells could be found under the experimental conditions used in the present
study. This indicates that the hopping processes involving e, P and CE states
reported in this study are surprisingly robust against changes in the thermal
spin polarization over a wide range.

4.3 Summary

In this study light-induced EDMR signals of a single p-i-n µc-Si:H solar cell
at mw frequencies between 9.7 and 94 GHz were investigated. With the
help of deconvolution methods the different spectral components were sep-
arated and analyzed in detail.

The g-value of the e resonance could be determined precisely with Q-
and W-band measurements. A signal asymmetry is not resolved even at
W-band. The P signal pair splitting of ≈ 21 mT is constant at all measured
frequencies, corroborating the reason for the signal doublet to be hyperfine
interaction. The CE line profile shows an asymmetry at all three frequency
bands, which is most pronounced at W-band. This particular line shape
leads us to the suggestion that a size distribution of crystallites accommo-
dating light-activated CE centers is responsible for a g-value distribution
and hence for the CE resonance asymmetry. From the line width develop-
ment of the e and CE lines in dependence on the mw frequency a field-
dependent line width contribution of ∆ge ≈ ∆glf

CE = 0.004(1) could be de-
duced. The signal splitting of both resonances ∆gsep ≈ 0.006 is larger than
the extracted field-dependent broadening, which results in a gain in reso-
lution of EDMR spectra measured at high fields and frequencies. The fact
that the EDMR spectra are almost independent of the resonance frequency
indicates that the same spin polarization-independent transport process is
responsible for the EDMR signals observed in X-, Q- and W-band.

The chosen approach of multi-frequency and especially high-frequency
EDMR is thus an important tool to characterize paramagnetic centers in-
volved in transport paths of the fully-processed thin-film solar cells. The
precise magnetic parameters obtained can further be the fundament for
structural identification of these paramagnetic centers by theoretical mod-
eling. In order to study the paramagnetic centers (e.g. the CE center) in
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microcrystalline silicon in more detail, the multi-frequency approach will
be applied to a thin-film cell completely made of µc-Si:H in the next chap-
ter.
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In chapter 4 the application of multi-frequency EDMR to thin-film µc-Si:H
solar cells showed the capability of this technique for the investigation of
light-activated paramagnetic centers. This study revealed, among others,
signals which were assigned to so-called conduction band tail states in
amorphous silicon (e states, ge ≈ 2.0048) as well as in microcrystalline sili-
con (CE states, gCE ≈ 1.998). The signals of both centers do not only differ
significantly in their g-value, but also in the high-field/high-frequency line
profiles. The e signal is symmetric even at 94 GHz, whereas the CE sig-
nal shows a pronounced field-dependent asymmetry. A size distribution of
crystallites accommodating light-activated CE centers was suggested as the
reason for a g-value distribution and hence for the CE resonance asymme-
try.
Summarizing these results shows that, despite the assignment to conduc-
tion band tail states in both cases, the magnetic properties of the states dif-
fer markedly. This means, that the microscopic structure of the CE center in
the crystalline regions deviates significantly from that of the e centers in the
amorphous material. Thus, this center and its interesting properties should
be object of further investigations.
The sample used in the present chapter is, again, a thin-film solar cell in a
p-i-n configuration. Now, all three layers consist of µc-Si:H material, since
in this way the signals stemming from the a-Si:H layer can be removed from
the spectra. It was shown by Behrends et al. [21, 43] that not only CE centers
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give rise to a signal in the EDMR spectrum of the µc-Si:H solar cell. Also a
signal due to dangling bond (db) defects was found. A broad signal cov-
ering a field range of 60 mT was observed as well and assigned to µc-Si:H
conduction band tail states (called CH states).
All these signals have in common that they originate from the heterogenous
microcrystalline structure. Hence, this chapter presents a comprehensive
study of the different defect centers in µc-Si:H thin-film solar cells with the
help of various EDMR techniques. This study appreciates in value based on
many questions regarding the CE center and the additional light-activated
paramagnetic centers in µc-Si:H. A selection of open questions is:

1. Since the CE centers are assumed to be accommodated in Si crystal-
lites, how does the spin-dependent transport via neighboring CE cen-
ters take place? Is the CE center involved in further transport paths?

2. What is the nature of the EDMR-active center giving rise to the broad
resonance line? Which interaction leads to the line width and which
role does this center play in transport processes in the solar cell?

3. Why are phosphorus donor states and boron acceptor states not visible
in the EDMR spectra? In which phase of the material do we find the
doping atoms?

In the first section the EDMR spectrum of the light-activated paramagnetic
centers is examined using continuous wave (cw) as well as pulse (p) EDMR.
The different spectral contributions will be separated and assigned to the re-
spective defects.
Second, the promising multi-frequency approach, which was established in
chapter 4 will be applied to the sample to determine field-dependent and
field-independent line widths. This approach is combined with the inves-
tigation of solar cells of controlled Si isotope concentration to distinguish
between hyperfine (HFI) and spin-dipolar interactions.
Third, the microscopic environment of the defect states will be studied by
electrically detected electron spin echo envelope modulation (ED-ESEEM).
This technique gives information about spin-carrying nuclei like 29Si or 1H
in the vicinity which are coupled to the defect.
Finally, transient nutation experiments are used to get further insights into
spin pair coupling characteristics and the spin state of the centers which are
responsible for the broad background resonance.
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Figure 5.1: cw EDMR spectrum of µc-Si:H thin-film solar cell measured at
10 K. The spectrum consists of two main components at g ≈ 2.004 (blue
shaded area) and g ≈ 1.998 (red shaded area).

5.1 Continuous Wave and Pulse Measurements

The EDMR spectrum of the thin-film microcrystalline Si solar cell is inves-
tigated in this section. Therefore continuous wave and pulse EDMR experi-
ments are applied which enable a decomposition of the spectrum.

5.1.1 Continuous Wave Experiments

Continuous-wave EDMR experiments at low temperatures were performed
to analyze the spectrum of the µc-Si:H thin-film solar cell. A first look on
the cw EDMR spectrum reveals two overlapping resonances with centers at
g ≈ 1.998 and at g ≈ 2.004 (Fig. 5.1). We chose two different approaches to
obtain detailed information about all contributing signals.
On the one hand, spectra were measured as a function of the modulation
phase because Dersch et al. [100] report about cw spin-dependent photo-
conductivity experiments on a-Si:H samples at different field modulation
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phase settings [35] showing signals with different g-values and line shapes.
They assigned this effect to be caused by separate spectral components with
different process dynamics. This approach is especially interesting in com-
bination with EDMR (in comparison to EPR), as the spin-dependent pro-
cesses including different species of paramagnetic states can be connected
with different time constants resulting in phase shifts. Hence, we expect to
separate the contributing EDMR signals via their modulation phase depen-
dence.
On the other hand, we performed experiments at various temperatures as
there are reports about significant differences in the temperature depen-
dences of paramagnetic dangling bond and CE centers in microcrystalline
silicon [13, 110].

Modulation Phase Dependence

Spectra of ∆B = 30 mT width were measured at 10 K. The modulation phase
φmod was varied in steps of ∆φmod = 30◦ to investigate the dependence of
the EDMR signals on φmod. The modulation frequency was chosen to be
νmod =10 kHz, the modulation amplitude was 0.2 mT. At U = 1 V reverse
bias a photocurrent of Iph = 14.2 µA was obtained.
Two spectra at φmod = 60◦ and φmod = 150◦ are shown in Fig. 5.2 a) and
b). The profile of both spectra is completely different, which is a hint for
differences in the phase dependence of the individual signals. The spectra
were fitted with a set of Voigtian lines to evaluate the data.
In a first step, the change of the spectral tails were analyzed for different
modulation phases φmod because here the EDMR spectra are probably dom-
inated by only one signal profile. It follows that at least three resonances
contribute to the EDMR spectrum. Consequently, three lines at g ≈ 1.996,
g ≈ 2.002 and at g ≈ 2.003 were used to describe the modulating EDMR
spectra. In the marginal regions fit and spectra show good accordance
which can be seen in the upper part of Fig. 5.2 a) and b). The residuals
show deviations in the central region, which is a hint for additional lines or
asymmetric line profiles in the spectrum.
In a second step, five Voigtian lines were used to fit the EDMR spectra
(shown in Fig. 5.2 c) and d)). These five lines do not yet have a physical
meaning as they are only used to describe the spectra. In a least square fit
procedure the line parameters (except the line amplitudes) were optimized
for a first spectrum and transfered to fit to the other spectra, so that finally
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Figure 5.2: a) and b): cw EDMR spectra for φmod = 60◦ (left) and 150◦ (right)
are shown together with the fit result based on three lines. c) and d): the
same cw EDMR spectra are shown now fitted with five lines. Spectrum and
fit match well.

one set of line parameters was used to describe the complete data set. Only
the line amplitude was a free parameter which delivers the modulation
phase dependence of the EDMR signals. The results of that fit can be seen in
Fig. 5.3. Here the signal line intensity is plotted as a function of the modula-
tion phase φmod. All five lines show a sinoidal behavior of the line intensity.
They can be summarized to three groups of phase behavior. Starting at
small values of φmod the broad line at g ≈ 2.008 (green squares) disappears
at φmod ≈ 100◦. The narrow lines at g ≈ 2.0023, g ≈ 1.9988 and g ≈ 1.9956
(all have triangular symbols) have zero amplitude at φmod ≈ 140◦. Finally,
the resonance at g ≈ 2.0042 (circles) does not contribute to the EDMR spec-
trum at φmod ≈ 160◦.
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Figure 5.3: The intensity of the lines used for the fit procedure are shown as
a function of the modulation phase φmod. The phase shifts of the lines are
indicated by the colored boxes. The errors are estimated from the SNR of the
cw data sets and are small compared to the used symbols except for the broad
line at g ≈ 2.008.

These three groups are interpreted as follows: The green line (g ≈
2.008) and the dark blue line (g ≈ 2.0042) in Fig. 5.3 are independent lines
with individual phase shifts and are therefore interpreted as individual sig-
nals. Here the g-value at g ≈ 2.008 is in range of valence band tail states in
amorphous silicon [21, 100, 126, 127] thus we denote that signal as h signal
for the moment. The signal at g ≈ 2.0042 is possibly due to a-Si:H conduc-
tion band tail states or db states in microcrystalline Si [100, 128–130] leading
us to the preliminary name e-db signal. Further investigations will allow a
profound interpretation of the detected resonances later. On the contrary,
the three lines at small g-values (violet, red, light blue) show exactly the
same phase shift thus probably belonging to one signal. The three lines
only served to describe the asymmetric line profile at g ≈ 1.998. The g-
value and the line asymmetry point to the expected CE signal. In summary,
the modulation phase analysis showed that the EDMR spectrum consists of
three resonances at g ≈ 2.008, g ≈ 2.004 and g ≈ 1.998.
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No. of line position width / mT signal position line width/ mT
1 2.008 [2.94 4.42] 2.008(1) 4.1(4)
2 2.0042 [0.94 1.91] 2.0042(4) 1.54(5)
3 2.0023 [0.47 1.56] - -
4 1.9988 [0.35 1.65] 1.9976(4) 1.42(5)
5 1.9956 [1.65 1.39] - -

Table 5.1: Overview of the line parameters used for the fit of the modulation
phase data sets and the resulting g-values and line widths of the EDMR sig-
nals. The line with No. 3 to 5 are finally summarized to one EDMR signal.

335 340 345 350 355 360
B / mT

 E
D

M
R

 s
ig

na
l /

 a
. u

.

 

 

5 K

11 K

15 K

17 K

19 K

23 K

27 K

29 K

31 K

35 K

43 K

51 K

59 K

335 340 345 350 355 360
B / mT

 

 

g =  2.008
g =  2.0042
g =  1.9988
g =  2.0023
g =  1.9956

experiment
complete fit

c)

b)a)

 E
D

M
R

 s
ig

na
l /

 a
. u

.

335 340 345 350 355 360
B / mT

g =  2.008
g =  2.0042
g =  1.9988
g =  2.0023
g =  1.9956

experiment
complete fit

 E
D

M
R

 s
ig

na
l /

 a
. u

.

 

T = 35 K

T = 5 K

Figure 5.4: Temperature dependence of the EDMR spectrum. In a) raw data
between 5 and 59 K are shown. b) and c) illustrate spectra at 5 and 35 K,
respectively, together with fit results.

Temperature Dependence

Continuous wave experiments were performed in the range of 5 K to 59 K
to investigate the temperature dependence of the EDMR spectrum. In this
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temperature range the photocurrent Iph of the cell (1 V reverse bias) in-
creases from 13.3(1) µA to 41.7(1) µA. As in the experiments before the mod-
ulation frequency was chosen to be 10 kHz, the modulation amplitude was
0.2 mT and φmod = 60◦. An overview of the data is given in Fig. 5.4. In Fig.
5.4 a) the raw spectra are given. Fig. 5.4 b) and c) show the spectra at 5 K and
35 K as well as the five single fit functions and the complete fit. One can see
that the EDMR spectrum decreases by increasing the temperature, so that it
nearly vanishes at 59 K. The two example spectra furthermore make clear
that the signals show individual temperature behavior. The spectra were
approximated by the same set of five lines, which was already applied to
the modulation phase spectra (see Tab. 5.1). The line parameters (position,
line width, line shape) were kept constant, whereas the amplitudes were
again the only free parameters. The results of this evaluation are shown in
Fig. 5.5. Using the given data set, good fit results were reached in the com-
plete temperature range.
At temperatures below 20 K the lines in the region of g ≈ 1.998 dominate the
spectrum (triangular symbols). Going to higher temperatures the intensities
of the contributions at g ≈ 1.9956 and 1.9988 strongly decrease, so that they
disappears already at ≈ 50 K. Their temperature dependence is identical as
shown in Fig. 5.5. The relatively small contribution of the line at g ≈ 2.0023
(light blue) as well as the position directly in the middle of the spectrum do
not allow to deduce a reliable temperature dependence. Nevertheless the
mutual T and φmod behavior of the three lines underlines, that they belong
to one EDMR signal (the CE signal). The components taken together result
in a resonance with a g-value of gmax = 1.9976(4) at the position of maximum
amplitude.
The e-db line at g ≈ 2.0042 (circles) shows a weaker temperature depen-
dence, clearly deviating from the behavior of the lines near g ≈ 1.998. It can
be detected at temperatures up to 59 K. The temperature dependence of the
h signal at g ≈ 2.008 (squares) is hard to extract, since the low SNR of the
broad line results in big errors.

5.1.2 Single Pulse Experiments

With the help of cw EDMR experiments it was possible to obtain a good
overview of the EDMR spectrum. These investigations are extended in a
next step to single pulse EDMR experiments, as pulse experiments offer im-
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Figure 5.5: The intensities of the five lines used to fit the spectra are shown
as function of the temperature. The errors indicated are estimated from the
signal-to-noise ratio. This error of the h signal at g = 2.008 is large due to the
high line width and small amplitude. Inset: Photocurrent IPH of the cell at
U = 1 V reverse bias as function of the temperature.

portant advantages to obtain more information about the detected signals.
On the one side, cw experiments with lock-in detection are not suitable to
resolve broad spectral components when small modulation amplitudes are
used. Pulse EDMR techniques do not have this disadvantages. On the other
side, the study of modulation phase dependencies allows only limited ex-
cess to signal time constants, whereas the transient current response after
a pulsed mw excitation directly contains this information. Finally, single
pulse experiments constitute the basis for pulse sequences as Hahn echo or
stimulated echo experiments, which again are the basis for pulse techniques
addressing electron-nuclear (ESEEM, ENDOR) or electron-electron interac-
tions (ELDOR).
In the first part of this section performed X-band π-pulse EDMR exper-
iments are evaluated. The spectra are deconvoluted to characterize the
known as well as new contributions. In the second part the results are tested
for reliability by application to pulse EDMR data measured at different light
intensities.
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Figure 5.6: a) 40 mT broad field sweep spectra at different time points after
the mw excitation. Three narrow lines can be identified. b) EDMR spectra
with ∆B = 100 mT. This field interval allows to display the complete width
of the very broad signal at g > 2. For a better resolution of this line the
spectrum is scaled by a factor of 10. At small g-values baseline distortions
appear.

The Pulsed EDMR Spectrum

The field sweep π-pulse EDMR spectra at X-band were measured at T = 5 K
using low power π-pulses of tp = 300 ns length to avoid a significant pulse
length broadening. Field ranges of ∆B = 40 mT and in addition 100 mT
were chosen to detect the complete spectrum. The cell was operated at
U = 1 V reverse bias (Iph = 18.9(1)µA). In Fig. 5.6 a) the EDMR spec-
tra are shown at different time points after the mw excitation. Starting at
t = 1.6 µs (maximum signal) the intensity of the spectrum decreases and
becomes negative for large times. On the g-axis narrow features in the re-
gion around g = 2 are detected. Taking a closer look, the EDMR spectra at
t = 5.9 µs and t = 8.9 µs reveal three lines as expected from the cw EDMR
analysis. A very broad line centered at g > 2 can be observed (Fig. 5.6 b)),
which was not visible in the cw data. It covers a range of approximately
50 mT. Despite the strong overlap of the resonances a spectral deconvolu-
tion is possible due to differences in the signal dynamics.

For the evaluation the methods described in chapter 4 were applied,
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Figure 5.7: a) The EDMR spectrum at t = 4.9µs is shown together with the
single fit lines and the total fit. With the help of four lines the spectrum is
well described. b) In the central region between 347.5 mT and 349.5 mT small
discrepancies between fit and spectrum appear for a long time interval.

which make use of the individual signal dynamics. The analysis of these
spectra here is complicated by the existence of at least three species with dif-
ferent time behavior, instead of two, as in the case of the n-a-Si:H/µc-Si:H
solar cell (chapter 4). The parameters of the three narrow lines obtained
from the analysis of the cw data in section 5.1.1 were used for the fit of the
pulse spectra. The fit procedure consists of two steps.
In a first step these parameters were taken as starting conditions for the fit
of a π-pulse spectrum at a fixed time after the mw excitation. The fit pa-
rameters line width and position were confined to intervals for each signal,
whereas the amplitudes were completely free. Within this fitting process it
was found that the line widths deduced from the cw EDMR data are slightly
broader. Nevertheless, the parameters of the symmetric lines could be used.
Only the asymmetric profile of the CE line obtained from the cw data was
rejected. Instead, the isolated CE profile from chapter 4 was employed as
the basic shape for the fit of the asymmetric line. The obtained results are
given in table 5.3. An exemplary spectrum is shown in (Fig. 5.7 a)).
In the second step the values obtained so far where kept fixed and applied
to the spectra at other time points. Only the signal amplitudes were used
as free parameters. With four lines the EDMR spectra can be described very
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assignment g-value Voigtian shape line width
h center in a-Si:H 2.0105(5) [1.57 2.48] mT 3.3(1) mT

db center in a-Si:H 2.0046(3) [0.07 1.07] mT 1.1(1) mT
CE center in Si crystallites 1.9978(3) asym. shape 1.4(1) mT

V center in µc-Si:H 2.017(1) [11.4 11.4] mT 19(1) mT

Table 5.2: The final line parameters of the four signals deduced from the
pEDMR data sets. For the assignment of the resonances to the paramagnetic
centers see section 5.1.3.
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Figure 5.8: EDMR spectrum shown at a fix time after mw excitation as func-
tion of the light intensity. a) At t = 1.6µs a general decrease of the overall
spectral intensity is visible. b) At t = 11.4µs significant light intensity depen-
dent changes of the signals’ dynamics lead to different shapes of the spectra.

well despite the strong overlap of the different components. Small devia-
tions between spectrum and fit (shaded area in Fig. 5.7 b)) are only observed
in the time interval t = 6− 12µs. These deviations are probably caused by
the different dynamics of the asymmetric line at g = 1.9978(3) and the line
at g = 2.0046(3).

Dependence on Light Intensity

The measurements at varying light intensities were performed in the same
way as the previous pulse experiments. By reduction of the light inten-
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sity the photocurrent was decreased from the maximum value of Iph =

18.9(1)µA to Iph = 4.0(1)µA. The EDMR spectra shown at two different
times after the mw pulse illustrate on the one hand the decrease of the
allover current response with decreasing Iph (Fig. 5.8 a)) and on the other
hand the change of the signal dynamics (Fig. 5.8 b)). This change delivers
a large number of spectra, which consist of all four signals with different
relative amplitudes and time behavior. With these data a reliability test of
the line parameters (table 5.3) is possible. For this the extracted line prop-
erties were used to fit all spectra of this light intensity series. Again only
the signal amplitudes were free parameters. All data sets can be described
with the same parameter set. Small deviations between spectrum and fit are
observed when the lines at g = 1.9978(3) and at g = 2.0046(3) contribute
only with small amplitudes.
After this successful deconvolution procedure we have access to the dy-
namics of the deconvoluted single resonances via the time-dependent signal
amplitudes (Fig. 5.9 a) to d)). In general, the current transients are charac-
terized by an initial current increase (enhancing signal) followed by a cur-
rent decrease (quenching signal). The steady decay of the fitted amplitudes
without any artifacts is an indicator for a suitable choice of line properties.
Sudden jumps of amplitudes would indicate a compensation of mismatches
in the fit. The dynamics of the four signals can be classified in two manners:
i) The transient behavior of the lines at g = 1.9978(3) and at g = 2.0046(3)
(Fig. 5.9 a) and b)) can be summarized by an initial steep growth followed
by a signal decline below zero until a lower limit clearly deviating from zero
is reached. Finally, the signal decays back to zero for long times. Contrary
to that, the time-dependence of the remaining signals at g = 2.017(1) and
at g = 2.0105(5) in Fig. 5.9 c) and d) can rather be described by a sudden
increase followed by a signal decay back to zero. A negative component is
small in comparison to the initial maximum. ii) Comparing the transients
within the first group (Fig. 5.9 a) and b)) one observes shorter time constants
of the negative transient contribution at g = 1.9976(3) and longer time con-
stants at g = 2.0046(3). The signal increase is connected with more or less
equal rates. Comparing the transients at g = 2.017(1) and at g = 2.0105(5)
from the second group, the later one shows clearly larger time constants, so
that a possible negative contribution is not in the detection window.

The knowledge about the dynamics of the current response offers the
possibility to find spectra consisting of a reduced number of signals. At the
times highlighted by gray shaded boxes in Fig. 5.9 a) to d) the respective
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Figure 5.9: a) to d) The dynamics of the deconvoluted EDMR signals are dis-
played as function of the photocurrent. This dependency is obtained by plot-
ting the fitted signal amplitudes as function of the time after the mw pulse.
The gray areas mark the time interval of zero crossing of the respective EDMR
signal for the case ofIph = 4.0(1)µA. The spectra belonging to these times are
shown in Fig. 5.10.

signals do not contribute to the EDMR spectrum. These simplified spectra
are shown in Fig. 5.10. The g-values in the legend denote the components
that do not contribute to the given spectrum. In summary, we could show
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Figure 5.10: a) EDMR spectra of the data set at Iph = 4.0(1)µA are shown for
four time points after mw excitation. The time points are chosen to map spec-
tra consisting of only three signals, since the remaining one (with position at
the g-value given in the legend) does not contribute due to its dynamics (see
Fig. 5.9). b) EDMR spectrum measured at T = 80 K under reverse bias condi-
tions. Here a single resonance at g ≈ 2.0046 appears. Inset: transient current
response at g = 2.0046.

that pEDMR data sets deliver a wealth of information to reliably decom-
pose the total spectrum of overlapping lines into single resonances, whose
properties can be further investigated.

5.1.3 Discussion

In this section continuous wave EDMR as well as pEDMR experiments were
used to characterize the contributions to the spectrum. In the first part mod-
ulation phase and temperature dependencies were studied with cw EDMR.
The cw spectra could be fitted unambiguously based on the different de-
pendencies. Three species were identified. These signals were found in the
pulse spectra as well. In addition, a broad component could be detected.
The transient current response after the mw pulse allowed for a detailed
deconvolution because the related time constants are characteristic for each
signal. The deduced line parameters were corroborated by applying to ad-
ditional spectra measured at different light intensities.
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Comparing the cw and pulse line parameters shows that the narrow lines at
g ≈ 2.004 and g ≈ 1.998 have similar g-values in both types of experiment.
A discrepancy is observed for the third signal at high g-value. In the cw
experiments g = 2.008(1) is measured. The accuracy of this value is limited
by the low SNR. The quality of the pEDMR data on the other hand allowed
the deduction of g = 2.0105(5), which is the more reliable value. The broad
signal at g = 2.017(1) was only found in pulsed experiments. Furthermore,
one can see that the line widths from the cw results are larger than the line
widths from the pEDMR experiments. The reason for this is probably the
use of a too high cw mw power, which was a compromise between high
SNR and reliable line parameters. We decided to use the pEDMR results
for further evaluations, since the line parameters of all four signals could be
extracted with good quality by this technique.
The obtained line properties are utilized in the following to assign the
EDMR signals to the paramagnetic centers and to the corresponding spin-
dependent processes.

CE Signal The EDMR line with the smallest g-value at g ≈ 1.9978(3) can
be described with the asymmetric CE line profile which was extracted from
the EDMR data of the µc-Si:H thin-film cell with n-a-Si:H layer in chapter
4. This is a clear hint for the assignment of this line to CE centers in the
microcrystalline material. The g-value itself is indicative of this CE center
in µc-Si:H [13, 21, 110, 129–131]. It is further supported by the characteristic
T-behavior, which was found with the help of EPR studies [13].

db Signal The EDMR line parameters of g ≈ 2.0046(3) and 1.1 mT line
width point to two paramagnetic centers found in microcrystalline and
amorphous silicon. On the one hand, the µc-Si:H db center and on the other
hand the a-Si:H conduction band tail state. As the sample has an amorphous
volume fraction of 48% both interpretations are possible.
Following the interpretation of a conduction band tail state in a-Si:H, one
finds g ≈ 2.0043 (∆B = 0.5− 1.5 mT dependent on doping conditions) [127],
which is in agreement with the line parameters found here. These centers
are observed in n-type as well as illuminated amorphous silicon [100, 128].
This finding fits to the existence of h centers in our spectra (see next para-
graph) because they are observed in a-Si:H material, too.
Following the interpretation of a db state, one finds reports about so-called
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db1 states at g ≈ 2.0052 and db2 states at g ≈ 2.0043, which are assigned
to two independent defects located in different microscopic environments
[13, 129, 130, 132]. For material deposited by the same methods as used for
the investigated p-i-n solar cell, room temperature EPR measurements in-
deed show a composition of both lines [132]. A composition of two lines
cannot be resolved here, but the g-value of 2.0046(3) could be the result of
strongly overlapping db1 and db2 resonances. Behrends et al. found in µc-
Si:H p-i-n solar cells a signal at g ≈ 2.0045(5) with 1.3(3) mT [21], which was
assigned to db states in the microcrystalline silicon. The line parameters are
similar to those found here, but the current response after a pulsed excita-
tion is markedly different. It is negative directly after the pulse, which led
to the interpretation of a db state participating in recombination processes.
We performed additional measurements at T = 80 K that show a single
EDMR signal at g ≈ 2.0046 of ≈ 1.5 mT width (Fig. 5.10 b)). The line prop-
erties again fit to the considered EDMR line. The important difference be-
tween both lines measured at 5 K and 80 K is the sign of the EDMR current
change. The signal at 80 K shows a reduction of current in spin resonance
with respect to the photo current (quenching signal) under reverse bias con-
ditions, which is a hint for a recombination process. This process primarily
takes place via deep defects like db centers, as they are efficient recombina-
tion centers.
In summary, we assign the considered EDMR line to db centers in the mi-
crocrystalline material. The time behavior of the current response at low
T, which resembles that of the transport process rather than a recombina-
tion process is not yet understood. An overlap of EDMR signals caused
by unlike paramagnetic centers (participating in different processes) is still
possible.

h Signal The line at g ≈ 2.01 is found as well in the cw as in the pulse
EDMR spectra. In µc-Si:H p-i-n solar cells with p-a-Si:H layer a resonance
at the same g-value is observed [21], but was assigned to come from hole
centers in the amorphous layer and not from the µc-Si:H layers. The sample
investigated here has no amorphous layers, but has an amorphous volume
fraction of 48% where the hole centers could stem from. The g-value of the
resonance serves in this case as a fingerprint. It is indicative for a valence
band hole states (h states) found in amorphous silicon as shown in many
reports [100, 126, 127]. We were unable to find reports about hole signals in
microcrystalline Si with comparable line parameters.
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Figure 5.11: Field sweep EDMR spectrum of the p-i-n µc-Si:H solar cell. The
sweep range was chosen to cover the ranges of the ∆m = ±1 - transitions near
g = 2 and the ∆m = ±2 - transitions near g = 4. The spectrum is normalized
but only the range of small intensities is shown to better resolve weak signals.
Only around g = 2 the known spectrum is observed.

The assignment of the resonance to h states is supported by its modulation
phase shift of ≈ 60◦ at a modulation frequency of νmod = 10 kHz with
respect to the db signal observed in the cw experiments at 10 K. Dersch
et al. [100] report about a resembling significant modulation phase shift
of the hole signal in comparison to e and db signals in a-Si:H. This shift
increased from 8◦ at 300 K (νmod = 1 kHz) to 15◦ at 150 K (νmod = 1 kHz)
in that study and is explained by an increase of the process time constant
with lower temperatures. The estimated time constant of 50 µs was much
slower than the time constants of the e and db signals. The hole signal in
the present study is as well connected with the slowest time constants in the
pulse experiments (see Fg. 5.9) which corresponds to the modulation phase
shift in the cw spectra. Hence, the resonance is assigned to hole centers in
amorphous regions of the microcrystalline material.

V Signal In the EDMR study of Behrends et al. [21] a broad signal at high
g-value in two of the considered sample structures was found (one of them
is similar to the structure in the present work). This resonance exhibits a
total width of roughly 60 mT, has an asymmetric shape and extents from
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g ≈ 1.96 to g ≈ 2.2. By substitution of the doped layer material from a-
Si:H to µc-Si:H in the p-i-n solar cell this signal was found to come from the
p-doped and intrinsic microcrystalline layers. Furthermore, the EDMR cur-
rent dynamics of this line resembles the dynamics of the line in our study.
In the EPR and ODMR literature three different paramagnetic species are
described which give rise to broad resonance lines at g > 2.
First, a line at g ≈ 2.12− 2.13 of 50 mT width (FWHM) was found in boron
doped µc-Si:H and thus attributed to acceptor states [113, 133]. These ac-
ceptor states are not observed here, because the g-value and the line width
deviate significantly from our findings (g = 2.017(1) of 19(1) mT width).
Second, investigations of doped and undoped µc-Si:H powder samples
under dark and light conditions revealed a so-called CH signal at g =

2.065− 2.08 (∆B = 22.5− 25 mT), which shows properties like the CE signal
in µc-Si:H [129]. This line is ascribed to trapped holes in valence band tail
states in µc-Si:H. The central g-value and the width, again, deviate from our
findings. An explanation of possible deviations of line widths is given by
Feher et al. [134]. They report about EPR on p-doped c-Si and find that in
absence of external compressive stress the hole signal from the valence band
is not observed. By increasing the stress the line becomes narrow and can
be detected. They explain this by the splitting of the valence band degen-
eracy by stress, which results in line narrowing for high stress because of a
reduction of allowed EPR transitions. Hence, it is possible that hole signals
in µc-Si:H are as well affected by small internal random strain due to imper-
fections and dislocations, which leads to broad lines. However, the g-value
should stay unchanged. We conclude that the broad signal is not identical
to these CH centers.
Third, ODMR measurements of µc-Si:H samples resolve a signal at g = 2.016
of 10 mT width at X-band [135, 136]. It was assigned to triplet excitons
formed of strongly coupled electron spins. Broad lines of excitons observed
in their triplet S = 1 state are also described in ODMR studies of a-Si:H
(g ≈ 2.01, ≈ 20 mT width) [137–140] and porous Si (g ≈ 2, ≈ 50 mT width)
[141]. The observation of forbidden ∆m = ±2 -transitions is a characteristic
property of triplet excitons in EPR. These signals are indeed found in the
ODMR studies regarding amorphous materials.
The EDMR experiments of the present µc-Si:H sample, however, do not
show a resonance at the half-field position (see Fig. 5.11). This does not
mean that in the present case the S = 1 interpretation must be excluded be-
cause the ∆m = ±2 transition of isolated paramagnetic centers in a triplet
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S = 1 state does not alter the |T+−〉/|T0〉 proportion and with this the prob-
ability of intersystem crossing into the singlet (|S〉) state. Hence, this tran-
sition cannot give rise to an EDMR or ODMR half-field signal, whereas the
∆m = ±1 transition is detected. This is possibly the case in microcrystalline
silicon.
In the case of an interaction between triplets and paramagnetic centers
nearby, the ∆m = ±2 - transition leads to a spin-dependent process via the
transition of the six-state manifold of the S = 1/2, S = 1 pair into a doublet
(S = 0, S = 1/2) system [75, 76, 81, 82]. This could explain the detection of
the half-field resonance in the ODMR studies of amorphous materials which
are rich of defects.
For a reliable assignment of the broad signal to one of the mentioned or to a
new paramagnetic center in the µc-Si:H material further investigations ad-
dressing the spin state of this center by Rabi nutation measurements or ad-
dressing the nuclear environment by ESEEM studies are necessary. On the
basis of results which are described in the following sections the discussed
signal will be called V signal.

5.1.4 Summary

Continuous wave and π-pulse EDMR experiments were employed in this
section for a fundamental investigation of the µc-Si:H thin-film solar cell.
At first, cw modulation phase and temperature dependent experiments
were performed successfully to separate the different spectral components
and to assign them to the underlying paramagnetic centers. Shifts in the
modulation phase of the respective signals were observed based on vari-
ations in the time constants of the spin-dependent processes via different
species of localized states. This allowed a decomposition of the spectrum
into three different resonances. One of them showed an asymmetric line
profile. The different temperature dependencies yielded a second approach
to separate these three signal. The results corroborated the line parameters
found in the modulation phase study.
In the second part, π-pulse EDMR experiments were applied to the same
sample. The time behavior of the transient current response after the
pulsed mw excitation at individual field positions was used to decompose
the spectrum and to deduce g-values and line widths. The lines were
assigned to conduction band tail states (CE states) in the crystalline regions,
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to dangling bonds (db states) in the disordered phase of the material and to
holes in valence band tail states (h states) probably in the amorphous parts.
In addition, a very broad resonance was found but could not be assigned
reliably yet. The signal which might be assigned to defects in a triplet state
is called V signal here and will be discussed later.

5.2 Multi-Frequency EDMR Applied to Cells
with i-Layers of Isotopically Controlled Si

The investigation of the thin-film solar cells is continued in this section. We
applied a comprehensive multi-frequency study ranging from 3.5 GHz to
263 GHz to the samples. This approach was already introduced in chapter
4. Furthermore, two cells with intrinsic layers of different Si isotope compo-
sitions were studied. One sample has an intrinsic part with a natural isotope
composition, the other sample’s i-layer consists of 28Si-enriched µc-Si:H.
The multi-frequency EDMR allows us to separate between field-dependent
and field-independent line widths by measurements at various mw fre-
quencies. In addition, we can distinguish between field-independent line
width contributions caused by electron-nuclear interactions and electron-
electron interactions by controlling the content of the spin-carrying isotope
29Si.
We chose this approach to find answers to the following questions: How
important is the influence of electron-nuclear (hyperfine) interactions on the
line width of the EDMR resonances? Can conclusions be drawn regarding
the localization of the electron wavefunctions? Does the CE line show the
same asymmetric profile as in the multi-frequency study in chapter 4? How
do the line profiles (widths, asymmetries) of the remaining three signals de-
velop at higher mw frequencies and which conclusions are possible? Where
does the large width of the broad line (called V signal) come from? These
questions will be addressed within this section. Answering these would
help to obtain a deeper understanding about defect structures in microcrys-
talline silicon, their microscopic surrounding and their role in transport pro-
cesses within the device.
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Figure 5.12: Normalized EDMR spectra of sample Snat. The dashed lines
mark the positions of the h signal at gh = 2.0105, of the db signal at gdb =
2.0046 and of the CE signal at gCE = 1.9978. The spectra are vertically shifted
for better distinction.

Experiment

EDMR π-pulse experiments were applied to two different p-i-n thin-film
solar cells. One cell with an intrinsic µc-Si:H layer of natural Si isotope
abundance (called sample Snat) and one sample with an i-layer made of 28Si-
enriched µc-Si:H material (sample S28). The experiments were preformed
in four frequency bands comprising mw frequencies between 3.5 GHz (S-
band) and 263 GHz. The pulse length was chosen to be 300 ns for all mea-
surements at S-, X- and Q-band to keep effects of excitation band width
broadening small. At 263 GHz the shortest pulse length that could be gener-
ated was 1.5 µs. Field sweep spectra of 20 mT and 60 mT width at S-band, of
40 mT and 100 mT at X- and Q-band and 286 mT at 263 GHz were recorded
to map the narrow and broad signals. The measurements were performed
at T = 5 K. The cells were operated under reverse bias (U = 1 V) condi-
tions resulting in photocurrents in the range of Iph = 5− 9 µA at S-band,
Iph = 15− 30 µA at X-band, Iph = 1− 2 µA at Q-band, and Iph = 40 µA at
263 GHz. The differences are due to the strong dependencies on the illumi-
nation conditions in the EDMR setups (see Sec. 3.2).
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Figure 5.13: Decomposed EDMR spectra of sample S28. The dashed lines
mark the positions of the signals. a) The normalized db resonance. b) The
normalized CE resonance. Further details about the spectral decomposition
in the text.

Results

The sample Snat was measured in all four frequency bands. The EDMR spec-
tra shown in Fig. 5.12 are obtained by integrating the transient current re-
sponse in time. Since the different illumination conditions in the setups in-
fluence not only the photo current of the cell but also the intensity of every
EDMR signal, the 2D-spectra (like e.g. in Fig. 3.5) consist of resonances with
different relative intensities. However, the spectra can be shown in a com-
parative way in Fig. 5.12 by choosing sufficient integration intervals yield-
ing spectra with (nearly) equal relative db and CE line intensities. The spec-
tra are shown in the frequency-independent g-axis representation. Hence,
it is possible to indicate the line positions of the three narrow signals by
vertical dashed lines at the characteristic g-values. The EDMR resonances
strongly overlap. But the CE (gCE = 1.9978) and db (gdb = 2.0046) lines can
be clearly distinguished at the higher mw frequencies, whereas the h signal
is hidden at 2.01 in the high g-value wing of the spectrum.
The π-pulse experiments of sample S28 were performed in S-, X- and Q-
band. The spectra in Fig. 5.13 are shown in the g-value representation. The
time constants of the db and CE signals differ considerably which allows for
their separate illustration by a suitable choice of the integration intervals.
The decomposition is responsible for the different signal-to-noise ratios.
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In Fig. 5.13 a) the db resonance is shown. It appears as a symmetric line in
all three frequency bands. Within the SNR the line width is unchanged on
the g-axis which corresponds to a linear growth of the width as function of
the mw frequency.
The CE line profile in Fig. 5.13 b) is asymmetric in all spectra. The profile
at small g-values is identical for all measurements. In the range of g ≈ gdb

small contributions of the db signal overlap with the CE resonance.
The constant width of both lines on the g-value axis is clearly indicative for
a field-dependent broadening mechanism.

Fit of the Multi-Frequency Data

In the following, the data given above are evaluated in detail. The aim of
the evaluation is to find a set of line positions and widths of the different
signals which fit all multi-frequency EDMR spectra. With this we are able
to identify to field-dependent and field-independent broadening effects.
The fit of the data includes the prior knowledge of line parameters extracted
in section 5.1.2. The characteristic g-values of the db, h and V signals define
the line positions of the signals in all spectra. Furthermore, the isolated
asymmetric CE line profile extracted from the multi-frequency EDMR spec-
tra in chapter 4 is used here to describe the current CE line profile: There-
fore, the isolated CE profiles at X- and Q-band frequencies (chapter 4) are
displayed as a function of the g-value, since this is a frequency-independent
representation. Then, these profiles are fitted. The result is an asymmet-
ric fit function which is used to describe the CE line shapes of the current
study. We decided to use the X-band fit function for the fit of the low fre-
quency profiles (S- and X-band) and the Q-band fit function for the high
frequency profiles (at Q-band and 263 GHz), since the CE profile is a com-
position of field-independent and field-dependent line width contributions
which show different behavior at high and low mw frequencies. We make
use of the Q-band instead of the W-band profile, as the Q-band data show a
better SNR and thus more significant fit parameters.
The main task of this evaluation is to extract line widths of the individual
signals from the EDMR spectra. In a first step, the spin-dependent current
response after the pulsed mw excitation is integrated in appropriate time
intervals yielding EDMR spectra. Such spectra show under optimum con-
ditions, i.e. significantly different time behavior of the different species, sig-
nals dominated by one paramagnetic state. The line width of such signals
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Figure 5.14: Examples of EDMR spectra at S-band, Q-band and 263 GHz used
for determination of line widths. a) S-band Snat spectrum showing mainly the
CE and h signal. b) Q-band S28 spectrum consisting of the db and CE lines. c)
263 GHz Snat spectrum showing four signals.

can then be determined reliably. Unfortunately, in most cases spectra show-
ing two main contributions instead of one are obtained, which is due to
similar time constants for some of the four spectral contributions.
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In a second step, the obtained spectra are fitted with four line shapes such
that best agreement between experimental spectrum and fit is achieved.
Three Voigtian lines are used for the db, h and V signals as well as the asym-
metric profile for the CE line. The line positions are defined by the g-values
of the four EDMR signals. The line widths (restricted to certain intervals)
as well as the amplitudes are the free parameters of the fit. Thus, fitting
the spectra of all frequency band yields a set of frequency-dependent line
widths for every EDMR signal.
Three different examples of fitted EDMR spectra are illustrated in Fig. 5.14.
At S-band the integration of the Snat EDMR data between 14.9 and 20.9 µs
yields a spectrum mainly consisting of the CE and the h line (Fig. 5.14 a)).
Here the S-band line width of the h signal is deduced. The signal dynamics
of the Q-band EDMR data of sample S28 are convenient to extract spectra
showing mainly the db and CE line. The spectrum of the integration inter-
val between 33.9 and 50.9 µs shown here is taken for the deduction of the db
line width (Fig. 5.14 b)). Due to the small light intensity available at Q-band,
the db as well as the h signal contribute with only small intensities. Hence
both line widths can only be deduced with larger uncertainty. Integration of
the Snat 263 GHz data between 2.9 and 3.9 µs results in an EDMR spectrum
showing all signals with significant contribution. Usage of the asymmetric
CE profile as well as the defined line positions of the other signals together
with a fit of the line widths in a useful mT-range results in a good fit of the
data as seen in Fig. 5.14 c).
The obtained parameter sets of the narrow db, CE and h signals for a partic-
ular frequency band can be applied to the spectra of both samples. Within
the estimated errors no differences in line widths are observed. The line
widths of the broad V signal cannot be transferred from sample Snat to S28,
as they are different (see Fig. 5.17, inset). At S- and Q-band the V signal
cannot be resolved in the S28 spectra due to the small SNR.
Summarizing, the fitting procedure yields four parameter sets describing
the four observed EDMR resonances in the spectra of the samples Snat and
S28 at different mw frequencies. The CE line is well reproduced with the
help of the line profile found in chapter 4. The db and the h signals are
fitted by symmetric lines of growing line widths at gdb = 2.0046 and gh =
2.0105. The V signal of sample Snat is resolved at all four frequencies and
can be described by a line of large width at S-band which further increases
as function of the mw frequency. In the following, the results of this fitting
procedure are described.
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Figure 5.15: Frequency dependence of the Snat CE and db line widths. The
extracted widths (FWHM) are shown as data points, the extrapolations of
the 263 GHz line widths down to 0 GHz as black lines. a) Frequency range
0 − 263 GHz. b) The frequency range below 15 GHz is scaled up. The fit
results based on Eqn. (5.2) are shown in red lines.

Evaluation of the db and CE Line Widths

The field-dependence of the db and CE line widths (FWHM) of sample Snat

are shown in Fig. 5.15 a). The widths increase significantly between the mw
frequencies ν0 = 3.5 GHz and 263 GHz from ≈ 0.5 mT to ≈ 30 mT. The data
points can be well described by a linear fit intersecting ≈ 0 mT at 0 GHz.
This linearity is indication of a dominant field-dependent part to the line
widths. This field-dependent line width is expressed by a g-value range
∆gi. It can be calculated from the slope si of the linear fit using

si =
h
βe

∆gi
g2

i
ν0 (5.1)

[124] with the Planck constant h and the Bohr magneton βe. The results are
∆gCE= 0.0070(5) for the CE line and ∆gdb= 0.0059(5) for the db line.
The linear dependence of the line width is valid if the field-dependent
contribution dominates. Towards low mw frequencies this line width de-
creases, so that the relative contribution of a field-independent line width
grows. Let’s assume a convolution of two Gaussian lines. One line has the
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field-independent line width ∆BFI
i , the other one has the field-dependent

line width ∆BFD
i (B0), which of course, is also frequency-dependent just by

substituting B0 by h
βegi

ν0 resulting in ∆BFD
i (ν0). The total line width is given

by

∆Bi(ν0) =
√
(∆BFI

i )2 + (∆BFD
i (ν0))2. (5.2)

Such an approach in the literature which makes use of this fitting approach
is given in Ref. [142]. In Fig. 5.15 b) the frequency range comprising the S-
and X-band is shown. The trend of the field-dependent part ∆BFD

i of the line
widths is illustrated by extrapolating the 263 GHz value down to 0 GHz. It is
apparent that the X- as well as the S-band widths lie above the extrapolation.
This shows that field-independent contributions play a role at low ν0. A fit
based on Eqn. (5.2) was applied to the data points to take note of this. ∆BFD

i
was taken from the extrapolation. The results of the fit are displayed as
red dashed lines. This fitting approach leads to an improved description of
the data points and yields ∆BFI

CE ≈ 0.4 mT as well as ∆BFI
db ≈ 0.25 mT. The

quality of these results would be increased significantly if more data points
in the low frequency region would be available. This cannot be realized
with resonators operating at a single microwave frequency as used here. An
alternative approach could be the use of non-resonant designs [143, 144].

After the analysis of the db and CE line width behavior of sample Snat

we try to get information about the origin of the field-independent contri-
butions ∆BFI

CE and ∆BFI
db and try to assign them to hyperfine or spin-spin-

interactions by direct comparison of the S- and X-band spectra of the sam-
ples S28 and Snat.
The spectra of both frequency bands are illustrated in Fig. 5.16. The in-
tegration intervals of the current response was chosen in a way to obtain
comparable spectra mainly consisting of the db and CE resonances. The CE
line is the main contribution in Fig. 5.16 a), whereas the db lines have the
higher amplitudes in 5.16 b). At a first glance, the resonances of Snat seem
to have larger line widths. However, fitting the spectra of both samples
with the deduced parameter set (which is identical for samples S28 and Snat)
shows that both spectra are well described (Fig. 5.16 c) and 5.16 d)). The
impression of larger line widths is a result of different line intensities of the
broad V signal (line width at S- and X-band: 10 mT and 19 mT) in the spec-
tra of Snat and S28. Based on identical line widths of the db and CE signals
from both samples we conclude that no influence of 29Si hyperfine interac-
tion on the line widths is observed within the achievable SNR. Hence, we
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Figure 5.16: Comparison of spectra from samples S28 and Snat differing in the
i-layer Si isotope composition. The vertical dashed lines indicate the positions
of the db and CE resonance. a) and c) Normalized S-band spectra of S28 and
Snat. b) and d) Normalized X-band spectra of S28 and Snat. c) and d) Fit results
of all four spectra (vertically shifted).

can assign the field-independent widths to spin-spin interactions.

Evaluation of the h and V Line Widths

The evolution of the h and V line widths as function of the mw frequency is
illustrated in Fig. 5.17. The extracted line widths are error-prone, since the
signals have broad profiles compared to their small line amplitudes.
Fig. 5.17 shows the development of the h signal line width. The line width
of the 263 GHz measurement is used to illustrate the trend of the field-
dependent width ∆BFD

h between 0 and 263 GHz. Therefore we assume
that the 263 GHz line width is affected only by a negligible part of field-
independent width ∆BFI

h . The calculation of ∆gh from the slope of this ex-
trapolation yields ∆gh = 0.0063(5). The widths at lower frequencies lie
above the trend line. This is indicative for a significant contribution of ∆BFI

h .
∆BFI

h cannot be determined by fitting the data points with the fit function
given in Eqn. (5.2), because the X- and Q-band line width seem to converge
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Figure 5.17: Frequency dependence of the h and V line widths (FWHM). The
extracted widths as well as the extrapolation of the 263 GHz line width down
to 0 GHz are shown. The inset illustrates the V signal in the X-band EDMR
spectra of both samples S28 and Snat.

to a value of ∆BFI
h ≈ 3 mT, whereas the S-band width lies below this thresh-

old. Thus we estimate ∆BFI
h to be ≈ 2 - 3 mT.

Since the same line parameters are applicable to the h signals of both sam-
ples, the HFI of 29Si can be ruled out as the reason for this broadening effect.
Hence, considerable interaction of neighboring electron spins is assumed as
source of the field-independent line broadening.
The proceeding decrease of the line width below 34 GHz could be connected
with the influence of fast spin exchange, which can result in an averaging
of the effect of dipolar broadening and thus in a reduction of the line width
[145, 146]. A detailed understanding of this effect is still missing.
The V signal line width development of sample Snat is illustrated in Fig.
5.17. We find line widths in the range of 10 - 20 mT when approaching low
frequencies. This is indicative of a large field-independent contribution.
The extrapolation of the 263 GHz line width down to zero yields a field-
dependent line width of ∆gV= 0.014(1) in the g-value representation. Proba-
bly, ∆BFI

V is not negligible at 263 GHz. This results in a too large value of ∆gV
which, however, gives a good orientation. The X- and Q-band line widths
tend to a field-independent line width of 15 - 20 mT. Again, the S-band value
is smaller as already observed for the h signal. Hence we roughly estimate
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Figure 5.18: Illustration of the two coupling cases considered for the calcula-
tion of inter-spin distances. a) Spins are part of the same signal. Weak cou-
pling case (|J− 1

2 d| � |ω1−ω2|). b) Spins are part of the same signal. Strong
coupling case (|J − 1

2 d| � |ω1 − ω2|). c) Spins are part of different signals.
Weak coupling case (|J − 1

2 d| � |ω1 −ω2|).

∆BFI
V to be ≈ 10 - 20 mT. The line shape of the V signal differs for the sam-

ples S28 and Snat as shown in the inset of Fig. 5.17. The V line of sample
Snat appears with a symmetric profile, whereas the line in the spectrum of
S28 seems to be asymmetric or shifted to higher g-values. It is not possible
to evaluate this aspects in detail, as the V resonance always overlaps with
the remaining db, CE and h signals. Hyperfine satellites buried in the broad
profile of the V signal could give rise to this discrepancy.
However, the line widths are comparable in both cases so that the main
field-independent contribution to the line width is caused by strongly inter-
acting electron spins. The frequency-dependent decrease of ∆BFI

V is possibly
owing to the influence of spin exchange which could result in a reduction of
the detected line widths, as already supposed as explanation for the h line
width behavior.

Determination of inter-spin distances

The field-independent line widths ∆BFI
i resulting from electron-electron in-

teractions can be related to mean inter-spin distances. In the following a
simple model is described how the unresolved broadening can be used to
calculate these inter-spin distances.
The basis to detect EDMR is the interaction of two spins in localized states
sufficiently close together. The spins will interact via electron-dipolar cou-
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pling. Since spin transitions between these localized states take place, wave
function overlap and thus exchange interaction plays a role. This means that
the spin system considered in this model only consists of coupled spins, un-
coupled spins do not contribute. The inter-spin distances will be estimated
based on the field-independent line widths ∆BFI

i which is fully assigned to
dipolar line broadening. However, an influence of the exchange interaction
on ∆BFI

i exists, but cannot be specified. That is why the calculated inter-spin
distances constitute only rough values rather than precise mean distances.
For the determination of the distances from the field-independent line
widths three different coupling scenarios have to be regarded. They are
shown in Fig. 5.18. Spin-dependent transport processes can involve spins
of the same kind giving rise to a single EDMR signal, like e.g. hopping via
CE states. A scheme of the resonance line is illustrated in Fig. 5.18 a) and b)
consisting of a distribution of narrow lines with slightly different resonance
energies ωi. This distribution can be due to unresolved HFI or g-strain.
Dipolar broadening is not incorporated in the scheme.
When a spin-dependent hopping process takes place between two spins
which significantly differ in there resonance energies (Fig. 5.18 a)) so that
the Larmor separation |ω1 − ω2| is large compared to the electron-electron
coupling of both spins |J − 1

2 d|, one speaks about the weak coupling limit.
When a spin-dependent hopping process takes place between two spins
which have nearly identical resonance energies (Fig. 5.18 b)) so that the
Larmor separation |ω1−ω2| is small compared to the electron-electron cou-
pling of both spins |J − 1

2 d|, one speaks about the strong coupling limit.
When a spin-dependent transport process takes place between two spins
which are part of different signals, like e.g. hopping via a-Si:H conduction
band tail states (e states) and phosphorus donor states (P states) (see chap-
ter 4) the Larmor separation |ω1 − ω2| is large compared to the electron-
electron coupling of both spins |J − 1

2 d| when the signals do not overlap.
This is shown in Fig. 5.18 c). These conditions are considered as weak cou-
pling conditions as well.
This means, dependent on the Larmor separation of the spins forming the
EDMR spin pair, weak or strong coupling conditions apply. Since the Pake
patterns under both conditions differ (see Fig. 2.2) and the their impact
on the field-independent line width ∆BFI

i is not known, the ∆BFI
i will be

evaluated assuming both cases. This comprises the CE signal, the h signal
as well as the db signal resonance. The V signal which is connected with
∆BFI

V ≈ 10− 20 mT will be evaluated assuming the strong coupling limit. In
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Figure 5.19: a) A powder pattern of a dipolar spectrum called Pake pattern
is shown for the case of weak coupling. The positive and negative branches
are shaded. b) Doublet D(r, 〈d〉) of average splitting determined from Pake
pattern (a). c) Variation of spin-spin distances leads to a distribution M(〈d〉)
of doublet spectra D(r, 〈d〉).

the following, the calculation of the inter-spin distances from the line width
∆BFI

i is presented.

Weak coupling case Two unpaired electron spins located in neighboring
localized states and separated by distance r are assumed to be weakly cou-
pled (|J − 1

2 d| � |ω1 − ω2|) to each other through electron-electron dipolar
interaction. The considered dipolar coupling Hamiltonian is given by Eqn.
(2.8):

Hdd =
µ0

4πh̄
g1g2β2

e

[
S1 · S2

r3 − 3(S1 · r)S2 · r)
r5

]
with the g-values of the interacting spins g1 and g2. The angular depen-
dence of this interaction can be expressed by the coupling constant d (Eqn.
(2.13)):

d = −µ0g1g2β2
e

4πh̄r3 (3 cos2 θ − 1)

as described in Sec. 2.1.2 which becomes

d⊥ = 2πν⊥ =
µ0g1g2β2

e
4πh̄r3

for θ = 90◦.

The investigated solar cells are considered as powder samples so that
in general EPR powder spectra are measured. Hence, the electron dipolar
interaction gives rise to a powder spectrum as well. This is called Pake pat-
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tern [147]. The Pake pattern of a weakly coupled spin pair is shown in Fig.
5.19 a). Since such distinct patterns are not resolved in the EDMR spectra,
we cannot deduce precise values of inter-spin distances. Nevertheless, we
will calculate mean distances based on two assumptions:
First, we consider the mean dipolar splitting 〈d〉 in the Pake pattern. This
is determined by calculating the splitting of the centers of the positive and
negative branches symbolized by the shaded areas in Fig. 5.19 a). This is
obtained by calculating

〈d〉 =
∫ π

0

√
d(θ)2 · p(θ)dθ

where d(θ) is the dipolar interaction function and p(θ)dθ the weight func-
tion which describes the fraction of spin-spin coupling axes occurring be-
tween the angles θ and θ + dθ in a powder sample. Integrating over all
values of θ yields

〈d〉 =
∫ π

0

√
(d⊥(3 cos2 θ − 1))2 · 1

2
sin θdθ

= 0.75d⊥ = 0.75
µ0

4πh̄
g1g2β2

e
r3

(5.3)

[148] as shown in Fig. 5.19 b). Thus, the spectrum consists only of a doublet
D(r, 〈d〉) instead of a complete Pake spectrum.
Second, we assume a distribution of inter-spin distances r which can be
described by the weighted sum M(〈d〉) of the doublet spectra D(r, 〈d〉) over
the distribution of distances P(r):

M(〈d〉) = ∑
r

P(r)D(r, 〈d〉). (5.4)

In first approximation we will assume that the distribution of distances P(r)
results in a Gaussian shape of M(〈d〉) as shown in Fig. 5.19 c). The line
width 〈d〉av of the Gaussian profile is used to calculate an average distance
〈r〉av of the interacting spins by

〈r〉av =

(
0.75

µ0

4πh̄
g1g2β2

e
〈d〉av

)1/3

. (5.5)

We use the FWHM values ∆νFI
i = βegi

h ∆BFI
i of the line width evaluation as
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∆νFI
i = 〈d〉av/2π, so that finally

〈r〉av/nm =

(
9.735 · g1 · g2

∆νFI
i /MHz

)1/3

. (5.6)

Strong coupling case In this strong coupling (sc) regime (|J − 1
2 d| �

|ω1−ω2|) a distance determination is possible, since the exchange coupling
does not affect the allowed EPR transitions. The splitting of the resonance
lines ∆ω depends on the dipolar coupling only. Under strong coupling con-
ditions the doublet is split by 3

2 d (see Sec. 2.1.2) so that:

dsc =
3
2

d = −3
2

µ0

4πh̄
g2β2

e
r3 (3 cos2 θ − 1) (5.7)

with g1 ≈ g2 = g. Average distances can be estimated from the width of
dipolar couplings, as already presented for the weak coupling case:

〈r〉av =

(
9
8

µ0

4πh̄
g2β2

e
〈dsc

av〉

)1/3

. (5.8)

We obtain

〈r〉av/nm =

(
14.60 · g2

∆νFI
i /MHz

)1/3

. (5.9)

Mean inter-spin distances of interacting db, h and CE centers We
obtain 〈r〉av ≈ 1.5− 1.8 nm and 1.7− 2.1 nm as rough values for average
inter-spin distances of CE and db centers, respectively. For gi we took the
CE or db g-values, since the spin-spin interaction is assumed to take place
between neighboring centers of the same kind. The inter-spin distances of
interacting spin in h centers range between 〈r〉av ≈ 0.9 and 1.1 nm.

Mean inter-spin distance of strongly coupled spins in a V complex Us-
ing the FWHM values ∆νFI

V = βegV
h ∆BFI

V = 〈dsc
av〉/2π ≈ 280 − 560 MHz

(corresponding to 10− 20 mT) of the line width evaluation and the g-value
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parameter CE signal db signal h signal V signal
∆gi 0.0070(5) 0.0059(5) 0.0063(5) <0.014(1)

∆BFI
i / mT ≈ 0.4 ≈ 0.25 2 - 3 10 - 20

〈r〉av / nm ≈ 1.5-1.8 ≈ 1.7-2.1 0.8-1.1 0.47 - 0.60

Table 5.3: Summary of the field-dependent (∆gi) and field-independent
(∆BFI

i ) line width contributions of the samples S28 and Snat. Furthermore, the
estimated mean inter-spin distances 〈r〉av are given. The results of the V line
are based on measurements of sample Snat.

gV results in

〈r〉av =

(
14.60 · g2

V

∆νFI
V /MHz

)1/3

= 0.47 − 0.60 nm (5.10)

which is in range of the c-Si lattice constant of a = 0.543 nm. For the esti-
mation of a lower limit of spin-spin distances we go back to Eqn. (5.7) and
assume the case of θ = 0. Then (3 cos2 θ − 1) = 2 and we obtain

r =

(
3
µ0

4πh̄
g2

Vβ2
e

dsc

)1/3

=

(
38.94 · g2

V
∆ν/MHz

)1/3

. (5.11)

Under these conditions the largest splittings are observed in the spectrum
which determine the outermost wings of the broad V line. In Fig. 5.21 we
can estimate a total width of the V line between ∆B = 30 and 60 mT (∆ν =

840− 1680 MHz) at S- and X-band. This yields inter-spin distances of

r =

(
38.94 · g2

V
∆ν/MHz

)1/3

= 0.46 − 0.58 nm (5.12)

which is exactly the inter-spin distance found above.

Discussion

The CE and db lines The CE as well as the db EDMR signals are domi-
nated by field-dependent line widths. Only at S- and X-band a small devi-
ation from the linearity in ν0 points to a convolution of the field-dependent
line with field-independent broadening effects. This is supported by the re-
duced spectral resolution when going from X- to S-band (Fig. 5.12 and Fig.
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5.13).
The CE line broadening based on the Zeeman interaction was already ana-
lyzed in chapter 4. The revealed asymmetric profiles were incorporate in the
present fit procedures and lead to consistent results. The origin of the field-
dependent CE line profile connected with its asymmetry was suggested to
be a size distribution of Si crystallites accommodating the CE centers. These
crystallites affect the g-value of individual CE centers via confinement ef-
fects and lead to an asymmetric g-value distribution in the spectra.
The db defects are assumed to be located in rather disordered parts of the
microcrystalline material, e.g. at grain boundaries [129–131]. Thus, the
field-dependence of the db line is caused by g-strain, that means by a distri-
bution of g-values arising from an inhomogeneity in the local environment
of the individual paramagnetic defect. It can be said, that the db line only
consists of line widths based on Zeeman interaction at Q-band frequencies
and above. However, at Q-band no g-anisotropy of the db resonance is
resolved within SNR, because the g-strain of 0.0059(5) is the major effect
washing out any anisotropy. Here a detailed EPR study as performed on
the amorphous Si dangling bond [15] would finally answer the question if
g-anisotropy of the µc-Si:H db can be resolved.
The field-independent part of the db and CE lines was shown to be insensi-
tive to a change of the Si isotope composition of the solar cell i-layer. This
allows to draw two conclusions.
First, the line broadening due to unresolved hyperfine interactions between
CE and db centers and 29Si nuclei is smaller than ≈ 0.1 mT. This value de-
scribes the threshold of widths which can be deduced reliably from the spec-
tra. Such small and unresolved HFI are an indication of wide spread elec-
tron wave functions in disordered systems. In such a case the spin density
is distributed over several nuclei. The smaller the isotropic hyperfine con-
stants a0 = 8π

3 ggnβeβn|ψ(0)| [149] is, the more delocalized is the spin den-
sity. Clearly visible satellites due to large HFI were not found in the EDMR
spectra of both resonances. However, regarding the db resonance EPR X-
band studies of µc-Si:H powder samples revealed 29Si hyperfine satellites
split by ≈ 10 mT [150].
We conclude that the CE center which is a light-activated center near the
conduction band is connected with a delocalized wave function, whereas
the db centers are rather located paramagnetic states.
Second, the main contribution of the field-independent line width is caused
by weakly interacting electron spins in the material. These spins are sepa-
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a) b)

c)

Figure 5.20: Models of three different defect complexes are shown. a) Elec-
tronic structure of the one-vacancy-oxygen center. The scheme is taken from
Ref. [151], b) Defect model of the two-interstitialcy complex. Illustration from
Ref. [152], c) Model of the HVH center from Ref. [153].

rated by calculated average distances of 〈r〉av ≈ 1.5− 1.8 nm for interacting
CE centers and 〈r〉av ≈ 1.7 − 2.1 nm for interacting db centers when ne-
glecting exchange interaction. The observation of spin-spin interaction is
plausible, since the spins interact in spin-dependent processes which give
rise to the observed resonant changes of the sample conductivity. A further
possibility to demonstrate the existence of spin-spin processes is the mea-
surement of EDMR spin Rabi nutation as shown later.

The h and V lines The h and V signals show line width developments
clearly deviating from a linear behavior contrary to the narrow resonances
discussed above. Considerable field-independent line width contributions
were found which were assigned to electron spin-spin interaction. Al-
though the field-independent line width of the h signal is negligible at
263 GHz, no g-anisotropy could be detected because the resonance is
strongly overlapping with EDMR lines nearby (see Fig. 5.14) and is strongly
affected by the influence of g-strain.
The field-independent interaction of the V signal is especially large, so
that even at 263 GHz a significant influence occurs. Hence, a possible g-
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anisotropy of the V line is hard to resolve.
The line broadening of the h signal is due to the interaction of neighboring
spins in h centers which are separated by 〈r〉av ≈ 0.8− 1.1 nm. We point
out that this is an estimated value, as information about the influence of ex-
change coupling are missing.
Coupling strengths of ≈ 10− 20 mT as found for the V signal are a conse-
quence of very strong spin-spin interactions, much stronger than the cou-
pling strengths observed for the other narrow EDMR resonances. We think
that this is connected with a marked structural difference of this paramag-
netic center. Findings in the literature regarding EPR investigations on mi-
crocrystalline silicon which report about such broad signals are rare. Only
Boulitrop et al. [135, 136] report about ODMR measurements of µc-Si:H
samples and resolved a signal at g = 2.016 of 10 mT width at X-band to the
best of our knowledge. It was assigned to triplet excitons formed of strongly
coupled electron spins.
Extending the search for explanations to EPR studies of induced defects in
electron- and neutron-irradiated crystalline silicon reveals a large variety of
paramagnetic structural sites which show properties of S = 1 states [163].
Such lattice defects could, of course, be part of µc-Si:H material, as the sam-
ple deposition process from the gas phase will produce amorphous Si as
well as crystallites containing arbitrary lattice imperfections. A collection of
such defects is given in Tab. 5.4. The so-called VO center, for example, be-
longs to the group of (oxygen plus vacancy)-type defects [151, 163, 164].
Two of four Si atoms of this complex are bridged via an oxygen atom,
whereas the remaining two atoms are vacancy-brigded as shown in Fig. 5.20
a). This photo-excited triplet center shows a large angular-dependent zero-
field splitting which could give rise to a resonance of line width in the range
of 10-20 mT, when measured in powder samples. In addition, Wang et al.
derived a g-matrix with principal values around g = 2.013 from ODMR
data [155] which is in quite good agreement with the g-value found here
(gV = 2.017).
The HVH complexes (di-hydrogen-vacancy complexes) in c-Si, where H
atoms passivate two of the four dangling bonds, show ODMR spectra domi-
nated by the characteristic zero-field splitting [153, 156]. The zero-field split-
ting parameters are nearly identical to that of VO centers underlining that
they provide a unique fingerprint of a triplet state’s geometry. This is appar-
ent when comparing the vacancy structures in Fig. 5.20 a) and c). The HVH
complex could be of special relevance, because hydrogen is part of many
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gases used for the deposition, so that dangling bonds can be passivated by
hydrogen atoms.
An example for S = 1 triplets with small zero-field coupling parameters are
SiiSii complexes (two-interstitialcy complexes) [158]. Here the splittings are
in the range of 1-2 mT. A scheme of this site is given in Fig. 5.20 b).
These three defect complexes constitute possible candidates for the broad
triplet signal which is called V signal here, referring to the suggested va-
cancy complexes. This interpretation is further corroborated by the follow-
ing points: ODMR studies on the VO and HVH centers illustrate the par-
ticipation of these sites in spin-dependent processes [153, 155] which is nec-
essary for the observation in ODMR and EDMR experiments. In all these
cited studies the EPR spectra show narrow lines because of the crystalline
structure of the samples. In the microcrystalline samples investigated here
an overall crystalline structure is substituted by an agglomeration of ran-
domly oriented crystallites which give rise to EPR powder patterns. Hence,
the broad signal at g = 2.017(1) observed here can be caused by different
structural defects in their S = 1 triplet state. Their random orientation and
the site-to-site variation of zero-field splitting parameters lead to the broad
featureless EDMR line. The derived inter-spin distances of the V center lie
in the region of distances calculated for VO centers (≈ 0.4− 0.6 nm) [158]
as well as for HVH centers due to the similar structure [153, 156]. The dis-
tances are in range of the second nearest neighbors which is immediately
clear when taking a look on the structures in Fig. 5.20. Which types of va-
cancies are involved could be further investigated with the help of ESEEM
experiments. They allow an access to information about HFI of nuclei which
are part of the complex and could help to identify its structure.

Spectral Resolution All these insights taken together, allows to evaluate
the spectral resolution of the complete EDMR spectrum. The line profiles
of the db, CE and h signals are mainly characterized by field-dependent ef-
fects at Q-band and above. This means that no further gain in resolution
and, connected with this, information gain regarding magnetic parameters
is achieved when going to higher mw frequencies.
Including the broad V signal into the EDMR spectrum results in wide-range
changes of the spectrum as function of ν0 due to its large field-independent
line width. This is illustrated in Fig. 5.21. At S- and X-band frequencies
(3.5 and 9.7 GHz) the broad V signal defines the high and low field wings of
the spectrum. The other resonances appear as sharp needles in the center.
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Figure 5.21: The field dependence of the V signal within the EDMR spectrum
is illustrated at ν0 = 3.5, 9.7, 34 and 263 GHz. The fit of this broad line is
highlighted by the gray shaded area. The total fit is plotted as a black line.

At Q-band, one a shift of the V resonance is observed to the low field side
of the spectrum caused by the reduction of the relative part of ∆BFI

V in the
total line width compared to ∆BFD

V . Finally, all four lines show comparable
widths determined by the field-dependent interactions at 263 GHz. The V
line still spreads out to the center of the spectrum, but has only a small over-
lap with the CE line.
High-frequency EDMR constitutes a promising approach when hyperfine
interactions and spin-spin interactions in form of unresolved broadening
effects or as clearly resolved split lines limit the spectral resolution of neigh-
boring resonances or hamper the access to g-anisotropies at low fields. If
g-strain, g-anisotropy or other effects based on Zeeman interaction domi-
nate already at moderate mw frequencies no further gain in information is
expected at higher mw bands.
Multi-frequency EDMR is especially helpful to decompose the spectra into
the different subspectra, which can be due to field-dependent and field-
independent interactions.

118



MULTI-FREQUENCY EDMR APPLIED TO CELLS WITH I-LAYERS OF
ISOTOPICALLY CONTROLLED SI 5.2

Summary

We have applied the promising approach of multi-frequency EDMR mea-
surements to µc-Si:H p-i-n solar cells of two different silicon isotope com-
positions. On the one hand, the intrinsic layer of the cells was made of
µc-Si:H material with natural Si isotope abundance. On the other hand, the
i-layer consisted of 28Si-enriched µc-Si:H material.
The EDMR measurements at different mw frequencies between 3.5 to
263 GHz together with the characteristic signal dynamics allowed the sep-
aration of all four signals and their field-independent and field-dependent
line width contributions. It could be shown, that all signals are strongly
influenced by g-strain so that no g-anisotropy or line asymmetry could be
resolved except for the CE line as already shown in chapter 4.
The major contribution of the detected field-independent line widths was
unambiguously assigned to electron spin-spin interactions by studying
samples of µc-Si:H material with and without the nuclear spin carrying iso-
tope 29Si. A line broadening due to unresolved 29Si HFI could not be found
within the achievable SNR. But we assume that small hyperfine couplings
to neighboring 29Si nuclei exist.
The analysis of the widths of the spin-spin couplings yielded detailed in-
sights into the microscopic structure of the centers: The dipolar broad-
ening of the CE and db lines was utilized for the calculation of inter-
spin distances between neighboring centers delivering 1.5 − 1.8 nm and
1.7− 2.1 nm, respectively. The dipolar broadening of interacting h centers
yielded 0.8 − 1.1 nm. Furthermore, the V signal was assigned to param-
agnetic vacancy complexes in S = 1 triplet states based on the large line
widths. In this strong coupling regime an inter-spin distance of ≈ 0.5 nm
was estimated and related to inter-spin distances of the suggested vacancy
centers. Finally, the development of the four-component spectrum between
3.5 GHz and 263 GHz was analyzed in terms of spectral resolution.
Despite the strong overlap of four different resonances in all spectra which
are, in addition, considerably affected by broadening effects, detailed infor-
mation about the individual paramagnetic centers could be gained. This
fact elucidates the great advantage of a combined study of multi-frequency
experiments applied to isotopically controlled samples.
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5.3 Field-Dependent Electrically Detected ES-
EEM

The application of different EDMR techniques allowed us in the previous
sections to decompose the complex multi-component spectra of the µc-Si:H
thin-film solar cells into the individual spectral contributions comprising
conduction band tail (CE) states (gCE = 1.9978) in the crystalline regions,
dangling bond (db) defects (gdb = 2.0046) and holes in valence band tail (h)
states (gh = 2.0105) in the disordered parts as well as the vacancy (V) center
(gV = 2.017).
The question about the microscopic structures accommodating the differ-
ent defect states is addressed in the following section. The simple cw and
π-pulse experiments so far were not capable to deliver details about the nu-
clear environment of the paramagnetic centers. Thus, we make use of the
electron spin echo envelope modulation (ESEEM) method which gives in-
formation about the spin-carrying nuclei in the vicinity of the defect states
via the modulation of the echo amplitude. This ESEEM experiment will be
applied to the complete spectral range so that structural insights regarding
all paramagnetic center are obtained. On the background of the previous
sections we will address the following questions:
First, which centers can be assigned to amorphous regions and which to
crystalline regions? ESEEM can help to distinguish between both regions
by looking for proton frequencies, since protons are believed to be part of
disordered lattice structures whereas they are not found in crystalline struc-
tures of the µc-Si:H material [113]. On the basis of this approach the CE
center was ascribed to the crystalline part of the material [25, 116].
Second, how does the microscopic environment of the V center look like? Is
it possible to descriminate between the suggested VO as well as HVH va-
cancies via the detection of proton frequencies in the ESEEM data?
Third, which signal shows indications of doping atoms? Both elements
phosphorus and boron used for the n- and p-doping, respectively, have a
high abundance of spin-carrying isotopes (see Tab. 2.1) which should give
rise to ESEEM signals. This question is of special interest, since no phos-
phorus hyperfine signals were found in the EDMR spectra of the current
sample (n-µc-Si:H layer), whereas these signals were clearly measured in
the spectra of the sample studied in chapter 4 (n-a-Si:H layer). In various
EPR studies dealing with n-µc-Si:H [110, 113, 130] no phosphorus signals
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were found.

Experiment

All measurements within this ESEEM study are performed at T = 5 K.
The solar cell is operated under reverse bias conditions (U = 1 V ) de-
livering Iph ≈ 20 µA. At first, field spectra of the sample between 330
and 370 mT as well as 300 and 400 mT are measured by means of a field-
swept echo (FSE) experiment to display narrow and broad resonances (see
Fig. 5.22 a)). The spin echo is excited by the Hahn echo pulse sequence
π/2− τ1 − π − τ2 − echo with π/2- and π-pulses of 10 and 20 ns length,
respectively. The inter-pulse delay is τ1 = 60 ns. For the electrical detection
a π/2 read out pulse is added at the time τ2 of echo formation (τ2 = 70 ns).
50 µs of the transient current response after this pulse sequence are detected.
Since the width of the echo (≈ 25 ns FWHM) is broader than the detection
pulse (tp = 10 ns), effects of line broadening are observed (see Sec. 3.3).
Nevertheless, it is important to perform the field-swept echo experiment
with these pulse lengths, since the following field-swept ESEEM experiment
makes use of the same pulse sequence. In this way, we are able to compare
line widths from the FSE and from the ESEEM experiment.
Afterwards, ESEEM traces are recorded in the central range of the field
spectrum between 342.2 and 354.2 mT. In addition, a trace at 330.5 mT is
recorded, as here only the broad V signal contributes. The ranges are indi-
cated by the gray shaded regions in Fig. 5.22 a). The applied pulse sequence
is, again, the Hahn echo sequence. The π/2- and π-pulse lengths are the
same as in the FSE experiment. The inter-pulse delay τ1 is incremented
between 0.06 µs and 4.06 µs to scan the echo modulations. Therefore the
detection pulse delay τ2 = τ1 + 10 ns is shifted accordingly. For the data ac-
quisition the transient current response after the pulse sequence is directly
integrated in a time interval of 2− 6 µs and detected as function of τ1. This
integration window is chosen to yield the highest signal quality. Further
details about the performed experiments are given in Sec. 3.3.

Postprocessing

In this study we direct our attention to the investigation of the nuclear envi-
ronment of the paramagnetic defects via the detection of echo modulations.
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Figure 5.22: a) The echo-detected EDMR spectrum is shown together with
the fit results. The gray regions indicate the field intervals for the ESEEM
experiment. At the field positions labelled with capital letters A to E ESEEM
spectra are shown in b) and c). b) Post processed ESEEM time traces at the
field positions A and C are displayed (data are vertically shifted). The traces
are dominated by an oscillation of ≈ 300 ns period. Trace C shows addi-
tional fast and slow modulations. c) FT spectra of the traces measured at field
positions A to E are illustrated. The spectra are normalized and vertically
shifted for the sake of clarity. The gray shaded vertical bars mark positions
of detected frequency contributions. The dominant oscillation is observed at
a frequency of ≈ 3 MHz.

Hence, we want to assign the nuclear frequencies in the ESEEM traces to
the signals in the field spectra. For this it is necessary to know positions
and widths of the individual signals. This knowledge can be obtained by
decomposing the field-swept echo spectrum with the help of the signal dy-
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namics. The decomposition strategy already employed in Sec. 5.1.2 consists
of two steps.
In the first step, the EDMR spectrum at a fixed time after the pulse sequence
is fitted to obtain a set of line parameters. The fit functions comprise three
symmetric Voigtian lines for the h, db and V signals as well as the asym-
metric CE profile. These four functions are centered at the field positions
defined by the signals’ g-values (see Tab. 5.3). The line widths extracted
in Sec. 5.1.2 are used as starting parameters. In the fit procedure, the line
positions are restricted to small intervals of ≈ 0.1 mT width, whereas the
line widths are allowed to vary within larger ranges due to the broadening
effects of the echo experiment. The signal amplitudes are free parameters.
As a result we get a parameter set describing the EDMR spectrum.
In the second step, the fit procedure based on this set is repeated for spec-
tra at various times after the pulse sequence. All parameters except for the
amplitudes are fixed in this step. This helps to crosscheck the found line
widths.
Fig. 5.22 a) shows the FSE reference spectrum. It was obtained by integrat-
ing the transient current response in a time interval of 2− 6 µs. This integra-
tion interval is used, since the ESEEM data were acquired in the same time
window. The results of the fit are illustrated and fully describe the spec-
trum.
Before evaluating the ESEEM data it is necessary to post process the time
traces. All traces are dominated by an exponential echo decay due to spin-
spin-relaxation. The echo modulation is only visible as a rather small effect
on top of this decay. First, the time traces are fitted with a biexponential
function yielding reliable results. Then, the traces are divided point by point
by this fit function to remove the echo decay background. Polynomial func-
tions are often employed to remove the non-modulating background. We
reject to use a polynomial for the fit, since it can create artifacts or suppress
low frequency contributions. The remaining offset is subtracted so that the
oscillation takes place around zero. Due to the division step the data noise
is strongly enhanced for times larger 2.5 µs in the traces. This would lead
to perturbing side-bands in the FT spectra. Hence, we apodize the traces by
a Kaiser window function to damp the noise level at times > 2.5 µs. Zero
filling of the time traces is not necessary. Two examples of ESEEM traces
post processed in that way are shown in Fig. 5.22 b). Finally, fast-Fourier
transformation (FFT) is applied to all traces.
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Figure 5.23: The ESEEM time traces measured at 342.7 mT and 347.7 mT are
shown. The non-modulating background was removed by biexponentially
fitting the traces in the time intervals of modulation maxima and dividing
the traces by the fit result. Hence, they show the normalized echo ampli-
tudes. The echo maxima and minima are marked by horizontal lines. The
illustrations allow to read off the detected modulation depth parameter K̃ at
both field positions as indicated. The echo noise levels at both fields differ
because of the large echo amplitude differences between center and marginal
regions of the spectrum.

Results

5 out of 26 FT spectra from different field positions are illustrated in Fig. 5.22
c). All FT spectra show a strong signal at ≈ 3 MHz. Further contributions
at ≈ 6 and ≈ 14 MHz appear in the central field range. These three signals
are in range of the Larmor frequencies of the I = 1/2 nuclei 1H (14.9 MHz
at 350 mT), 29Si (2.96 MHz at 350 mT) and 31P (6.04 MHz at 350 mT) which
are typical elements of P-doped and undoped µc-Si:H. Further lines at high
and low frequencies appear in distinct field ranges. At a first glance we see
that a field-dependence of the ESEEM spectra exists which means that the
different paramagnetic centers which give rise to the signals in the EDMR
spectrum do not interact with the same nuclei.
The assignment of the different features in the ESEEM frequency spectra
to the four detected EDMR resonances is realized with the help of a con-
cept consisting of two parts. At first, the FT spectra below 343 mT and
above 353 mT are studied, because at these fields the V signal dominates.
Thus, its ESEEM fingerprint is not perturbed by other frequency contribu-
tions and can be analyzed. Since the V signal extends over the complete
spectral range, its ESEEM spectrum constitutes a kind of background which
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has to be considered when evaluating the spectra at other field positions.
Afterwards, the ESEEM frequencies in the central field range are consid-
ered. Their field-dependent amplitudes are compared with the line shapes
of the signals from the FSE spectrum. In this way the defects are assigned
to individual nuclear environments.

The Fig. 5.22 b) shows an ESEEM time trace (trace A) measured at the
low field side of the spectrum. The corresponding FT spectrum (FT A) is
given in Fig. 5.22 c). It is characterized by only one frequency contribution
at ≈ 3 MHz. Traces with exactly the same modulation characteristics are
measured at high fields (e.g. FT E) and very low fields (B = 330.5 mT). In
these field ranges the V signal dominates. Hence, these traces and FT spec-
tra are solely due to the broad V line.
As we found out in the previous section, the V resonance is due to a param-
agnetic center in the S = 1 triplet state. The characteristic feature of triplet
ESEEM powder spectra is the detection of intense and sharp lines at nuclear
Zeeman frequencies ωI (see Sec. 2.2.3). Thus, the 3 MHz line is unambigu-
ously assigned to 29Si nuclei in the vicinity of the defect. Signals connected
with additional nuclei are not observed.
The analysis of these triplet ESEEM spectra reduces to an evaluation of the
modulation depth K, because the line at ωI is the only detected spectral
contribution but does not allow to deduce any information about the hy-
perfine coupling constants. In Fig. 5.23 a) the normalized ESEEM trace
measured at 342.7 mT is displayed. It shows a detected modulation depth
K̃ of ≈ 15%. This visible depth K̃ (which results from a superposition of
all non-modulating and modulating sub-traces) can strongly deviate from
the intrinsic modulation depth K (of a specific electron-nuclear system with
distinct coupling parameters) and is, thus, hard to interpret in the present
case due to several reasons:
The natural abundance of 29Si is 4.67%. This significantly reduces the frac-
tion of echo intensity which is influenced by ESEEM effects. Let’s, further,
assume a system of an electron spin coupled to a single nucleus of the or-
dered Si lattice. Then, the probability of finding an identical nucleus cou-
pling to the electron spin is increased by the number of equivalent sites.
This number is defined by the lattice structure. In rather disordered lattice
structures the number of equivalent or nearly equivalent sites can only be
estimated for nuclei close to the electron spin. Furthermore, the intrinsic
modulation depth K of the modulation with frequency ωI is hard to extract
for a specific nucleus, when additional distant nuclei couple to the electron
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spin. They will as well give rise to a contribution at ωI in the frequency
spectrum with individual modulation depths.

The EDMR signals in the center of the spectrum comprising especially
the db and CE resonance are due to rather weakly coupled electron spins,
since they show only small effects of dipolar broadening (see Sec. 5.2).
Therefore, it is plausible to expect ESEEM spectra of weakly coupled spin
pairs. They are of comparable structure as those of single electron spins
coupled to a nucleus (see Sec. 2.1.5 and Fig. 2.9). Typical ESEEM fre-
quency characteristics for powder samples in the hyperfine weak coupling
case (|A/2| < |ωI|) are a sharp line at 2ωI (due to the transition ωα + ωβ),
a broader line at ωI (transitions ωα and ωβ) as well as a line at small fre-
quencies based on ωα − ωβ. For very small hyperfine coupling conditions
all lines are rather sharp and can be detected.
In Fig. 5.24 a) the ESEEM frequency spectra between 346.2 mT and 349.2 mT
are given. All spectra show lines at ωSi

I ≈ 3 MHz (the larger part belongs to
the V signal), at 2ωSi

I ≈ 6 MHz as well as at < 1 MHz. This set of three lines
can be summarized to a 29Si-ESEEM spectrum. The 6 MHz line is probably
not due to 31P, since the 2ωP

I -line at ≈ 12 MHz is missing. But a small ωP
I -

contribution with a line at 2ωP
I below the noise level cannot be excluded.

A detailed evaluation of the FT spectra allows to draw conclusions about
the hyperfine coupling constants of the contributing 29Si nuclei. Simulated
29Si-ESEEM spectra are shown in Fig. 5.25 a) which were calculated for a
spin system consisting of a single electron coupled to one nucleus in depen-
dence on the hyperfine parameters Aiso and T. We applied the EPR toolbox
easyspin [33] for the simulations. The spectra were post processed using the
same conditions and evaluation methods as for the experimental data. The
results are compared to an experimental spectrum measured at 347.3 mT.
The frequency ranges around 1 MHz and around ωSi

I = 3 MHz are most
interesting, as the shape of these signals is indicative for the hyperfine cou-
pling parameters. Increasing Aiso and T up to 0.8 and 0.4 MHz, respectively,
leads to a splitting of the 3 MHz line and a shift of the 1 MHz line towards
higher frequencies. Since the signal at ωSi

I in the experimental data is part
of the S = 1 ESEEM spectrum (V signal) as well as of the S = 1/2 ESEEM
spectra (CE, db and h signal), it is hard to interpret its line width in view of
hyperfine parameters of the narrow EDMR signals. But a significant broad-
ening of the line in the center of the EDMR spectrum is not observed. The
low frequency line which is clearly measured in the experiment appears in
the simulation when assuming Aiso and T below 0.4 MHz. Hence, the major
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Figure 5.24: a) ESEEM FT spectra between B = 346.2 mT and 349.2 mT. This
field interval is marked in grey in part b). They show different spectral contri-
butions which are assigned to the narrow EDMR signals. b) At the top of the
figure the FSE spectrum of the sample is shown together with the fit functions
of the individual signals. Below the intensities of the ESEEM frequency con-
tributions are shown as function of the field B at < 1 MHz, 6 MHz, 14 MHz
and ≈ 33 MHz. The spectra were integrated in the intervals 0.1− 1.1 MHz,
5.7− 6.6 MHz, 14.6− 15.0 MHz and 33.1− 33.6 MHz to increase the SNR. In
addition, the resulting line shapes at < 1 MHz and 6 MHz are compared to
a spectral profile consisting of the CE, db and h lines. The 14 MHz profile is
compared to a spectrum including the h and db signals.

part of the nuclei is weakly coupled to the electron spin.
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Figure 5.25: Simulated 29Si-ESEEM (a) and 1H-ESEEM (b) powder spectra.
The spectra were calculated based on a spin system consisting of a single
electron coupled to one nuclei for different hyperfine parameters: spectrum
A: Aiso = 0.1 MHz, T = 0.05 MHz. Spectrum B: Aiso = 0.2 MHz, T =
0.1 MHz. Spectrum C: Aiso = 0.4 MHz, T = 0.2 MHz. Spectrum D: Aiso =
0.8 MHz, T = 0.4 MHz. The simulations are compared to the experimental
data measured at B = 347.2 mT.

Furthermore, at 14.8 MHz the single Zeeman frequency ωH
I of protons is

measured. The line at 2ωH
I is buried in the noise. It is possible that a part

of the line at frequencies < 1 MHz belongs to this 1H-ESEEM spectrum as
well. The simulations of 1H-ESEEM spectra for different values of Aiso and
T are shown in Fig. 5.25 b) to estimate proton-electron hyperfine coupling
strengths. The experimental spectrum fits to the simulations based on hy-
perfine parameters < 0.2 MHz. Smaller coupling constants are not resolved
in the spectra, since the line width of the ESEEM signals is limited by the
spin-spin relaxation times of the system. We conclude, that the majority of
the nuclei is weakly coupled to the electron spin.
An indication for boron which would give rise to signals at ωB

I = 4.8 MHz
and 2ωB

I = 9.5 MHz is not found.

For the assignment of these 29Si- and 1H-ESEEM sub-spectra to the
three narrow EDMR resonances we consider the amplitudes of the ESEEM
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frequencies. The modulation amplitudes are proportional to the amplitudes
of the ESEEM frequency signals, since the non-modulating part of the traces
was only removed before Fourier transformation, whereas the modulations
were left untouched. They, in turn, reflect the amplitude of the respective
EDMR signal at the current field position. This assignment is possible, as we
assume a modulation depth K that does not vary within a narrow signal’s
profile. The amplitude of the line at≈ 3 MHz cannot be considered here, be-
cause a large fraction is connected with the broad V signal. It is not possible
to subtract this background signal by using a FSE-V-signal weighted am-
plitude, because this approach delivers inconsistent results. The percental
modulation depth of the V signal is not constant in the complete field range.
Hence, we concentrate our frequency analysis on the remaining contribu-
tions.
In Fig. 5.24 b) the amplitudes of the ESEEM frequency lines are displayed
as function of the magnetic field. Results for frequency intervals around
1 MHz, 6 MHz, 14 MHz as well as 33 MHz are shown. The FSE spectrum
allows a direct comparison of line shapes. The 6 MHz line is found in field
range of the h, db and CE signal. Its profile can be roughly described by a
spectral shape consisting of the line shapes of these three signals from the
FSE spectrum. The relative amplitudes of the signals are the same as in the
FSE. In the range of the h signal the 6 MHz line is too large. The reason is
not clear. The 1 MHz line profile fits very well to the profile of the h, db and
CE lines. The line shape of the 14 MHz ESEEM signal is affected by noise,
since the line in general carries only a small intensity. Nevertheless, the pro-
file can be described by a profile consisting of the h and db lines from the
decomposed FSE spectrum. The contribution at 33 MHz appearing between
347.7 and 350.2 mT with constant amplitude is due to an artifact, because no
ESEEM frequencies are expected here.

Discussion

With the help of the field-dependent ED-ESEEM study we were able to de-
compose the ESEEM spectra into three different ESEEM sub-sets which, fur-
thermore, could be assigned to the different EDMR signals. The interpreta-
tion of the ESEEM data delivers important details about the nuclear envi-
ronment of the paramagnetic centers in the microcrystalline Si material.
The 29Si-ESEEM spectrum of an electron spin S = 1 is connected with the
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broad V signal. This conclusion could be drawn, as the spectrum with
the single line at ωSi

I is accessible in a pure form in the marginal regions
of the EDMR field spectrum. The fact that only ωSi

I is found in the spec-
tra can be interpreted in the following way: Either silicon is the only el-
ement in the surrounding of the V center (in addition to elements with
negligible concentration of nuclear spin-carrying isotopes which cannot be
defected) or other spin-carrying nuclei close to the V center are strongly
coupled to it and therefore cannot give rise to ESEEM signals. In Sec.
5.2 we suggested the di-hydrogen- (HVH) and oxygen-vacancies (VO) as
possible candidates for the V center. In the case of the HVH vacancy
two protons passivate two of the four broken bonds of the vacancy com-
plex [153]. Chen et al. determined its 1H-hyperfine coupling matrix to be
A = (A11, A22, A33) = (5.8, 5.3, 6.3) MHz. These coupling strengths can be
detected by ESEEM methods but are not found in our spectra. This means
that we do not have protons near the vacancy sites. Hence, the HVH va-
cancy is excluded as a possible vacancy site in µc-Si:H. In the case of the VO
site two dangling bonds are bridged by an oxygen atom. The oxygen nu-
cleus cannot be detected in the ESEEM spectra, because of negligible abun-
dance of 17O (I = 5/2). Hence, only Si nuclei should give rise to ESEEM
signals. An EPR study of the photo excited triplet state of the VO center
supports our interpretation [165]. In that study ESEEM experiments were
applied to VO defects created by high-energy electron beam irradiation of
crystalline silicon. The crystal spectra reveal only signals connected with
silicon. Particularly, the line at ωSi

I is visible. The existence of VO centers
in microcrystalline silicon is further supported by reports about oxygen im-
purities in µc-Si:H thin-film solar cells [166]. Under comparable deposition
conditions impurity levels of [O] = 3× 1018 cm−3 are reported so that oxy-
gen atoms can be part of vacancy complexes. This allows us to conclude,
that the observed vacancy center is probably the VO center. Furthermore,
this centers is located inside crystalline grains, owing to missing signals of
distant protons.
The ESEEM spectra which belong to the h, db and CE resonances consist
of two sub-spectra due to 29Si as well as 1H nuclei coupled to a single spin
S = 1/2. This means that the spin pair consistuents which give rise to
the narrow EDMR lines are bound via weak spin-spin interactions. The
hydrogen ESEEM spectrum is observed in the field range of the db and h
signal. The majority of nuclei is weakly coupled to the electron spin and,
thus, gives rise to narrow matrix peaks in the ESEEM spectra. Precise infor-
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mation about coupling parameters or distances cannot be delivered. Disor-
dered material in microcrystalline Si are rich of hydrogen [113]. Thus, we
assign the h and db centers to disordered regions in the µc-Si:H material.
The 29Si ESEEM spectrum is detected in the field range of all three narrow
resonances. Again, narrow matrix peaks are observed. Based on the ES-
EEM results it is, nevertheless, hard to extract any information about the
localization of the wave functions or the distance of the coupled silicon nu-
clei. Here, an ENDOR experiment could deliver answers, because this tech-
nique allows access to the full bandwidth of hyperfine couplings which is
not possible with ESEEM experiments. The distribution of hyperfine cou-
pling strengths then allows to estimate the degree of localization of the re-
spective defect wave function.
The CE centers are only affected by Si nuclei, whereas the environment is
completely lacking in protons. This observation was already made in pre-
vious ESEEM studies [25, 116]. Based on this, can be concluded that the CE
centers are located in crystalline regions within the µc-Si:H material.

Summary

Field-dependent electrically detected ESEEM was applied to a thin-film µc-
Si:H solar cell to investigate the microscopic structure of all paramagnetic
centers contributing to the EDMR spectrum. By comparing the line shapes
of the EDMR signals with the profiles of the different ESEEM lines it was
possible to determine which nuclei exist in the environment of the defects
centers. In this way we are able to answer the questions raised at the start
of this section:
The db and h defects were assigned to the disordered phase of the material
based on the influence of distant hydrogen nuclei. The V and CE centers are
located in the crystalline region of µc-Si:H, as only 29Si nuclei left marks in
the ESEEM traces. The S = 1 spin state of the vacancy center was corrobo-
rated by the single frequency ESEEM spectrum which is typical for powder
samples. Furthermore, is was possible to expel the HVH complex as a can-
didate for the V center, since no indication for hydrogen in the vicinity of
the defect was found. Surprisingly, signals of the doping atoms boron and
phosphorus were not found in the ESEEM spectra. Taking the current study
and the multi-frequency investigations from the last section together, the
doping atoms stay completely invisible.
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This field-dependent ESEEM experiment turned out to be a very convenient
approach to get information about the local environment of defects from
multi-component EDMR spectra. This is especially interesting, since electri-
cally detected ENDOR is still technically demanding and lacks application
to disordered systems which give rise to broad hyperfine coupling distribu-
tions.

5.4 Rabi Nutation Experiments

In a continuous wave (cw) EDMR experiment the sample is continuously
subjected to microwave (mw) radiation while the current change is detected
as function of the magnetic field, resulting in the EDMR spectrum. The g-
values and line shapes identify the paramagnetic centers participating in
current-determining processes in EDMR, as in conventional EPR, neverthe-
less often different processes may lead to indistinguishable EDMR spectra.
In this case pulsed (p) EDMR employing short mw pulses [18] can help to
pinpoint the microscopic process and the participating paramagnetic cen-
ters in two different ways. First, the time behavior of EDMR signals can
reveal which paramagnetic centers are connected via a transport process.
This was demonstrated by Behrends et al. [20] and used for the spectral
disentanglement in chapter 4 and sections 5.1.2 and 5.2. Second, coher-
ent effects can be harnessed in a similar way like in pulsed EPR [167, 168].
These coherence effects were recently utilized to identify spin-dependent
transport and recombination mechanisms in organic semiconductors based
on the frequency components observed in electrically detected Rabi oscil-
lations [169–171]. We apply a similar strategy in section 5.4.1 to investi-
gate spin-dependent charge carrier hopping via conduction band tail states,
referred to as CE centers, in µc-Si:H. This study was recently published in
the Journal of Molecular Physics (see Ref. [172]). Furthermore, the inves-
tigation of coherent effects provides access to information about the spin
quantum numbers of the studied paramagnetic center as the nutation fre-
quencies depend on the transition matrix elements of the excited resonance
line [37, 173]. This was e.g. successfully applied to samples containing dif-
ferent transition metal ions, each with S > 1/2 [173]. With the help of the
nutation frequencies of the different resonance lines the respective quan-
tum numbers were determined unambiguously so that an assignment to
the contained metal ions was possible. We take advantage of this approach
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and determine the spin quantum number of the V center in section 5.4.2.

5.4.1 Investigation of Spin-Dependent Processes via CE
Centers

An EDMR signal attributed to CE states is frequently found in the low-
temperature transport properties of µc-Si:H films [17, 111] and µc-Si:H-
based solar cells [21]. The CE center is of particular technological relevance
because it can influence the photocurrent through trapping and thus affects
the charge carrier collection efficiency in thin-film solar cells. Since each
spin-dependent transition involves two CE center, the transport-limiting
hopping transition is governed by the properties of a doublet pair [32]. Pro-
vided sufficient mw power is available and the g-values of both CE centers
are similar, the collective manipulation of both spin partners should result in
spin-locking behavior, i.e., in Rabi oscillations with the frequency Ω2 = 2γB1

with γ being the gyromagnetic ratio and B1 the amplitude of the magnetic
field induced by the mw radiation [174]. However, previous X-band EDMR
experiments showed that the coherent oscillations observed for CE hop-
ping transport are rather dominated by the Rabi frequency Ω1 = γB1 as
expected for a single S = 1/2 center [21]. A similar behavior was found for
hopping transport through a-Si:H conduction band tail states [175] and for
spin-dependent recombination in a-Si:H films [176]. This raises the ques-
tion whether a significant Ω2 component can be detected at all in EDMR
experiments on thin-film silicon devices. It further gives rise to the ques-
tion if disorder [177] or strong broadening of the EDMR signature of one
spin partner may lead to an effective suppression of the Ω2 Rabi frequency.
Here we report the application of coherent pEDMR spectroscopy using X-
and S-band resonance frequencies to study the mw-power dependence of
the Rabi oscillations in combination with simulations of the dynamics of
weakly-coupled CE spin pairs in order to address these questions.

Experiment

Low temperature (T = 5 K) Rabi and π-pulse experiments were carried out
at S- and X-band. With the help of a 1 kW TWT mw amplifier at X-band
and a 40 W solid-state amplifier at S-band short π pulses of tp = 20 ns
and 60 ns (excitation bandwidth ∆ν ≈ 1/tp = 50 and 17 MHz, which
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Figure 5.26: a) Field sweep experiment: At a constant time after the mw π-
pulse the current response ∆I(t) is integrated (yielding ∆Q) and detected as
a function of B0. Rabi experiment: At constant B0 the pulse length tp is in-
cremented. At a constant waiting time after the pulse ∆I(t) is integrated and
measured as a function of tp. b) A scheme of the µc-Si:H band structure with
two spins (with g-values ga and gb) in localized CE centers near the conduc-
tion band (EC). A spin-dependent process between both spins leads to the
EDMR signal. For the simulations both spin-pair constituents are assumed
to have g-values ga and gb taken from g-distributions p(ga) and p(gb). c)
Field sweep spectrum measured at S-band showing three EDMR signals. d)
Rabi oscillations for B1 = 0.26 mT measured on the maximum of the S-band
spectrum.

corresponds to 1.4 mT and 0.5 mT, respectively) were generated. The solar
cell was operated in reverse direction (U = 1 V) under illumination with a
halogen cold light source (150 W). Illumination through the optical window
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in the resonator at X-band resulted in a photocurrent of 7.2 µA. At S-band
the sample was irradiated via an optical fibre and a small micro-prism
delivering 5.5 µA. For all Rabi experiments the current response ∆I(t) after
the mw pulse excitation was boxcar integrated from 3 to 7 µs at S- and from
5 to 9 µs at X-band yielding ∆Q with a high signal-to-noise-ratio.

Simulation of Coherent Spin Motion

The coherent evolution of the doublet pairs with two S = 1/2 during a mw
pulse was modeled by integrating the Liouville-von Neumann equation

dρ

dt
= −i [H(t), ρ(t)] (5.13)

using the spin-pair Hamiltonian

H(t) = H0 + H1(t)

=
µBB0

h̄
(gaSz

a + gbSz
b) +

µBB1

h̄
cos(ωt) (gaSx

a + gbSx
b) (5.14)

including only the electron Zeeman interaction of both spins as well as the
interaction with the mw-induced magnetic field. The spin-pair Hamiltonian
consists of a static part, H0, and a time-dependent part, H1 (caused by the
mw magnetic field). Further, ρ represents the density matrix describing the
spin-pair ensemble, ga,b denote the g-values of the spin-pair constituents a
and b with spin operators Sa,b, B0 is the amplitude of the static magnetic
field, and B1 is the amplitude of the mw field with frequency ω/2π (µB:
Bohr magneton, h̄: Planck’s constant). We assume weakly coupled spin
pairs and thus do not take mutual spin-spin interactions (exchange and
dipolar coupling) into account. Loss of spin pairs (due to recombination
or dissociation) is neglected during the mw pulse and included later by an
exponential damping of the simulated EDMR signal.
To account for the finite line width of the CE EDMR signal, which results
in a distribution of resonance frequencies, we replaced the g-values in Eqn.
(5.14) by g-distributions determined from fits to the S-band pEDMR spec-
trum. Note that the application of this procedure is not restricted to inho-
mogeneously broadened resonances due to a true distribution of g-values
as a consequence of g-strain. It is also valid for line broadening due to un-
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resolved hyperfine interactions. In both cases inhomogeneous broadening
leads to a distribution of resonance frequencies that can be covered by the
numerical treatment based on a distribution of g-values.
The S-band EDMR spectrum of the CE center can be approximated by a
Lorentzian line profile with a line width (FWHM) of ∆B1/2 = ∆BS

CE =

0.7 mT. Surprisingly, the line shape is much better approximated by a
Lorentzian line than a Gaussian. However, this Lorentzian line shape is
not related to a homogeneous lifetime broadening. We thus included the
following distribution of g-values

p(ga) =
2
π

1
∆ga

[
1 + 4

(
ga − ḡa

∆ga

)2
]−1

with ḡa = 1.99729 and ∆ga = 0.0111

(5.15)
with ∆ga being the width (FWHM) of the g-distribution centerd at ḡa. The
g-distribution is illustrated in Fig. 5.26 b). We assume that the g-distribution
for the other constituent of the spin pair, i.e. p(gb), is identical to p(ga) ex-
cept for the central g-value which was set to ḡb = 1.99731. The marginal
offset between ḡa and ḡb was introduced because pairs of spins with identi-
cal g-values may cause numerical instabilities.
To model the spin-pair dynamics we form spin pairs by taking one spin from
p(ga) and one spin from p(gb) and calculated the spin pair evolution as a
function of the mw pulse length tp by numerically integrating Eqn. (5.13)
using easyspin’s propint function [33]. For 9 × 104 spin pairs with vary-
ing g-values (taken from the distributions p(ga) and p(gb) consisting of 300
points each) we determine the population of the product states |↑↓〉 and |↓↑〉
with antiparallel spin alignment at the end of the resonant mw pulse under
the assumption that all spin pairs are initially (tp = 0) in a configuration
with parallel spins (pure triplet states). We consider the g-values of both
paramagnetic centers forming a spin pair to be uncorrelated, meaning any
spin from p(ga) can form a pair with any other spin from p(gb). The results
for all 9× 104 spin pairs are added up, yielding the ensemble average. The
initial condition is based on the premise that pairs with parallel spins live
longer than those in pure triplet states [19].
We assume that the pEDMR signal (i.e. the resonant change in conductivity)
is proportional to the combined population of the states |↑↓〉 and |↓↑〉 after
the mw pulse. This corresponds to the sum of the populations of the states
|S〉 and |T0〉 in the case of strong intersystem crossing between these states
and is thus independent of the chosen basis. Damping of the Rabi oscilla-
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tions due to gradual loss of spin pairs during the excitation is accounted for
by including exponential damping of the oscillation amplitude from the ex-
perimental data. Damping due to de-phasing of spin pairs is automatically
incorporated in the simulation by including g-value distributions. Depend-
ing on the ratio between the width of the g-distributions and the mw power,
the Rabi oscillations obtained by averaging over the contributions from all
spin pairs are dominated either by the frequency Ω1 (selective excitation at
low mw power) or Ω2 (spin locking at high mw power).

Measurements and Evaluation

The field sweep EDMR spectra were measured using low power π-pulses
of tp = 300 ns length in a field range of 20 mT at S- and 40 mT at X-band.
The S-band spectrum in Fig. 5.26 c) shows one slightly asymmetric peak
near B0 = 128 mT. Application of decomposition techniques making use of
the transient dynamics [20, 106] reveals three overlapping resonances. The
dominant contribution at gCE ≈ 1.998 (83 % of the integrated spectral in-
tensity and Voigtian line width (FWHM) ∆BS

CE = 0.70(3) mT) is assigned
to conduction band tail states (CE centers) participating in spin-dependent
hopping transport in the crystalline regions of the material [20, 21]. Further-
more two minor contributions are found: a Voigtian line at gdb ≈ 2.004 with
∆BS

db = 0.65(5) mT (relative contribution: 2.5 %) which is attributed to dan-
gling bond centers (db states) in the amorphous regions as well as a broad
Voigtian line at gh ≈ 2.010 with ∆BS

h = 1.63(5) mT (relative contribution:
14.5 %) due to valence band tail states (h states) [21]. From S- to X-band the
line widths of the contributing signals grow by a factor of ≈ 3 and the line
intensities change slightly due to different illumination conditions. Never-
theless we can assume that the EDMR signal is predominantly governed by
the CE signal when the magnetic field is set to B0 = hν/gCEµB in the Rabi
oscillation measurements.
Rabi oscillations were measured in the center of these field sweep EDMR
spectra. The applied mw pulse is incremented in time steps of 2 ns up to
a length of 2 and 0.5 µs at S- and X-band, respectively, and the integral of
the current response is detected (Fig. 5.26 a), right side). An example of
Rabi oscillations is shown in Fig. 5.26 d) measured at S-band. For the anal-
ysis of the obtained data advanced fitting routines were used, implemented
in MATLAB (The Mathworks, Natick, MA, USA). First the non-modulating
background of the Rabi data is removed. Afterwards the time traces were
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Figure 5.27: a) and b): Background-free X-band Rabi oscillations for different
B1 field strengths and corresponding FT spectra. c) Oscillation frequencies Ω1
and Ω2 deduced from the FT spectra in dependence on B1. The vertical lines
at each frequency point indicate the line widths in the FT spectrum (FWHM).

apodized by a Hamming window to obtain a high side-band suppression
before fast-Fourier transformation (FFT). The resulting frequency spectra
are given in Fig. 5.27 b) and 5.28 b).

X-band Rabi Oscillations

In Fig. 5.27 a) Rabi oscillations at X-band are shown for different mw B1

fields. In dependence on B1 the oscillation frequency Ω1 increases. At high
B1 values the shape of the oscillating signal changes notably. In the FT spec-
tra (Fig. 5.27 b)) this results in a second component Ω2, which is hardly vis-
ible as a broad line. Strong mw background signals at high B1 fields reduce
the quality of the measurement and lead to broadened lines in the frequency
domain. Evaluation of both frequency contributions of all measured Rabi
oscillations with B1 values up to 0.96 mT delivers a linear B1-dependence
for Ω1 and Ω2 differing by a factor of 2, which means that Ω2 = 2Ω1 (Fig.
5.27 c)).
The frequency Ω1 apparent in all time traces is due to the coherent spin mo-
tion of a single CE center in resonance. The frequency component at Ω2

measured at high mw field strengths is predicted in the case of small Lar-
mor separation of the two coupled spin partners [19, 178]. This means, we
detect a contribution of coupled spin pairs to the EDMR signal. However,
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the intensity is too weak to allow a more detailed analysis.

S-band Rabi Oscillations and Simulations

The detection of the second oscillation frequency Ω2 in Rabi experiments
of spin pairs with partners of similar g-values can be further improved by
reduction of their Larmor separation. This is achieved at lower mw fre-
quencies. As the CE line width decreases by a factor of 2.6 going from X-
to S-band frequencies we have performed Rabi experiments at this lower
frequency band. B1 fields of only up to 0.29 mT are reached in our setup (re-
duction by a factor of 3.3 in comparison to X-band), nevertheless the quality
of the experimental data is enhanced, because the smaller B1 fields lead to a
reduction of the disturbing high power background signals.
The S-band Rabi oscillations for different B1 fields are shown in Fig. 5.28
a). The data (red lines) show a high signal-to-noise-ratio revealing the Ω2

component as a narrow peak in the FT spectra (Fig. 5.28 b)). The frequen-
cies found show a linear behavior with slopes differing by a factor of 2 as
already found at X-band. For three mw field strengths (B1 = 0.05, 0.18 and
0.29 mT) Rabi oscillations were calculated by numerical simulation (shown
in black) and post-processed to allow a direct comparison with the experi-
mental data. In addition a damped sine function was simulated and eval-
uated in the same way to show the influence of possible artifacts from the
post-processing. For the damped sine function, only a broadened line at the
basic frequency arises, showing that the second harmonic is not generated
by the post-processing. The simulated Rabi oscillations and their FT spec-
tra are in very good agreement with the experiment. Taking a closer look,
the contribution of the Ω2 component appears weaker in the simulations
in comparison to the experimental spectra. To evaluate this aspect, further
simulations were performed for B1 fields up to 1.1 mT. Afterwards both fre-
quency components at Ω1 and Ω2 were approximated with symmetric lines
for a good fit of all FT spectra and to obtain their line intensities SΩ1 and SΩ2 .
The line intensity ratio r = SΩ2/SΩ1 was compared as a function of B1. The
results are displayed in Fig. 5.28 c). With decreasing B1 fields the relative Ω2

contribution becomes smaller in experiment and simulation, as the reduced
excitation bandwidth reduces the probability to excite both spin partners
with different g-values in the g-distributions. However, the relative con-
tribution of the higher frequency found in the measured data exceeds the
contribution deduced from the simulated data by a factor of roughly 2. This
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Figure 5.28: a) Three examples of background-free S-band Rabi oscillations
(red) and corresponding simulations (black) for three B1 fields strengths. A
damped sine function is added and evaluated with the same methods to ex-
clude that the Ω2 signal is due to a numerical artifact. b) FT spectra of experi-
ments, simulated data and sine function. c) Ratio r comparing the intensities
SΩ2 and SΩ1 of the two frequency contributions deduced from the experimen-
tal and simulated FT spectra as a function of B1.

high proportion of the Ω2 line allows to answer the question regarding the
spin partner of the CE center. As the db and h signals contribute by less
than 5% to the EDMR spectrum (Fig. 5.26 c)) at the field position where the
Rabi oscillations were recorded, one would expect a strong reduction of the
Ω2 component. Hence these states can be excluded as partners of the CE
center. Thus we conclude that the EDMR signal at gCE ≈ 1.998 is due to
spin-dependent transport via neighboring CE centers. A possible origin of
the discrepancy between r = SΩ2/SΩ1 in experiment and simulation will be
analyzed in the following.

Influence of the Line Width

Even though the experimental proportion of the Ω2 component in the time
traces is roughly a factor 2 larger than in the simulation, its intensity is too
low to show a discernible frequency component directly in the Rabi oscil-
lations traces and shows up clearly only in the FT (Fig. 5.28 b)). This is
in contrast to electrically detected Rabi oscillations measured on devices
made from organic semiconductors such as Zinc phthalocyanine [169], poly-
mers [170] or polymer:fullerene blends [171], where the Ω2 component is
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already evident from the Rabi oscillation signal in the time domain. This
can be attributed to the line width of the paramagnetic centers causing the
EDMR signals in these materials, which is considerably smaller than for the
CE line width in µc-Si:H. In consequence, the mw power typically available
for X-band EDMR is sufficient to obtain a substantial spin-locking signal for
organic semiconductor devices.
In order to study the influence of the EDMR line width on the Rabi oscil-
lations we varied the width of the g-distributions used in the simulation.
Fig. 5.29 b) shows the simulation results for B1 = 0.29 mT (the highest B1

available in our S-band setup) assuming different line widths as illustrated
in Fig. 5.29 a). The uppermost trace corresponds to a CE line width of
∆B1/2 = ∆BS

CE = 0.7 mT extracted from the S-band EDMR spectrum. Upon
decreasing the width of the g-distribution in the simulation, the shape of
the maxima of the time domain signal exhibit notable changes until the
spin-locking component becomes clearly visible for p(ga,b) equivalent to
∆B1/2 = 0.3 mT (lowermost curve in Fig. 5.29). The results show that it
is indeed the relatively broad resonance line of the CE center which impairs
the detection of a clear spin-locking feature in the time domain signal for
the mw power available in our S-band EDMR setup.
One possibility to increase the intensity of the Ω2 component is certainly the
use of more intense mw pulses without changing the resonance frequency.
Another appealing option is to perform EDMR measurements on a high-
power EPR spectrometer operating at W-band frequency [179]. Although
substantial g-strain will cause the CE line width to be much larger than in
S-band, the use of a kilowatt W-band mw amplifier can overcompensate
this effect. In addition, the better spectral resolution of the CE signal will
provide the possibility to check whether all parts of the g-distribution con-
tribute to the Ω1 and Ω2 components in the same way or give rise to differ-
ent Ω2/Ω1 ratios.

Conclusions

The comparison between the results of coherent S-band EDMR measure-
ments and numerical simulations indicates that a spin-dependent transi-
tion between two paramagnetic centers taken from an inhomogeneously
broadened g-value distribution can lead to selective-excitation behavior in
the Rabi oscillation signal, even though the g-value distribution is assumed
to be identical for both centers. The intensity ratio between the Ω1 and Ω2
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and 0.7 mT, respectively. b) Simulations of Rabi oscillations for these three
line widths.

Rabi frequency components as shown in Fig. 5.28 c) agrees well with the
simulation results for uncorrelated spin pairs, corroborating our hypothesis
that gb is independent of ga for the vast majority of the doublet pairs. How-
ever, the experimental values exhibit a systematically stronger spin-locking
component than predicted by the simulations for all chosen values of B1.
This may be explained by the following scenario based on the coexistence
of two different types of spin pairs.
Most doublet pairs (A) are uncorrelated and lead to the Ω2/Ω1 ratio in
agreement with the simulation results. Additionally, a second kind of pairs
(B) consisting of paramagnetic centers with similar g-values may give rise to
a second contribution that is dominated by Rabi oscillations with frequency
Ω2 and thus increases the intensity of this frequency component in the total
EDMR signal.
Such a two-component nature of the EDMR signal could be related to the
microscopic structure of µc-Si:H [94, 117]. A previous study has shown that
the environment of the EDMR-active CE centers is depleted from hydrogen,
i.e. the CE centers are located inside crystalline grains [25]. It has recently
been suggested that the asymmetric CE EDMR line shape, which is partic-
ularly pronounced in Q- and W-band spectra, results from the size distri-
bution of the Si crystallites in µc-Si:H due to a correlation between crystal
diameter and CE g-value as a signature of a quantum size effect [106]. Fol-
lowing this idea and further assuming that the diameters of neighboring Si
crystals are not correlated, this model readily explains the fact that the spin-
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dependent hopping transition between adjacent CE centers localized in two
different grains (forming a spin pair of type A) can be attributed to doublet
pairs with uncorrelated g-values. On the other hand, Si crystallites with a
diameter above a certain threshold may accommodate several CE centers.
An intra-grain hopping transition between two such paramagnetic centers
(forming a spin pair of type B) produces a spin-locking Rabi oscillation sig-
nal. In total, the combined contributions from A and B pairs result in the
Ω2/Ω1 ratio found in the experiment.
While this model provides a credible explanation for experimental results,
other effects can equally affect the behavior of the Rabi oscillation signals.
We note that dipolar and exchange coupling between the spin-pair con-
stituents can severely affect the Ω2/Ω1 ratio [180–182]. Since spin-spin
couplings are not field-dependent, we believe that coherent EDMR exper-
iments using higher resonance frequencies (Q- and W-band and possibly
even higher frequencies) can be applied to distinguish between effects due
to g-value distributions and those arising from the presence of spin-spin
couplings.

5.4.2 Investigation of the V Signal Rabi Frequencies

The EDMR spectra of the µc-Si:H thin-film solar cell investigated in this
work reveal a line (called V signal) which is much broader than the other
spectral contributions. It is centered around a g-value of ≈ 2.017. With the
help of the multi-frequency study in Sec. 5.2 we found the origin of the
line width to be a field-independent broadening due to spin-spin interac-
tion. Although this is a signature of strongly interacting spins or even of a
paramagnetic system with an effective spin S > 1/2, precise information of
the spin state is still missing. A possibility to determine the spin quantum
number of the V signal is the application of Rabi oscillation experiments as
the nutation frequency is directly dependent on the spin quantum number
of the excited transition.

Experiment and Evaluation

X-band field sweep spectra and Rabi nutation were measured at 5 K. The
solar cell was operated at U = 1 V reverse bias under illumination (I =

11.8 µA). The experimental conditions and the equipment are described in
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Sec. 5.4.1. The field sweep EDMR spectrum was measured in the range be-
tween 300 and 400 mT (tp = 300 ns π-pulse length for S = 1/2) to detect the
complete width of the V signal (∆B = 19(1) mT width (FWHM) at X-band).
The spectrum is shown in Fig. 5.30 a).
For the Rabi experiments we used the maximum mw power available to
excite a high number of nutations before the coherent signal decays due to
relaxation processes. The current response ∆I(t) after the mw pulse excita-
tion was boxcar integrated from 4 to 8 µs yielding ∆Q with a high signal-to-
noise-ratio.
A transient nutation trace of 1 µs was detected in the center of the EDMR
spectrum (B = 349.3 mT, g = 1.998). At this position the CE signal clearly
dominates, which provides a reference Rabi frequency for a spin S = 1/2
system as described above (Sec. 5.4.1). This frequency will be used for a cali-
bration of the B1 field strength later on. Measurements at 336 mT (g = 2.078)
and 356 mT (g = 1.962) were performed to detect the Rabi frequencies of
the V signal. Traces of 0.4 µs length could be measured. The narrow signals
in the center of the spectrum do not influence the Rabi experiments at the
chosen field positions in the marginal regions of the broad V signal. The
post-processing of the data is described in Sec. 5.4.1.

Results and Conclusion

The post-processed Rabi nutations at the chosen field positions in the EDMR
spectrum are shown in Fig. 5.30 b). The respective FFT spectra are given in
Fig. 5.30 c). The trace in the middle (CE signal) reveals nutations of lower
frequency in comparison to the traces of the V signal. Furthermore, the nar-
row minima in the time domain are indicative of a second, high frequency
component of the CE Rabi nutation, which is indeed visible in the FFT data.
The basic frequency is described by

Ω = 2πν = γCEB1 = gCEβeB1 (5.16)

of a spin S = 1/2 system. It is used here to determine the strength of the
B1 field. For ν = 23.46 MHz (maximum of the basic frequency peak in Fig.
5.30 c)) and gCE = 1.9978 we obtain B1 = 0.84 mT. In addition, a small
fraction of the spin-locking frequency Ω = 2γB1 is detected. This frequency
is twice as large and is found under experimental conditions that allow a
simultaneous manipulation of both spins of the weakly coupled spin pair.
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Figure 5.30: a) The 100 mT broad field sweep spectrum measured at X-band.
The illustration focusses on the low intensity part to emphasize the V signal,
which nearly covers the complete field range. The arrows indicate the field
positions for the Rabi experiments. b) The post-processed transient nutations
at the chosen field positions are shown between 0 and 400 ns. c) FFT of the
time traces. Gray bars mark the frequencies Ω = γB1 (S = 1/2 system),
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√
2γB1 (S = 1 system) and Ω = 2γB1 (spin locking frequency of pair of

interacting spins S = 1/2).

This contribution is clearly visible at ν ≈ 47 MHz in the frequency domain
(Fig. 5.30 c)).
The Rabi frequencies at B = 336 mT and B = 356 mT deviate from the
frequency expected for a spin S = 1/2 system. This can happen in case of
off-resonant excitation, which leads to frequencies

Ωeff =
√
(γCEB1)2 + Ω2

off (5.17)

[37, 42] with Ωoff = ωL − ω0 describing the difference between Larmor ωL

and mw frequency ω0. The field positions of the V signal Rabi nutations are
≈ 7 and ≈ 13 mT apart from BCE = 349.3 mT which would lead to values
of νeff > 190 MHz. This is not observed. The big line widths of all signals
would, furthermore, average this effect to zero.This means that the V signal
could be connected with a spin state S > 1/2. To calculate the spin quantum
number S we use the dependency of the nutation frequency Ω on the spin
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quantum numbers (S, mS):

Ω = 2πν = Ω(mS, mS + 1) =
giβeB1

h̄

√
S(S + 1)−mS(mS + 1) (5.18)

[37]. For S = 1 and both allowed transitions (mS = −1 → mS = 0) and
(mS = 0→ mS = +1) the Rabi frequency Ω becomes

Ω = 2πν =
giβeB1

h̄

√
2. (5.19)

We obtain expected values of ν
g=1.962
th = 32.6 MHz and ν

g=2.078
th = 34.5 MHz

which are in excellent agreement with the experimental results of ν
g=1.962
exp =

32.5 MHz and ν
g=2.078
exp = 34.5 MHz, respectively. The slight shift of the Rabi

frequency caused by the differing g-values is directly seen in Fig. 5.30 c).
The V center which gives rise to the ≈ 20 mT broad EDMR line can thus be
assigned to a paramagnetic center in the triplet S = 1 state. The observation
of the S = 1 transient nutation frequency is in consistence with the large
field-independent broadening found in Sec. 5.2 as well as with findings of
ODMR triplet signals in microcrystalline silicon in the literature [135, 136].
The considerable number of paramagnetic defects and defect complexes ap-
pearing in their light-excited triplet S = 1 state which are found in irradi-
ated crystalline silicon can thus be responsible for the V signal in microcrys-
talline silicon.

5.4.3 Summary

In a first part, the microscopic structure of the light-activated paramagnetic
CE center and its participation in spin-dependent hopping transport was
studied in a microcrystalline silicon thin-film solar cell. Application of X-
and S-band EDMR experiments in combination with numerical simulations
of Rabi oscillations indicate that the spin-dependent process takes place be-
tween two neighboring CE centers. For sufficiently high microwave power
two Rabi frequencies Ω1 and Ω2 = 2Ω1 show up in the coherent EDMR sig-
nals. An analysis of their relative contributions to the Rabi traces suggests
that the g-values of both CE spin partners are not correlated for the major-
ity of the EDMR-active pairs. A small fraction of doublet pairs with similar
g-values may explain the appearance of a larger Ω2 contribution than pre-
dicted by the simulations.
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In a second study the spin quantum number of the center giving rise to the
broad V line could be determined unambiguously by the analysis of its Rabi
nutation frequency. In comparison to the characteristic frequencies found
for weakly coupled spins in neighboring CE centers, we found Ω =

√
2γB1

for the V center which is the nutation frequency of a system in its triplet
S = 1 state.

5.5 Summary

A microcrystalline Si thin-film solar cell was investigated in this chapter
with the help of electrically detected magnetic resonance (EDMR) and var-
ious applied techniques. In this way the light-activated paramagnetic cen-
ters were studied at low temperatures which have influence on charge trans-
port processes in the working device. These centers comprise dangling
bonds (db defects, gdb = 2.0046) and hole states (h centers, gh = 2.0105)
from disordered regions of the material as well as conduction band tail
states (CE centers, gCE = 1.9978) and vacancy states (V centers, gV = 2.017)
from crystalline grains.
The modulation phase and temperatures dependent cw experiments to-
gether with the utilization of the transient current response in pulse ex-
periments allowed a reliable decomposition of the multi-component EDMR
spectrum. The extracted characteristic g-values were fully confirmed
by measurements at different mw frequencies. The established multi-
frequency EDMR was successfully applied and combined with studies of
samples made of controlled silicon isotope concentration. Thus, broaden-
ing effects based on Zeeman interactions, on hyperfine interactions and on
spin-dipolar interaction were distinguished and interpreted with respect to
the nature of the defects. ED-ESEEM measurements allowed an assignment
of the paramagnetic centers to hydrogen-rich amorphous and hydrogen-
poor crystalline regions. Finally, measuring Rabi nutations revealed further
details of the transport channels via neighboring CE centers as well as de-
tails about the V center spin quantum numbers.
All these studies delivered a variety of related pieces of a puzzle which de-
scribes the EDMR-active defect centers in microcrystalline Si. The task of
the following chapter will be the combination of these pieces.
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6
CONCLUSIONS AND OUTLOOK

6.1 Light-activated Centers and Band Diagram of
µc-Si:H

The EDMR studies of the last chapter revealed four completely different
paramagnetic centers which are part of different transport channels in the
microcrystalline material. The interesting properties of these centers are
summarized and discussed in the following. Afterwards, we will draw con-
clusions about the transport paths via these localized states and will present
a schematic band diagram which includes the collected findings about light-
activated centers in µc-Si:H thin-film solar cells.

6.1.1 Paramagnetic Centers in Disordered µc-Si:H Regions

The db Center

The microcrystalline Si dangling bond defect (db center) was identified by its
magnetic parameters g-value (gdb = 2.0046(3)) and line width. It is located
in the disordered phase, since ESEEM results showed that this defect is in-
fluenced by hydrogen in the environment. In addition, measurements at
T = 80 K showed a strong quenching signal with the identical g-value and
line width. This points to a recombination process via dangling bonds. This
recombination channel exists at 5 K as well. Nevertheless the transient cur-
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rent response shows differences. We suppose that the recombination signal
is overlapping with an additional enhancing signal. Possibilities for such
processes will be elucidated in Sec. 6.1.3.

The h Center

At the g-value gh = 2.0105(5) valence band tail states (h centers) from the
disordered regions within the µc-Si:H material give rise to an EDMR signal.
This assignment could be made, because g-value and line widths as well
as the modulation phase behavior of the signal in cw experiments agree
with the properties of holes in amorphous silicon [100]. The holes interact
with distant hydrogen nuclei. This supports the attribution of the h states
to the amorphous phase, since bonded hydrogen is incorporated in disor-
dered, but not in crystalline regions [130]. Spin-dependent hopping trans-
port of holes via these localized states is responsible for the EDMR signal.
The dipolar coupling between the two spin pair constituents in h centers
is quite large compared to the dipolar coupling constants between spins of
other transport channels. Mean inter-spin distances between 0.8 and 1.1 nm
were found. Aspects of the transport path via h states will be further dis-
cussed in the context of the µc-Si:H band diagram in Sec. 6.1.3.

6.1.2 Paramagnetic Centers in Crystalline µc-Si:H Regions

The CE Center

The conduction electron (CE) center, named after its initial interpretation
[13, 110], gives rise to a resonance at gCE ≈ 1.998 in the µc-Si:H EDMR
spectra. Spin-dependent hopping of electrons via neighboring CE centers
is assumed to constitute the main underlying transport process. Multi-
frequency measurements revealed an asymmetric line shape. This partic-
ular line shape led us to the suggestion that a size distribution of crystallites
accommodating light-activated CE centers is responsible for a g-value dis-
tribution and hence for the CE resonance asymmetry. This interpretation is
founded on the following points:

1. The value of gCE deviates markedly from the g-value of light-activated
conduction band tail states in a-Si:H (e centers, ge ≈ 2.0047, see chapter
4). Hence, the CE center is assumed to be hosted in regions of different
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energetic structure compared to the e center, so that deviations in g can
appear.

2. Many silicon-based quantum systems give rise to narrow EPR/EDMR
signals possessing g-values at ≈ 1.999 (see Tab. 6.1). In all cases con-
fined electrons in conduction band minima at interfaces (inversion lay-
ers) [30, 104, 115, 183, 184] as well as in quantum well and quantum
dot structures [119, 185, 186] are the origin of these resonances. It is
worth noting that the variation of the g-values among these model
systems is remarkably small.

3. Furthermore, different studies show a dependence of g-value and hy-
perfine couplings of the confined electron spin on the size of the con-
fining particle or quantum well [120, 187–189]. Pereira et al. [120]
found a clear change of the phosphorus hyperfine splitting of donors
in phosphorus-doped c-Si nanocrystals in dependence of the particle
size up to diameters > 10 nm due to dielectric confinement. Baranov
et al. studied size-selective samples of ZnO quantum dots (QD diam-
eters between 1.17 and 3 nm) and found an influence on the g-value of
the EPR line [187]. In both cases this is a consequence of the modified
donor wavefunction localization.

4. n-a-Si:H/p-c-Si structures possess a highly conductive inversion layer
inside c-Si at the interface, that is induced by the conduction band
mismatch ∆EC between a-Si:H and c-Si [190]. Numerical calculations
showed that for ∆EC > 0.1 eV this inversion layer occurs. Other stud-
ies report about values of ∆EC ≈ 0.2 eV at the n-a-Si:H/p-c-Si interface
[191]. EDMR studies of a-Si:H/c-Si solar cells show a resonance line at
g ≈ 1.998 [115], which is likely due to electrons in the inversion layer.
Due to the doping of these layers band bending plays an important
role, but ∆EC would lead to a potential well inside the c-Si phase even
without doping.

The results of the above mentioned EPR/ EDMR studies on model sys-
tems can be combined with the knowledge about µc-Si:H as a composite
material of c-Si and a-Si:H [94, 117, 192] and with the results of the EDMR
studies of this thesis. This allows to draw the following conclusions:
The CE states are localized within c-Si potential wells and in inversion lay-
ers on the c-Si side of a-Si/c-Si interfaces. We believe that CE states are not
shallow localized electronic states induced by lattice distortions or crystal
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defects as suggested in Ref. [25]. The inversion layers in undoped µc-Si:H
are probably formed by band bending effects between crystallites and amor-
phous regions due to Fermi-level pinning in the middle of the mobility gap
[193]. This pinning is caused by the high defect concentration in the disor-
dered films [191, 194, 195]. These CE states act as traps for electrons. When
singly occupied, they give rise to the EDMR signal at g ≈ 1.999. When
the electron wave function is restricted to the thin inversions layers at the
interfaces or to only some nm small crystallites, confinement effects play a
significant role.
The resonances of all model systems mentioned above show symmetric line
profiles of significantly smaller widths in comparison to the CE resonance in
µc-Si:H (see Tab. 6.1). These devices have perfect crystal structures [196] or
distinct layer thicknesses and energy band offsets [104, 115, 119, 186] which
results in narrow resonance lines. Transferring these facts to the hetero-
geneous µc-Si:H material, we conclude that the superposition of such nar-
row lines with differing magnetic resonance positions can result in a broad
asymmetric line profile as found for the CE resonance in microcrystalline Si.
Considering the CE resonance g-values of both investigated µc-Si:H solar
cells, one can find a difference of ∆g = 0.0008. The CE signal of the µc-
Si:H p-i-n cell with n-a-Si:H layer stems from the intrinsic µc-Si:H and is
connected with a g-value of gCE = 1.9986(3). The CE signal of the cell
with n-µc-Si:H layer stems from the intrinsic and from the n-µc-Si:H layer
and is connected with gCE = 1.9978(3). This is consistent with the report
of Müller et al. [13] in which gCE > 1.9980 is found in undoped micro-
crystalline material, whereas gCE decreases to values < 1.9980 in n-doped
material. This means that the detected discrepancy is not connected with
sample-to-sample variations of the g-value but with the different doping
conditions of the microcrystalline Si.

The V Center

A very broad resonance called vacancy (V) signal at a g-value of roughly
gV = 2.017 was found in the EDMR spectra of the µc-Si:H solar cell. The
paramagnetic center behind the signal consists of a strongly interacting spin
pair giving rise to large unresolved dipolar broadening of 10− 20 mT. This
corresponds to a mean interspin distance of only ≈ 0.5 nm. The spin pair
acts as an S = 1 particle which was found out with the help of Rabi nutation
studies. Comparing V resonances of samples with isotopically controlled
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structure g-value ∆B Ref.
CB electrons in c-Si 1.9995(1) 0.1 mT [196]

CE centers in a-Si:H/c-Si SC 1.998(1) 0.5 mT [115]
2DEGs in aFETs 1.9999 < 0.5 mT [104]

electrons in Si/SiGe NS ≈ 1.9993 < 0.1 mT [186]
2DEG in Si/Si1−yCy HS ≈ 1.9995(1) < 0.1 mT [119]

µc-Si:H p-i-n SC with n-a-Si:H 1.9986(3) 1.4 mT chapter 4
µc-Si:H p-i-n SC 1.9978(3) 1.4 mT chapter 5

Table 6.1: X-band line parameters g-value and line width ∆B of EPR and
EDMR resonances from Si-based model structures which show g-values at
≈ 1.999. In addition, the CE line parameters of both studied solar cells are
given. (NS = nanostructure, HS = heterostructure, SC = solar cell).

EC

EV

(b)

(a)

S = 1S = 0
(V)0*(V)0

S = 1/2
(V)+

Figure 6.1: Schematic c-Si band diagram with a V center is displayed. Black
arrows symbolize the spins in their current states. Colored arrows are used to
indicate the subsequent changes: Yellow: optical excitation of charge carriers;
green: capture of charge carriers from the conduction band. Further details
are given in the text.

28Si concentrations revealed different line shapes. Satellites due to large hy-
perfine couplings of close Si nuclei could be responsible for this.
Two different vacancy complexes in their photo-excited S = 1 triplet state
were found as possible candidates for the V centers. Their g-values, dipolar
and hyperfine coupling constants correspond to the magnetic parameters
of the V center in µc-Si:H. On the one hand, the vacancy-oxygen complex
where two of the four broken Si bonds are bridged by an oxygen atom [155].
On the other hand, the vacancy-dihydrogen complex involving two hydro-
gen atoms passivating two broken bonds [153]. The latter complex could be
excluded because of the absence of hydrogen in the center’s environment.
Because of natural oxygen impurities in the material [166], the V centers can
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Figure 6.2: Schematic band diagram of microcrystalline silicon. It consists of
crystalline (c-Si) and amorphous (a-Si:H) phases. Further details in the text.

probably be identified as the vacancy-oxygen complex.
In the EDMR spectra the V center is observed in its S = 1 triplet state. This
triplet state has to be formed. As shown in Fig. 6.1 the ground state of this
complex V0 is assumed to be diamagnetic (S = 0) and thus EPR-silent. Illu-
mination ionized the V center (V+). The subsequent capture of an electron
from the conduction band can result in formation of an EPR-active triplet
state V0∗ (S = 1). The underlying spin-dependent transport process which
allows the detection with EDMR is supposed to involve three spins and will
be addressed in Sec. 6.1.3.

6.1.3 Band Diagram of µc-Si:H and Spin-Dependent Trans-
port Processes

Schematic Band Diagram of µc-Si:H

In the following, a schematic µc-Si:H band diagram is presented (shown in
Fig. 6.2) which is constructed on the basis of the concept given by Finger
et al. [130]. It is intended to serve as an illustrative tool for summarizing
and discussing the results of this thesis. Here, the defects’ location within
the heterogeneous material and their energetic positions are of special rele-
vance.
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This band diagram includes crystalline (c-Si) regions as well as disordered
(a-Si:H) regions. For the c-Si regions the band gap of crystalline Si with a
gap energy of 1.1 eV is used. For the a-Si:H regions a density-of-states pic-
ture of a-Si:H with a mobility gap of 1.75 eV and tail states near the energy
band edges as well as deep defects is utilized [197]. A large band offset
between both regions was chosen in the conduction bands. Band bending
effects at the a-Si/c-Si interfaces are included in the scheme as discussed re-
garding the CE center in Sec. 6.1.2. Hence, inversion layers appear at the
interfaces. Thin disordered layers between neighboring crystallites are as
well included in the scheme. They might give rise to deep defects.
Based on the results of the EDMR studies on µc-Si:H p-i-n solar cells un-
der illumination in Ref. [21, 25] as well as of this work we can include the
paramagnetic centers in µc-Si:H into this band diagram as follows:

1. CE states are located in inversion layers and quantum wells of the c-Si
phase. Illumination can excite electrons into these states.

2. V complexes are localized in the c-Si band gap. They can occur in an
excited triplet state.

3. Dangling bonds are found in the middle of the a-Si:H mobility gap.

4. Holes occupy a-Si:H valence band tail (h) states under illumination
conditions.

5. Furthermore, we assume that conduction band tail states (e states) as
well as localized phosphorus donor (P states) and boron acceptor (B
states) states are all part of the disordered regions. This assumption is
explained later.

In the following we will draw conclusions about the transport paths these
paramagnetic centers participate in. The schematic band diagram will help
to illustrate these conclusions. In turn, we will see that the experimental
results can be consistently explained within this model.

Spin-Dependent Transport Channels via CE and V Centers

Strongly coupled spin pairs have only a very small probability to change
from the triplet manifold to the singlet manifold and vice versa, since this
transition is forbidden. Hence, only transitions within the triplet manifold
can give rise to EPR. EDMR signals are not expected when they are solely
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Figure 6.3: Spin-dependent processes involving the V center in its photo-
excited S = 1 state and the singly occupied CE center. Schematic c-Si band
diagrams are displayed. Black arrows symbolize the spins in their current
states. Colored arrows are used to indicate the subsequent modification: Yel-
low: optical excitation of charge carriers; green: spin transitions between dif-
ferent states; blue: EPR manipulation. a) Formation of the starting situation
b) The spin states of the V and CE centers can be individually altered by EPR.
c) and d) Spin-dependent processes involving the V and CE centers. Details
are given in the text.

based on a strongly coupled spin pair, since here the signal intensity de-
pends on the amount of singlet pairs created by spin manipulation. There-
fore, it is surprising to find EDMR signals of the photo-excited V center
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which clearly acts as an S = 1 system. The spin-dependent process behind
the signal cannot be based on the two strongly interacting spins only. Hence
we will introduce a spin-dependent transport model which involves an ad-
ditional third spin.
The model is based on the approach of Vranch et al. and Behrends [43, 83],
as described in Sec. 2.3.3. Assuming a center in its S = 1 triplet state
spatially sufficiently close to an additional singly occupied localized cen-
ter (S = 1/2), a three spin system is formed. In the present example the
V center in its photo-excited S = 1 triplet state is located in the crystalline
phase. Thus, the only additional paramagnetic center at hand is the CE cen-
ter. This three spin system can exist in different spin configurations. Some
of them constitute the basis for spin-dependent processes which, in turn, are
necessary for detecting EDMR.
Fig. 6.3 a) shows the initial configuration. Light excites charge carriers into
the conduction band. The V center is ionized by illumination. Subsequently,
a charge carrier is trapped in the localized CE state near the conduction
band. The ionized V center captures a spin creating an excited S = 1 triplet
state V0∗. In the final configuration all spins are parallel so that no spin
pair out of the three possible pairs is in a singlet configuration. No spin-
dependent transition can take place and, thus, no EDMR signal in detected.
This three spin configuration constitutes the starting point for the following
considerations.
Spin manipulation of either the CE center in its S = 1/2 state or of the
V center in its S = 1 state comes into play now as illustrated in Fig. 6.3
b). The three-spin configurations are changed, so that spin-dependent pro-
cesses take place with larger probability. In Fig. 6.3 c) and d) the spin con-
figuration resulting after the spin manipulation of the CE center is given in
place of all equivalent three-spin configurations. Starting from here, two
possibilities of spin-dependent processes exist.
In Fig. 6.3 c) the spin in the CE state passes over into state (b) of the V cen-
ter. Subsequently, the V center is converted into its S = 0 ground state in
two steps. One spin from state (b) returns to the energetically lower state
(a). The excess energy that is released by this recombination step might be
transferred through an Auger process to the third spin which is still in the
high energy level (b) of the V center. The third spin is thereby excited to the
conduction band and participates in charge transport.
Fig. 6.3 d) shows the same starting situation, but here the spin of the CE
center passes over into state (a) of the V center. The released energy can be
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transferred to the remaining spin in state (b). This spin is emitted into the
conduction band and contributes to the conductivity.
In principle the weakly allowed ∆mS = ±2 transition of the V center should
as well give rise to an EDMR signal within this model. However, this sig-
nal at g ≈ 4 was not found until now. This might be due to the strong
dependence of the signal intensity on the dipolar coupling parameters D
and E. When these parameters are too small, the transition is forbidden and
no signal is detected. Even when a resonance of small intensity should be
detected, it will be broadened by various strain effects and finally become
undetectable.
In both sequences described above, the transition of the V center from its
excited triplet state back to its singlet ground state leads to an additional
electron in the conduction band which contributes to the current through
the sample. This might be connected with a positive EDMR signal, which is
indeed observed (see Fig. 5.9 c)). This positive transient current response is
furthermore connected with time constants which are fast compared to the
other signals’ time constants. It indicates the excitation of the third spin into
states in or very close to the conduction band where it efficiently contributes
to the current.
As reported by Boulitrop et al. the V resonance in µc-Si:H can be detected in
ODMR measurements [136]. The signal is found when observing the photo-
luminescence (PL) intensity at an energy of 0.75 eV as function of the mag-
netic field. Interestingly, the CE resonance is found under the same ODMR
conditions. At other PL energies both resonances cannot be detected, which
means that the observed spin-dependent process involves V and CE centers
and is connected with PL energies around 0.75 eV.
These findings fit well into the presented model, since the excess energy
from the transition of the V center from its excited triplet state V0∗ back to
its singlet ground state V0 can, of course, be emitted in form of a photon.
Conclusively, the energy of 0.75 eV would be the energy difference between
the states V0∗ and V0. This emission of photons will be observed whenever
the CE or the V center is in spin resonance and thereby activates the re-
combination step. This additional photon should give rise to an enhancing
ODMR signal (PL intensity change ∆I > 0). It is observed as illustrated in
Ref. [136]. These results are further corroborated by ODMR studies of the
VO complex which show PL energies in the same range [155].
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Figure 6.4: Local current map of a µc-Si:H sample (2× 2 µm2) measured with
the Conductive (C)-AFM (−0.7 V bias). Conductive (white) crystalline Si
grains are observed in non-conductive a-Si:H based tissue. The plot shows
the current flow along the line in the map. The images are from Ref. [198].

Spin-Dependent Transport Channels via CE Centers

The EDMR spectra show a CE signal which is connected with an en-
hancement of the sample conductivity under spin resonance conditions.
A spin-dependent hopping transport between neighboring CE centers is
responsible for this EDMR signal, which could be shown with Rabi nutation
measurements (see Sec. 5.4.1). The spin pairs can consist of CE centers from
different crystallites, but also of centers from the same crystallite.
These centers are located in c-Si quantum wells and inversion layers (see
Sec. 6.1.2). They are considered to be highly conductive [190]. Thus, it
is probable that the transport path via the crystalline grains contributes a
significant part to the sample conductivity at low temperatures. This is
consistent with the increase of the µc-Si:H conductivity as function of the
crystalline volume fraction Ic [195] as well as with the increase of the EPR
CE signal intensity as function of the conductivity [113].
The question where the current flow takes place within the heterogeneous
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µc-Si:H material is still frequently discussed. Several groups carried out
conductive atomic force microscopy (C-AFM) measurements on undoped
µc-Si:H samples with different values of Ic to study this phenomenon
[198–201].
Interestingly, Kočka et al. [198, 200] could show that in µc-Si:H samples the
current flows predominantly inside the Si crystallites. The a-Si:H matrix
is characterized by low conductivities. Fig. 6.4 showing C-AFM images
from Ref. [198] illustrates this very well. On the contrary, other studies
showed that the amorphous tissue and grain boundaries are conductive
and dominate the transport based on the observation of conductive rings
at the grain boundaries [199]. But this observation was assigned to an
oxidation effects during a C-AFM measurement with high bias voltages
and does not reflect the natural conductivity conditions in µc-Si:H films at
low voltages [200].
Hence, the C-AFM results of conductive grains within the non-conductive
a-Si:H matrix constitute a confirmation of the EDMR results of previous
studies [21, 25] and of the present work.

Spin-Dependent Transport Channels involving db Centers

The dangling bond defect which is localized in the disordered phase of µc-
Si:H is a deep defect and, thus, acts as an effective charge carrier recombi-
nation center, as we clearly saw in the 80 K EDMR spectra (Fig. 5.10 b)).
However, at T = 5 K the transient current response of the db center seems
to consist of two contributions (see Fig. 5.9 b)): a positive and relatively fast
response (enhancing signal) as well as a negative but slow current response
(quenching signal). This slow contribution is observed at T = 80 K as well.
Further, we see that both 5 K contributions are quite independent, since the
negative part dominates at high light intensities, whereas the positive part
dominates at low illumination strengths. This can be interpreted in the fol-
lowing way: The db defect participates in two spin-dependent processes at
low temperatures. On the one side, it is part of charge carrier recombination
processes connected with a quenching signal. On the other side, it is part of
hopping processes between CE and db centers, giving rise to an enhancing
signal. This interpretation is based on several reasons.
For samples with crystalline volume fractions Ic below≈ 70% current routes
partly pass through regions which are characterized by isolated crystallites
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embedded in the relatively insulating and db-rich a-Si:H matrix [202].
According to our EDMR results, low temperature transport through a-Si:H
regions involves localized states in the a-Si:H mobility gap comprising db
and h centers. Conduction band tail states (e centers) are not involved.
Furthermore, in different studies CE as well as db resonances were simul-
taneously measured in EPR spectra of unlighted undoped and n-doped µc-
Si:H powder samples [110, 111, 113, 130, 203]. Finger et al. argued [130] that
both the db and CE states are, hence, found near the Fermi level so that they
are singly occupied and paramagnetic with high probability.
Different studies show that the defect concentration in µc-Si:H increases as
function of Ic [191, 194], which means that the disordered layers and regions
are overproportionally rich in defects. Finally, hopping transport via neigh-
boring db defects was already found in a-Si:H [71]. These three facts support
the argumentation for transport via localized db centers. Hence, we assign
the enhancing signal of the db current transient to the hopping process via
CE and db centers. A major part of the enhancing signal can indeed be due
to spin-dependent hopping between CE centers in the crystalline grains and
db defects at the a-Si:H/c-Si interface or in the a-Si:H regions, since the en-
hancing signals of both resonances show comparable times constants. If this
transport path via CE and db centers crosses only thin db-rich disordered
layers between crystallites or includes larger amorphous regions, cannot be
said on the basis of the EDMR results.

Spin-Dependent Transport Channels via h Centers

The h signal in the EDMR spectra is an enhancing signal. It is assumed
to be caused by a spin-dependent hopping transport of holes via localized
valence band tail states [21]. The time constants of the transient current re-
sponse in the present study (see Fig. 5.9) deviate significantly from those
of the other signals and are thus characteristic for the h signal. This means,
the h centers are probably not involved in other spin-dependent transport
paths. The long time constants are indicative for a process in the a-Si:H
matrix owing to the smaller conductivity of this material compared to c-Si.
If the transport path via the a-Si valence band tail states crosses crystalline
parts cannot be answered. This critically depends on the valence band en-
ergy offset between both material.
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Conduction Band Tail States and Phosphorus Donor States in n-Doped
µc-Si:H

We saw that the main transport paths via localized states at low tempera-
tures include CE, db and h centers. However, the EDMR measurements on
p-i-n µc-Si:H solar cells gave no indication for a-Si:H conduction band tail
states (e centers) and phosphorus donor states (P centers), although they are
expected to exist in amorphous regions and phosphorus doped layers. EPR
experiments on n-doped µc-Si:H samples [110, 113, 130] resolved db and CE
signals only, but did not reveal tail state signals and 31P hyperfine satellites.
On the contrary, both centers are found in n-a-Si:H samples (see chapter 4
and Ref. [197]).
A possible explanation is found when considering the Fermi level EF in the
material. The schematic band structure in Fig. 6.2 shows a band offset be-
tween amorphous and crystalline Si conduction bands. Such an offset was
already applied for a qualitative model of µc-Si:H by Finger et al. [130] and
justified by the simultaneous detection of db and CE resonances in undoped
and n-doped samples.
In undoped µc-Si:H EF is found in the middle of the mobility gap which
gives rise to the dangling bond EPR signal. Negative doping introduces
additional electrons and should results in a significant shift of EF towards
higher energies. For higher phosphorus doping concentrations the CE sig-
nal appears and its intensity increases [13, 110, 113, 130]. The P donor signal
does not appear together with the CE line. This means that the P atoms
cannot be located in the crystalline phase, because P donor states near the
c-Si conduction band and hyperfine satellites split by 4.2 mT in the EPR and
EDMR spectra would be expected [168]. Hence, the P atoms are part of the
amorphous phase.
In principle, conduction band tails states and P donor states in the a-Si:H re-
gions should be detected in the n-doped µc-Si:H material when the doping
concentration is sufficiently high. But the shift of EF in µc-Si:H is small, even
for high doping concentrations. Probably, the high defect and CE state den-
sity in this material pins the Fermi level close to the middle of the gap. Korte
et al. could show [191], that strong phosphorus doping leads to a minimum
achievable distance between EF and the amorphous Si conduction band EC

of ≈ 360 meV in a-Si:H/c-Si structures. Since tail states and P donor states
in a-Si:H are located 0.0− 0.2 eV below EC, these states stay probably unoc-
cupied and P donor states remain ionized. Following this idea they cannot
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be detected with EPR and EDMR. Even under illumination, when charge
carriers are excited into these states, they cannot be observed with EDMR,
because they do not participate in spin-dependent transport through the
material. In addition, there was no indication for distant P nuclei in the
environment of h and db centers from a-Si:H. This is likely justified by the
limited detection radius of < 1 nm for ED-ESEEM experiments.

6.2 Summary and Outlook

In the present thesis paramagnetic centers in thin-film solar cells made of
microcrystalline silicon were investigated. Therefore, we combined the
electron paramagnetic resonance spectroscopy (EPR) with the photo cur-
rent measurement of the device yielding electrically detected magnetic res-
onance (EDMR). Furthermore, we carried out experiments at microwave
frequencies ranging over two orders of magnitude (multi-frequency EDMR).
Together with techniques like ESEEM and Rabi nutation experiments we
had a powerful tool at hand to study the defects in microcrystalline silicon.
The experiments at low temperatures and under illumination conditions
revealed four different paramagnetic species which contribute to spin-
dependent transport processes in µc-Si:H. The combination of sensitive cur-
rent measurement and selective EPR spectroscopy allowed insights about
the microscopic structure of the defects’ environment and the character of
the transport channels they are part of. In the end, we were able to present
a schematic band diagram of microcrystalline Si which is consistent with
all results regarding the microscopic structure of the defects, their energetic
position and their transport processes. The most relevant conclusions of the
overall evaluation are:

1. CE and V center are assigned to crystalline regions, whereas db and h
centers are found in the amorphous regions of the microcrystalline Si
composite material.

2. Mean inter-spin distances of ≈ 0.5 nm for the V center and of ≈
1− 2 nm for the remaining centers were estimated from dipolar line
broadening effects.

3. From the particular properties of the CE line it was concluded that
the corresponding states are located in inversion layers and potential
wells close to the c-Si conduction band.
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4. Vacancy complexes (called V centers) in the c-Si regions are EPR-active
when photo-excited in the triplet state. They show strong analogy
to so-called vacancy-oxygen (VO) centers in irradiated c-Si. V centers
participate in spin-dependent transport together with CE centers close
by.

5. CE centers are involved in three-spin processes together with V com-
plexes, in transport processes including db defects as well as in hop-
ping transport via neighboring CE centers.

6. Dangling bond defects in µc-Si:H can act as recombination centers.
Charge transport processes via db and CE centers are possible as well.

7. Conduction band tail (e) states and P donor states in the a-Si:H phase
are not involved in transport, since they are not occupied. Hence, they
are EDMR-inactive.

The results regarding the CE center as well as the V complex are of par-
ticular relevance for the further development of thin-film solar cells based
on µc-Si:H and for new approaches of PV technology.
The result that CE centers are accommodated in inversion layer and quan-
tum well/ quantum dot structures extends the understanding of micro-
crystalline silicon as a composite material and the charge carrier transport
therein. The two-phase model shown in Fig. 6.2, which was already pre-
sented in earlier studies [130], gets new support. Hence, µc-Si:H can be
seen as a material with two band gaps, in which the charge carrier transport
takes place predominantly in the crystalline regions. But transport paths
can even cross disordered, less conductive regions as could be shown by
the example of CE-db transport. These are important details for a further
development of percolation models for composite materials like microcrys-
talline silicon [202, 204, 205].
New solar cell concepts have the aim to use tailor-made band gap materials
for additional layers in tandem solar cells to facilitate a more efficient us-
age of the solar spectrum. This band gap engineering makes use of energy
confinement of e.g. Si based quantum dot nanostructures in oxide or nitride
matrices [2, 206]. Here the knowledge about CE centers and their properties
in µc-Si:H can be helpful for a research of these quite similar taylor-made
material.
The vacancy (V) complex in the crystalline zones shows strong analogy to
the oxygen-vacancy (VO) centers found in irradiated c-Si which raises new
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questions: How does the V center influence the conductivity of microcrys-
talline silicon? Does it act as a trap of photo-excited charger carriers? Fur-
thermore, the V center can possibly help to answer the question of the role
of oxygen impurities in microcrystalline Si [166, 200].
Finally, we turn to the relevance of the multi-frequency EDMR approach
chosen here. It could be shown in the framework of this work, that partic-
ularly the pulse EDMR experiments carried out at various mw frequencies
delivered many information about the studied defects in the device. The
extraordinary advantage of this method is the ability to decompose multi-
component spectra, to resolve g-anisotropy, to identify hyperfine and spin-
spin interactions and to separate between different line broadening effects
within one series of EDMR measurements at appropriate mw frequencies.
The application of sophisticated detection schemes like ENDOR or ESEEM
allows even further insights. Despite some requirements regarding the sam-
ple design to be compatible with the EDMR setups, this technique will be
of importance in the field of semiconductor devices. Fortunately, there are
many possibilities of multi-frequency EDMR applications within this field.
Two possible candidates in the new field of emerging PV should be men-
tioned here. Both solar cells concepts are especially appropriate, since they
utilize materials made of light elements like silicon, carbon and hydro-
gen. These elements give rise to only small influence of spin-orbit coupling
which allows an access to the magnetic parameters of the spins in the device.
First, organic solar cells. There are already reports about multi-frequency
EPR on different polymer and fullerene materials [207] which are used in
form of blends in organic solar cells. Hence, a next step would be the in-
vestigation of fully processes OPV devices with multi-frequency EDMR to
study the charge carrier separation and loss processes. Second, we like to
mention hydrid solar cells consisting of blends of inorganic nanocrystals
and polymers [206, 208] in the field of quantum dot cells. Here, especially
systems involving Si nanocrystals are of interest [209, 210] for the investiga-
tion with multi-frequency EDMR.

This work about multi-frequency EDMR applied to thin-film micro-
crystalline Si solar cells should make a contribution to the further devel-
opment of this versatile technique to aim for a more detailed device investi-
gation.
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7
APPENDIX

7.1 Coherent Spin Motion of a Spin S = 1

In section 2.2.2 the results of Rabi frequency calculations of different spin en-
sembles were briefly summarized. They were obtained with the help of the
density matrix approach [37, 42]. Detailed calculations of Rabi oscillations
including selective and non-selective excitation of weakly coupled spin
pairs against the background of EDMR were already presented in a recent
thesis [43]. As a counterpart of uncoupled spin pairs (S1 = 1/2, S2 = 1/2),
whose properties well describe weakly coupled spin pairs observed in EPR,
an S = 1 system is appropriate to describe spin pairs in the strong coupling
limit. Beside weakly coupled spin pairs, pairs showing S = 1 characteristics
(e.g. via nutation frequencies) are observed in the solar cells investigated
here. Taking this up, the density matrix formalism is utilized here to cal-
culate Rabi frequencies regarding selective transitions ∆mS = ±1 of a spin
S = 1. The mw manipulation can be described by the interaction of the
spin system with the spin operator Sx assuming B1 to be parallel to the x-
axis. The rotation operator representation Rx(φ) of the Sx operator is used
to calculate the evolution of the initial density matrix ρi under the influence
of mw radiation. Here φ = ω1t stands for the rotation angle. The density
matrix transforms as

ρ f = Rx(φ)ρ
iRx(φ)

† = Rx(φ)ρ
iRx(−φ) (7.1)
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delivering the final density matrix ρ f . For the initial state of the spin ensem-
ble we define

ρi =

0 0 0
0 0 0
0 0 1

 (7.2)

which means that all spins are in the triplet |↓↓〉 state. To consider only the
transition mS = −1↔ mS = 0 the matrix of Sx

Sx =
1
2

 0
√

2 0√
2 0

√
2

0
√

2 0

 (7.3)

must be truncated yielding

SmS=−1↔0
x = Str

x =
1
2

0 0 0
0 0

√
2

0
√

2 0

 (7.4)

The rotation matrix is obtained by

Rtr
x (ω1t) =

∞

∑
n=0

(iφStr
x )

n

n!

=

1 0 0
0 1 0
0 0 1

+ i
∞

∑
n=0

(−1)n
(

φ√
2

)2n+1

(2n + 1)!

0 0 0
0 0 1
0 1 0


+

∞

∑
n=1

(−1)n
(

φ√
2

)2n

(2n)!

0 0 0
0 1 0
0 0 1


=

1 0 0
0 1 0
0 0 1

+ i sin
(

φ√
2

)0 0 0
0 0 1
0 1 0

+ (cos
(

φ√
2

)
− 1)

0 0 0
0 1 0
0 0 1



=


1 0 0

0 cos
(

φ√
2

)
i sin

(
φ√
2

)
0 i sin

(
φ√
2

)
cos

(
φ√
2

)
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Now we can determine the evolution of the density matrix under rotation
of an angle φ:

ρ f = Rtr
x (φ)ρ

iRtr
x (−φ)

=


1 0 0

0 cos
(

φ√
2

)
i sin

(
φ√
2

)
0 i sin

(
φ√
2

)
cos

(
φ√
2

)
 ·

0 0 0
0 0 0
0 0 1

 ·


1 0 0

0 cos
(

φ√
2

)
−i sin

(
φ√
2

)
0 −i sin

(
φ√
2

)
cos

(
φ√
2

)


=


0 0 0

0 sin2
(

φ√
2

)
i cos

(
φ√
2

)
sin
(

φ√
2

)
0 −i cos

(
φ√
2

)
sin
(

φ√
2

)
cos2

(
φ√
2

)
 .

We can see that the population of the triplet state |↓↓〉 under the influence
of mw radiation (φ = ω1t) oscillates regarding the transition mS = −1 ↔
mS = 0 with

ρ
f
33 = cos2

(
ω1t√

2

)
=

1
2
(1 + cos(

√
2ω1t)). (7.5)

The same Rabi frequency Ω =
√

2ω1 is obtained when exciting the transi-
tion mS = 0↔ mS = +1. Thus, the Rabi frequency of the S = 1 system is a
factor of

√
2 larger than the Rabi frequency of a spin S = 1/2.
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LIST OF ABBREVIATIONS

a-Si:H hydrogenated amorphous silicon

C-AFM conductive atomic force microscopy

c-Si crystalline silicon

cwEDMR continuous wave EDMR

DAS decay-associated spectra

DFT density functional theory

(p)EDMR (pulsed) electrically detected magnetic resonance

(ED-)ELDOR (electrically detected) electron electron double resonance

(ED-)ENDOR (electrically detected) electron nuclear double resonance

EPR electron paramagnetic resonance

(ED-)ESEEM (electrically detected) electron spin echo envelope modula-

tion

(F)FT (fast-)Fourier transformation

FID free induction decay

(ED-)FSE (electrically detected) field swept echo

FWHM full width half maximum

HFI hyperfine interaction

HVH center di-hydrogen-vacancy center

KSM model Kaplan Solomon Mott model
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LIST OF ABBREVIATIONS

µc-Si:H hydrogenated microcrystalline silicon

mw microwave

NMR nuclear magnetic resonance

ODMR optically detected magnetic resonance

(O)PV (organic) photovoltaic

PECVD plasma enhanced chemical vapor deposition

PL photoluminescence

RYDMR reaction-yield detected magnetic resonance

SNR signal-to-noise ratio

TCO transparent conductive oxide

VO center vacancy-oxygen center
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