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Abstract

We investigate the magnetization dynamics of the rare earth metals gadolinium (Gd)
and terbium (Tb). To this end we perform IR pump and XUV probe experiments
where we follow the evolution of the exchange-split valence band-structure which
is a measure of the short-range magnetic order of the itinerant 5d6s electrons. In
addition, the intensity and binding energy of the occupied surface state is surveyed
as well as the magnetization of the 4f core level. The captured states determine the
rich magnetic phenomena of the lanthanides and – upon laser excitation – we find
distinct dynamics in all the observed states, revealing a highly perturbed magnetic
system far from equilibrium. In particular Gd shows distinct dynamics with a fast
response of the minority bulk band which increases its occupation as the majority
surface state depletes. This surface to bulk electron redistribution is driven by
electron-magnon and electron-electron exchange scattering. As a consequence we
find that this process depends on the initial sample temperature, as it determines
the polarization and thus the availability of the minority bulk band as a decay
channel for the majority surface state electrons. The somewhat slower majority bulk
band shows a response that is delayed by half a picosecond and follows the decay of
the electron temperature which indicates a demagnetization driven by Elliot-Yafet
type scattering. The overall timescale of the valence band dynamics depends, apart
from the initial sample temperature, on the absorbed pump fluence. The average
time constant of the Gd 5d6s demagnetization, as indicated by the collapse of its
exchange splitting, is on the order of 0.8 ps. In contrast, the localized 4f electrons
react much slower and show a time constant of ∼14 ps as measured by magnetic
linear dichroism. This remarkable difference demonstrates a perturbation even
beyond the strong intra-atomic exchange interaction which – thus far – was believed
to act on a timescale of a few femtoseconds. In fact, the slow demagnetization
of the 4f system indicates that it is almost exclusively driven by phonon-magnon
scattering. These findings are in line with the Tb response where a strong spin-
lattice coupling keeps the magnetic system relatively close to equilibrium. All these
results are reproduced by orbital-resolved spin-dynamic simulations coupling 5d
and 4f spins to an electron and phonon heat bath.
In conclusion we show that laser driven demagnetization drives Gd out of magnetic
equilibrium with distinct timescales for the itinerant and localized electrons. The
intra-atomic exchange is thereby overpowered on a timescale of tens of picoseconds,
magnetic equilibrium is finally established via spin-lattice relaxation. In Tb this
relaxation acts on the ultrafast timescale due to a strong 4f coupling to the lattice,
keeping the magnetic system close to equilibrium at all times.



Kurzfassung

Ziel dieser Arbeit ist die Untersuchung der elementaren Prozesse die zur
laserinduzierten Demagnetisierung in den Lanthanidmetallen Gadolinium (Gd)
und Terbium (Tb) führen. Zu diesem Zweck wurden Zeit- und Winkelaufgelöste
Photoelektronenspektroskopie-Experimente durchgeführt, wobei die für den Mag-
netismus verantwortlichen Zustände vermessen wurden. Zeitgleich mit der Aus-
tauschaufspaltung der delokalisierten Valenzelektronen wurde auch die Polarisation
des 4f Rumpfniveaus mittels magnetischem Lineardichroismus vermessen was einen
umfassenden Einblick in intra- und interatomare Prozesse ermöglicht. Nach der
Anregung durch einen infraroten Laserpuls zeigen alle beobachteten Zustände
unterschiedliche Dynamiken was eine starke Störung des magnetischen Systems,
fern des Gleichgewichtszustandes, bedeutet. Insbesondere Gd zeigt unterschiedliche
Zeitskalen in der Dynamik. Wir beobachten nach der Anregung eine schnelle
Verschiebung des 5d6s Minoritätsvalenzbandes hin zu höheren Bindungsenergien
der eine instantane Entvölkerung des Majoritäts-Oberflächenzustandes vorausgeht.
Da das Minoritätsvalenzband die Fermikante schneidet, deutet dieses Verhalten
auf eine Ladungsumverteilung hin welche durch Elektron-Elektron und Elektron-
Magnon Streuung verursacht wurde. Da die anfängliche Polarisation der Bänder
von der Temperatur abhängt, erhöht sich bei steigender Temperatur auch der
Streuquerschnitt vom Majoritäts-Oberflächenzustand in das Minoritätsvalenzband.
Das im Vergleich langsamere Majoritätsvalenzband zeigt eine um eine halbe Pi-
cosekunde verzögerte Reaktion und folgt im Wesentlichen der Relaxation der
heißen Elektronen, was ein starkes Indiz für eine Demagnetisierung über Elliot-
Yafet artige Elektron-Phonon Streuung ist. Die mittlere Demagnetisierungszeit des
Valenzbandsystems, welche üblicherweise durch die Austauschaufspaltung gemessen
wird, beträgt dabei 0,8 ps in Gd. Im Gegensatz dazu reagieren die lokalisierten
4f Elektronen in Gd wesentlich langsamer und zeigen eine Demagnetisierungs-
Zeitkonstante von 14 ps. Dies ist insofern bemerkenswert, da bisher angenommen
wurde, dass die starke intraatomare Austauschwechselwirkung innerhalb von weni-
gen Femtosekunden zu einem magnetischen Gleichgewichtszustand führt. Tatsäch-
lich aber scheint die Demagnetisierung des 4f Zustandes beinahe ausschließlich
durch gewöhnliche Spin-Gitter Wechselwirkung verursacht zu werden. Diese Inter-
pretation wird auch dadurch gestützt, dass in Tb, durch die starke Kopplung der
4f Elektronen an das Gitter, die magnetischen Subsysteme während der Demag-
netisierung größtenteils im Gleichgewicht bleiben. Diese Beobachtungen können
durch orbitalabhängige Spindynamik-Simulationen innerhalb eines erweiterten
Dreitemperaturmodells reproduziert und erklärt werden.
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Chapter 1

Introduction

“The essence of magnetization is angular momentum. The key issues
in magnetization dynamics are therefore the processes underlying the
change of angular momentum.” – J. Stöhr and H.C. Siegmann [1]

Today laser-driven, ultrafast magnetization dynamics is an active field of research
motivated by both, the technological importance as well as the provided insights
into the involved physics. It started out in the 90s with the pioneering work of
Vaterlaus et al. [2] who investigated the spin-lattice relaxation time in Gd using two
synchronized pulsed lasers in an pump-probe arrangement. The idea behind their
experiment is that the laser pulse only heats the electron system and leaves the spins
unchanged. Subsequent electron-phonon relaxation then heats the lattice within
1 - 2 ps. Equilibrium between the spin system and the lattice is then established
via phonon-magnon scattering [3]. The timescale they found for this process is
100±80 ps in Gd. Following this experiment it was shown by Beaurepaire et al., that
demagnetization can even take place on sub-picosecond timescales [4]. In particular
they investigated Ni where they found the spin temperature exceeding the heating
of the lattice during ultrafast demagnetization. This can not be explained by
ordinary phonon-magnon coupling and rises the question which underlying process
is responsible for this ultrafast transfer of angular momentum.
In the following years the field of ultrafast magnetization dynamics grew with many
theoretical contributions attempting to explain the fast dynamics in magnetic
metals. Among the suggested processes were:

• Photon-magnon interaction, i.e., direct spin flips in the vicinity of the laser
field via or beyond spin-orbit interaction [5–7] and magnon excitations
through THz emission [8]. These processes, however, contribute only little to
the overall dynamics and are commonly neglected [9].

• Electron-magnon scattering [10], where the angular momentum conservation
is ensured by spin-orbit coupling, i.e., a proposed ultrafast transfer of angular
momentum form the spin to the orbital system with subsequent transfer to
the lattice.
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• Electron-electron Coulomb scattering [11] which acts on the same ultrafast
timescale than the electron-magnon interaction.

• Elliott-Yafet (EY) scattering [12–14] which is an electron-phonon medi-
ated spin-flip scattering and relies, like the above processes, on spin-orbit
interaction [15, 16].

• Superdiffusive spin transport [17] which explains the dynamics in terms of
spin currents out of the probed region; a process that has its origin in the
spin-dependent mean free path of the electrons.

Out of these processes, EY-scattering is often regarded as the most promising
candidate to explain ultrafast demagnetization [18]. Contrary to ordinary spin-
lattice relaxation, EY-like demagnetization depends not solely on the temperature
of the lattice, but includes the temperature of the electrons as well, since they
both determine the spin-flip scattering probability. With such an electron-phonon-
mediated spin-flip process it is possible to explain many of the experimental
observations [14]. Nevertheless it seems unlikely that only one process causes
the variety of the observed phenomena. It is therefore not surprising, that also
combinations of the above mechanisms were used to explain the dynamics [19].
Beside these microscopic processes, additional correlation effects, like the influence
of the transient band structure, play a role during demagnetization [20].
In parallel with the theoretical progress numerous experimental contributions
comprising various different time-resolved techniques1 have contributed to the
understanding of magnetization dynamics. In particular, the discovery of magneti-
zation reversal upon fs laser excitation is a milestone towards the realization of
magneto-optical storage devices [21]. The effect was found in an GdFeCo ferri-
magnet were the all-optical magnetic switching (AOS) is driven by the angular
momentum exchange between the circularly polarized light of a pulsed laser and the
magnetic system of the sample, which implies direct photon-magnon interaction.
Therefore it was surprising when Radu et al. published results in 2011 where they
showed AOS with linearly polarized light on the same system, indicating that
the driving force thereby is the internal coupling of the magnetic sublattices of
rare earth (RE) and transition metal (TM) as they show transient ferromagnetic
exchange in the process [22]. These observations made it imperative to distinguish
between the different sublattices as well as the itinerant and localized electrons of
the rare earth [23]. The internal coupling processes during demangetization of the
rare earth are thereby not completely understood.
Our goal is to further clarify this issue by examining the role of inter-
and intra-atomic exchange, the influence of the spin-lattice coupling,
and the role of the different states that are involved in the magnetiza-
tion dynamics. To this end we build a unique high-order harmonic setup to

1Such as m-SHG, MOKE, (X)MCD, (X)MLD, (Sr-)PES, PEEM, RIXS, RXD, ISHE, NRS,
and THz-S, all performed in a pump-probe arrangement. The examined systems range thereby
from pure transition metals to rare earth magnets as well as layered systems, alloys, magnetic
clusters and oxides, Heusler alloys and many more.
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conduct time- and angle-resolved photoelectron spectroscopy experiments compar-
ing Gd and Tb thin films. With this novel approach it is possible to measure for
the first time the transient, exchange split, valence band structure of the itinerant
electrons in parallel with the polarization of the localized 4f electrons which is
captured by magnetic linear dichroism. This way we are able to obtain nearly full
information2 of the distinct magnetic subsystems in Gd and Tb.

1.1 Outline

We start with a short introduction into the basic characteristics of the studied
lanthanides to set the stage for the following studies. Some of the more important
properties are summarized in Table 1.1. Before we come to the actual experiments
we will recall the theoretical foundations in Ch. 2 starting with the basic concepts of
magnetism (in particular exchange) followed by some common theories of ultrafast
demagnetization that are needed for the classification of our work. In Ch. 3 we
introduce the basic concepts of the experimental methods that are used. We
specially emphasize the section about atomic and diffraction dichroism (Ch. 3.3).
The actual apparatus for the time- and angle-resolved photoelectron spectroscopy
is described in Ch. 4 with focus on the unique setup for high-order harmonic
generation. Here we will also have a look at the problems that come with low
repetition fs-XUV spectroscopy and discuss, in depth, IR and XUV space-charge
effects. The chapter ends with a section about sample preparation, were Gd and
Tb thin film epitaxy and their common impurities are examined.
Chapter 5 and 6 are the heart of this thesis. Here the data of the itinerant and
localized electron dynamics are presented and interpreted. Starting with the valence
band system we have a look at distinct band dynamics comparing laser-driven
dynamics with static temperature-dependent measurements. We prove a residual
exchange splitting in Gd above the Curie temperature and have a look at the
fluence and temperature dependence of the dynamics. Comparing Gd and Tb we
will discuss different proposed models of demagnetization and give an interpretation
of our experimental data. Following the itinerant dynamics in Ch. 5 we concentrate
on the polarization of the localized electrons in Ch. 6. Thereby we compare our
findings with up to date results from other techniques and discuss them within an
extended three-temperature model.
In the course of this work several articles have been published which are listed on
page 105 and referred to as [I - VII] throughout this thesis. Note that Ch. 3.1 and
4.3 are revised versions of the corresponding chapters in the authors diploma thesis.

2Within our experiment we cover all relevant states, but have no direct information about
the spin polarization. See discussions in Ch. 5.1.3 and 6.1.4.
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1.2 Basic properties of Gd and Tb.

The rare earths Gd and Tb crystallize in a hexagonal close-packed (hcp) lattice
structure. As lanthanides they are sometimes called 4f-transition metals which
refers to Madelungs’s rule that predict a successive filling of the inner 4f shell from
the first lanthanide, lanthanum, with zero to lutetium with fourteen 4f electrons.
As neighbors in the periodic table (atomic numbers 64 and 65), Gd and Tb metal
differ thus mainly in the electron configuration of the 4f core level which, in the
case of Gd, is exactly half filled. Tb has one additional 4f electron and thus unlike
Gd a large angular orbital momentum (Gd 4f: S= 7/2, L=0; Tb 4f: S=3, L=3).
Both metals, however, have very similar chemical properties as a result of the
identical electron configuration of the outer 5d6s shells3. The 5d6s valence electrons
hybridize and form bands. These bands show significant s-like character at the Γ
point [24] but are overall dominated by the 5d density of states [25], that is why
some authors refer to them simply as 5d bands [26]. The magnetic moment per
atom is remarkably large for both elements. In Gd the 4f spins contribute with
7µB and intra-atomic exchange leads to a polarization of the 5d6s electrons which
contribute an additional 0.63µB. In Tb we have only 6µB from unpaired spins but
additional 3µB arising from the angular orbital momentum of the eighth 4f electron.
The 5d6s electrons contribute here with only 0.33µB since the polarization scales
with the spin rather then the magnetic moment of the 4f system [27, 28]. This
makes Gd and Tb ideal candidates for comparing experiments regarding the role
of angular orbital momentum in magnetization dynamics.
The hcp structure of Gd and Tb leads to a hexagonal Brillouin zone for those
materials. Fig. 1.1 b) shows such a Brillouin zone with marked high symmetry
points. A special feature of the hcp structure is the existence of two sublattices in
the (0001) direction (the primitive unit cell includes two atoms). These sublattices
seem to stretch the Brillouin zone by a factor two4 along k⊥. To take this into
account it is common to add an index to distinguish between Γ1 and Γ2. The
electronic structure at this Γ points are quite different, we speak of ∆1- and ∆2-like
bands whether they are close to the Γ1 or the Γ2 point. Fig. 1.1 c) shows this on the

3The bulk electron configuration is given by Gd: [Xe]4f7(5d6s)3 and Tb: [Xe]4f8(5d6s)3.
4The expected size of the Gd Brillouin zone (Γ to Γ) is 2kΓ−A = 2π/c = 1.08Å−1. But with

the second sublattice at c/2 the effective Brillouin zone is kΓ1−Γ1 = 2.16Å−1. Such a stretching
results in another spin-like quantum number for the electrons which describes the additional
degree of freedom to be in one of the two sublattices. This pseudo spin has to be conserved in the
photoemission process [31], which leads to a k⊥ selective excitation. This can be understood if we
keep in mind that the detected final state has to contain plane waves that travel in the direction
of the surface vector. This plane waves have to be invariant under space group transformation
of the lattice [32]. A simple point group symmetry will not affect the transition rules, but a
transformation between the sublattices has to include a translation of c/2 in (0001) direction.
This is equivalent to a change of the photoemission energy for the final state and can be described
by a complex phase factor α in the corresponding space group transformation operator [32]:

α = exp
(
iπk⊥

c

2π

)
= exp

(
iπ
c

z

)
⊥

its projection on the real axis gives the symmetry [29]. A positive real part leads to ∆1 like bands
and a negative real part to ∆2 like bands near Γ.
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Figure 1.1: Structure of Gd and Tb in real and k-space. (Not to scale)
a) The hcp lattice structure of Gd and Tb with ABA stacking. If grown on a
W(110) substrate the (0001) direction will coincide with the surface normal. b) The
corresponding Brillouin zone with marked high symmetry points. The highlighted
plane can be scanned by variation of the probe photon energy (i.e. k⊥) and rotation
of the sample in Γ-M direction. In our experiment we probe Γ2 in the 4th Brillouin
zone using 36 eV photons (schematic sketch on the right). The used energy for Gd
agrees well with the interpolated value of 35.5 eV from Ref. [29] and the measured
value of ≈ 35 eV from Ref. [30]. c) Bulk band structure calculations of Gd for
minority (red) and majority (blue) electrons, from Ref. [24]. Highlighted are the
exchange-split Δ2 like valence bands which are probed in our experiment.
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example of the Gd band structure. For our studies we use photon energies around
36 eV which leads to a probing of the band structure at the Γ2 point in the fourth
Brillouin zone. The resolvable angle is thereby determined by the measurement
geometry, for the here presented data we chose the Γ -M direction.
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Table 1.1: Some important properties of Gd and Tb metal.

Structural properties
Gd Tb Ref.

Lattice const. a = 3.625Å a = 3.590Å [33]b[34]b
b = 6.260Å [ - ] [34]b

c = 5.796Å c = 5.714Å [33]b[34]b

distance Γ−K 1.00Å−1 1.15Å−1 calc.
distance Γ−M 0.87Å−1 0.88Å−1 calc.
distance Γ−A 0.54Å−1 0.55Å−1 calc.

Magnetic properties
Gd Tb Ref.

Curie temp. TC = 285K TC = 223K [35]∗[36]∗
TC = 293K [37]b[ - ]

Neel temp. - TN = 233K [ - ] [36]∗

magnetic moment µ4f = 7µB µ4f = 9µB
µ5d6s = 0.63µB µ5d6s = 0.33µB [38]bz[39]bz

4f |i〉 S = 7/2, L = 0 S = 3, L = 3
term symbol 8S7/2

7F6

coupling param. J4f−5d = 130meV [23]t[ - ]
J5d−5d = 6meV [VI]t[ - ]

anisotropy EMCA = 0.03meV EMCA = 11meV [40]bz[41]bz
spin-orbit coupling 71.2meV - [40]t[ - ]
VB exch. splitting 0.89 eV 0.78 eV [42]∗[42]∗

Other properties
Gd Tb Ref.

Electron config. [Xe] 4f7 (5d6s)3 [Xe] 4f8 (5d6s)3

de Gennes factor G = 15.75 G = 10.5
Lande factor gJ = 2 gJ = 1.5
work function Φ(0001) = 3.72 eV Φ(0001) = 4.95 eV [43]∗[44]
Annealing temp. TA = 680K TA = 880K

∗ value for a 100Å thin film on W at ≈ 90K z measured near 0K
b the value for a bulk single crystal r measured at room temperature = 300K
t theoretical value (0K, bulk)
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Chapter 2

Theoretical considerations

2.1 Concepts of magnetism

Magnetism in solids is mainly a correlation phenomenon of electrons. The two
most important features are the intrinsic magnetic moment of the electron and
the angular orbital momentum of its atomic state. In a classical picture both
contributions are the result of the moving electron charge, thus the names: spin
and orbital. In truth, classical concepts can only explain macroscopic features
of magnetism like the shape anisotropy. To see this let us consider the magnetic
dipole interaction of two electrons with parallel aligned spins. The magnetic dipole
contribution to the energy of such a system depends on the distance r of the
electrons:

Emag = µ0µ
2
B

2πr3 (2.1)

with µ0 the magnetic permeability of free space and µB the Bohr magneton1. In
gadolinium there are 7 unpaired electrons per atom which mainly contribute to
magnetism. The inter-atomic distance to the next nearest neighbor is 3.64Å giving
an energy of 0.1meV and thus a predicted ordering temperature2 from magnetic
dipole interaction of 1.3K. In contrast the measured Curie temperature of Gd
is 293K. Ferromagnetism therefore has to have a different origin and solid state
magnetism, at its heart, is a purely quantum mechanical effect stemming from
fundamental symmetry principles which we will discuss next.

2.1.1 Exchange interaction

Electrons are elementary particles and as such indistinguishable. As a result a
physical state remains the same under the exchange of two electrons. This means

1The connection between the spin s and the magnetic moment µ of an electron is given by
µ = s · ge/(2me) with g the Landé factor (g ≈ 2 for a free electron), e its charge, and me its
mass.

2Since the calculated energy is positive, the dipoles considered would align antiparallel.
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for the wave function of two electrons, that |Ψ(1, 2)|2 = |Ψ(2, 1)|2 and thus that
they can only differ by a phase vector Ψ(1, 2) = eiα Ψ(2, 1). Assuming that a
second exchange of the two electrons (that is the change back) will necessarily
result in the original wave function the phase vector eiα has to be either +1
or −1, i.e., the wave function has to be either symmetric Ψ(1, 2) = Ψ(2, 1) or
antisymmetric Ψ(1, 2) = −Ψ(2, 1) under exchange. Experimentally it has been
found that electrons only have antisymmetric wave functions3. For a two electron
system the wave function is thus an antisymmetric linear combination of the
two one-electron functions Ψ12 = 1/

√
2 [Ψi(1)Ψj(2)−Ψi(2)Ψj(1)]. As a direct

consequence two electrons can not occupy the same state since Ψ12 = 0 for i = j
(Pauli principle).
The total wave function of an electron can often be expressed as the product of a
spatial and a spin part Ψ(r, s) = φ(r)χ(s) with the spin component fully described
by the spin quantum number and its projection χ(s) = |S,ms〉. For a two electron
system the total wave function is only antisymmetric if exclusively one, the spin
or the spatial wave function is antisymmetric. For a symmetrical spatial part this
implies the following solution for the corresponding spin component:

|S,ms〉 = |0, 0〉 = 1√
2

(↑↓ − ↓↑) (2.2)

This linear combination of the single electron spin eigenstates ↑ and ↓, is called
the singlet spin state. Analogue for an antisymmetric spatial wave function we get
a triplet spin state:

|1, 1〉 = ↑↑ (2.3)

|1, 0〉 = 1√
2

(↑↓ + ↓↑) (2.4)

|1,−1〉 = ↓↓ (2.5)

The spins of electrons only contribute to the atomic magnetism, if the total spin
is non-vanishing S 6= 0, i.e., in the case of symmetric spin wave functions. The
spin singlet state |0, 0〉 is therefore nonmagnetic due to its antisymmetric spin
wave function. In general for any electron system there is magnetism when the
spatial wave function is symmetric, i.e., when the Coulomb repulsion between the
electrons overcomes the single electron energy defined by the attraction from the
core. This difference in energy, between a parallel and antiparallel alignment, is
called exchange energy.

Intra-atomic exchange: The intra-atomic exchange between electrons of the
same atom is the reason why its degenerate energy levels are filled according to

3In general, according to the spin statistics theorem, all particles with half integer spins
(Fermions) have antisymmetric wave functions and particles with integer spins (Bosons) have
symmetric wave functions.
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Figure 2.1: Schematics of the density of
states of the minority and majority elec-
trons in a transition metal. The weakly dis-
persing d-bands at the Fermi level have a high
DOS, leading to magnetism according to the
Stoner criteria (Eq. 2.18). The origin of the ener-
getic splitting is the exchange interaction and its
size is given by the coupling parameter J and is
usually on the order of 1 eV.

Hund’s rule of maximum multiplicity. The size of this energy is generally in the
order of a few electron volts. In the specific case of the 4f core level in gadolinium
one needs 12 eV for the transition to an antisymmetric spin wave function for one
electron. The more interesting exchange between the 4f and 5d electrons is with
∼ 100meV a lot weaker [23, 45].

Inter-atomic exchange of itinerant electrons: Magnetism in condensed
matter is the result of exchange between electrons of neighboring atoms. These
electrons form energy bands according to Bloch’s theorem. In metals inter-atomic
exchange is stronger because of the mobile conduction electrons. It is on the
order of 10meV [46] and leads, together with the intra-atomic exchange, to a spin
polarized splitting of the valence band-structure, the so-called exchange splitting
(∆Eex). The itinerant (5d6s)3 electrons in Gd and Tb show such a splitting. Its
size is with 0.91 eV (Gd) and 0.85 eV (Tb) comparable to values found for the 3d
transition metals Fe, Co, Ni with ∆Eex ≈ 2.2, 1.8, 0.25 eV, respectively [42, 47].
The magnetism of transition metals are often described within the free electron
model. According to the discussion above one-electron energies can be lowered by
exchange which can favor parallel spin alignment due to the reduced Coulomb
repulsion originating from the collective anti-symmetric spatial wave function.
Since the exchange parameter J is on the order of 1 eV, ferromagnetism can only
occur when the metal has a high density of states at the Fermi level, i.e. when the
spin-dependent energy shift leads to a sufficient difference in occupation as shown
in Fig. 2.1. The formal criteria was first given by Stoner [48] and shall be recalled
in the following. In a simple free electron picture the energy is reduced, the more
electrons of the system share a symmetric spin wave function. Renormalization of
these energies satisfies the condition [49]

E↑(k) = E(k)− JN↑
N

and E↓(k) = E(k)− JN↓
N

(2.6)

with N↑/↓ the number of up and down spins respectively with N = N↑ +N↓. The
dispersion relation E(k) is given for the single electron case; E↑/↓(k) denotes it
for up/down electrons whose energy is reduced through exchange. We can rewrite



12 2.1 Concepts of magnetism

Eq. 2.6 and get:

E↑/↓(k) = E(k)∓ JN↑ +N↑ −N↓ +N↓
2N (2.7)

= E(k)− J

2 ∓
J

2R with R = N↑ −N↓
N

(2.8)

= E(k)∓ J

2R (2.9)

with the effective one-electron energy E(k) = E(k)− J/2. The system is ferromag-
netic when N↑ 6= N↓, i.e. when R 6= 0. The number of up/down electrons is given
by the summation over the Fermi-Dirac distribution f(E(k)) ≡ f :

N↑/↓ =
∑
k

f↑/↓ =
∑
k

[
exp

(
E↑/↓(k)− EF

kBT

)
+ 1

]−1

(2.10)

with the equations above we get the following expression for the spin excess R:

R = 1
N

∑
k


[
exp

(
E(k)−RJ/2− EF

kBT

)
+ 1

]−1

−
[
exp

(
E(k) +RJ/2− EF

kBT

)
+ 1

]−1
 (2.11)

with the substitutions x = (E(k)−EF )/(kBT ) and a = RJ/(2kBT ) we can rewrite
R and find its Taylor series for small values of R:

R = 1
N

∑
k

[f(x− a)− f(x+ a)] = 2
N

∑
k

[
−a∂xf −

1
3!a

3∂3
xf
]

(2.12)

using the fact that
∂xf = ∂f

∂E(k)
∂E(k)
∂x

= kBT∂Ef (2.13)

we can now rewrite R in the form of

R = −JR
N

∑
k

∂Ef −
J3R3

24N
∑
k

∂3
Ef (2.14)

R2 J3

24N
∑

∂3
Ef = − J

N

∑
∂Ef − 1 (2.15)

Since we know that the first derivative of the Fermi function is negative, and the
third positive [∂Ef < 0; ∂3

Ef > 0] we need:

− J

N

∑
k

∂Ef > 1 (2.16)

for R ∈ R. For small temperatures the Fermi distribution can be approximated
by the Heaviside step function hence its derivation by a delta distribution ∂Ef →
−δ(E(k)− EF ):

− J

N

∑
k

∂Ef = J

N

∑
k

δ(E(k)− EF ) = J

N
NEF

= JD(EF ) (2.17)
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with NEF
the number of states at the Fermi level and D(EF ) the relative spin

density of these states. We therefore get the Stoner criteria for itinerant ferromag-
netism:

JD(EF ) > 1 (2.18)
For a Stoner ferromagnet equation 2.16 can be used to calculate the Curie temper-
ature; the temperature broadened Fermi function leads to a reduced spin excess
and thus to a breakdown of magnetism when the Stoner criterion is violated.

Inter-atomic exchange of localized electrons: Stoner’s model explains the
magnetism in transition metals like Fe, Co and Ni whose itinerant d electrons have
a high DOS at the Fermi level. However, for the magnetism of rare earth elements
like Gd and Tb the model fails. The reason for this is the localized character of the
magnetic 4f state which leads to a general breakdown of free electron based theories.
The high magnetic moment of the 4f electrons of Gd with 7µb (S=7/2, L=0)
and Tb with 9µB (S=3, L=3) makes them perfect candidates for localized spin
theories where especially Gd is an interesting case because of the vanishing angular
orbital momentum. The interaction of localized spins are described following the
approach by Heisenberg [50] using the Hamiltonian:

H = −J
∑
i,j

SiSj with i, j nearest neighbors (2.19)

where J is a constant and describes the average coupling between two neighboring
spins. In a more realistic model this can be extended with a coupling parameter
that dependents on the distance of the spins as well as their position in the lattice.
In such a model H can be expressed by:

H = −1
2
∑
i,j

Jij SiSj with Jij = Jex − CB2

1−B4 (2.20)

With Jex being the exchange integral, C the coulomb integral and B the overlap
integral. The factor 1/2 compensates the double summation in Jij. The integrals
are given in first order perturbation theory by:

Jex = 〈Φi(ri),Φj(rj)|V (rij) |Φj(ri),Φi(rj)〉 (2.21)
C = 〈Φi(ri),Φj(rj)|V (rij) |Φi(ri),Φj(rj)〉 (2.22)
B = 〈Φj|Φi〉 (2.23)

With the potential V (rij) describing coulomb repulsion between the electrons as
well as attraction by the lattice. Note that for orthogonal states, e.g., different
orbitals in the same atom, the overlap integral vanishes and Jij = Jex. On the
contrary for a large overlap we see directly from 2.20 that the sign of Jij becomes
negative and the coupling is antiferromagnetic: a high overlap implies symmet-
ric spatial wave functions. This direct exchange, however, can not describe the
magnetism in the local moment ferromagnets Gd and Tb because the potential
between 4f shells of neighboring atoms (V4f (r)) is shielded by the valence electrons.
These electrons though can mediate the exchange interaction which is described
by a model that includes both localized and itinerant electrons as discussed in the
following.
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Figure 2.2: (a)Calculated radial densities of the 4f state and the s- and d-like
wave functions in Gd (adapted from ref. [51]). The inter-atomic distance is 3.64Å;
therefore the 4f orbital overlap of neighboring atoms is negligible and 4f interaction
between different atoms has to be mediated via the much stronger 4f - (5d6s)3

exchange. (b) The interaction parameter of indirect exchange. It describes the
coupling between the localized spins and is given by Eq. 2.24. The sign depends
on the inter-atomic distance, favoring alternating ferro- and antiferromagnetic
coupling. This behavior is known as RKKY coupling or Friedel oscillations [52].

Indirect exchange - the RKKY theory: As mentioned above, the magnetism
in lanthanide metals is quite complicated, because on the one hand the origin of
the magnetic moment is the partially filled 4f core level and on the other hand
magnetic alignment is mediated through itinerant valence electrons. Figure 2.2 (a)
shows the radial densities of the orbitals involved in the magnetism of gadolinium.
A successful description of such an indirect exchange is the Ruderman-Kittel-
Kasuya-Yosida theory (RKKY theory). It was originally developed by Ruderman
and Kittel to describe the broadening of nuclear spin resonances in some systems
[53]. The theory proposes an indirect exchange coupling of the nuclei via conduction
electrons by second-order perturbation theory. It was then adopted by Kasuya [54]
and Yosida [55] to suggest a similar coupling of the inner electron spins (here the
4f electrons in Gd and Tb) to the conduction electrons. As a result of the RKKY
theory the Fermi surface plays an important role in the magnetic properties of the
lanthanide metals. The coupling in this model is described by:

J(rij) = J0SiSj
sin(2kF rij)− 2kF rij cos(2kF rij)

(2kF rij)4 (2.24)

with J0 an interaction coefficient which describes the coupling of the localized
spins with the free electron gas. It dependents on the shape and size of the Fermi
surface as well as the density of the itinerant electrons at the localized spins [56,
57]. As shown in Fig. 2.2 (b) J(rij) oscillates with the distance of the localized
magnetic moments with a strong 1/r3 damping. The oscillation and the damping
can be explained as a result of scattering and screening of the itinerant electrons
[52].
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2.1.2 Magnetic anisotropy

Spin-Orbit Interaction: Up to now we only discussed isotropic exchange of
spins and we have neglected interaction with the lattice via spin-orbit coupling
(SOC). SOC can favor certain magnetization directions, so called easy axis, as
the lattice is not isotropic for orbitals with L 6= 0 leading to magnetocrystalline
anisotropy (MCA). Anisotropies arising from these orbitals are dominated by
single-ion contributions, only determined by the orientation of the atomic orbital in
a lattice. That is why usually orbitals with L = 0 are neglected as their contribution
to the MCA stems from two-ion effects such as anisotropic exchange or dipole-
dipole interactions which is two to three orders of magnitude smaller. In Gd though
these second order effects play an important role as they determine the easy axis
due to lack of 4f orbital momentum. The interaction energy for SOC of a single
atom is given by

ESOC =
(

e

mec

)2 Z

r3L ·S = λSOCL ·S (2.25)

where Z is the atomic number and r the distance of the electron to the core. In a
solid the symmetry of the crystal is usually included using a phenomenological
description where the anisotropy is described in an expansion of the free energy
F using spherical harmonics Y m

l . For a hcp lattice it is convenient to use polar
coordinates [58]:

F (θ, φ) =
∑

l=2,4,6
K0
l (T )Y 0

l (θ, φ) +K6
6(T )[Y 6

6 (θ, φ) + Y −6
6 (θ, φ)] (2.26)

In this formula the strength of the anisotropy is represented by the coefficients Km
l

and the alignment by the normalized spherical harmonics. The uniaxial anisotropy
(i.e. the anisotropy with respect to the c-axis) is described by the terms with m = 0,
thereby an alignment parallel to c is favored if K0

l < 0, otherwise with K0
l > 0 the

anisotropy favors perpendicular alignment. The last term with K6
6 describes the

anisotropy within the basal plane and is proportional to sin6(θ)cos(6φ) reflecting
the hexagonal crystal symmetry.
In Tb bulk samples uniaxial anisotropy dominates with positive K0

2 = 11meV
[41] keeping the easy axis perpendicular to c. The in-plane anisotropy is given by
K6

6 = 0.06meV [59] favoring magnetization along the b axis (values measured at
4K).
In a Gd bulk crystal the situation is different as the easy axis can point out of plane
towards the c direction. The dominating anisotropy coefficients K0

2 = −11µeV and
K0

4 = 9µeV [60] are of the same size, thus Gd bulk samples display a complicated
temperature dependency with the easy axis pointing 45◦ off c at 100K [61]. For
thin Gd films (< 350Å) the magnetic anisotropy is dominated by stray fields and
favors an in-plane magnetization.
Even though Gd and Tb are heavy elements (atomic number 64 and 65) it is
known that SOC is relatively small so that LS coupling is a better approach than
jj coupling [62].
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Dipole-dipole interaction is the cause of the formation of magnetic domains
and shape anisotropy to minimize the stray field. Magnetic domains are to be
expected for thicker films to reduce the emerging field. For thin films however the
low magnetic permeability of vacuum as well as of the tungsten substrate favors
a single magnetic domain with in-plane magnetization. The driving force behind
stray fields are dipole-dipole interactions which can be described by:

E = µ0

4πr3

(
µ1 ·µ2 −

3
r2 (µ1 · r)(µ2 · r)

)
(2.27)

where µ1 and µ2 are the interacting magnetic moments separated by the distance
r. From this we see directly that the dipole-dipole energy is small at the atomic
range if compared to exchange interaction but since it only decays with 1/r3 it
can influence the long range magnetic order as seen, e.g., in thin films.

2.1.3 The Hamiltonian of the Gd and Tb spin system

It is common to use an Heisenberg approach to describe the spin Hamiltonian of
lanthanides such as Gd and Tb. Such a treatment is well justified because of the
localized character of the 4f electrons. As mentioned above inter-atomic exchange
is mediated by the valence electrons, thus the interaction between lattice sites i
and j can be expressed by:

H5d−5d = −1
2
∑
〈ij〉

JijS
5d
i ·S5d

j (2.28)

Where S5d
i is the normalized 5d magnetic moment which represents the itinerant

5d6s spin system in this model and is expressed by a unit vector in the classical
limit. Since we chose a localized spin model the 5d exchange parameter Jij is
constant and calculated to be 5.9meV for Gd [VI]. The inter-atomic exchange
in Tb should be of comparable size because the valence band system is not very
different from Gd.
Analogue the intra-atomic exchange can be expressed by:

H4f−5d = −
∑
i

JintS
5d
i ·S

4f
i (2.29)

The exchange parameter here was calculated to be Jint = 130meV in Gd [23]. This
value could be somehow different in Tb, because of the additional 4f electron. By
adding uniaxial anisotropy, which is normally dominant in a hcp lattice we get
a similar Hamiltonian as used by Wienholdt et al. to describe GdFe compounds
[23]:

H = −1
2
∑
〈ij〉

JijS
5d
i ·S5d

j −
∑
i

JintS
5d
i ·S

4f
i −K0∑

i

(S5d
i )2

z (2.30)

In Ch. 6 we present calculations which are based on this Hamiltonian to explain
the distinct dynamics found in Gd.
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Figure 2.3: Three-temperature model of
magnetism. The three subsystems – electrons,
phonons and magnons – have distinct tempera-
tures which are coupled through the interacting
constants Gep, Gem and Gpm allowing heat trans-
fer. Initially only the electron system is excited
by the laser pulse P (t).

2.2 Theories of ultrafast demagnetization

2.2.1 Three-temperature model

In laser driven magnetization dynamics it is common to describe the sample-system
in terms of three types of quasi-particles first spinless electrons, second phonons,
and third magnons. Each quasi-particle system is denoted to a distinct temperature
(Te, Tp and Tm respectively). Within this model the interaction between the different
heat baths is of interest.
When a metallic sample absorbs an IR laser pulse some electrons are lifted above the
Fermi level. Assuming typical intensities we can neglect multi photon absorption
and the wavelength of the driving laser determines the electrons that can be
excited. In our case only states up to 1.6 eV binding energy are directly perturbed
by the laser pulse. In good approximation the phonon and the magnon systems are
unperturbed by the laser since direct spin flip processes are forbidden with linearly
polarized light4 and our elementary samples lack the electric dipole moment needed
for a direct phonon excitation. Additionally the maximum possible magnon and
phonon energies in Gd and Tb lie well below 30meV [64–67] which is far from
resonance with the laser field.
Immediately after excitation, it takes about 50-100 fs for the electronic system to
equilibrate through electron-electron scattering and establish a defined temperature
Te [68]. At this time the lattice and the spin systems can still be considered cold.
Some authors therefore define an initial state at t0 with Te > Tp = Tm which does
not take the actual absorption process of the pump pulse into account.
Coupling between the different heat baths are now described by a set of three
simple rate equations [2, 4, 69, 70]:

4Zhang and Hübner proposed a direct spin-flip channel via spin orbit coupling in the vicinity
of the laser field to explain ultrafast demagnetization in nickel [5]. Later it was shown by Stamm
et al. [63] that this effect is not responsible for the demagnetization, but a fast spin-lattice
coupling. We believe that such direct spin-flips do not play a significant role in our experiment
as the main magnetic states react not during, but after excitation.
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Ce(Te) ∂tTe = Gep(Tp − Te) +Ges(Tm − Te) + P (t) (2.31)
Cp(Tp) ∂tTp = Gep(Te − Tp) +Gsp(Tm − Tp) (2.32)
Cs(Tm) ∂tTm = Gem(Te − Tm) +Gsp(Tp − Tm) (2.33)

With the laser excitation P (t) and the electron, phonon and magnetic heat capaci-
ties Ce, Cp and Cm. These equations allow energy and momentum transfer which
leads to converging temperatures between the subsystems. The timescale on which
the equilibration takes place is given by the interaction constants Gep, Gem and
Gpm. Since the three-temperature model is phenomenological these constants are
normally free parameters in a fit to the data.

Microscopic three-temperature model (M3TM) In 2010 Koopmans et al.
published an article with a microscopic interpretation of the three-temperature
model [14]. They propose an Elliott-Yafet like spin-flip to be responsible for
ultrafast demagnetization. In this model the spin-flip occurs during electron-
phonon scattering in which angular momentum is transfered from the spin system
to the lattice. It can be shown, that such a process scales with the spin-orbit
coupling of the involved states [15]. Within the M3TM the differential equations
given above are modified to describe the magnetization dynamics. The first two
are now given by:

Ce(Te) ∂tTe = gep(Tp − Te) + ∂z(κ∂zTe) (2.34)
Cp ∂tTp = gep(Te − Tp) (2.35)

The model does not cover the absorption process but starts with the already hot
electrons. Equation 2.34 therefore lacks the term for the laser excitation, instead
a different term is introduced describing heat diffusion of hot electrons into the
substrate (with κ being the thermal conductivity of the electrons). The electron-
phonon coupling gep in this model is now given by microscopic parameters (see
supplementary information of Ref. [14] for details). To describe the spin excitations
they chose a mean-field Weiss model:

∂tm = Rm
Tp
TC

[
1−m coth

(
m
TC
Te

)]
, with m = M(T )

M(0) (2.36)

This has the consequence that the spin specific heat is not taken into account and
thus also missing in Eq. 2.34 and 2.35. Such an approximation is reasonable for 3d
magnets where the magnetic moment per atom is relatively small but invalid for
Gd and Tb where the spin heat capacity exceeds the phonon contribution near
the Curie temperature [71, 72].
The factor R in Eq. 2.36 holds material-specific parameters like the spin-flip
probability asf , the atomic volume Vat, the Debye energy ED, the magnetic moment
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of the atom µat and the Curie temperature TC :

R = 8kBµB
asfgepT

2
CVat

µatE2
D

(2.37)

Within this model it is possible to explain the magnetization dynamics in elementary
3d magnets and the Gd measurements that were published at that time. In Ch. 5
we will see that the M3TM can not solely explain demagnetization dynamics in
Gd and Tb.

Extended three-temperature model (E3TM) In this section we will discuss
an “extended” version of the three-temperature model. It was developed in 2013
by Wienholdt et al. to describe magnetization dynamics in complex spin systems
such as alloys [23]. The advantage of this model is that it can distinguish between
magnetism from different orbitals. We will use it later in Ch. 6 to explain the
unusual dynamics seen in Gd. The spin system in this model is represented by the
Hamiltonian we derived in Eq. 2.30 yielding two separate heat baths consisting of
the 5d and the 4f electons respectively. The rate equations therefore contain the
energy flow into the spin system which is given by the inter-atomic and intra-atomic
exchange.

Ce(Te) ∂tTe = Gep(Tp − Te) + P (z, t) + ∂z(κ∂zTe)− ∂t(Ed + 0.5Eint) (2.38)
Cp(Tp) ∂tTp = Gep(Te − Tp)− 0.5 ∂tEint (2.39)

The last terms in Eq. 2.38 and 2.39 describe the coupling of electrons and phonons
to the spin system. Ed includes the inter-atomic exchange as well as the anisotropy
and couples in this model solely to the electron temperature. This is justified
because the 5d electrons are near the Fermi level and thus directly excited by the
laser pulse. The energy Eint given by the intra-atomic interaction is shared by the
4f and 5d electrons and thus couples to the phonon and the electron temperature.
The excitation by the laser pulse is modeled by P (z, t) assuming an exponential
decay into the bulk. To account for ballistic transport one should use an enhanced
optical absorption depth [68, 73]. Further on it is reasonable to include the substrate
in the calculation of the absorption since our films are only 10 nm thick and only
38% of the IR pump pulse is absorbed in the Gd film. Although the optical
properties of tungsten and Gd are comparable their heat capacity and thus their
equilibrium temperature after excitation differs [71, 74]. It is interesting that,
neglecting the heat capacity of the magnetic system, both materials have similar
heat capacities. This implies that for a slow magnetic response, i.e. a weak coupling
of the 4f spins to the phonon system, the influence of the tungsten substrate should,
at first, be negligible.

2.2.2 Landau-Lifshitz-Gilbert (LLG) equation

To consider Langevin dynamics of spins one often uses the stochastic LLG equation.
It describes the precessional motion of magnetic moments in a solid. These moments
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couple via a phenomenological damping parameter to an effective magnetic field.
This damping is of interest, if the temperature of the spin system is not in
equilibrium with the electron and lattice temperature. In this case the LLG
equation can be used to describe magnetization dynamics. The coupling of the
spins to electron or phonon heat bath determines then the effective magnetic field
and thus the dynamics.
In the following we will derive the LLG equation by starting with the Ehrenfest
theorem. It gives the time derivative of the expectation value for an observable Â:

i~
d 〈Â〉

dt =
〈[
Â, Ĥ

]〉
+
〈
∂tÂ

〉
(2.40)

This can be rewritten for the spin operator ŝ

i~
d 〈ŝ〉

dt =
〈[
ŝ, Ĥ

]〉
(2.41)

For a simple spin system the Hamiltonian can be expressed by Ĥ = −gµb/µs ŝH =∑
i γ/µs ŝiHi where γ is the gyro-magnetic ratio, µs the spin magnetic moment and

H the effective magnetic field. We can now use the permutation [ŝi, ŝj] = i~ εijkŝk
and the fact that [ŝ, H] = 0 to obtain

∑
i

[ŝ, ŝi]Hi = i~

 ŝzHy − ŝyHz

ŝxHz − ŝzHx

ŝyHx − ŝxHy

 = −i~ ŝ×H (2.42)

According to the correspondence principle we use 〈ŝ〉 = S since the expectation
value of observables can be expressed by classical quantities in the macroscopic
limit. This leads to an equation of motion which describes precession of spins.

Ṡ = − γ

µs
S ×H (2.43)

If we consider damping of the spin wave movement we need to introduce an
additional term containing a damping constant α. This term points towards
the magnetic field leading to a realignment. The strength of the damping α
is in principal determined by the number of available magnon decay channels.
Phenomenologically this is expressed by

Ṡ = − γ

µs
S ×H + αS × Ṡ (2.44)

Multiplying both sides of Eq. 2.44 with S× and using the fact that S ⊥ Ṡ and
S2 = 1 we get

S × Ṡ = − γ

µs
S × (S ×H)− αṠ (2.45)
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Figure 2.4: Precession and damping of spin movement as described
by the Landau-Lifshitz-Gilbert equation.

Substituting this into the last term of Eq. 2.44 will result in the famous Landau-
Lifshitz-Gilbert (LLG) equation:

Ṡ = − γ

(1 + α2)µs
S ×H(t)︸ ︷︷ ︸−

αγ

(1 + α2)µs
S × (S ×H(t))︸ ︷︷ ︸ (2.46)

precession relaxation

This equation describes the precession and the relaxation of spin wave excitations.
Note that in our case the magnetic field is time-dependent. It can be calculated by
the formula

H(t) = −∂H
∂S

+ ζ(t) (2.47)

if the Hamiltonian of the system is known. Thermal fluctuations in the spin system,
like the ones calculated by the E3TM, can be taken into account through the
inclusion of a white noise term ζ(t) which obeys the following equations [75]:

〈ζ(t)〉 = 0, and 〈ζi(t)ζj(t′)〉 = 2αµS
kBT

γ
δijδ(t− t′) (2.48)

With this approach, i.e. with the ab initio calculation of the spin system Hamilto-
nian in combination with a phenomenological damping, it is possible to describe
magnetization dynamics on a semi-microscopical level.
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Chapter 3

Experimental methods

3.1 High-order harmonic generation (HHG)

If laser fields with an intensity higher than 1014 W/cm2 are applied to a gas it
is possible that radiation is emitted with a frequency that is a multiple of the
fundamental. These generated high harmonics have comparable properties as the
driving laser. The spatial and temporal coherence are of the same scale, but the
pulse length is much shorter [76]. The direction of propagation is that of the driving
laser and the divergence can even surpass the original one [77]. For reasons of
symmetry only odd multiples of the laser frequency can be generated in an atomic
gas (inversion symmetry of the scattering atom). This follows directly from the
Fourier transformed autocorrelation function of the atomic induced dipole moment
[78]. The high harmonic spectrum has an universal shape with a long plateau where
harmonics can be generated with comparable intensities. The observed intensity
difference of the harmonics within the plateau is the result of macroscopic phase
matching. The plateau ends with a sharp cut-off at a system-dependent energy
(see Fig. 3.1).

3.1.1 Semiclassical approach

The semiclassical approach leads to the three-step model, which divides the problem
in three independently treatable steps [79] (see Fig. 3.2). The first step describes
the ionization of the atom: the incoming laser field distorts the Coulomb potential
of the core and the electron is able to tunnel into the continuum.
In the second step the electron will be accelerated by the driving laser field and
the effect of the ion potential can be neglected due to the high field of the driving
laser. In this step the path of the electron is calculated classically. When the field
changes its sign the electron trajectory can cross the position of the ion again and
be absorbed by emitting a photon of the energy

En = Ekin + I0 (3.1)

where I0 is the ionization energy and Ekin the current kinetic energy with respect
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Figure 3.1: Schematic illustration of a typical high harmonic spectrum. The
spectrum starts with the perturbative region in which the intensity of the created
harmonics decrease at higher order till the begin of a plateau where the intensity
of the harmonics are the same. The plateau ends with a sharp intensity drop at
the cut-off energy. The generated harmonics depend on the phase matching which
is illustrated here for optimized intensity at the 19th harmonic.

to the atom. This simple model leads to useful results. It explains the characteristic
shape of the harmonic spectra produced by a IR laser (i.e. Ti:sapphire laser at
800 nm) and the empirical cut-off law, which will be shown below.

Step 1: Ionization

The ionization process in an applied external field is described by the adiabatic
tunneling parameter γ. It was introduced by Keldysh in 1965 [80].

γ = ω

√
2meI0

eE0
= ω

(
I0

eE0

)
2
(√

me

2I0

)
(3.2)

With the electron mass me, its charge1 e, the external field E0 and the laser
frequency ω. I0 is still the ionization energy. The significance of the parameter γ
is in the classical interpretation of its terms [81]. The first term in Eq. 3.2 can be
interpreted as a tunneling barrier with a width of l = I0/eE0. The second term
leads to an electron velocity of v =

√
2I0/me, since I0 corresponds to the classical

kinetic energy of the electron. With the introduction of a tunneling frequency
ωt = v/(2l) Eq. 3.2 reads:

γ = 2ω l
v

= ω

ωt
(3.3)

For γ � 1 the tunneling frequency is much higher than the laser frequency
and the electron has enough time to tunnel trough the potential barrier during
one laser cycle. Therefore γ � 1 is called the tunneling regime. For γ � 1 the
duration of one laser cycle is too short for a reasonable tunneling probability and
multiphoton ionization effects dominate. These electrons are lost for a coherent
HHG process, because they already start with a kinetic energy of Ekin = n~ω − I0
in the continuum and therefore have uncorrelated initial conditions.

1Here e is the electron charge, note that some textbooks use e as elementary charge, which
can lead to confusions concerning the sign in formulas.
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Figure 3.2: Coulomb potential of the ion with the ionization energy I0 for different
laser intensities at the time of the maximum electric field E0. The blue line
corresponds to the unperturbed core potential. The green line illustrates barrier
suppression ionization and the red one shows a tunnel ionization process, a condition
in which most high harmonics are generated. Step 1©: Ionization of the atom via
tunneling. Step 2©: Acceleration of the electron in the field of the driving laser.
Step 3©: Recombination of the electron and emission of bremsstrahlung-like (high
harmonic) radiation.

Step 2: Acceleration

Classically the free electron in the laser field can be described as a charged point
particle in an electromagnetic field. With this simple treatment we can predict
many measurable features of the HHG process. It is identical to the zero order
quantum-mechanical treatment which describes the center of mass of the electron
wave. The laser field is simplified to E = E0 cos(ωt). This is a good approximation,
because the generation interval of a high harmonic photon is short compared to
the pulse length of the driving laser which can therefore be described as a true
monochromatic wave (see Fig. 3.3). As a further approximation the electron spin
and the magnetic component of the laser field is neglected. With F = ma = eE
the equations of motion become:

ẍ = eE0

me

cos(ωt) (3.4)

ẋ = eE0

meω
[sin(ωt)− sin(ωt0)] (3.5)

x = eE0

meω2 [cos(ωt0)− cos(ωt) + (t0 − t)ω sin(ωt0)] (3.6)

Step 3: Recombination

To reproduce the cut-off law we have to calculate the maximum kinetic energy the
electron can gain from the laser field to generate high harmonics. It is crucial for



26 3.1 High-order harmonic generation (HHG)

0.5 1.0 1.5 2.0

3

2

1

1

2

3

Time / fs

E0 cos(ωt)/normalized

Ekin/Up

rel−ion/a.u.A
m
pl
itu

de

Figure 3.3: Development of the classical electron movement for the highest
possible harmonic of an 800 nm driving laser. The red curve corresponds to the
field of the laser at the position of the electron. The blue curve shows the distance
between the electron and the ion with the green curve following its kinetic energy.
To get the highest harmonic the laser field has to have a phase shift of 0.1π at the
“birth” of the electron (cf. Ref. [82]).
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Figure 3.4: Equation 3.6 plotted as a contour map. Of interest are the zero-lines;
there the conditions for recombination are satisfied. On the right only those points
(with x(t0) = x(t)) are plotted and the y-axis is transformed to neglect trivial
solutions like t0 = t (red line).
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Figure 3.5: The kinetic energy of the electron in terms of recombination for
different time pairs z = ω(t0 − t). The maximum of about 3.17Up is at z ≈ 4.086,
corresponding to a recombination time of ∆t = 1.74 fs for a 800 nm driving laser.

the HHG process that the electron recombines with its parent ion because only
then it can contribute to a high order laser-like pulse. If the electron recombines
with another ion the emitted photon will have an independent phase and direction
and is therefore lost to the coherent process. For recombination the electron has to
be close to the parent ion. To find the time pairs (t0 ionization, t recombination)
which satisfy this restrictive condition (x(t0) = x(t) = 0) we use Eq. 3.6, as shown
in Fig. 3.4.
With the transformation ωt = ωt0 − z in Eq. 3.6 we obtain a solution for ωt0:

ωt0 = arccos
− |z − sin(z)|√

2 + z2 − 2 cos(z)− 2z sin(z)

 (3.7)

With this restriction the kinetic energy can be calculated from Eq. 3.5. Its maximum
should give us the empiric cut-off law Emax ≈ 3Up + I0 [79]. Up refers to the
pondermotive potential, and is defined as:

Up = e2E2
0

4meω2 or Up = e2A2
0

4mec2 (3.8)

It may seem surprising at first that the pondermotive potential is not zero, after
all we assume a homogeneously alternating laser field. The reason for this is the
short time between ionization and recombination. This lifetime of the free electron
is, in general, shorter than one full laser cycle 1/ω. If the electron survives exactly
one or a multiple of the full cycle the pondermotive potential vanishes. The kinetic
energy of the returning electron can be rewritten:

Ekin = 1
2mv

2 = 2Up [sin(ωt)− sin(ωt0)]2

= 2Up [sin(ωt0 − z)− sin(ωt0)]2 (3.9)

Insertion of Eq. 3.7 gives us only solutions which satisfy the condition of recombi-
nation, as shown in Fig. 3.5. With this simple model we can verify the cut-off law.
The highest possible harmonic can withdraw 3.17Up from the laser field plus the
ionization energy of the atom, giving:

Emax = 3.17Up + I0 (3.10)
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3.2 Angle-resolved photoelectron spectroscopy

The story of photoelectron spectroscopy started at the end of the 19th century,
when Heinrich Hertz and Wilhelm Hallwachs discovered that a metal if exposed
to ultraviolet light looses charge [83, 84]. Following experiments showed that this
was done by emission of electrons and the kinetic energy of these photoelectrons
depend solely on the wavelength of the light and not on its intensity [85]. This so
called photoelectric effect was soon explained by Albert Einstein who continued
the work of Max Planck on black body radiation, postulating that light always
consists of quantized and localized entities who are indivisible and can thus only
be absorbed as a whole [86]2. These quanta of light, called photons have a discrete
energy of Eph = ~ω with ~ being the reduced Planck constant and ω the angular
frequency of the light. If an bound electron absorbs such a photon it can escape
the attractive potential of the atom leaving the solid with an distinct kinetic
energy which is related to its binding strength, making it possible to measure the
energy levels of electrons in atoms molecules and solids. Einstein showed that the
maximum kinetic energy of the photoelectrons are given by

Ekin,max = ~ω − Φ (3.11)

with Φ the surface potential or work function, a characteristic constant for the
illuminated surface of a material.
Since then, photoemission spectroscopy has proven to be a powerful tool for
the investigation of electronic properties of solids. It has greatly developed from
normal emission binding energy measurements in the 1960s to high resolution
full k-space measurements with third generation synchrotron sources (see Ref.
[87] and references therein). A big step in this development was the commercial
availability of angle resolving hemispherical analyzers. With full knowledge of
the energetic band structure it was possible to examine quasiparticle interactions
through their kink-like signatures in the band dispersion near the Fermi level [88].
At the same time spin detectors were combined with energy and angular resolution
to obtain knowledge of exchange-split band structures and Fermi surfaces. With
this full set of measured quantities, one important piece of information left is the
dynamical behavior of the solid upon perturbation, which is especially interesting
for correlated materials such as ferromagnets, superconductors, charge-density-wave
systems, topological insulators, or heavy fermion systems. To cover quasiparticle
interactions in the time domain it is desirable to operate on the sub-picosecond
timescale. In recent years this challenge has been tackled by several complementary
methods including measurements with free electron laser sources, femtosecond
beam slicing with conventional synchrotron sources, and the table top approach
using a femtosecond laser-based monochromatized high-order harmonic light source,
as presented in this thesis.
Let us briefly recall the theoretical basics of photoelectron spectroscopy. If a solid
absorbs a photon with an energy ~ω that is higher than its surface potential Φ, it

2Einstein was awarded with the Nobel prize in 1921 for this work.
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Figure 3.6: Schematic illustration of the photoemission process in the
case of normal emission. The reduced zone scheme in the middle shows the
possible transitions 〈f |H�ω |i〉 in the crystal for a given photon �ω as described by
Fermis golden rule. The negligible photon momentum leads to vertical transitions
ki = kf . To overcome the crystal potential the final state |f〉 has to be above the
vacuum level Evac. As shown on the left, the kinetic energy of the photoelectrons is
defined by the joint density of states (JDOS) between |i〉 and |f〉, which prevents
a direct determination of |i〉 by the measurement. After leaving the crystal surface
the electrons can be treated as free particles and obey E = �2k2

2m as shown on the
right.

is possible that an electron will leave the solid with a kinetic energy of:

Ekin = �ω − Eb − Φ (3.12)

Where Eb is the binding energy of the electron3 and the work function is defined
as the difference between the vacuum energy4 Evac and the Fermi energy5 EF . The
emission angle and kinetic energy of the photoelectron can now be measured.
It is practical to divide the photoemission process into several steps. First the
absorption of the photon with the initial- final state transition of the electron.
Second the transmission of the electron to the surface and the refraction into the
vacuum. And third the detection of the electron.

First step: absorption Let us consider a crystal in which the photon is absorbed.
An electron is then excited from its initial state |i〉 to an unoccupied final state |f〉.

3Eb is usually described in the one electron approximation. This approximation is suitable
for weakly bound electrons, it neglects chemical shifts, relaxation transitions and the energy
difference due to the remaining photo-hole.

4The vacuum energy marks the barrier between bound and unbound states.
5The Fermi energy is the energy of the highest occupied state in a metal at 0K.
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Figure 3.7: Refraction of a photoelectron
through the surface. The wave vectors of the elec-
tron are displayed. kin corresponds to the excited
electron in the sample and kex to the free electron
after it left the surface. k‖ is to a good approxima-
tion conserved but k⊥ is reduced by the surface
potential Φ.

Both initial and final state have to fulfill Blochs theorem i.e. their eigenstates have
a basis of wave functions of the form Ψ(r) = eikru(r) i.e. a plane wave multiplied
by a lattice periodic function u(r). During this process energy and momentum are
conserved (no other scattering partner are involved and the electron absorbs the
whole photon energy). Thereby the momentum of the photon can be neglected
since its contribution is very small6 and we have free choice of the direction of
incidence for the photons. This leads to a vertical transition in the reduced zone
scheme (see Fig. 3.6) which implies that the electron wave vector stays the same
with the possible exchange of a multiple of the reciprocal lattice vector G. It is
therefore kf = ki + aG with a ∈ Z. For a = 0 the excitation is within the first
Brillouin zone. The transition |i〉 → |f〉 is formally described by Fermis golden
rule7:

Wif = 1
h
|〈f |H�ω |i〉|2 δ (Ef − Ei − �ω) (3.13)

with the transition probabilityWif and the perturbation Hamiltonian H�ω. Fermi’s
golden rule provides the conservation of energy by the δ distribution for t→∞.
The density of the electrons in the final state |f〉 is given by:

If (Ef , �ω) ∼
∑
f,i,G

|Mfi|2 · n̄(Ei) · δ (Ef − Ei − �ω) δ (kf − ki − aG) (3.14)

with the transition matrixMfi = 〈f |H |i〉 and the occupation of the initial state
given by the Fermi Dirac distribution n̄(Ei). Electrons in a final state with k⊥ > 0
will propagate towards the surface which brings us to step two.

Second step: transmission The excited electron now propagates through the
crystal and can undergo scattering events. The mean free path thereby is strongly
correlated with the kinetic energy of the final state leading to an universal curve

6A 36 eV photon has a wave vector of only 0.018Å−1.
7Fermis golden rule was derived by Paul Dirac and Gregor Wentzel in 1927 [89, 90]. Fermi

included it in his 1950 textbook about nuclear physics as Golden Rule No. 2 making it famous
[91].
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Figure 3.8: A schematic of the photoemission process. An electron with the
binding energy Eb absorbs a photon and leaves the solid with the kinetic energy
Ekin = ~ω − Eb − Φ. Due to the different potentials at the sample and analyzer,
the electron has to overcome an electric field to be detected with the kinetic energy
of E ′kin = ~ω − Eb − (Φa + Φret).

which applies for all metals [92, 93]. The processes which restricts the path length in
photoemission from single-crystalline metals is mainly electron-plasmon scattering
[94]. With the photon energies used in this work (34 - 41 eV) we only probe the
first 2 - 3 monolayers allowing the study of surface and bulk states.
When an electron reaches the surface it has to overcome the crystal potential Φ
which results in a refraction of the electron wave at the crystal vacuum interface.
We thus have to find a relation between the final state wave vector in the crystal
kin and the vacuum wave vector kex outside the sample in order to reconstruct
the band structure. We know that the component of the wave vector which is
parallel to the surface is only altered by the reciprocal lattice vector which describes
diffraction at the surface kin,‖ = kex,‖ + aG‖. At zeroth diffraction order we have
a = 0 and kin,‖ = kex,‖ = k‖. In contrast the component perpendicular to the
surface changes considerably, because the electron is refracted by the surface
potential Φ; see Fig. 3.7. For a free electron we know the dispersion relation:

Ekin = ~2k2
ex

2me

= ~2

2me

(
k2
‖ + k2

ex,⊥

)
(3.15)

and can now, with the information of the emission angle, determine the components
of the wave vector kex:

k‖ = sin(Θ) ·
√

2me

~2 ·Ekin (3.16)

Third step: detection The measured kinetic energy of the electrons depend in
general on the photon energy, the binding energy, and the work functions of the
sample and the analyzer as illustrated in Fig. 3.8. If we keep the wavelength of the
incoming photons constant and neglect matrix element effects then the measured
photoemission spectrum will be proportional to the joint density of states (JDOS).
The left side of Fig. 3.6 illustrates this. To get the density of only occupied states
one needs to vary the photon energy for a fixed measured electron energy. This
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way the final state |f〉 stays the same and the photon energy scans the initial state
|i〉.8

In our experiment we have to choose a photon energy of about 36 eV to probe the
∆2-like bands at the Γ2-point in the fourth Brillouin zone (cf. Fig. 1.1)

3.3 Magnetic linear dichroism

In the literature magnetic dichroism (MD) designate effects, where the interplay
of light and matter depends on the magnetization. An important factor in MD
is the measurement geometry and the polarization of the light. In the past a
variety of methods have been suggested and used to measure MD [62, 95–97].
In general MD can exist if there is no space-symmetry operation which reverses
the magnetization without changing the system otherwise [62]. The geometry
specifies the kind of dichroism that one can expect to see, e.g. dichroism that is
sensitive to unidirectional (Fig. 3.9 d - f) or uniaxial (Fig. 3.9 g) magnetic order.
Despite this difference MD can be caused by two different physical effects. The
first is called atomic dichroism and stems from the interference of electron waves
with different symmetry which are emitted from the same atom. The second is
diffraction dichroism and has its origin in the interference of the emitted electron
wave that scattered on the atomic potentials of the different lattice sites. To avoid
confusion we give an overview over the most common methods and geometries to
measure MD:
MCD - In magnetic circular dichroism the photoelectron spectrum of magnetic
states are measured using light with circular polarization (Fig. 3.9 e). Magnetic
contrast is achieved by changing either the circularity of the light or the magneti-
zation direction. The best geometry for MCD is coplanar with the magnetization
(anti-)parallel to the propagation direction of the incident light. In MCD one
measures photoelectrons from magnetic states.
XMCD - X-ray magnetic circular dichroism is based on the same physical prin-
ciples as MCD, using higher photon energies. To obtain XMCD one does not
necessarily need to detect the photoelectrons or the corresponding sample current,
but can instead measure the absorption or reflectivity of the sample. By choosing
this approach one avoids the influence of space charge on the signal which is
especially critical in time-resolved measurements. To measure the magnetization
with XMCD one needs to tune the photon energy over the absorption edges of a
magnetic transition, i.e. normally the transition from an occupied unpolarized to
an unoccupied spin-polarized state. The advantages of this method are that one
does not need an electron energy analyzer and that the sample does not have to be
single crystalline. A comprehensive article about XMCD can be found in Ref. [98].
MLD - In magnetic linear dichroism one usually uses p-polarized light to measure
the dichroism. The MLD-signal is then obtained by changing the magnetization
direction. Valid MLD geometries have to be chiral but are not allowed to be

8Analogue, the DOS for unoccupied states can be measured with simultaneous variation of
~ω and Ekin by the same amount.
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completely orthogonal. Fig. 3.9 d shows such a geometry. In earlier publications the
term MLD was only used to describe the asymmetry between s- and p-polarized
light, a geometry which is identical to Fig. 3.9 g and does not depend on the
angle θ. This particular geometry is sensitive to the general spin alignment and
can be used to measure uniaxial samples, that includes also samples without net
magnetization such as, e.g., antiferromagnets. The geometry in Fig. 3.9 d on the
other hand requires unidirectional magnetic systems (ferro- or ferrimagnets). It is
sensitive to the net magnetization along the specified direction and depends on
the angle θ. As a consequence this geometry was called MLDAD instead, which
stands for magnetic linear dichroism in the angular dependence [97]. Nowadays
the term MLD is commonly used for both cases, and the experimental geometry is
typically specified in a figure; as we will do throughout this thesis. MLD can also
be measured with unpolarized light, as it is a combination of s- and p-polarized
light. The photoelectrons from the s-component do not contribute to the MLD
signal because such an excitation process is invariant under magnetization reversal
(see Fig 3.9 g compared with d and f), and since the absorption is usually less for
s-polarized light, the MLD signal is similar to measurements with solely p-polarized
light.
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Figure 3.9: Common measurement geometries of atomic dichroism for
an in-plane magnetized sample. The first row shows geometries to measure
the nonmagnetic spectrum I0 for the respective light polarizations. Bold arrows
show the magnetization direction where double arrows (⇔) indicate that the
spectrum is independent on the sign of M . The second row shows geomeries for
b + x = odd. The normalized difference of the “blue” and “red” measurement
give (linear combinations) of the fundamental spectra Ix. In the case of even
wave emission ( b = 0,2,4 ) the geometries d) - f) allow the measurement of odd
fundamental spectra which reflect the orientation of the magnetic moment and
are proportional to the magnetization. In that case the geometry g) probes even
fundamental spectra which reflects general spin ordering. Note that g) is measured
with s-polarized light and the two geometries are invariant under magnetization
reversal. In fact from a) and c) follows that the “red” geometry in g) gives the
isotropic spectrum I0. To measure the MCD of e) one can also change the circularity
of the light instead of the magnetization direction. For maximum MCD the angle
between the incident light and the magnetization direction should be small. For
maximum MLD in the geometry d) the angle θ should be 45 o.
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3.3.1 Atomic dichroism

In this section we want to have a look at the origin of atomic dichroism using a
theory developed by Thole and van der Laan in a series of publications [99–102]9.
Our goal is to investigate the special case of Gd 4f MLD in chiral measurement
geometry10. A rigid calculation of atomic dichroism is quite tedious. We therefore
are going to restrict ourselves to a brief introduction and a qualitative analysis of
the outcome following the above mentioned publications together with Ref. [62] and
[103]. Thole and van der Laan give a general expression for the angular-dependent
photoemission intensity:

Ja(P ,k,M ) = 1
4π

∑
x

Ix
∑
b

Uabx(P ,k,M ) ·
∑
c c′
Acc

′

abxR
cRc′ei(δc−δc′ ) (3.17)

where Rc is a radial dipole matrix element of the continuum final state with
momentum c = l±1. The phase difference of the two final state channels c and c′ is
given in the last term; Acc′abx is a numerical factor. The fundamental spectra Ix are
thereby linear combinations of the primitive spectra [100] and give the probability
of removing an electron with orbital momentum x. Within the framework of a
multipole expansion x ranges from 0 to 2l (in Gd x=0,1,...,6). x is also equal to
the number of nodes in the corresponding fundamental spectra (cf. Fig. 3.10 c).
Odd values of x stand for antisymmetric and even values for symmetric linear
combinations. The different Ix are specified as: the isotropic spectrum I0, the
dipole or orbital spectrum I1, the anisotropic or quadrupole I2, octupole I3, and
so on11. Uabx comprises a combination of spherical harmonics and describes the
angular interaction of the different momenta (P ,k, and M) represented by the
indices abx which stand for a: the polarization of the light (with a = 0, 1, 2 for
un-, circular-, and linear- polarized light, respectively), b: the momentum of the
emission wave, i.e. its angular distribution with b = 0, 1, 2, ... for s, p, d, ... wave
emission, and x: the above introduced moment from the atomic shell. In detail
Uabx is defined as:

Uabx =
∑
αβξ

n−1
abx

(
a b x
−α −β −ξ

)
Yαa (P )Yβb (k)Yξx(M ) (3.18)

with Yml being normalized spherical harmonics, and nabx an additional normaliza-
tion factor (see [101] for details).
Let us consider the case of Gd where Russell-Saunders coupling is a good description
[64]. The 4f ground state is denoted as 8S7/2 with L = ∑

i li = 0 and S = ∑
i si = 7/2

we get a total momentum J = S + L of 7/2. In the final state only 6 electrons are
left in the 4f shell giving rise to only one possible configuration with L′ = 3 and
S ′ = 3. The distribution of the emitted electron wave has a symmetry depending
on the angular momentum difference from initial to final state. Simplified, the

9Especially noteworthy is the 1995 article by van der Laan [102].
10i.e. the polarization of the incidence light P and the electron emission vector k are coplanar

and perpendicular to the magnetization direction M as shown in Fig. 3.9 d and 3.10 a.
11Note that the index convention is adopted from [101, 102] and differs slightly from earlier

publications.
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emitted continuum waves c can be expressed through c = |L− L′| ± lph with lph
being the momentum of the absorbed photon. We have therefore two allowed
emission channels with c = 3± 1 = 2, 4. Analogue to the atomic orbital notation
they are called d-wave and g-wave emission as mentioned above. We can now
specify Eq. 3.17 with a = 2; b = 2, 4; c = 2, 4; c′ = 2, 4 and the convenient notation
RcRc′ei(δc−δc′ ) = Rcc′ :

4πJMLD =
∑
x=odd

Ix[A22
22xU

22xR22 + U22xA24
22xR

24 + U22xA44
22xR

44

+ U24xA22
24xR

22 + U24xA24
24xR

24 + U24xA44
24xR

44] (3.19)
Atomic dichroism is caused by interference of different waves, thus we neglect terms
with c = c′. The summation is only over odd values of x since the Iodd represent
the antisymmetric linear combinations of the primitive spectra that define the
MLD signal (a+ b+ x needs to be odd in a chiral geometry [101]). In addition b
has to be in the range of |a− x| , ..., a+x to obey angular momentum conservation
[102], nullifying functions like U241. Using the values for Acc′abx given in [101] we
get:

4πJMLD = I1 45
14 U

221R2R4 sin δ

+ I3
(
−5

6U
223 − 2

3U
243
)
R2R4 sin δ

+ I5
(
− 3

14U
245 − 13

42U
265
)
R2R4 sin δ (3.20)

Explicit calculation of the angular functions Uabx yield a simple expression [62]:

JMLD = − 1
4π

(27
14I

1 + 3
4I

3 + 15
112I

5
)
R2R4 sin(δ) sin(2α) (3.21)

with δ being the phase difference between c and c′. The overall signal scales with
sin(2α) with α being the angle between k and P . From this it follows that the MLD
signal vanishes for a completely orthogonal geometry and is best for α = 45◦. It
further follows from Eq. 3.21 that for the case considered here, i.e. for chiral MLD
(k × P ‖M), the relative intensities of the magnetic fundamental spectra are not
angular-dependent and have always an I1 contribution of 70% in the Gd 4f MLD
spectrum. It can be shown that I1 is directly proportional to the magnetization
[62], and as a consequence of Eq. 3.17 all Ix with x =odd are proportional as well
(in the case of Gd this is directly obvious from Eq. 3.21). We will therefore call
the spectrum obtained by a chiral MLD measurement (or a coplanar MCD) the
magnetic spectrum.
Sometimes the spectrum I1 is called MCD and I2 MLD; this terminology should
be avoided since it is only true for photoemission from the p-shell (c = 0, 2) in a
coplanar geometry (Fig. 3.9 e and g). In this particular case MCD measures only I1

and MLD only I2. In general, observation of the spectra I2,4,... requires splitting of
the different orbital components |ml| which is, in absence of an electrostatic field, a
measure of the general spin alignment along the direction specified by the geometry
[102]. Note that spin alignment can persist even if there is no net magnetization
as, e.g. in the case of antiferromagnetism. In contrast the odd spectra measure the
orientation of the spins, i.e. the magnetization as mentioned above.
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Figure 3.10: (a) Chiral geometry used for MLD. The light polarization P and the
electron emission vector k are coplanar with respect to each other and perpendicular
to the magnetization M . Note that k and P are not allowed to be perpendicular
to measure MLD. (b) Calculated radial transition matrix elements of the Gd 4f
state from Ref. [62] using a Hartree-Fock approach [104]. At our photon energies
the f → g transition described by R44 dominates over f → d (R22). The solid
line at 36.8 eV marks the photon energy used in Ch. 6 where the ratio of g- vs
d-wave excitation is 8:1. At that energy atomic dichroism stems mainly from the
sine component of the d- and g-wave interference (green dots). δ denotes the phase
difference between R2 and R4. (c) The most intense fundamental spectra of the
Gd 7FJ photoemission multiplet consisting of the isotropic spectrum I0 the dipole
spectrum I1 and the octupole spectrum I3, from Ref. [62].
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3.3.2 Diffraction dichroism
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Figure 3.11: High symmetry planes for diffraction dichroism. The hcp
Bravais lattice of Gd and Tb allows for electron emission in two high symmetry
planes, one along the a- and one along the b-axis. The unit cells of these planes are
marked in red and blue respectively. The detected electrons in the red plane show
strong diffraction dichroism with a high angular symmetry [105]. The detected
electrons in the blue plane show only moderate diffraction dichroism with an
angular dependence that is determined by α and β.

Besides the above discussed atomic origin, magnetic dichroism can also occur
due to scattering of photoelectrons with the lattice potential on their way to
the surface [106]. The MLD signal then originates from interference of identical
electron waves scattering from different lattice sites. That is why, unlike atomic
dichroism, diffraction depends strongly on the emission angle and can even, in
some circumstances, overcome the atomic part. In fact from the calculation in
Fig. 3.10 (b) we can expect diffraction of g-wave emission (R44) to determine the
whole MLD signal. This calculation was confirmed by measurements of Krupin
who reported dominating diffraction dichroism in Gd MLD using 60 eV photons
[105]. In close agreement with the theoretical ratio diff./at. of 5/1 at this photon
energy, he measured 4/1.
There are some notably differences between our setup and the one used by Krupin.
Except the lower photon energy (≈ 36 eV vs 60 eV), we measure along the Γ -M
crystal plane whereas Krupin measured along Γ - K (see Fig. 3.11). This results in
a different symmetry, while in the Krupin setup the dominant diffraction leads
to a sign reversal when scanning from positive to negative angles, we only see a
moderate modulation of the dichroism signal due to diffraction.
Figure 3.12 shows the angular dependence of MLD in Gd along Γ -M. The signal
keeps its sign but is weaker at higher emission angles. A quantitative analysis
is given in Fig. 3.13 where the integral of the MLD signal is plotted. The graph
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shown on the left. The dispersing 5d6s bands on the right are exchange split into
majority ↑ and minority ↓ component.

shows the angular dependence of gadolinium and terbium which is sine-like in
both cases and can phenomenologically be described by the superposition of two
curves depending on the dominant angles α and β as defined in Fig. 3.11

A1 sin
(
γ + φ

α

)
+ A2 sin

(
γ + φ

β

)
+ Iat. (3.22)

where γ is the emission angle, φ an arbitrary phase shift and Iat. the atomic
contribution which is angle independent. The solid lines in Fig. 3.13 are fits from
this model. In Gd the fit reflects the theoretical angles (α = 13.5◦, β = 25.7◦)
with α = 13◦ and β = 28◦ reasonably well. In Tb only the fitted α is with 13◦ as
expected12 but β is with 54◦ twice as big as expected. Another difference is the
ratio A2/A1 which is two for Gd and one for Tb.
From the fitted values of A1, A2 and Iat. we can estimate the contribution of
diffraction dichroism. In Gd the ratio (A1 + A2)/Iat. is with 3/5 twice as big as
in Tb with 3/10 but in both cases atomic dichroism dominates. This is contrary

12The theoretical values for Tb are basically the same as for Gd: αGd = 13.5◦, αT b = 13.6◦,
βGd = 25.7◦ and βT b = 25.8◦.
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Tb. Diffraction dichroism leads to an γ - dependent modulation of the MLD signal.
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to the aforementioned calculation from Starke [62], shown in Fig. 3.10 (b) which
would suggest dominating diffraction at our photon energies. These calculations
are confirmed by experiments from Krupin [105] who measured along the Γ -K
direction. We can therefore conclude that the chosen crystal plane in our setup
seems to suppress diffraction dichroism. For an in-depth investigation of this matter,
simulations of multiple electron scattering (as e.g., in [107]) with the additional
inclusion of multiplet calculations are needed.
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Chapter 4

Setup and sample preparation

4.1 Instrumental setup

This section is an adaption of the author’s work “A high-order harmonic generation
apparatus for time- and angle-resolved photoelectron spectroscopy” published in
Review of Scientific Instruments 84, 075106 (2013) [III]. Note that the beamline
design describes work done by the co-authors of that paper, O. Schwarzkopf and P.
Wernet. The section about space charge is revised and significantly extended.
With the increasing availability of reliable femtosecond lasers, HHG has developed
into a versatile source of XUV radiation. In addition, high-order harmonic radiation
retains many desirable properties of the laser used to generate it. For use as
a spectroscopic light source, the most important of these are the spatial and
temporal coherence, which lead respectively to the formation of a collimated beam
of femtosecond XUV pulses.
Most high-order harmonic generation experiments are used for their femtosecond
time resolution to investigate electron dynamics in atoms and molecules in the
gas phase [108]. In contrast only a few experiments have been optimized for the
investigation of dynamics in solids [109, 110], and only some of those look at
transient band structures [111–115]. Our objective is to combine the power of
ARPES with the fs time resolution and extreme-ultraviolet (XUV) photon energies
available through HHG, the latter allowing access to high electron momenta to
probe the whole Brillouin zone. Photoelectrons generated at these photon energies
have mean free paths in the material of only a few Ångstrom, so this technique
is inherently surface sensitive and probes the first few sub-surface layers to yield
information on the bulk band-structure. Since the native bandwidth of even a
single harmonic generated by a 40 fs near-infrared laser pulse is on the order of
0.25 - 0.5 eV [116], it is desirable to select a fraction of the bandwidth. To this end
we have designed and built a monochromator beamline delivering a bandwidth
as small as 90meV at 35.6 eV, while maintaining an overall time resolution better
than 150 fs and sufficient photon flux for reasonable measurement times.
Apparatuses for time-resolved photoemission studies at surfaces have been pre-
sented by several authors with distinct objectives. The main differences between



42 4.1 Instrumental setup

the setups are the repetition rate of the laser and the photon-energy selection,
which is the primary focus of this section. Currently there are several different
approaches for wavelength selection, most common are single grating [116–118]
and double grating [112, 119, 120] monochromators. Generally single grating ar-
rangements have a higher transmission while double grating arrangements deliver
shorter pulses by compensating the tilt of the wave front incurred by diffraction
from a single grating. Both approaches can be modified to make use of conical
diffraction to achieve higher transmission [121, 122]. An alternative approach is
to employ multilayer mirrors whose coating is tailored to reflect a fixed single
harmonic from the frequency comb delivered in HHG [114, 123, 124], or to select a
broad bandwith close to the high-energy cutoff for attosecond spectroscopy [111].

4.1.1 Beamline design

Our approach seeks a compromise between energy and time resolution, while
maintaining flexibility (i.e. wavelength tuneability), a high optical throughput and
reduced optical complexity. We therefore opted for a design based on a single-
grating monochromator, with the grating mounted conventionally. Since the overall
energy resolution of a monochromator is partially determined by the convolution of
the input and output slits, it is desirable to have a mirror between the XUV source
and the entrance slit of the monochromator to focus the XUV on the entrance
slit. Otherwise the HHG source is effectively the entrance slit, and increasing
the resolution by reducing its size (by making the IR focus smaller) may have
undesirable consequences for HHG efficiency. Therefore, we included a mirror
before and after the monochromator. To obtain a high reflectivity, the mirrors and
grating are designed for grazing incidence and are therefore toroidal. Our design
also makes use of extensive differential pumping along the length of the beamline.
From 10−3 mbar at the HHG source, a pressure of better than 3 · 10−11 mbar
can be maintained indefinitely in the photoemission chamber, allowing for long
measurement times without sample degradation.
To reach the desired performance, the optical design was optimized by modeling
and ray tracing. The results are shown in Fig. 4.1. An overview of the apparatus
is depicted in Fig. 4.2. The overall efficiency of the beamline was obtained with
the REFLEC code [125], taking into account the incidence angles and the micro-
roughness of the optical surfaces, as well as the specified shape of the grating
profile (Fig. 4.1). Geometrical effects (e.g., losses at the slits) and the transmission
of the IR filtering aluminium foil are not included. An efficiency of 10 % or better
could be achieved over the whole energy range. Starting with a 1.5mJ IR pulse
(~ω = 1.6 eV) at a pulse repetition rate of 10 kHz we obtain 1010 to 1011 photons/s
in a single harmonic. The spot size at the sample position has a FWHM diameter
of about 130µm.
Simulations using the RAY code [126] yielded the spectral and temporal widths
of the transmitted harmonic pulses as shown in Fig. 4.1 (b) and (c). They where
obtained by end-to-end simulations of trajectories originating from a model of the
HHG source. The spectral width in Fig. 4.1 (b) includes both the monochromator
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Figure 4.1: Calculated performance of the monochromator beamline. (a) Beam-
line optical transmission (efficiency), which is dominated by the grating reflectivity.
The lower scale gives the harmonic order in terms of the fundamental IR beam
(800 nm), the corresponding photon energy is indicated on the upper scale. (b)
Spectral width as a function of harmonic order for a range of slit widths and the
appropriate grating. The plotted values include both the monochromator band
pass and the inherent width of the respective harmonic. (c) Temporal broadening
due to the grating shown for the same parameters as (b).

band pass and the inherent spectral width of the respective harmonic, which was
assumed to have a Lorentzian profile with a width of 250meV (for all harmonics
up to order 39), as estimated from the width of photoelectron lines obtained with
a HHG setup at Helmholtz-Zentrum Berlin [127]. For the 51st order, a width
of 420meV was assumed [128]. These considerations demanded the inclusion of
two exchangeable gratings to reach the desired energy resolution across the whole
expected HHG spectrum. The low energy grating (LEG) for photon energies 15 -
40 eV has 200 lines/mm. The high energy grating for 35 - 110 eV photons has 500
lines/mm. For slit openings ≥ 100µm, the monochromator acts more or less as a
harmonic filter, i.e. the complete selected harmonic is transmitted and maximum
flux is achieved. Reducing the slit size yields better energy resolution, at the price
of lower photon flux.
The calculated temporal pulse broadening of the harmonic by the grating is shown
in Fig. 4.1 (c). As the temporal broadening is mainly determined by the number of
illuminated grooves of the grating, i.e. the tilt of the wave front, it depends both
on the divergence of the incoming harmonic beam and the angle of incidence on
the grating. Therefore the broadening is energy (i.e. harmonic order) dependent,
but for all harmonics lies in the range of 100 - 150 fs according to our ray tracing.
An analytic expression for the pulse broadening may be found in Ref. [129]. To
first order pulse broadening stems from the lateral dispersion and is determined
by the available bandwidth at each point of the exit slit, i.e. the energy resolution
of the monochromator grating ∆λ = N ·λ, where N is the number of illuminated
lines. For illustration we calculate the temporal broadening at 35.6 eV due to the
LEG. The monochromator entrance arm is 331mm long so, assuming a divergence
of the harmonics of 4mrad full width half maximum (FWHM), the spot size at
the grating is 1.3mm. This is elongated to 4mm by the grazing incidence angle of
19◦. Thus 800 lines of the 200 lines/mm grating are illuminated, leading to a delay
of 800 ·λ/c ≈ 100 fs, where the wavelength equals λ = 34.4 nm and c is the speed
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Table 4.1: Optical parameters of the monochromating XUV beamline. All optical
elements are toroidal and gold coated to a depth of 40 nm for optimal reflectivity.

Optical element mirrors LEG HEG
Long radius 9567 mm 1000 mm 1000 mm
Short radius 104.5 mm 104.9 mm 104.9 mm
Deviation angle 168◦ 142◦ 142◦
Slope error rms∗ ≤ 2” / ≤ 5” ≤ 1” / ≤ 5” ≤ 1” / ≤ 5”
Microroughness rms ≤ 0.5 nm ≤ 0.5 nm ≤ 0.5 nm
Line density ... 200/mm 500/mm
∗ long axis / short axis

of light. As the bandwidth ∆λ will always pass through the monochromator, the
slit size sets the energy resolution but only little affects the pulse broadening (cf.
Fig. 4.1).
The frequency shift across the beam profile (spatial chirp) of a pulse diffracted off
the grating leads to group velocity dispersion. This second order pulse broadening
scales with λ3 ·N2 and is moderate in our setup (≈ 8 fs at ~ω = 35.6 eV) [129].
Group velocity dispersion likewise causes a frequency chirp of the pulse which we
estimate to 30meV over the 100 fs pulse duration at the sample position. The chirp
leads to a small broadening of the ARPES spectra compared to the overall energy
resolution of the experiment of about 200meV.

4.1.2 Beamline realization

The layout of the beamline can be seen in Fig. 4.2, along with the other components
forming the complete tr-ARPES experiment. Technical details of the XUV optics
are presented in Table 4.1.
The HHG process occurs in the gas cell. From there the XUV radiation co-
propagates with the IR beam through two 2mm diameter fixed apertures, which
form a differential pumping stage between the gas cell chamber and the rest of
the beamline. The apertures can also be used for coarse alignment and reduce
the IR intensity. The rest of the IR radiation is blocked after the apertures by a
150 nm thick aluminium foil supported by a Ni mesh (Luxel Corp.) to protect the
entrance slit of the monochromator and prevent the grating from heating. The
measured transmission of the Al filter at 35.6 eV is about 50 % and rises with higher
photon energies. It is mounted on a CF40 gate valve, which aids the differential
pumping of the beamline and can be opened for alignment with the IR beam or a
co-propagating HeNe laser beam. As Fig. 4.2 shows, after the Al filter, the XUV
beam is focused at the entrance slit of the monochromator by a grazing-incidence
toroidal mirror (Winlight). Located 1m from the gas cell with a 500mm focal
length, the mirror relays a 1:1 image of the HHG source to the monochromator
entrance slit. The monochromator grating relays an image of the entrance slit to
the exit slit, and the second identical toroidal mirror images the monochromator



4 Setup and sample preparation 45

compressors

gas cell
≤ 200mbar

Al filter

toroidal 

toroidal 

delay stage

gratings

mirror
toroidal 
mirror

monochromator

2D electron analyzer
mounted 60° to beamline

Ti:S laser
2.8 mJ, 10 kHz
785 nm 

slit slit

f = 600mm

lens LE
E

D
M

B
E

manipulator

analyzer 
chamber

sample
transfer 

differential 
pumping stages

sample

pr
ep

ar
at

io
n 

ch
am

be
r

pump beam

10  mbar-3 10  mbar-6

10    mbar-10

10    mbar-11lens
1.5 mJ

0.2 mJ

diode

diode
BBO

Figure 4.2: Layout of the IR-pump – XUV-probe tr-ARPES experiment. Ap-
proximately 90% of the Ti:S laser output is used for HHG, while the remaining
10% is used for pumping the sample. Both beam paths have their own computer-
controlled compressors for pulse duration control and a λ/2 - plate in combination
with a polarizer for power control. HHG occurs in the gas cell, typically in Ar.
XUV sensitive photodiodes are located just after the Al filter and after the second
toroidal mirror. The IR pump beam is introduced into the beamline after the
second toroidal mirror. A BBO crystal behind the analyzer chamber is used to find
the temporal overlap of the pump pulse and an IR pulse allowed to pass through
the beamline.

exit slit onto the sample.
The monochromator itself is a customized Jobin-Yvon JY-VTM-EUV toroidal
grating monochromator (entrance arm length 331mm, exit arm length 320mm)
equipped with slits adjustable under vacuum for photon energy and bandwidth
selection. The monochromator houses the two custom-made laminar toroidal
gratings, which can be exchanged under vacuum.
Following the design of large grazing-incidence mirrors in synchrotron beamlines,
we use a five-axis, six-strut arrangement with well proven reliability to support and
adjust the two toroidal mirrors [130]. The chambers housing the optical elements
are on heavy granite blocks, and mechanically decoupled from the surrounding
beamline by bellows. Together with the computer controlled monochromator, this
ensures easy and reliable user operation of the beamline. For alignment purpose
and for assessment of the harmonic photon flux, two XUV sensitive photodiodes
(AXUV100, International Radiation Detectors Inc.) can be introduced into the
beamline before or after the monochromator (see Fig. 4.2)
The vacuum chambers housing the mirrors and gratings are each pumped with
a vibrationally-isolated turbo-molecular pump (Pfeiffer, TMU 261P), leading to
effective differential pumping along the beamline. Together with an ion-getter
pump attached to the last chamber we reach ultra-high vacuum (UHV) conditions
with a base pressure of 10−10 mbar in the beamline and 10−11 mbar in the analyzer
chamber.
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4.1.3 The laser system

In order to minimize space-charge effects due to electron-electron repulsion in
photoemission from solid surfaces (see Ch. 4.2), it is desirable to release approxi-
mately one electron into the spectrometer with each probe pulse. This calls for a
high repetition rate laser source. On the other hand, HHG is typically and most
conveniently achieved with > 0.5mJ pulses. This combination rapidly leads to high
average power lasers. A reasonable compromise between repetition rate and pulse
energy can be achieved with Titanium Sapphire (Ti:S) chirped-pulse amplifiers
(CPA) running at 10 kHz and 1 - 2mJ energy per pulse.
The laser chosen for our experiment is a commercial Ti:S CPA laser system (Red
Dragon, Kapteyn Murnane Labs). The laser comprises a prism-compensated Ti:S
oscillator running at 80MHz followed by three helium-cooled multipass amplifier
stages. Each stage is pumped at 532 nm by a 10 kHz Q-switched Nd:YAG laser
(Photonics Industries, DM100-532) operating at 85W. We have introduced a
spatial filter (a 1:1 Newtonian telescope with a 200µm diameter diamond pinhole
at the focus) between the first and the second amplifier stage to avoid hot spots
in the beam profile after the multipass amplifier. This incurs a power loss of
≈ 10 % but reliably avoids damage to the subsequent amplifier crystals. After
two separate grating compressors in the pump and probe beam-paths with about
60% transmission the laser delivers 17W at 10 kHz 1.7mJ/pulse) with a center
wavelength of 785 nm and a pulse duration of 40 fs, as measured with frequency-
resolved optical gating.
Approximately 10% of the laser output is split off to excite (pump) the sample. It
passes through a separate compressor, as shown in Fig. 4.2, allowing the pump
pulse to be stretched to arbitrary durations without affecting the HHG process.

4.1.4 High-order harmonic generation

Since HHG is a highly nonlinear process, it is sensitively dependent on a number
of experimental parameters. In addition to the laser wavelength, the pulse energy
and duration, we must also optimize the beam profile, the focusing geometry, the
interaction length and the gas pressure (and type).
To optimize focusing we tested different arrangements and found the best results
using a lens with a focal length of 600mm. The exact position of the focus is known
to influence the harmonic generation efficiency through the Gouy phase [131], and
its optimum depends on the pump pulse intensity and the gas pressure. For our
experiments the best results were achieved by positioning the focus just behind
the gas cell in the beam propagation direction, towards the monochromator (at
1.5mJ, 40 fs, and 100mbar argon). It is noteworthy that any form of astigmatism
in the IR focus at this point significantly reduces the harmonic yield.
The optimum length of the cell depends on the laser intensity and therefore on the
focal length of the lens, the laser pulse energy, and pulse length. We have tested a
number of different types of gas cells with an interaction length between 2 and
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Figure 4.3: A high-order harmonic spectrum generated in argon at 110mbar
by a 1.5mJ, 40 fs pulse with a center wavelength of 785 nm. The spectrum was
measured by recording the current from an XUV sensitive photodiode just before
the sample position while scanning the monochromator grating. The slit size of the
entrance and exit slits was adjusted for a monochromator resolution of 210meV at
harmonic 23. The FWHM bandwidth of harmonic 23 is 500meV.

15mm with walls of stainless steel and copper between 20 - 200µm thick. The best
was found to be a simple stainless steel tube (∅ 3×0.2mm) with one end connected
to the gas supply by compression fittings and the other flattened and folded over
to seal it. The focused IR beam burns through the gas cell wall ensuring the holes
have the correct diameter (≈ 150µm) and are perfectly aligned to the beam.
The argon pressure for the gas cell is computer controlled (MKS 640) and can reach
up to 200mbar. The tuneability of this pressure is important since it has a strong
influence on the spectrum of the generated harmonics. Depending on the laser
intensity we have found an Ar pressure of 50 - 100mbar to give the highest harmonic
yield. During operation the pressure outside the cell stays below 5 · 10−3 mbar, corre-
sponding to a pressure gradient of about five orders of magnitude, due to the small
holes in the cell walls. The gas cell chamber is pumped by a turbo-molecular pump
(Pfeiffer TMU 512P 500 l/s) backed by a piston pump (Leybold Ecodry M15).
Many parameters of the beamline that must be optimized are controlled by a lab-
written software: the gas cell pressure, the grating separation of both compressors
(and therefore the IR pulse lengths), the power of the pump and HHG drive pulses
and monochromator grating angle, i.e. the XUV wavelength of the probe pulse.
The pump and HHG drive IR pulses are characterized and optimized before each
experiment using frequency-resolved optical gating. A typical XUV spectrum using
the optimized parameters described above is shown in Fig. 4.3.
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4.1.5 ARPES endstation

The endstation comprises three chambers separated by gate valves (see Fig. 4.2):
A µ-metal analyzer chamber (VG Scienta), a sample preparation chamber and a
sample garage.
The µ-metal chamber reduces the earth’s magnetic field to values below 50 nT.
It houses a hemispherical display-type photoelectron analyzer (Specs Phoibos
100) for ARPES. We use a peltier-cooled camera (PCO, sensicam qe) to monitor
the count rates. This guarantees negligible thermal noise relative to the CCD
readout noise, thus enabling measurements with exposure times of up to several
minutes at each pump probe delay. To calibrate the count rate we operate the
camera with a short exposure time and high readout repetition rate, which makes
it possible to count single electrons. The analyzer chamber is pumped by an ion
getter pump and a titanium sublimation pump, in addition to the turbomolecular
pump on the preparation chamber. A further getter pump attached near the
electron detector ensures low presssure throughout the analyzer. Together with
the differential pumping along the beamline, these pumps allow a routine base
pressure of 10−11 mbar, thus fulfilling the special vacuum conditions required for
the study of bulk and surface electronic structures of reactive samples such as
lanthanide metals.
The preparation chamber is designed for sample growth and characterization. It
houses a LEED device, a sputter gun, a quadrupole mass spectrometer, a coil with
an iron core to magnetize samples, gas inlets, a quartz balance for monitoring
the sample growth and evaporators for molecular beam epitaxy. Attached to the
preparation chamber is a differentially pumped double stage load-lock and sample
garage. They facilitate quick sample exchange without breaking the vacuum in the
main chambers.
A cryogenically coolable sample manipulator (Vab GmbH) carries two different
samples between the preparation and analyzer chambers on a copper extension
built in-house. A fixed W(110) single crystal, as a substrate for the growth of
thin-film samples such as Gd, and a holder for exchangeable samples. Both samples
can be heated by electron bombardment. The tungsten crystal can be heated to
2100K while its temperature is monitored by a type C thermocouple inserted into
a small hole drilled in the side of the crystal. The temperature of the exchangeable
sample is measured with a type K thermocouple. In addition the temperature
of the whole manipulator head is monitored by type E thermocouple to prevent
overheating of the copper parts when heating with a built-in Thermocoax heater.

4.1.6 ARPES: beamline energy resolution

We have performed a number of experiments specifically to test the performance
of the beamline against its design specifications. Both, a high energy and temporal
resolution is needed for the magnetization experiments in Ch. 5 and 6. As stated
above, the bandwidth of a single harmonic at a central energy of 35.6 eV generated
by a 30 - 40 fs IR pulse is typically 500meV. Since for a monochromator grating
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Figure 4.4: Photoelectron spectra of the
Cu(111) surface state at 100K measured
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with a given line density and beam size the convolved widths of the entrance and
exit slits determine the transmitted photon bandwidth, to reduce this to 150meV
the monochromator slits must be closed to typically 20µm.
To measure the overall energy resolution of the experiment, we turn to the well
known surface state of the Cu(111) surface. Following cycles of Ar+ sputtering and
annealing to prepare the Cu surface, we performed ARPES measurements using He
Iα radiation from a discharge lamp and compared the results to ARPES with the
23rd harmonic (~ω = 35.6 eV). The spectra in Fig. 4.4 were obtained by integrating
the ARPES data over 0.1Å−1 range of k‖. Since the linewidth of radiation from the
He lamp is a few meV, the observed linewidth of the surface state is dominated by
the intrinsic resolution of the electron analyzer. For the data recorded with XUV
from HHG the observed linewidth is then a convolution of the monochromator
energy resolution (i.e. the XUV bandwidth) and the analyzer resolution. We are
therefore able to use this measurement to establish the monochromator resolution
for 10µm slit size, which was found to be approximately 90meV at 35.6 eV photon
energy.

4.1.7 XUV photon flux

The XUV flux depends on many parameters of the HHG process, but for our
experiments, where better energy resolution is desirable, the monochromator
plays a dominant role. To achieve the resolution discussed above, we must forgo
considerable flux. While this may appear to be a limitation, high fluxes lead
to space-charge distortion of ARPES spectra (see discussion below). For the
23rd harmonic at 35.6 eV with the XUV photon bandwidth set to 150meV, we
typically have a flux of 3.6 · 107 photons/second reaching the sample. This leads
to approximately one electron detected per XUV probe pulse and space-charge
distortion from the XUV can be neglected.
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Figure 4.5: (a) IR pump - XUV probe arrangement for tr-ARPES. The IR
and XUV beams impinge on the sample with a small angle between them in the
horizontal plane (∠IR-XUV ≈ 1 ◦). The incidence plane forms an angle of 60 ◦ to the
surface normal. Photoelectrons are detected along the surface normal. (b) Cross-
correlation measurement between 50 fs IR and XUV at 32.6 eV. The monochromator
was set to 150meV photon-energy resolution. The vertical axis shows the population
of electrons lifted transiently above the Fermi level of the W(110) crystal by side-
band formation. It gives a cross-correlation of the IR and XUV pulses, which is
fitted to a Gaussian of FWHM 125 fs (solid line). Deconvolution from the IR pulse
yields an XUV pulse duration of ≈ 115 fs FWHM.

4.1.8 Time-resolved ARPES: time resolution

For time-resolved photoemission studies the spatial overlap of the pump and
probe beams is critical. To achieve this, we image the XUV and IR spots on a
phosphor-coated plate in the exchangeable sample holder with a high resolution
camera. This also allows the IR and XUV spot sizes to be measured.
Temporal overlap between the IR and XUV is achieved by crossing an attenuated
IR beam that has traveled along the beamline with the attenuated pump beam
in a β-barium-borate (BBO) crystal (see Fig. 4.2). To allow the fundamental to
traverse the beamline, the Al filter is removed, and the monochromator grating
set to zero order. Both pump and probe beams then pass through the analyzer
chamber and out of a window, and are then focused into the BBO crystal at a
small angle. The pump-probe delay is then scanned until a second harmonic signal
from the crossed beams is observed spatially located between them. Even though
the pump and probe beam paths are 10m long after their separation, we could not
observe jitter in the pump probe delay within the time resolution of 125 fs given
by the XUV pulse length.
Having found the pump-probe spatial and temporal overlap we can perform tr-
ARPES to evaluate the temporal resolution. Cut to 150meV, the bandwidth
at 35.6 eV would support a transform-limited pulse duration of approximately
12 fs FWHM, assuming a Gaussian spectrum. The broadening of the XUV pulse
by the monochromator was calculated to be in the order of 100 fs, as discussed
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above and shown in Fig. 4.1 (c). To measure the actual XUV pulse duration, we
performed a time-resolved ARPES measurement on the W(110) crystal in the
geometry shown in Fig. 4.5 (a). The crystal was pumped by a p-polarized 50 fs
IR pulse and probed with the XUV at 32.6 eV. In the proximity of the sample
surface, outgoing photoelectrons excited by the XUV can exchange energy with the
electric field of the IR pulse. The exchanged energy is a multiple of the IR photon
energy, leading to the formation of sidebands in the photoelectron spectra [132,
133]. The sideband amplitude as a function of time is shown in Fig. 4.5 (b), and
represents a cross-correlation function between the IR and XUV pulses from which
the XUV pulse duration can be recovered [134]. This measurement indicates that
our XUV pulse duration is approximately 100 fs, giving an overall time resolution
for pump-probe experiments of 125 fs FWHM.

4.2 Space-charge effects in tr-ARPES

Space-charge distortion of ARPES spectra occurs when a cloud of low-energy elec-
trons is formed at the sample surface, either through secondary electron generation
from scattered XUV-excited high energy electrons, or by IR-excited electrons just
above the vacuum level. The outgoing photoelectrons experience acceleration by
the electric field of this cloud that is dependent on their emission time and energy.
This leads to energetic shifting and broadening of the photoemission spectral
features and is thus a severe restriction for measurements with already moderate
resolution. Space-charge is known to be a problem in time-resolved photoemission
studies from solid surfaces, especially for experiments with high pulse energies,
typically at low repetition rates [133, 135, 136].
We observe space-charge effects in our experiment from both the IR and XUV
excitation, and both can significantly distort the spectra. Fig. 4.6 (a) shows the
effects of space-charge generated by photoelectrons excited by the XUV pulse.
The data are extracted from changes in the width and energetic position of the
gadolinium surface state as a function of the XUV flux. As shown in the figure, XUV
space-charge effects become observable when the flux from the monochromator is
higher than ≈ 104 photons/pulse (~ω = 35.6 eV). With our usual fluences of ≤ 4000
photons/pulse XUV space-charge effects can be neglected. As Fig. 4.6 confirms,
XUV space-charge distortions are approximately linear over a wide fluence range
[135]. At a flux of about 105 photons/pulse the XUV induced space-charge shifts
the spectrum by 200meV, and is accompanied by a decline of the energy resolution
by an additional 300meV FWHM. Broadening of the spectra by XUV space-charge
comprises three effects: first the acceleration of the electron by the space-charge
cloud which depends on the emission velocity, second the emission time1 within
the XUV pulse length, and third pulse-to-pulse fluctuations in the HHG process
which alters the magnitude of the first two since in the data recording process we
would integrate over spectra that have experienced different energy shifts. It is for
this reason that the broadening in Fig. 4.6 (a) is larger than the energetic shift, in

1With a 100 fs XUV pulse the distance between fist and last emitted electron is on the order
of 300 - 350 nm for a kinetic energy of 26 - 35 eV.
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recorded at 4 ps pump-probe delay where it reaches a maximum.

contrast to the equivalent results for IR-induced space-charge distortions, which
are discussed next.
Space-charge distortion from electrons excited by the IR pump pulse is more
complicated because it is delay-dependent. In dynamical spectra its compensation
requires a spectral feature that does by its nature not move. In our Gd(0001)
measurements the 4f level, with a binding energy of 8.2 eV, cannot be excited by
the IR pump pulse. The extent of the IR space charge is shown in Fig. 4.6 (b) as a
function of absorbed fluence2. The chosen pump-probe delay was 4 ps since the
space-charge shift reaches a maximum at that delay. At low fluences there is a
linear increase in the peak shift and a small linewidth broadening with a sudden
rapid increase at about 6mJ/cm2. To excite an electron from the Fermi energy
to the vacuum level requires, for Gd with a preparation-dependent work function
of 3.0 - 3.7 eV, at least two 1.6 eV photons, so this curve can be interpreted as a
non-linear increase in multi-photon absorption.
Figure 4.7 shows the time dependence from -1 to 500 ps pump-probe delay for an
absorbed fluence of 3.5mJ/cm2. Besides the large drop at longer timescales > 10 ps,
the shift changes significantly when going from negative to positive pump-probe
delays. In the case of negative delays the space-charge cloud (SCC) is generated
after the probed electron has left the surface of the solid leading to a shift of the
spectrum towards higher kinetic energies since the probed electron is accelerated
by the electric field of the SCC behind it. The shift depends on the surface quality
and the laser fluence, and is usually in the order of 200 to 300meV in gadolinium.
At, and just after t0, the shift does not change. At positive pump probe delays

2The absorbed fluence in Fig. 4.6 (b) differs from what was published in [III], because of an
error in the determination of the spot size. Note, however, that space charge depends strongly
on the surface quality of the sample and can differ by a lot.
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expansion of the lattice leads to a shift in the order of 5meV/100K and can be
neglected. Gray stripes indicate a shift of 10meV for better comparison of thermal
vs. space-charge shift.

the spectrum shifts to even higher energy. This shift persists until about 40 ps
where it is back to the level before t0 and decreases further up until about 500 ps
where pump induced space charge is basically decayed. The explanation of delay-
dependent space charge is quite complicated and has contributions from different
origins. First of all, the effect changes after t0 since at positive pump probe delays
> 0.3 ps the electron has to travel through the already generated electron cloud. In
the case of a static SCC the electron would first be decelerated while overcoming
the potential of the cloud and then accelerated by the same amount. However,
the effect is much more complicated since the interaction of the electron cloud
and the detected photoelectron is dynamic. Part of the SCC is also leaving the
surface in the direction of the analyzer. The probed electron which was decelerated
while piercing through the SCC is now surfing on the high energy tail of the
SCC potential leading to a longer exchange in kinetic energy. The electron could
therefore be shifted to even higher energies, decelerating the SCC behind it. Even
though possible, this effect seems to be unplausible since – in our measurement –
the electrons of the SCC have a much lower kinetic energy than the detected ones.
A more reasonable explanation of the shift around t0 involves the temperature
dependency of the work function. In Gd, heating of the lattice results in a reduction
of the work function of about 0.4meV/K [43]. This leads to an expected reduction
of the work function from 3.72 eV to about 3.60 eV. It is somewhat puzzling, that
this change should have such an influence on the observed IR space charge, because
in both cases one needs at least three IR photons for the emission of electrons
(~ω = 1.6 eV). In addition, the delay-dependent IR space charge can be influenced
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Figure 4.8: Calculated sample temperature after IR excitation. The
electron (red) and the phonon temperature (blue) as a function of pump-probe
delay for an absorbed IR fluence of 3.5mJ/cm2 (300 fs pulse length). The electron
system is excited and reaches a maximum temperature of about 2300K. Subsequent
electron phonon scattering lead to a thermal equilibration with a lattice temperature
of 400K. The slight mismatch between the two temperatures from 1.5 to 40 ps is
due to the higher heat conductivity of the electrons. This calculation was done by
S. Wienholdt and coworkers using the E3TM.

by the secondary electrons from the XUV pulse. A conclusive description, that
takes all these effects into account, is still lacking.
To compensate space charge-effects we need to make sure that we can neglect
static shifts of the bands due to the changing lattice temperature. To this end, we
measured the binding energy of the Gd 4f state without IR radiation as a function
of temperature. Thermal expansion of the lattice only leads to a shift of about
5meV/100K (see inset in Fig. 4.7). The calculated maximum lattice temperature
for Fabs = 3.5mJ/cm2 is 292K [137] which corresponds to a thermal shift of
10meV. In this calculation, the low lattice temperature is a consequence of the
high magnetic heat capacity at the Curie temperature [71]. A more careful analysis
however needs to take the remarkably slow 4f demagnetization3 into account, since
the 4f spin order is mainly responsible for the magnetic heat capacity. Such an
analysis is shown in Fig. 4.8 and gives a maximum lattice temperature of about
400K which corresponds to a still small thermal shift of 15meV. Note that the
residual exchange splitting is not a good measure of the lattice temperature at
ultrafast timescales. For this dataset its minimum value is 640meV which would
correspond to a temperature of only 200K [42] in contrast to the calculations.
Besides the arguments given above, the space-charge origin of the shift becomes
evident if compared to the dynamics seen in Tb. Due to its higher work function
IR space charge is much smaller there and can be neglected.
We therefore correct all time-dependent spectral shifts to those of the 4f level to
eliminate IR space-charge shifts. This way we can be certain that space-charge
effects are not responsible for the dynamics discussed in Ch. 5. Figure 4.9 shows an
example of such a corrected dataset. It includes the binding energies of the surface
state and exchange split valence bands as a function of pump-probe delay before
(circles) and after (dots) the correction. It should be noted that the corrected
positions in the quasi-static region after about 2 ps pump-probe delay coincide

3This is discussed to its full extend in Ch. 6 (page 85 ff.).
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with the binding energies known from static measurements for the corresponding
valence band exchange splitting [42]. Since Gd has a work function of 3.7 eV only
multi-photon absorption can lead to IR space charge. This puts an upper limit
on the IR intensity we can employ to demagnetize the sample if we are to retain
sufficient energy resolution. Thus a balance must be struck between time resolution
and pump pulse fluence: a shorter or longer pulse duration with less or more pulse
energy respectively.
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4.3 Sample preparation

Lanthanide metals are extremely reactive, which makes the investigation of pure
single crystals challenging. Even under UHV condition with a base pressure below
2 · 10−11 mbar a clean sample is affected by adsorbates within a few hours. The
preparation of well-defined samples thus requires special attention. Since clean
bulk single crystals of Gd and Tb are almost impossible to prepare [138], one is
restricted to the study of thin films grown by molecular beam epitaxy. Tungsten
was found to be a good choice of substrate, because it is easy to handle and has
a high melting point, which is necessary to stand the high temperatures during
heating; but mainly because Tb and Gd grow as high quality films on the (110)
surface of tungsten [139]. This has several reasons: the pseudo-hexagonal W(110)
surface matches to the (0001) surface of Gd and Tb quite well, in fact the lattice
mismatch is found to relax within five monolayers and they grow thereafter with
their own lattice constant [140]. Another advantage is the high surface energy of
W(110) which favors a layer-by-layer growth of the lanthanides and prevents the
formation of intermetallic alloys.

4.3.1 The substrate

A clean substrate is crucial for a good growth of the lanthanides. The commercially
available tungsten samples are contaminated with carbon, and need to be treated
before usage as a single crystal substrate. Carbon impurities tend to diffuse to the
surface and form a superstructure, which interferes with the epitaxial growth of the
lanthanides. The first step of sample preparation is therefore the removal of carbon
atoms. Since it is hardly possible to clean the whole crystal, one is restricted to
purify the uppermost layers, which is sufficient. The cleaning is done by heating
the crystal in an oxygen atmosphere, to oxidize the carbon. Carbon-oxides are
weakly bound to the tungsten surface and already desorb during that process if
heated over a critical temperature. Depending on the condition of the bought
sample this cleaning process can be quite time-consuming (50 - 300 h).
Many studies have been published concerning the best procedure to clean tungsten,
e.g. [141–143]. We have tried several methods and get the best result by heating
the sample up to 1800K in an oxygen atmosphere of 5 · 10−8 mbar followed by
a short flash up to 2100K under UHV condition to force the stronger bound
tungsten-oxides to desorb. The duration of one heating cycle depends on the
purity of the sample. If the sample is relatively clean it is enough to heat it once
for 10minutes before flashing, while a strongly contaminated sample should be
alternately heated for one hour then flashed. One has to determine the quality of
the sample to consider further steps of preparation. Since both, LEED and ARPES
are highly surface sensitive techniques, they are both suited to testify the sample
quality. Figure 4.10 shows the LEED picture and corresponding ARPES spectrum
of the sample at each step of a cleaning cycle.



4 Setup and sample preparation 57

Eb/eV

0

1

2

3

4

0 0.5-0.5 k‖/Å−1

0

1

2

3

4

0

1

2

3

4

0 0.5-0.5 0 0.5-0.5
0

1

Figure 4.10: Preparation of the tungsten (110) substrate. LEED pictures and the
corresponding band structure in a false-color plot (intensity scale on the left side).
The LEED pictures are taken at 160 eV kinetic energy. On the left a contaminated
tungsten sample is shown. The superstructure in the LEED picture is formed by
carbon atoms. In the middle one can see the influence of oxygen after heating
the wafer to 1800K in an oxygen atmosphere p=5 · 10-8 mbar. After flashing the
oxygen heated sample up to 2100K we get the clean W(110) substrate, which is
shown on the right.

4.3.2 Epitaxy of the lanthanides

Films of 10 nm thickness (≈ 35 monolayers) were found to be suitable to study the
magnetic behavior of Gd and Tb [29, 42, 105]. They are thin enough to have their
easy axis in plane and grow layer-by-layer, yet are thick enough to neglect the
influence of the tungsten substrate and show electronic bulk behavior [42]. Films
of a thickness of 25 nm and more have the problem that the lanthanides begin to
form islands.
For the epitaxial growth of the lanthanides we use self-made evaporators, consisting
of a tungsten crucible which is filled with 99.99% pure Gd or Tb. The crucible
is heated by electron bombardment from surrounding tantalum filaments. This
setup is enclosed by a tantalum shield, which blocks the hot electrons and prevents
the molecular beam from evaporating onto critical parts of the manipulator and
vacuum windows. The temperature of the crucible is controlled by an applied
positive bias. Since the evaporation rate has an influence on the quality of the
films we choose a well established rate of about 0.5 nm/min [29]. The evaporation
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rate and the film thickness are measured in situ by a quartz balance. It has proven
useful to flash the sample immediately before the evaporation process, to remove
interfering adsorbates.
Once grown, the sample needs to be annealed to allow the atoms to align and heal
lattice defects. The annealing temperature is dependent on the film thickness [144]
and differs considerably between Tb and Gd. We did several measurements to find
the best annealing temperature for our 10 nm films and found 680K to be suitable
for Gd and 880K for Tb.
Through residual gas in the vacuum chamber and the good getter properties of the
lanthanides, the surface can be rapidly covered by adsorbates. The different types
of adsorbates have one feature in common: they interfere with the surface state,
usually reducing its intensity in photoemission. The intensity of the surface state
is therefore a very good indicator of the sample quality. Oxygen and hydrogen
are the most common impurities, since hydrogen is hard to pump and oxygen can
remain from the tungsten cleaning cycle. Figure 4.11 shows the typical spectra of
these adsorbates. Note that the oxygen chemisorbs dissociatively, leading to a low
dispersion and a narrow line width [145, 146]. It is therefore not surprising, that
adsorbed oxygen interferes strongly with the surface magnetism [147].
Hydrogen also chemisorbs readily on the (0001) surface of Gd and Tb. The high
dispersion of its band indicates that hydrogen retains its strong intermolecular
binding. As with oxygen, the surface state decreases with increasing hydrogen
adsorption, and there is also some evidence that the surface-magnetism changes
[148].
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Chapter 5

Itinerant electrons: tr-ARPES of
Gd and Tb

Besides the technological importance of laser induced magnetization dynamics,
pump-probe experiments offer deep insights into the underlying mechanisms. In
the past various models have been suggested to explain the ultrafast transfer of
angular momentum observed in experiments. For the magnetization dynamics of
transition metals this can be achieved by simple models based on rate equations [4,
14]. The underlying mechanism thereby is believed to be electron-phonon spin-flip
scattering via spin-orbit coupling. In addition it was pointed out that magnetization
dynamics of itinerant electrons can be strongly influenced by superdiffusive spin
transport due to the spin-dependent Fermi surface [17]. This is especially true for
thin magnetic films and surface sensitive techniques. In combination, these two
models were sufficient to explain the dynamics seen in Fe, Co, Ni and their layered
combinations.
Both models, however, fail to explain the complex magnetization dynamics of
lanthanides since they assume that the magnetic system stays in equilibrium,
i.e. instantaneous intra-atomic exchange between localized 4f and itinerant 5d6s
electrons. To investigate this subject we have chosen Gd and Tb thin films. Gd
metal is, with the vanishing orbital angular momentum, a model Heisenberg
ferromagnet and as such of great theoretical interest. Tb on the other hand, beside
its technological importance, is an ideal comparative counterpart to Gd since it
differs mainly by the additional 4f electron which gives rise to a strong angular
orbital momentum of L = 3 and thus a strong spin-lattice coupling.
We use time-resolved photoelectron spectroscopy to investigate the magnetization
dynamics in these metals, because it offers the unique opportunity for the simulta-
neous investigation of itinerant valence band magnetism via the 5d6s exchange
splitting, and the localized 4f magnetic order via magnetic linear dichroism. In
addition, we are able to separate surface and bulk magnetism through separate
analysis of the occupied majority component of the exchange split dz2 surface
state and the valence bulk bands. Especially with regard to other techniques it is
imperative to keep in mind, that on the ultrafast timescale the system is far from
the thermodynamic equilibrium and that therefore the measured signal, contrary
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to its static relation, does not necessarily reflect the magnetism of the sample, but
can additionally be influenced by other transient nonmagnetic effects. This difficult
issue is often not or not satisfactory addressed and can only be settled through
ongoing and careful comparison of experimental results from complementary time-
resolved techniques. Disentangling magnetic and nonmagnetic signals can be quite
challenging because optical, phononic and electronic changes influence each other.
In addition to this general problem there are also differences concerning the probed
region for the different techniques. Some experiments probe primarily the surface
layers, as they are limited by the escape depth of electrons (e.g. PES, STS). Other
methods probe the whole bulk (e.g. XMCD in absorption geometry). Some signals
are sensitive to the local magnetic order (e.g. the exchange splitting), others to
macroscopic magnetism (i.e. to the averaged spin orientation in the probed region).
This makes interpretation difficult in time-resolved measurements, because one
can not simply compare with static experiments. If, e.g. the exchange splitting
changes upon laser excitation one can not assume that the polarization of the
bands is the same as in thermal equilibrium for the same splitting [149]. Spin
currents, depopulation of states, transitions resonant to the laser excitations and
transient lattice strains in combination with magnetostriction will influence the
signal without necessarily changing the overall sample magnetization.
In this chapter we will discuss the different magnetic signals obtained by tr-ARPES,
first we have a look at the itinerant bulk magnetism which is mediated by the 5d6s
valence electrons. To this end we follow the binding energy of the exchange-split
valence band electrons as a function of pump-probe delay (Ch. 5.1) and discuss
the outcome within the M3TM. After that we will further investigate the distinct
ultrafast response in Gd on behalf of measurements with smaller time steps and
better statistics and give an in depth interpretation of our result. Then we will
test this interpretation by temperature-dependent measurements (Ch. 5.2) and
compare the data with earlier MOKE measurements. Subsequent (Ch. 5.3) we also
have a look at the pump fluence dependence of the dynamics. The response of the
localized 4f electrons will be discussed in Ch. 6.

5.1 The exchange splitting of the 5d6s bands

The exchange splitting is commonly regarded as a direct measure of magnetism
according to the Stoner model (cf. pp. 11 f.). The net magnetic moment is thereby
defined by the difference in occupation of the spin polarized valence bands, and
thus by the size of their exchange splitting at the Fermi edge. This model is
especially useful for transition metals like Fe, Co and Ni in thermal equilibrium,
where the size of the exchange splitting is determined by the coupling constant
Jij between the polarized 3d electrons and their density at the Fermi edge. Since
Jij depends on the distance between the electrons, it is also dependent on the
distance of the corresponding lattice sites i and j which varies with the phonon
temperature Tp. This dependence can lead to various thermo-magnetic effects such
as magnetostriction as in the case of Gd or lead to an antiferromagnetic phase
transition as in the case of Tb. Since we know that the bands are due to magnon
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Figure 5.1: Gd and Tb spectra in the ferromagnetic phase at 90K.
White lines guide the eye and mark bulk (—) and surface (---) states. At the
used probe photon energy of 36 eV the high intense dz2 surface state can be used
as an indicator for the sample quality. The itinerant 5d6s electrons form the Δ2
like valence bands are exchange split into minority (↓) and majority (↑) spin
components. The final state multiplet of the 4f state has majority character and
shows a surface core level shift. In Gd the whole multiplet lies around 8 eV while
in Tb only the 6X (X =D, I, P ) can be found at this energy. The high spin 8S7/2
component has much lower binding energy (≈ 2.5 eV) and overlaps with the 5d6s
majority band at the Γ point.

excitations not fully polarized at finite temperatures, it is evident that this also
has an influence on the size of the exchange splitting1.
In the rare earth metals Gd and Tb the size of the exchange splitting is influenced
by yet another factor: the polarization of the 4f electrons and their intra-atomic
coupling to the 5d spins, Jint [150]. In first approximation Jint will not vary with
the lattice temperature, and in the case of Gd we can assume that any ultrafast
dynamics of the exchange splitting is not driven by the polarization of the 4f
electrons because they are not excited directly by the pump pulse2 and couple
only weakly to the lattice (L ≈ 0, MCA= 0.03meV).

1Magnon excitations lead to spin mixing where the eigenstate of a spin wavefunction has to
be expressed by a superposition of spin up and spin down states: (α |↑〉+ β |↓〉)eikr [15].

2Occupied and unoccupied 4f states in Gd lie at 8 and -4 eV respectively [151] and thus
unreachable by the pump-pulse energy of 1.6 eV.
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In general, it can be stated that the exchange splitting is related to the magnetic
order on the coherence length of the corresponding electrons. In metals the mean
free path of the conduction electrons sets the upper limit for this length, and is
usually on the order of a few tens of nanometers [17]. A rough estimation for the
coherence length of itinerant electrons at the Curie temperature is given by

` ∼ a
√
w/kBTC (5.1)

with w the width of the band and a the lattice constant along the corresponding
direction [152]. The band widths of the Gd 5d6s valence band along Γ -M are
about w ≈ 3.5 eV [24] leading to an estimated coherence length of `Γ−M ∼ 37Å at
TC . From the dispersion of these bands along Γ - A we get, with the corresponding
lattice constant, the coherence length perpendicular to the surface which is with
`Γ−A ∼ 29Å smaller. In contrast to these itinerant 5d6s bands the low dispersion
of the surface state along Γ -M indicates in-plane localized Tamm-like character.
A reduction of the splitting thus indicates that the microscopic order is perturbed,
either by spin mixing, polarization-dependent spin-flip scattering into the opposing
channel or spin-dependent transport. That said, it is clear that the splitting will
persist if averaging over several magnetic domains as long as the domain size
exceeds the coherence length of the electrons and can therefore even be measured
on “unmagnetized” samples, i.e. samples without macroscopic magnetic order.
Additionally, by following the response of the minority and majority component of
the 5d6s valence bands one has a signal of the bulk magnetization, since the above
estimated coherence lengths assures a probing of the electronic structure about 10
layers into the bulk3.

5.1.1 Spin mixing and Stoner behavior

Before we discuss the exchange splitting under non-equilibrium conditions let
us have a look at the static case of thermal demagnetization. Fig. 5.2 shows
the temperature dependence of the exchange splitting. There is a controversial
discussion in literature if the splitting of the bulk bands follow the Stoner model
and collapse completely or if there is a residual splitting above TC as suggested by
the fit in Fig. 5.2, the spin polarization will then be lost due to spin mixing of the
bands.
Such a spin mixing behavior was fist found in the relatively localized dz2 sur-
face states of Gd and Tb [153, 154]. With increasing temperature its exchange
splitting reduces only slightly and remains nearly constant above TC , while the
spin polarization reduces strongly and vanishes. In contrast, the itinerant 5d6s
bulk bands were reported to follow the Stoner model with a complete collapse of
the exchange splitting at TC [26, 30]. Further measurements of the valence band
structure with better energy resolution suggested a residual exchange splitting

3Not to be confused with the escape depth of the photoelectrons, which is about 2-3 layers at
our photon energies. Even though the measured valence electrons stem from the topmost layers,
they already show the complete bulk behavior because of their long coherence lengths. If this
would not be the case, then their dispersion along the c direction could not be measured [29, 30].
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Figure 5.2: Temperature dependence of the 5d6s exchange splitting
as measured by photoemission, from Ref. [42]. The upper panel shows the
binding energy of minority 2 and majority � valence band components, left for
Gd and right for Tb. Although not resolvable, a fit (solid line) of ∆Eex suggests
a residual exchange splitting above TC . The dashed curve marks the expected
magnetization using a Brillouin function with J= 7/2 in the case of Gd and J=6
for Tb.

which is not directly resolvable due to the intrinsic linewidth of the valence bands
and thermal broadening. Subsequent spin-resolved experiments [155] supported
these findings but were not able to measure the residual splitting directly since
the spin polarization of these bands vanish at the Curie temperature. Heating the
sample to even higher temperatures does not seem to influence the width of the
5d6s bands, i.e. the proposed residual exchange splitting, any further preventing a
definite answer to this question within static techniques [42].
To settle this issue we performed a pump-probe experiment at 320K which is
35K above the Curie temperature4 monitoring the width of the Gd valence band
at the Γ point [IV]. We note that the width is not affected by pump-induced
space charge (cf. Fig. 4.6 b). The result is shown in Fig. 5.3. The width of the
fitted Gaussian changes within the length of the pump pulse and indeed shows
a reduction ∆σ of 50meV which corresponds to a residual exchange splitting of
at least 100meV at this temperature. This can only be explained by remaining
short-range magnetic order which persists on the coherence length of the valence
electrons. This interpretation is also supported by the massive residual exchange
splitting of the surface state (400meV at 350K [153]) as its electrons are more
strongly localized and therefore more sensitive to short-range magnetic order (cf.

4The Curie temperature of thin films is thickness-dependent and sensitive to the preparation
method i.e. the deposition and annealing temperature. Temperatures that are too high will result
in the formation of thicker Gd islands. An ideally prepared 100Å thin Gd(0001) film has a TC of
285K, which is a bit lower than the bulk value of 293K [35].
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Figure 5.3: The valence band width of Gd at 320K as a function of
pump-probe delay. Left: Even 35K above the thin film Curie temperature
(TC(100Å)=285K) the width of the valence band reduces upon laser excitation,
suggesting a residual exchange splitting of about 100meV. The solid line in this
panel is a single exponential fit to the data and serves as a guide to the eye. In
this measurement the 1.6 eV pump pulse is 300 fs long with an absorbed fluence of
4mJ/cm2. The spectrum is probed with 100 fs 36 eV photon pulses. Right: The fit
of one random data point at negative delays is displayed. The energy distribution
curve shows the spectrum at the Γ point (cf. Fig. 5.1 & 5.4). The with of the
valence band is obtained by a fit with a Gaussian and an exponential background.

discussion above). The fast time scale of the response indicates that the reduction of
the residual splitting is thereby driven by spin transfer between microscopic regions
of different magnetic ordering, rather than local spin flip excitations. Such nonlocal
transport phenomena were also found to play a crucial role in the demagnetization
of GdFeCo ferrimagnets [156].

The role of the surface It was brought forward by theory that the magnetism
at the surface could differ significantly from the bulk behavior as a result of
symmetry breaking at the vacuum interface (see e.g. [157–159]). Subsequently
distinct surface magnetism was reported in Gd with an enhanced Curie temperature
22 to 60K higher than the bulk value [26, 160–164]. Naively it could be argued
that therefore enhanced surface magnetism is responsible for the massive residual
exchange splitting of the surface state as well as the minor exchange splitting of the
valence bands above the bulk Curie temperature. The subject of enhanced surface
magnetism in Gd was further investigated, but the above mentioned results could
not be reproduced by to other groups who reported an identical Curie temperature
for the surface and bulk [144, 153, 155, 165, 166]. Among them Arnold and Pappas
[165] pointed out some mistakes that might have been made in Ref. [160–162]
regarding thermometry and the correction of instrumental asymmetries which could
be the reason for the measured enhanced surface magnetism. A final conclusion
can been drawn from STS measurements of well characterized films presented by
Getzlaff et al. [153] where they found no residual spin polarization above the bulk
Curie temperature despite the residual exchange splitting which they denoted to
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short-range magnetic order, in agreement with our findings regarding the 5d6s
bulk states.
Further, it was emphasized by Aspelmeier et al. that the experimental discrepancy
concerning enhanced surface magnetism could very well stem from differences in the
sample preparation since it influences the magnetism of thin films and their surfaces
[144]. This could also explain the different reported magnetic couplings of the
surface to the bulk which was claimed to be antiferromagnetic [160], ferromagnetic
[167] and imperfect ferromagnetic [168]. The thickness of the film also plays a
role as very thin films show finite size effects and are highly sensitive to induced
strain from the lattice mismatch with the substrate. Thick films (∼ 400Å) show
additional effects, such as, e.g. canted spin polarization at the surface [163, 169].
For films of the thickness used here, ferromagnetic coupling between surface and
bulk is assumed to be present [153].

5.1.2 Analysis method and fitting algorithm

To analyze the size of the 5d6s exchange splitting well below the Curie temperature
we need to be able to resolve minority and majority component of the valence band.
The standard analysis which was also used in Ref. [42] are one-dimensional lineout
fits to the energy distribution cures (EDC). We obtain them through integration
of a small k‖ region around the Γ point of the two-dimensional spectra. Figure 5.4
shows this for the example of a Gd spectrum measured at 90K (highlighted in the
inset).
For the analysis of the data obtained in pump-probe experiments we need to
include the position of the 4f state to determine the Fermi energy. This way we can
correct for pump pulse-induced space-charge effects as described in Ch. 4.2. The
intrinsic linewidth of the states are Cauchy-Lorentz distributed with the width
given by the photohole lifetime. For the fit of the Gd spectrum in Fig. 5.4 we use 5
different Lorentzians describing the sharp surface state (not shown), the minority
(red) and majority (blue) component of the 5d6s valence band and the 4f state
(gray) which is represented by two Lorenzians. In reality, the 4f state consists of a
unresolvable multiplet of 7 components, all of them surface core level shifted. The
fit by two Lorentzians is therefore only a crude approximation which is sufficient in
our case since we are only interested in its energetic position to adjust the Fermi
level accordingly (cf. Ch. 4.2).
Because we have no special spin-dependent selection rules the intensity of minority
and majority valence band components are the same. The difference in the spectral
width accounts for the distinct number of electrons available to the decay of the
corresponding photohole. The intrinsic width of the surface state was found to be
very narrow, only broadened during the hot phase of the electronic system (which
lasts until about 2 ps pump-probe delay) as the hot electrons above the Fermi level
decrease the lifetime of the surface state photohole. At negative time delays the
width of the surface state reflects our energy resolution5.

5High resolution measurements found an intrinsic width of 70meV at 90K [43, 170]



66 5.1 The exchange splitting of the 5d6s bands

02468

0

2

4

6

8

10
In
te
ns
ity

(a
rb
.u

ni
t)

4f

Shirley background

mino.

surface

∆Eex

02468
state

Γ
M

M

Eb / eV

Binding energy (eV)

s
b

majo.

5d6s
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text.

All bulk states contribute to a Shirley background to account for the scattering
probability of the electrons on their way to the surface. This background is
proportional to the energy-integrated intensity of the peaks starting at the Fermi
level whereas the 4f contribution was found to be 1.5 times bigger than the equal
contributions from the minority and majority 5d6s bands. This is reasonable since
these electrons have the additional probability to scatter with the valence electrons.
In addition to this, a linear background has to be introduced to characterize the
spectrum fully. It rises towards the Fermi level, and describes the contribution of
phonon scattered electrons coming from other k-points, reflecting the rising DOS
[42, 171].
Finally, to obtain the complete energy distribution curve all spectral features
are cut by the Fermi edge and convolved with a Gaussian (σ = 60meV, i.e.
140 eV FWHM) to account for the experimental resolution determined by the
XUV monochromator and the analyzer (see Ch. 4.1.6 for details). For maximum
objectivity and consistency all spectra in a pump-probe dataset were fitted using
the same starting parameter and boundary conditions.
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Analysis of Tb EDCs. In the case of Tb the exchange splitting can not be
determined with a lineout fit at the Γ point because the 4f high spin 8S7/2 multiplet
component overlaps with the 5d6s majority valence band at this region (see inset
in Fig. 5.5). It is therefore convenient to make use of the 5d6s band dispersion and
analyze the spectra at 0.3 - 0.4Å−1 along the Γ -M direction6.
The fit procedure for the Tb spectra is analogous to that for Gd described above.
Besides the known features that are also found in Gd the most notably difference
is the mentioned 4f high spin multiplet component at 2.5 eV, which shows the
same surface core level shift as the other components7. In contrast to Gd, the
IR-induced space charge is negligible in Tb. The reason for this lies in the much
higher work function of the Tb(0001) surface (4.95 eV compared to 3.72 eV [43,
44]). The Shirley background of the bulk states was found to be comparable to
that for Gd with the same ratio of 1.5 between 4f and 5d6s contribution.

6This corresponds to approximately 8◦ emission angle at our photon energy.
7High resolution measurements of well prepared Tb films determined the surface core level

shift to 0.26 eV [172]. We used this value in our analysis which reflects the data reasonably well.
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We found the 5d6s exchange splitting in Tb to be three times more strongly
reduced than in Gd at a given absorbed IR pump fluence (see Fig. 5.6) which can
not solely be explained by the lower Curie temperature (223K vs 293K). The
data in this figure was measured at 4 ps pump-probe delay where the valence band
splitting reaches a minimum value (the dynamics will be discussed in Ch. 5.1.3).
The fluence dependence is rather linear for both lanthanides at the measured
values. For fluences above 2.5mJ/cm2, the exchange splitting in Tb is no longer
directly resolvable. To quantify it further we need to set an additional boundary
condition for the widths of both, majority and minority state. Because the intrinsic
linewidth of the peaks is determined by the photohole lifetime, it decreases with
decreasing binding energy. Assuming a linear dependence with a vanishing width
at the Fermi level we get the following relation

σ = a(EF − Eb) with a = 0.27 (5.2)

where the value of a is a global fit parameter determined from all spectra.
This model works well and gives an upper limit for the exchange splitting in the
laser induced paramagnetic phase. It is also validated by using it for the Gd data
where we found the same value for a and no difference compared to the analysis
without bound widths.

Two-dimensional data analysis To compare the valence band dynamics of
Gd and Tb at the Γ point it is necessary to fit the whole two-dimensional spectrum.
The advantage is, besides the comparison at normal emission, an increase in
statistics since we make use of all the measured data. The downside of this method
are the higher computational effort and the requirement of additional assumptions
such as the curvature of the band dispersion which have to be physically justified.
Fig. 5.7 shows a section of the fitted region including the surface state and the
valence bands. Following the free electron picture these bands are assumed to be
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Figure 5.7: 2D analysis of a Gd and Tb spectrum at 90K. The raw data
on the left is fitted assuming parabolic dispersions for all bands and non-dispersive
4f multiplets. The fit result is shown in the middle and reflects the data reasonably
well. Energy distribution curves from the Γ point with the corresponding model
lineout are shown on the right.

parabolic at Γ with an effective mass describing the dispersion. This assumption
reflects the raw data reasonably well. The obtained effective masses of the 5d6s
bulk bands are about the one of a free electron, as a result of the itinerant character
of these states. Included in the fit are also the measured 4f multiplet components
which are non-dispersive (the ones at higher binding energy are not covered by the
figure). Analogously to the one-dimensional fit model mentioned above an integral
and a linear background are included and all bands are of Lorentzian line-shape in
the energy direction. The intensity modulation along k‖ seen in the data stems from
the angular dependence of the dipole transition matrix element and is included
by a cosine modulation. All spectral features are multiplied with a Fermi-Dirac
distribution and convolved with a Gaussian in the energy and momentum direction
reflecting the corresponding experimental resolutions.
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5.1.3 Magnetization dynamics at 90K

The data presented in this section were partially published and discussed in [II,V].
Using the two-dimensional fit procedure we follow the evolution of the minority
and majority valence band component at Γ. The results shown in Fig. 5.8 exhibit
an ultrafast response of the 5d6s valence band as the minority (red) and majority
(blue) spin bands move towards each other and the exchange splitting diminishes.
In both Gd and Tb the bands reach a quasi-stationary position at about 2 and
1 ps after excitation. The binding energies remain constant until about 40 ps pump-
probe delay when the recooling of the sample sets in. It is noteworthy that during
recooling the band positions are in line with the ones found in static temperature-
dependent measurements (cf. Fig. 5.2). This is a strong indication that during this
time the magnetic subsystems (i.e. minority 5d6s, majority 5d6s and 4f spins) are
in equilibrium with the electron and phonon temperatures.
Within the first 1 - 2 ps after excitation the bands show a distinct behavior. This is
especially pronounced in the case of Gd, where the 5d6s minority band (red) reacts
much earlier than the corresponding majority counterpart (blue), which is delayed
by about 0.5 ps. Additionally the time constant of the minority band shift is, with
≤ 0.3 ps, not resolvable8 and much faster than the majority shift with 0.9± 0.2 ps.
Compared to these findings the dynamics in Tb are more equal. Both bands start
to move simultaneously at t0 and a smaller difference in the fitted time constants
is found (τmino ≤ 0.3 ps and τmajo = 0.5±0.1 ps)9.
Another notable feature is the size of the minority shift in relation to its majority
counterpart. In Gd the shift of both bands are quite different and mainly dominated
by the majority band. This behavior is also seen in static measurements (cf.
Fig. 5.2). Within a simple Stoner model one would expect equal shifts though.
Recent theoretical work attributed this asymmetry to a surface induced effect
which is introduced in the measurement by surface projection of the bulk states
[150]. However, in Tb the shift of both spin bands is of comparable size and the
effect is therefore most likely a result of the different density of minority and
majority states at the Gd Fermi surface [24].
The band dynamics discussed above result in a breakdown of the exchange splitting
which is shown in Fig. 5.9. We see directly that Tb reacts much faster than Gd. The
difference can be quantified by single exponential fits (dashed lines) which yield a
decay constant of τex = 0.5±0.1 ps for Tb and τex = 1.0±0.2 ps for Gd. The Gd
time constant is in line with MOKE measurements, which found a value of 0.85 ps
for the same system, but with a considerably lower absorbed fluence of about
1mJ/cm2 [173]. The electron temperatures shown in the inset of Fig. 5.9 reflect
the different absorbed fluences (FGd

abs = 5.5mJ/cm2 and F Tb
abs = 3.6mJ/cm2) and

was used to determine the exact position of t0. Thereby one has to keep in mind
8The shortest resolvable timescale in this experiment is limited by the pump-pulse length

which we stretched to 300 fs FWHM to reduce space charge (cf. Ch. 4.2 for details). The effective
time resolution for timescales slower than that is determined by the jitter between pump and
probe which is at ∆t < 50 fs much better.

9For better comparison the Tb sample was also measured with a stretched pump pulse,
therefore we are also limited by the 0.3 ps.
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that the absolute temperature obtained this way is biased due to (time-dependent)
space-charge broadening (see Ch. 4.2 for details). This is especially true for Gd
because of its low work function (ΦGd(0001) = 3.72 eV [43], ΦTb(0001) = 4.95 eV [44]).
Nevertheless the rise in electron temperature is remarkably close to theoretically
expected values (see e.g. Ref. [137]).
Since there is, at present, no theory that can describe a distinct response of the
valence band components we use the M3TM, which was introduced in Ch. 2.2.1,
to follow the “overall magnetization” of the valence band system via the exchange
splitting. This way we can test if the dynamics can be explained using only Elliott-
Yafet like electron-phonon spin-flip scattering. With knowledge of the electron
and the spin temperature (i.e. the width of the Fermi edge and the exchange
splitting), we can use known material constants together with the parameters
given by Koopmans et al. [14]. First we rewrite equation 2.36 (Weiss mean field
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description) by substituting m = ∆Eex/2kBTC and R = 1/τR

∂t∆Eex = ∆Eex
τR

Tp
TC

(
1− ∆Eex

2kBTC
coth ∆Eex

2kBTe

)
(5.3)

We can now follow the measured dynamics within the M3TM with τR as a free
paramenter. The result is shown in Fig. 5.9 as solid lines. The obtained values of
τR are 9 ps for Tb and 208 ps for Gd. From Eq. 2.37 we know that

τR ∼
µ

asfT 2
C

(5.4)

The electron-phonon coupling gep is the same for Gd and Tb and thus not included
here. This assumption is valid since in the M3TM super-diffusive spin transport
is neglected and gep is therefore completely defied by the electron temperature
profile obtained from the width of the Fermi edge. As shown in the inset of Fig. 5.9
the electron-phonon scattering rate is of the same shape and single exponential
fits to the decay of Te yield 0.9 ps for both materials. Since Gd and Tb have a
similar valence band structure at the Fermi level we can assume the same spin flip
probability asf for the hot electrons. The model then predicts a response which is
twice as fast in Gd than in Tb. This is in contrast to the fitted values of τR which,
if we trust the model, would imply a much higher value for asf in Tb. The reason
for this discrepancy may be explained by the high angular orbital momentum in
the Tb 4f system which is caused by the additional electron. It leads to strong spin
lattice coupling10 in the 4f system [175]. The M3TM however does not distinguish

10This is also reflected in the distinct magnetocrystalline anisotropy which is strong (∼ 11meV
[41]) in Tb and nearly absent (∼ 0.03meV [40]) in Gd. Evidence for such a strong coupling can
also be found in the magnon dispersion relation of Tb which exhibits several phonon induced
features which are missing in Gd [67, 174].
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Figure 5.10: Laser driven minority (red) and majority (blue) valence
band shifts and thermal recovery as a function of the exchange split-
ting. Some delay points are labeled for the minority state. Starting at the left
hand side of the plot at maximum exchange splitting, the band positions follow
the lower branch as the exchange splitting diminishes after laser excitation. The
bands reach a quasi-stationary position after about 1.5 ps in Gd and 1 ps in Tb.
During thermal recooling of the sample the states follow the upper branch from
right to left. The bands reach their initial positions after about 500 ps. Error bars
show one standard deviation for a selected data point.

between magnetism from different orbitals and is therefore limited to systems with
one defined magnetic temperature.
A closer look to the fit results in Fig. 5.9 reveals that within the M3TM it is not
possible to obtain the immediate decrease of the exchange splitting as shown by
the single exponential fits. This is a principal limitation of the M3TM because
the exchange splitting couples not solely to the electron but also to the phonon
temperature in the equation above. The phonon contribution can in principle be
compensated by τR but it is then not possible to reproduce the exponential shape.
Particularly the very fast response of the minority spin band can not be explained
by Elliott-Yafet like spin-flip scattering and has to have at least partially a different
origin.
To further investigate the different temporal behavior of the magnetic subsystems,
i.e. minority and majority valence band, we follow their binding energies with
respect to the observed exchange splitting as shown in Fig. 5.10. Let us discuss
the dynamics on the example of the minority state (red) in the gadolinium panel.
We start at -1 ps with an initial exchange splitting of about 0.85 eV. At t0 the laser
driven demagnetization starts and the band position follows the lower branch until
the exchange splitting reaches a quasi-stationary value of about 0.6 eV when both
bands keep their binding energies until about 40 ps. After this time the recooling
sets in and the bands follow the upper branch which corresponds to the positions
that were reported in statical measurements [42]. Since the band positions are not
the same during de- and re-magnetization we know that the demagnetization is
not thermal, i.e. that the magnetic subsystems are not in equilibrium. The same
argument can be made for Tb (right panel), where the valence band system is not
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as far out of equilibrium as in Gd. The time that it takes for the 5d6s spin system
to internally equilibrate is about 2 ps for Gd and 1 ps for Tb.
In order to explain the experimental findings for the highly perturbed 5d6s bands
let us take a closer look at the ultrafast dynamics. Fig. 5.11 captures the fast
timescale of the Gd valence band system for an absorbed fluence of 4.5mJ/cm2.
The dataset was measured with smaller time steps and better statistics than the
one discussed above. In addition to the 5d6s bulk band dynamics, the 5dz2 surface
state is included in the upper part of the plot. Besides its shift we also map its
intensity. To discuss the dynamics of the bands and the underlying processes it
is useful to follow simultaneously the evolution of the electron temperature. It is
included in the bottom panel together with E3TM simulations to obtain the lattice
temperature (Tp). It should be noted that the measured temperatures have an
offset due to space-charge broadening of the Fermi edge. Nevertheless the relative
change in the electron temperature is sufficient for a qualitative analysis of the
dynamics. The timescales mentioned in the following discussion were obtained by
single exponential fits to the band positions (solid lines).
We start with the IR laser excitation indicated by the vertical gray stripe at
t0 (300 fs FWHM). During this excitation phase we excite electrons to energies
up to 1.6 eV above the Fermi level. Such transitions are available for all the
observed spin bands (cf. calculation shown in Fig. 1.1 c [24]). Within 50 - 100 fs the
excited electrons thermalize via electron-electron scattering [68, 176] leading to an
electronic temperature of a few thousand Kelvins as shown in the bottom panel.
Spin- and time-resolved measurements find that these hot electrons are not spin
polarized [149] as a result of (spin conserving) ultrafast exchange scattering, which
favors final state photohole pairs of opposite spins [177]. During the excitation
several things happen. As the electron temperature rises, the surface state shifts
upwards, to lower binding energies, and its intensity is reduced, reflecting the
excitation density of the dz2 electrons [178]. Because we do not measure the
complete Brillouin zone we can not give an absolute value for the depopulation
of the surface state. Nevertheless the intensity variation at the Γ point gives an
idea about the amount of excited surface state electrons. We observe a remarkably
strong drop to a value of 57% during the IR excitation. Within this fast timescale
the minority valence band shifts to higher binding energies. This, together with
the reduced surface state intensity, indicates an effective charge redistribution11
from surface to the bulk states as will be explained in the following.
At the starting temperature of 90K the minority valence band is only partially
occupied, crossing the Fermi edge near the K point of the Brillouin zone and in
between Γ -K [24, 29, 179] and its spin polarization is approximately 80% [155],
which means that decay of majority electrons into this state is not completely
forbidden. In fact, it was pointed out that excited majority electrons have an
enhanced probability to decay into a minority channel by emission of a magnon
[177, 180]. This process is overall spin conserving and does not lead to a net
demagnetization. As a result, the minority band spin polarization should be

11This process should not be confused with super-diffusive spin-transport [17], which could
additionally play a role here.
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reduced as its binding energy reduces if the proposed magnon-decay of the hot
majority electrons is the driving factor. Although additional effects including the
lattice, like Elliot-Yafet spin-flip scattering, will certainly lead to a decreased
lifetime of the hot majority electrons and therefore further enhance the population
of the minority spin band, these additional contributions should be negligible during
the first 100 fs and the ultrafast minority band shift around t0 will predominantly
be caused by spin-preserving electron-magnon scattering. To verify this thesis, it
would be most insightful to perform spin- and time-resolved measurements on the
valence band system, since EY-scattering should not lead to a significant reduction
of the minority spin polarization, because it increases the number of minority
electrons. The majority band on the other hand can not participate to charge
redistribution, because it is already fully occupied12. Even though electron-magnon
scattering would not imply a change in the overall magnetization during the
ultrafast timescale, the minority shift has an impact on the subsequent evolution
of the magnetic system because the spin-dependent Boltzmann scattering integral
changes with the size of the exchange splitting [181, 182]. This implies that also
electronic and thermal effects, which influence the splitting13 can enhance (or
lower) the spin-flip probability and therefore influence the demagnetization time.
After this initial, purely electronic, response electron-phonon scattering takes over
as hot electrons equilibrate with the cold lattice. This process is with a timescale
of 0.7 ps a lot slower than the electron-electron and electron-magnon interactions
discussed above14. The surface state population recovers roughly on this timescale
to a quasi-final value of 72%, which persist (much like the shift) until the recooling
of the sample starts at 40 ps (not shown here) and is therefore not related to spin
transport. With a delay of about 0.5 ps with respect to the laser excitation, the
majority valence band starts to move to lower binding energies. At that time, the
minority component has already reached its quasi-final energy. Besides the half
picosecond delay, the majority band is also much slower than the minority shift (0.7
vs. 0.3 ps). By comparison with the evolution of the electron temperature, we find
that the majority band acts on the timescale of electron-phonon scattering, while
the minority component is mostly related to faster processes like electron-electron
and electron-magnon scattering. A change in the majority band binding energy
can thus only be caused by spin-flip processes or thermal lattice expansion. It
should be noted that the majority band movement could be adequately described
by the somewhat slower electron-phonon scattering of the Elliott-Yafet type, since
it follows the decay of the electron temperature.

12The initial photohole excitations in this band can decay within the first 100 fs through
electron-electron scattering. But there are other majority bulk bands that cross the Fermi level
which can contribute to the redistribution [179].

13The size of the exchange splitting in the 5d6s bands is determined by the inter-atomic 5d-5d
(Jij) as well as the intra-atomic 4f-5d (Jint) exchange parameters. The inter-atomic exchange
constant between electrons from lattice cites i and j depends thereby on the inter-atomic distance
and therefore on the phonon temperature Tp [183].

14The fastest timescale for electron-phonon interaction is given by the highest possible phonon
energy which translates to 300 fs in Gd [184]. However the slow decrease of the electronic
temperature indicates that this channel is not very efficient. Still an impact on the magnetic
properties of the surface, due to laser induced strain, can not be completely excluded because
the magnetostriction along the c-axis is not negligible in Gd [33, 185].
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In conclusion we have found that the initial decrease in the Gd 5d6s exchange
splitting, which is caused by the minority dynamics, is not necessarily accompanied
by a reduction of the overall magnetization, but can be explained as the result of
charge transfer between different states (i.e. surface and bulk) accompanied by
magnon excitation in the minority band. The response of the majority valence
band on the other hand is most likely caused by EY-like spin-flip scattering and
should therefore lead to a reduction of the sample magnetization. A summary of
the interpretation given here is shown in Fig. 5.12.
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5.2 Gd: dynamics at different temperatures
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Figure 5.13: Ultrafast demagnetization of Gd at different starting tem-
peratures. The experiment was conducted with photon energies of 36 eV for the
100 fs probe and 1.6 eV for the 300 fs pump pulse with an absorbed pump fluence
of 4 - 5mJ/cm2. Left: binding energies of the minority (red) and majority (blue)
valence band components at Γ as a function of pump-probe delay. Right: the
corresponding evolution of the exchange splitting. The fitted time constant of the
collapse is roughly the same for all three temperatures. Temporal overlap of the
pump and probe pulse (i.e. absolute t0) was verified by the jump in the electron
temperature (gray). Error bars are, for the sake of clarity, only included for the
last data point and show two standard deviations.

The explanation for the distinct dynamics given above suggests a dependence on
the initial sample temperature. When the ultrafast minority band shift depends
on the availability of this state as a decay channel, then it should be faster for
higher starting temperatures because its spin polarization is lower and therefore
less restricted for the decay of hot electrons. Fig. 5.13 shows the dynamics for
three different starting temperatures. The response of the surface state is the same
for all temperatures and is, for the sake of clarity, not included in the figure. If we
consider the left panel with the binding energies of the bands we find the expected
response of the minority band. At low temperatures (40K), where the polarization
of the exchange split bands are close to 100%, the dynamics is delayed by 0.28 ps.
In contrast, at 200K where the spin polarization is only about 50% [155], the
minority band reacts on the timescale of the pump pulse. Since this delay is very
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Figure 5.14: MOKE rotation from Gd(0001) as a function of pump-
probe delay for different starting temperatures; from Ref. [173]. The
inset shows the ultrafast dynamics for equilibrium temperatures of 50 and 250K.
At 50K there is an enhancement in the MOKE rotation (inset) which persists for
about 150 fs until the decrease of the MOKE signal with a timescale of 0.8 ps. If
started at an equilibrium temperature of 250K an instantaneous initial decrease
of MOKE rotation can be observed followed by a further reduction with a time
constant of 1.2 ps.

minor, it would be helpful to measure it again with shorter pulses. For this, one
needs to use longer pump wavelengths to avoid space charge. Contrary to the
minority dynamics, the starting point of the majority shift seems to be independent
of the temperature, although small variations can not entirely be excluded.
The exchange splitting in the right panel reflects the temperature depended delay
of the minority band as the starting point for the demagnetization is shifted
accordingly. The absolute position of t0 (i.e. the pump-probe overlap) is well
known, since it can be validated by the electron temperature obtained from the
Fermi edge, as shown in the gray insets. Although the exchange splitting is the
result of the two distinct dynamics (minority and majority band movement) its
dynamic can be reproduced with a single exponential fit. Besides the delay in the
starting time, the demagnetization dynamics is the same for all three temperatures
and exhibits a time constant of 0.85 ± 0.05 ps.
If we now compare our results with measurements from Sultan et al. [173], who
used magneto-optical Kerr effect (MOKE) to follow the temperature-dependent
dynamics, we find some distinct features. Fig. 5.14 shows the Kerr rotation as a
function of pump-probe delay for an absorbed pump fluence of 1mJ/cm2 (1.55 eV,
35 fs). Within the first few hundred femtoseconds the temperature plays a crucial
role in the observed dynamics. At low temperatures (50K) the MOKE rotation
is enhanced within the first 150 fs but instantaneously reduced at 250K (see
inset). This is remarkable because we can now explain this behavior in terms
of valence band dynamics. Comparing the extreme cases of “cold” and “warm”
demagnetization as shown in Fig. 5.15, we find qualitatively the same features as
in MOKE. The enhanced magnetization at low temperatures originates from a
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Figure 5.15: Ultrafast demagnetization of Gd at 40 and 200K. Shown
is selected data from Fig. 5.13. The dynamics reflects the behavior found in MOKE
rotation measurements. The enhancement of magnetization in cold (40K) samples
just after t0 (circle) is caused by the majority spin band dynamics, while the
ultrafast decrease of the exchange-splitting at the higher starting temperature
(200K) is determined by the minority spin band dynamics, as indicated by the
overlaid red sigmoid fit from the minority dynamic (bottom left). The gray stripe
indicates the pump-probe cross-correlation (XC) of 0.32 ps.

dip at t0 in the majority band together with the delayed response of the minority
part. This majority dip, which is most pronounced at low temperatures, could be
caused by a coherent interaction of the photon field with the itinerant electrons [7].
At high temperatures the t0-dip in the majority state is absent and the step-like
initial demagnetization is solely caused by the minority response, which basically
reflects the width of the pump pulse.

5.3 Gd: dynamics at different pump fluences

Besides the equilibration temperature, another parameter that influences the
dynamics is the fluence of the pump pulse. To compare different measurements it is
therefore crucial to determine the absorbed fluence in the probed region. It should
be noted that obtaining an absolute value is not simple, as it depends strongly on
the spatial overlap of pump and probe pulse. In our measurements, this overlap is
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determined with a high magnification camera on a separate sample coated with
a fluorescence indicator15. To find the exact position for both pump and probe,
the pump pulse has to be strongly weakened. Thereby we have to make sure that
the beam position is not moved by the attenuator. In addition, beam stability in
the high harmonic path has to be assured as well. The spatial stability during a
measurement was ensured by checking the beam positions before and after the
experiment with the above method. The downside of this simple approach is that
the beam spot on the fluorescent sample has a different color for the XUV and the
IR beam, which results in strong chromatic aberration effects in the magnifying
optics of the camera. This makes it imperative to adjust the focus of the camera
for each spot accordingly to determine the size of it as well as its position.
The pump spot of the measurements presented here is set to be on the order of
∅ = 0.5mm (FWHM) with a Gaussian intensity profile. We now probe the sample
in the center of the pump spot with a 130µm diameter (FWHM) XUV beam. To
determine the absorbed IR fluence we measure the reflected beam profile at the
angle of incidence (60◦). Taking into account the windows of the vacuum chamber
we find an absorption of 18% for 100Å Gd(0001)/W(110), which is in accordance
to values given by Lisowski [186]. To obtain an absolute value for the fluence we fit
a two-dimensional Gaussian to the pump spot intensity. 68% of the applied fluence
are now found within a 2σ circle. To account for finite spot sizes and inaccuracies
of the spatial overlap we averaged the intensity within the 2σ circle for the fluence.
From this, one sees directly that the absolute value for the excitation density has

15We used fluorescence indicator F254 for this, which is a manganese-doped zinc silicate
Zn2SiO4, (CAS: 68611-47-2).
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a large error that we estimate to be on the order of ± 30%. However, the relative
error between two successive measurements depends only on the pointing stability
and is therefore significantly smaller at ± 10%.
Fig. 5.16 shows the reduction of the exchange splitting for two different fluences
at 40K and at 90K. As one would expect, a higher fluence results in stronger
demagnetization with an increased time constant, as obtained by single exponential
fits. Besides this, it seems that lower starting temperatures reduce the time constant
of the exchange splitting dynamics, which we can explain due to the delayed
minority response. This results in a more “synchronous” shift of the bands and
thus a faster decay. This reduction of the time constant was also found by MOKE
[173], indicating that MOKE measures the combined response of both valence
bands.
To find the origin of the fluence dependence we have a closer look at the band
dynamics leading to the different exchange splittings. Fig. 5.17 shows this for the
two fluences at 90K. The minority shift seems to be simply enhanced for a higher
fluence. Since its time constant (τmino ≤ 0.3 ps) reflects the pump-pulse length,
there could be a fluence dependence as well16. The majority band on the other
hand exhibits a significantly slower time constant at the higher pump fluence.
This fluence dependence of the dynamics is well known [188, 189] and can be
adequately described by EY-scattering [14]. The slight mismatch between both
majority starting times is within the error bars.
It should be noted that the fluence dependence of the dynamics could in principle
be influenced by electronic heat transport from the tungsten substrate. Gd and W
have about the same IR absorption lengths of about 25 nm [186] but considerably
different heat capacities. The static heat capacity of Gd is about twice that of
W at the relevant temperatures (90 - 300K) [71, 74]. This could result in a large
temperature gradient at the Gd/W interface, where, at our geometry, the IR
intensity is still about 60% compared to the first layer [186]. Hot electrons from

16There is evidence that exchange scattering can lead to a fluence dependence, caused by the
longitudinal relaxation within the sample [187].
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the tungsten substrate can thus lead to a considerable heat transport into the Gd
film after excitation. This contribution should depend on the absorbed fluence,
since the temperature gradient at the interface does. A typical value for a 100Å
thin metal film to become uniform in temperature is about 2 ps [190] which is
close to the observed timescale. However, this argument holds only true, if we
assume ultrafast coupling of the valence band polarization to the 4f spin system
since it is responsible for the high magnetic heat capacity. By neglecting the 4f
spin contribution, the heat capacities of Gd and W are of the same size and we
would therefore expect no influence from the substrate at fast timescales. This is
important, because we will see later that the 4f spin polarization does not change
on ultrafast timescales, we can thus neglect the substrate within the first few
picoseconds.
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Chapter 6

Localized electrons: MLD from
the 4f multiplet

6.1 Orbital-resolved magnetization dynamics

Up to now we have mainly discussed the magnetization dynamics of the 5d6s spins
and disregarded the 4f system. Since the 4f electrons carry the main part of the
overall magnetic moment it is reasonable to follow its dynamic directly. To this
end we use magnetic linear dichroism in photoemission, which is known to measure
ferromagnetic order if a chiral geometry is chosen (see Ch. 3.3 for details). Besides
static measurements, for which MLD is a well established probe for magnetic order
[62, 97, 105, 106], MLD was also used to follow magnetism in the time domain
[137]. Our approach is unique in that we simultaneously probe the valence band
response as well as the 4f MLD upon laser excitation. This allows us, for the first
time, to measure all the states that are involved in the magnetism of the lanthanide
metals during and following laser excitation. We can therefore exclude common
sources of errors such as offsets in t0, the pump fluence or diversity in the sample
quality; all problems that usually occur when one compares results from different
experiments.
Figure 6.1 shows spectra of Gd and Tb for two opposite in-plane magnetization
directions. As discussed in Ch. 3.3, a chiral geometry was chosen to measure the
magnetization. Along with the 4f MLD signal, the pronounced 5d6s exchange
splitting discussed in Ch. 5 can also be obtained from the spectra. The exchange
splitting in Tb is determined in this chapter by fits to the spectrum at an emission
angle of 8◦, as described on page 67. The magnetization is changed in between
two spectra by a pulsed coil1 mounted in front of the sample at the measurement
position. The high current pulses for the coil are generated through discharge of
capacitors2. With this setup it is possible to magnetize Gd at 90K. In the case of
terbium, however, the magnetic field from the pulsed coil is not sufficient to change

1The coil has 10 windings and consists of a 2mm thick tantalum wire.
2We used two capacitors (450µF, 375V) discharged by thyristors in a parallel configuration.

For Gd it was sufficient to charge the capacitors to 100V.
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Figure 6.1: The valence band and 4f magnetic linear dichroism of
gadolinium and terbium at 90K. The blue and red EDCs show the ARPES
spectra probed with p-polarized light in normal emission for two opposite in-plane
magnetization directions (geometry as shown in the inset). In Gd the exchange split
(5d6s) valence bands at 2 eV binding energy, the surface state just below EF and the
4f core level at 8 eV are clearly visible. The Gd 4f final state consists of 7 multiplet
components 7F6,...,0 (from left to right) which are not resolvable. An additional
surface core level shift of about 0.4 eV ∗ makes it difficult to distinguish between
surface and bulk contributions of the atomic MLD in our geometry [105]. The MLD
signal is obtained by integration over the absolute value of the normalized difference
of the blue and red spectra. In Tb (right) the MLD signal is a lot larger than in Gd.
Especially the high spin 8S7/2 final state component shows a remarkably strong
dichroic effect. The “low” spin multiplet at 7.5 eV consists of three components 6D,
6I, 6P whereas 6I dominates at our photon energies. There are other multiplet
terms at higher binding energies which are not within our energy window. Note
that in Tb all components undergo a surface core level shift of ≈ 0.26 eV [172] with
a strong signature at the used photon energies. In addition to the 4f multiplet
MLD, a small dichroic signal is also present in the dz2 surface state.

∗ From our fits we get the best result for a surface core level shift of ≈ 0.41 eV. Kammerer et al.
determined it to be 0.48 eV [191]. A theoretical estimation given in [192] quantified the shift to
be about 0.3 - 0.4 eV.
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the magnetization direction. We therefore heated Tb above the Curie temperature
and subsequently cooled it slowly while constantly pulsing the coil. This way we
can change the magnetization in Tb as well. Using a pulsed coil during cooling,
instead of applying a constant current to a coil with many windings, has the
advantage that the coil does not get hot and degas.
For the following discussion on the MLD dynamics it is helpful to recall what the
different signals measure. As discussed previously, the exchange splitting measures
the short-range magnetic order of the 5d6s electrons in the bulk3. In contrast MLD
measures macroscopic magnetic order with an estimated surface to bulk signal
ratio of 5/3 in Gd and 10/3 in Tb (cf. Ch. 3.3.2). The fact that MLD measures the
macroscopic order has the consequence that the signal will vanish if the probed
region breaks up into randomly oriented domains. This can happen when the
absorbed pump fluence is high enough to completely demagnetize the sample.
We found that this fluence is about 4mJ/cm2 in Tb. Above this threshold the
MLD signal is permanently destroyed because the remnant magnetic field from the
surrounding unpumped sample regions is not sufficient to ensure realignment in the
original direction. Thus we chose a relatively low absorbed fluence of 2.5mJ/cm2

in Tb to assure a residual magnetization of about 30% and realignment in the
original direction at long pump-probe delays. For Gd we use 3.5mJ/cm2, a value
which leads to considerable demagnetization with still tolerable IR space charge.

6.1.1 Analysis of the MLD signal

During the evaluation of the time-resolved data we found, besides the delay-
dependent space-charge shift discussed above (cf. Ch. 4.2), an additional slight
shift of the Gd spectra for opposite magnetization directions which is only present
at negative pump-probe delays up to about 1 ps. The shift is absent in static
measurements and also not visible at 500 ps, where IR space charge is gone (see
Fig. 6.2). Even though this shift is relatively small (about 30meV), its influence
on the 4f MLD signal is significant and needs to be addressed. Before applying
any correction we need to make sure that the shift applies to the whole spectrum
and is the same for all states. The inset of Fig. 6.2 shows that not only the surface
state, but the whole valence band structure is shifted. The same shift can also
be seen at the small oxygen peak at 27 eV kinetic energy and is the same for all
angles in the two-dimensional spectra. There is, besides space charge, no physical
explanation for such a shift at negative delays, making a correction imperative.
For a complete discussion about the influence of the correction on the dynamics
see Appx. A.1.
In contrast to Gd such a shift was not found in Tb, where the IR space charge is
much smaller because of the higher work function. We therefore do not need to
correct the Tb data and the analysis of the MLD signal is straightforward. The
strong contrast at the high spin final state is particularly suitable for evaluation.

3The probed region is, with 2 - 3 topmost layers, the same for the 4f and the 5d6s photoelectrons,
but the exchange split 5d6s bands are bulk bands and the corresponding electrons have an
estimated coherence length of about 30Å i.e. 10ML.
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Figure 6.2: Space-charge effects in Gd MLD. Besides the “normal” IR
space-charge shift of about 0.2 eV between spectra taken at 500 ps (left) and
negative pump-probe delays (-1 ps to t0) a small shift of ≈ 30meV between spectra
with opposite magnetization directions (red and blue) can only be observed up to
about 1 ps (see arrows in the inset for the shift at negative delays).

The only peculiarity that has to be taken into account is that the common
normalization (i.e. division of the difference spectrum by the sum of both spectra)
does not work for this state since it overlaps with the majority component of the
5d6s bands, which moves with the pump-probe delay. Therefore, the normalization
would lead to a slower observed response in the MLD signal, since the intensity
from the majority state gets less within this region as it shifts to lower binding
energies. The low spin multiplet components at 7.5 eV binding energy do not have
this problem and by comparing here the normalized with the unnormalized MLD
signal we find no significant difference. We therefore use only a normalization to
the probe intensity for the individual spectra, i.e. we divide each spectrum by the
background intensity. This way we can facilitate the intense high spin final state
component to follow the polarization of the 4f system.

6.1.2 Laser-driven demagnetization of the 4f system

With the combined measurement of the 5d6s exchange splitting and 4f MLD, we
can now directly investigate the intra-atomic exchange interaction between 4f
and 5d6s states as we drive the magnetic system out of equilibrium. Intra-atomic
exchange is regarded as the strongest force in magnetism and, up to now, only
the much weaker inter-atomic exchange has been investigated by element-specific
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probing of magnetic alloys. From these measurements it was claimed that at
least the inter-atomic exchange can be overcome at sub-picosecond timescales [22,
193–195]. However, it should be noted that intrinsically, i.e. in a perfect alloy of
two itinerant magnets, no distinct behavior can be present, because the valence
band electrons responsible for the magnetic coupling are smeared out over several
atoms. The simplest interpretation of some of the above observations (in particular
in [193]) is thus that the distinct dynamics stem from regions with different
compositions, where the respective dominant constituent then sets the timescale.
This interpretation is also largely supported by spatially-resolved measurements,
where nonlocal spin transport between regions of different compositions was found
to have a strong influence on the dynamics [156]. The only other possibility, in
the special case of RE-TM ferrimagnets, is a principal difference in the magnetic
response of the localized RE core-level electrons and the shared itinerant RE-TM
electrons. In this case it should be possible to measure the distinct behavior in a
mono-atomic RE magnet as well, since it has both itinerant and localized electrons
participating in the magnetization dynamics. In the RE metals observed here the
intra-atomic exchange parameter is much bigger than the exchange between the
atoms (in Gd: J5d−4f = 130meV, J5d−5d = 5.9meV [23]). This is why instantaneous
alignment of on-site moments and, hence, identical spin dynamics has been assumed
so far.
Figure 6.3 shows the orbital-resolved dynamics for both, Gd and Tb, following
laser excitation. As before, we have the distinct minority (red) and majority (blue)
band response in Gd (left) and the faster and more symmetric behavior in Tb
(right). The exchange splitting (black) shows a time constant of 0.7±0.1 ps in Gd
which is as expected at the low fluence. In Tb the time constant of 0.3±0.1 ps is,
within the error bars, the same as measured before at a higher fluences. If we now
have a look at the corresponding MLD dynamics we see a remarkable discrepancy
between Gd and Tb. While in Tb the MLD signal and the exchange splitting follow
each other closely (τMLD = 0.4±0.1 ps, τex = 0.3±0.1 ps) they show strikingly
different dynamics in Gd.
The 5d6s exchange splitting in Gd reaches its minimum value after about 1 - 2 ps,
by which time the electron and phonon heat baths are in equilibrium. In contrast
the 4f magnetization hardly changes within the first two picoseconds, but continues
to decrease until a minimum value at about 40 ps. The time constants obtained
by single exponential fits reflect this behavior, with 0.7±0.1 ps for the exchange
splitting and 14±3 ps for the MLD contrast. This slow response of the Gd 4f system
is not to be expected and poses serious questions to our understanding of ultrafast
magnetism. Naively one would expect that the strong 5d - 4f exchange coupling
with Jint = 130meV would translate into a timescale of about 6 fs (τ ∼ ~/Jint),
but it should be noted that this is only an upper limit for the fastest possible
timescale. In general, the coupling depends not only on the interaction energy but
also on the symmetry of the corresponding states.
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Figure 6.3: Magnetization dynamics of itinerant and localized elec-
trons in Gd (left) and Tb (right). The upper panels show the response of
the minority (red) and majority (blue) 5d6s spin bands upon laser excitation.
Their dynamics result in a reduction of the exchange splitting (black) with a time
constant of 0.7 ps in Gd and 0.3 ps in Tb. In Gd the polarization of the 4f state
(green, normalized) stays relatively unperturbed and diminishes with a much slower
time constant of 14 ps while in Tb it follows closely the exchange splitting. Both
the exchange splitting and the MLD signal are fitted with a single exponential
function to obtain the given time constants. The initial sample temperature is
90K and the spectra are recorded with 100 fs, 36.8 eV probe photon pulses. The
sample is pumped by 300 fs (100 fs for Tb), 1.6 eV photon pulses with an absorbed
fluence of 3.5mJ/cm2 in Gd and 2.5mJ/cm2 in Tb. Error bars on the last data
points show two standard deviations.
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Figure 6.4: Extended three-temperature model. In contrast to the ordinary
3TM the extended model takes heat diffusion of hot electrons and the complex inner
structure of the Gd (or Tb) spin system into account. A schematic of the coupling
within the spin system is given on the right. Two spins on atoms i and j interact
through the coupling constant Jij of the 5d electrons. Since these electrons are
close to the Fermi level they are directly influenced by the electron temperature via
αe. Besides the intra-atomic coupling Jint, which describes the exchange between
4f and 5d electrons, the 4f spin system is also coupled to the phonon temperature
via αp.

6.1.3 Orbital-resolved spin-dynamics simulations

To shed light on the origin of this strikingly disparate magnetization dynamics of
the 5d6s exchange splitting and the 4f spin system, Wienholdt et al. performed
atomistic spin dynamics simulations based on the E3TM (cf. pp. 19 ff.). Such an
orbital-resolved model is required to describe the two distinct spin systems. Within
this model the 5d6s electrons are represented by localized 5d moments, which are
coupled to the electron temperature because they are directly excited by the laser
pulse (�ω = 1.6 eV). In contrast, the 4f electrons are not perturbed by the laser, as
their binding energies lie 8 eV below (occupied) and 4 eV above (unoccupied) the
Fermi energy [151]. They therefore couple only to the phonon temperature. This is
illustrated in Fig. 6.4 with the corresponding coupling parameters αe and αp.
The spin system in this figure is represented by the Hamiltonian from Ch. 2.1.3:

H = −1
2
∑
〈ij〉

JijS
5d
i ·S5d

j −
∑
i

JintS
5d
i ·S

4f
i −K0∑

i

(S5d
i )2

z (6.1)

with 5d and 4f spins expressed by the unit vectors S5d
i and S4f

i respectively,
representing the normalized magnetic moments in the classical limit. The first term
describes the inter-atomic Heisenberg exchange between the 5d spins at different
lattice sites i, j of the hcp lattice. The second term is the intra-atomic exchange
between the 4f and the 5d electrons, and the third term accounts for uniaxial
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Figure 6.5: Orbital-resolved spin dynamics in gadolinium. Measured
exchange splitting of the 5d6s bulk bands (black circles, right ordinate) and
normalized magnetic linear dichroism of the 4f state (green dots, left ordinate)
are shown as a function of pump-probe delay. Solid green and blue lines are
the (normalized) 4f and 5d magnetic moments, respectively, calculated with the
orbital-resolved spin Hamiltonian. The black solid line is the exchange splitting
computed ab initio with the 4f and 5d magnetic moments of the spin-dynamics
simulations as input. The decoupling of the intra-atomic exchange is demonstrated
by the significantly different demagnetization times of the 5d and 4f spin systems.
Note that after 3.5 ps the dynamic is displayed on a logarithmic scale to cover the
cooling back to the initial sample temperature of 90K. Typical error bars (±2σ)
are shown for the data points at 2 ps pump-probe delay.

anisotropy (cf. Ch. 2.1.2). Using the LLG equation with the above coupling we
can now describe the dynamics of the 5d and 4f spin systems separately. For the
5d spins it reads:

Ṡ
5d
i = − γ

(1 + α2
e)µ5d

s

S5d
i ×H i(t)−

αeγ

(1 + α2
e)µ5d

s

S5d
i ×

(
S5d
i ×H i(t)

)
(6.2)

and analogue for the 4f moments:

Ṡ
4f
i = − γ(

1 + α2
p

)
µ4f
s

S4f
i ×H i(t)−

αpγ(
1 + α2

p

)
µ4f
s

S4f
i ×

(
S4f
i ×H i(t)

)
(6.3)

the effective field H i(t) includes thermal fluctuations and is the connection to the
rate equations of the E3TM (for details see Ch. 2.2). Good agreement between
simulation and experiment is achieved by using coupling values of αe = 1.3 · 10−4

and αp = 1.5 · 10−3. Distinct values for αe and αp are not known in literature, but
the average is in agreement with the known Gilbert damping α = 4.4 · 10−4 of Gd
[196].
The used exchange constants Jij = 5.9meV and Jint = 130meV are calculated
ab initio using density functional theory. These values lead to a computed Curie
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temperature of 299K, which is in close agreement with the experimental value
of 293K. The 5d and 4f magnetic moments from the simulation can thereby be
used as an input for the calculation of the 5d6s exchange splitting for a given
non-collinear 4f and 5d arrangement.
The results of the simulations are shown in Fig. 6.5 as solid lines. Even though
the massive internal exchange interaction (Jint = 130meV) is taken into account,
the simulation supports the measured disparate timescales. This demonstrates
that the strong exchange does not determine the demagnetization timescale of
the 4f system. In fact by varying Jint it can be shown that only the 5d dynamics
is influenced; the 5d system tends to remagnetize after the initial excitation if
the 5d-4f exchange is enhanced, but the amount of angular momentum in the 5d
system is not sufficient to change the 4f dynamics significantly (see Appx. A.2
for details). The (normalized) magnetization of the 4f and 5d systems from the
simulation are given by the green and blue lines respectively. From these, the
5d6s exchange splitting is calculated (black) and given on the right ordinate. The
simulation mirrors the slow (14 ps) 4f response as well as the sub-picosecond 5d
demagnetization reasonably well. Also, the amplitude of the demagnetization is
reproduced by using an absorbed fluence of 4mJ/cm2 in the simulation, which is
well within the error bars of the measured absolute value of 3.5±1mJ/cm2. The
somewhat slower recooling after 50 ps is attributed to the exclusion of phonon heat
transport in the model.

6.1.4 Comparison with XMCD measurements of Gd

The 14±3 ps slow response of the Gd 4f system was unexpected and contradicts
earlier findings from time-resolved XMCD measurements [175]. In these x-ray
transmission experiments, Wietstruk et al. probed the M5 edge (3d5/2 → 4f↓) of a
polycrystalline gadolinium film in between yttrium cap layers. They reported an
initial drop in the XMCD signal of about 40% with a time constant of 0.76±0.25 ps
followed by an additional decrease of 15% with a time constant of 40±10 ps as
shown in Fig. 6.6. The fluence used in this experiment was 3 - 5mJ/cm2 and is
thus comparable to the one in our measurement. We first assumed that the bulk
sensitivity and the sample crystallinity together with the influence of the cap
layers is the reason for this discrepancy. But recent XMCD experiments on single-
crystalline Gd(0001)/W(110), done in cooperation with Wietstruk et al. at the
BESSY femtoslicing facility, could qualitatively reproduce their earlier findings4.
These particular experiments were not quite as surface sensitive as the MLD
measurement. Using a reflection geometry in grazing incidence, the probed volume
(which is determined by the penetration depth of the X-rays) can be calculated
and is about 4ML for the used angle of 4◦. In conclusion, we can rule out that
the crystallinity of the Gd film or the presence of cap layers are responsible for
the fast XMCD response. In addition, it seems unlikely that the slightly larger
probed volume would lead to such a strong additional contribution. Therefore, the
fundamental question arises if MLD and XMCD are sill equivalent techniques and

4These measurements are not part of this thesis.
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Figure 6.6: XMCD from polycrystalline Gd as a function of pump-
probe delay; from Ref. [175]. XMCD finds, contrary to MLD, two timescales
in the Gd 4f system. A slow one of about 40±10 ps (measured with a 10 ps probe
pulses) and a fast one of 0.76±0.25 ps (inset, measured with 120 fs probe pulses).
In both cases the Gd sample was excited by a 50 fs long 1.5 eV pulse with a fluence
of 3 - 5mJ/cm2.

whether they show solely magnetism on ultrafast timescales.
Both, MLD as well as XMCD, are based on the same physical principles, they
both result from electric dipole transitions as described by Fermi’s golden rule, and
both have similar selection rules5. The dichroic signal is the result of the different
transition probabilities for reversed magnetization directions. But there are also
some fundamental differences. XMCD is a measure of the optical properties; by
choosing photon energies which are resonant to an excitation from an occupied
nonmagnetic core level to a magnetic (polarized) final state one measures either
reflectivity or absorption of the sample. The spin of the electron is conserved in
this process and since the excitation is into an unoccupied but polarized state,
the dichroism is a direct result of the Pauli principle. In contrast, MLD measures
directly the photoelectrons, i.e. their transition from a magnetic initial state into a
continuum final state. In this case, dichroism is a result of the interaction between
the photoelectron and the core hole [197]. As a consequence XMCD probes the
magnetic response of the unoccupied minority 4f states, while MLD measures the
occupied majority 4f multiplets in the final state configuration. Careful analysis
of the obtained XMCD signals revealed also nonmagnetic contributions6 in the
dynamics that may also have a non-negligible influence on the observed dynamics.
Recent unpublished spin- and time-resolved photoemission measurements from
the Gd surface state confirmed a slow response that corresponds with what we

5Exception: ∆m = 0 in MLD and ∆m = ±1 in XMCD
6These can be found by comparing the (normalized) dynamics of both magnetization directions.

These non-magnetic contributions seem to be too small to be responsible for the fast response,
but only under the assumption that they are essentially non-symmetric, i.e. that all symmetric
contributions are necessarily of magnetic origin.
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see in the 4f MLD data7. The fast response reported by other authors [170, 176]
can be attributed to the instantaneous change in the occupation of this state,
while its intrinsic spin polarization remains unchanged. However, an interpretation
of the data that relies on disparate surface and bulk behavior would reignite a
long lasting dispute about the existence of distinct surface magnetism that was
fought in the 1990s [26, 144, 153, 155, 157–166] (cf. pp. 64f.). This discussion,
which concerned only static measurements8, is regarded to be settled in favor
of non-disparate surface-bulk behavior, but the existence of a different magnetic
response at the surface can not be rejected per se, since we know that effects
like e.g. super-diffusive spin transport, hot electron driven lattice transitions and
quenching [198] or canting [199] of spin states can indeed differ at the surface. Band
structure calculations of Gd show that the various magnetic phases of the heavy
lanthanides can be reproduced by solely changing the lattice constants of Gd [183].
Already a 1.2% reduction of the c/a ratio would lead to an antiferromagnetical
ordering in Gd. Therefore, an enhanced ferromagnetic coupling could be reached
due to magnetostriction if the lattice expands in the c-direction. Such a process
could, in principle, stabilize the magnetic order at the surface.

6.2 4f dynamics in Terbium

In Tb the various multiplet components are well separated in the photoelectron
spectrum, which allows for a separate investigation of their dynamics. In our
experiment we resolve the high spin final state component 8S7/2 at 2.5 eV binding
energy and two of the lower spin components (6I and 6P) at about 7 eV. The MLD
signal is most intense for the 8S7/2. To compare the high- and low-spin dynamics we
chose the more pronounced 6I component. In addition to the 4f MLD we also see a
small dichroic signal from the surface state. The right hand side of Fig. 6.7 shows
the recorded MLD spectrum with the term symbols assigned. Their dynamics are
shown on the left panel. All components show basically the same behavior which
suggests, by comparing it additionally with the exchange splitting (Fig. 6.3), that
the magnetic system in Tb is close to equilibrium at all times. The reason for
the different behavior of the Gd and Tb 4f system seems to be the high angular
orbital momentum induced by the additional 4f electron in Tb (Gd: L4f = 0, Tb:
L4f = 3). It assures a strong coupling to the lattice via single ion anisotropy (cf.
Ch. 2.1.2) leading to a magnetocrystalline anisotropy energy of 11meV, which
is about three orders of magnitude larger than in Gd [40, 41, 60]. This strong
magnetic coupling to the lattice can also be seen in the magnon band structure,
which shows large phonon induced band gaps [174]. These interactions are missing
in the Gd magnon band structure [64, 67].
The orbital-resolved spin model that explains the Gd dynamics can also be used for
Tb. Unfortunately there exist no ab initio calculations for Tb exchange constants

7The spin polarization of the surface state decreases on the timescale of 15±8 ps while its
energetic shift shows, in agreement with our data, a response that is a lot faster (cf. Fig. 5.11) –
Beatrice Andres, Freie Universität Berlin, private communication.

8Specifically about the question if the surface has an enhanced Curie temperature.
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since they are much more demanding to calculate than the Gd ones due to the finite
angular momentum in the 4f shell. For a simple comparison of the key features it
should be sufficient to use the Gd calculation and adapt the 4f coupling to the
lattice. By using the values from [40, 41] for the MCA we can estimate the coupling
to be a factor of 340 stronger than in Gd we thus change αp from 0.0015 to 0.5.
This increase is on the same order of magnitude as the factor between the Gilbert
damping parameters found for Gd- and Tb- transition metal alloys with 0.0005
and 0.038 respectively [200, 201].
The result of the adapted spin-dynamics simulation is shown in Fig. 6.8 as solid
lines. The calculation agrees well with the measured dynamics. Both, 4f and 5d6s
polarization decrease with the same fast timescale, justifying our above assumption
that spin-lattice coupling is responsible for the 4f timescale. The small (∼ 0.1 ps)
mismatch in the decay constant of the simulation with the data is most likely a
consequence of the usage of the Gd ab initio calculation as an approximation for
Tb. The fact that we can reproduce the experimental findings within the model of
Wienholdt and coworkers shows that, despite the common belief that the 5d - 4f
exchange sets the demagnetization timescale in RKKY magnets, it is in fact the
direct spin lattice interaction of the 4f electrons.

Influence of oxygen adsorbates on the surface magnetism in Tb It was
reported, that oxygen adsorption on Lanthanides suppress the magnetism of
the surface layer [147]. This can, in principal, be used to separate the magnetic
signal from the top most layer and the underlying bulk layers, making it possible
to investigate their magnetization dynamics separately. The result of such an
experiment is shown in Fig. 6.9. On the right hand side the energy distribution
curves of the corresponding sample is shown. Blue and red spectra are opposite
in plane magnetization directions in the chiral MLD geometry. The lower spectra
show a pure Tb thin film, while the upper spectra stem from a Tb film with ∼ 0.1 L
oxygen deposited on the surface. The adsorbed oxygen results in a vanishing MLD
signal from the surface state, as well as a reduced signal from the surface core
level shifted multiplet components (marked by gray vertical lines, s). Even though
the oxygen peak has the same intensity as the 4f multiplets (PE at ~ω = 41 eV) it
seems to be not enough to completely suppress the surface core level shift. The
moderate oxygen dosing which was chosen here has also no significant influence on
the magnetization dynamics as shown on the left hand side of Fig. 6.9. Here the
8S7/2 component was chosen for comparison. The response upon laser excitation
is convincingly unchanged by the deposited O2. It is likely that also a higher
deposition will not alter the dynamics significantly.



98 6.2 4f dynamics in Terbium

0268 4
Binding energy (eV)

In
te
ns
ity

O21.0

0.8

0.6

0.48 S
7/

2
M
LD

sig
na

l

3210-1
Pump- probe delay (ps)

10 100

8S7/2

pure Tb
O2/Tb

Terbium

su
rf
ac
e
st
at
e

s b

6I
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Chapter 7

Summary and Outlook

The goal of this thesis was to shed light on to the microscopic processes which drive
the ultrafast demagnetization in Gd and Tb after laser excitation. To this end
we used a novel approach, combining valence band photoemission and core-level
magnetic linear dichroism in a single pump-probe experiment. This way we were
able to capture all the transient states that are involved in the magnetization
dynamics. The experiment was made possible by a unique high-order harmonic
setup which provided the needed time- and energy-resolution of the XUV-probe.
In summary, we have shown that the magnetic systems of single-crystalline Gd
and Tb films exhibit very different behavior after laser excitation. Especially Gd
is driven far from equilibrium, demonstrating that the intra-atomic exchange
interaction, which is generally assumed to be quasi-instantaneous, is broken on
a ten picosecond timescale. The distinct minority and majority spin dynamics
in the valence band, reflecting the magnetization of the itinerant 5d6s electrons,
give insights into the ultrafast processes comprising initial charge redistribution,
as well as electron-electron and electron-magnon scattering. On slightly slower
timescales we find EY-like spin-flips to be present in the 5d6s majority bulk band
dynamics. The difference in the 4f response between Gd and Tb are attributed to
ordinary spin-lattice coupling and can adequately be described by Gilbert damping
using a ratio between the damping parameters of both metals which is also found
in between their magnetocrystalline anisotropy energies. The strong spin-lattice
coupling in Tb lead, thereby, to a fast response which keeps the magnetic system –
contrary to Gd – close to equilibrium.
Besides these main results we examined in Gd the pump laser fluence and tem-
perature dependence of the valence band dynamics and found comparable results
to those obtained earlier by MOKE. With our method we contribute to this
extremely active field by the additional insight into the origin of the dependency.
The temperature dependence is driven by the fast minority bulk band, which we
explain in terms of electron-electron and electron-magnon scattering. The fluence
dependence on the other hand is driven by the slower majority bulk band, which
can be explained by EY-scattering. We could also prove the conjecture that these
bulk bands show residual exchange splitting above the Curie temperature, which
we determined to be at least 100meV at 320K.
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In addition to these physical insights, we raised questions about the comparability of
different magnetic techniques in the ultrafast regime. In particular, the discrepancy
between the MLD and the XMCD response needs further investigation. To this
end it would be helpful to exclude space-charge influences in the MLD signal by
using lower photon energies for the excitation. Besides this, it would be useful to
perform XMCD measurements on single-crystalline Tb at comparable conditions
to those presented here.
Repeating the experiments on an insulating substrate would help to gain insights
into transport effects. Additionally, the role of the surface could be further investi-
gated by repeating the Gd MLD experiment in Γ -K direction, where diffraction
dichroism dominates. To this end, it could also prove helpful to cap the Gd sample
with one monolayer of Eu or Tb. Eu as a cap layer has the advantage that the 4f
multiplets are well separated from the Gd 4f, which would allow for a separate
analysis of surface and bulk 4f magnetism. Tb on the other hand has the benefit
of a very similar valence band structure which makes it possible to exclude the
influence of the itinerant electrons at the interface.
Ultimately, the aim is to repeat the measurements presented in this thesis with
spin resolution. This goal, however, requires high harmonic setups with much
higher repetition rates since the fluence per shot is already limited by space charge
and spin-resolving detectors are very inefficient.
In conclusion, in this work we have gained significant microscopic insights into
the role of inter- and intra-atomic exchange coupling during laser driven demag-
netization. The former, which is predominately influenced by Elliot-Yafet and
exchange scattering is reflected by the dynamics of the itinerant electrons. The
latter is, surprisingly, not sufficient to establish magnetic equilibrium on the ultra-
fast timescales and the dynamics of the localized spins are basically determined
by spin-lattice interaction alone. This discrepancy, which shows that intra-atomic
nonequilibrium conditions persists over several picoseconds, was observed for the
first time and was not expected from existing theoretical understanding. With
these key insights we have contributed significantly to the field of laser-driven
magnetization dynamics, emphasizing that the role of lanthanide alloyants in all
optical magnetic switching experiments of RE-TM ferrimangets could be ultimately
determined by the interplay of their itinerant with the localized electrons.
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Appendix

A.1 Space-charge correction of the Gd MLD
data
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Figure A.1: Gd MLD as a function of pump-probe delay before (blue)
and after (black) correction of the space-charge-induced shift. The slight
shift between the opposite magnetization directions discussed in Ch. 6.1.1 leads to
an enhanced MLD signal at negative delays up to about 1 ps. From that delay on
the shift is negligible and the dynamics are the same. The corrected data can be
fitted with a single exponential function (black line) while the uncorrected data
can only be reproduced by a double exponential function (blue line). The time
constants of the fits are given in the figure.

In Ch. 6 we discussed the 4f dynamics as measured by MLD. We found an unphysical
shift in the Gd dataset starting at negative delays for which we corrected by aligning
the spectra to their respective valence band positions. Figure A.1 shows this Gd
MLD dynamics as measured (blue circles) and with the applied correction (black
squares). If compared to earlier publications, e.g. by XMCD [175], the correction
seems unjustified because XMCD finds a similar behavior with also a sub-picosecond
contribution. We therefore carefully analyzed all our measured MLD datasets before
we came to the conclusion that the correction is indeed necessary. The first hint
for the necessity of the correction lies in the level of demagnetization. In the
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uncorrected MLD data set, it is more than twice as strong as the one calculated
from the 5d exchange splitting (65% vs. 30% at 40 ps pump-probe delay). This
is not a strict proof though since MLD measures the overall magnetization in
the probed spot and is therefore – in contrast to the exchange splitting – also
influenced by macroscopic effects like the formation of different magnetic domains.
This would in principal allow such dynamics but seems to be unreasonable at the
timescales discussed here1. Also, for the corrected dataset, the MLD signal and the
exchange splitting follow each other closely with both reaching their initial value
at 500 ps. We investigated this matter more closely and, although we could not
determine the origin of the shift, we found in some measurements an even reversed
behavior. Finally, the strongest argument for the correction is its absence in the
unpumped case, which must be identical to the situation at -1 ps delay, and the
fact that all states are affected, as shown in Fig. 6.2. Although we do not know
the microscopic mechanisms that would lead to a magnetization-dependent shift
at negative delays, we know that the shift is induced by space charge and needs to
be corrected.

A.2 Spin dynamic simulations

In Ch. 6.1.3 we have shown that, despite the strong intra-atomic exchange, 4f
and 5d magnetism in Gd are out of equilibrium for tens of picoseconds. This
could be reproduced by orbital-resolved spin dynamic simulations, from which
we concluded that the 4f demagnetization is predominately driven by its direct
coupling to the lattice. The obvious question is now about the role of the intra-
atomic exchange during demagnetization. In Fig. A.2 this question is addressed; it
shows simulations with different intra-atomic exchange parameters. The dynamics
of the 4f system is, apart from an offset given by the respective initial magnetic
moment, not significantly altered. The 5d dynamics on the other hand is strongly
influenced by the intra-atomic exchange; a large exchange energy leads to a slight
remagnetization of the 5d system to establish equilibrium. This result is remarkable;
it shows that the small magnetic moment of the 5d electrons can not effectively
drive the 4f magnetization.

1Apart from the timescales, it seems also unlikely because the sample is not completely
demagnetized, and the thin film magnetization is dominated by shape anisotropy which would
keep the direction of the easy axis.
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